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Editorial on the Research Topic

The role of high-order chromatin organization in gene regulation

It is now accepted that high-order chromatin packaging is non-random and

essential for genome functioning. However, details of mechanisms underlying

chromatin folding and its role in epigenetic regulation remain to be discovered.

One of the most actively studied problems in this field is understanding the molecular

basis of correlations between gene expression and chromatin architecture. Although

causal relationships between these processes are still not well established, information

about genome folding can already be employed for functional interpretation of

genomic variants. For example, spatial proximity between gene promoters and

regulatory elements can be instructive for linking GWAS variants with their

putative target genes. An article by Thiecke et al. published in this Research Topic

describes how information about genome folding was employed for prioritization of

candidate genes underpinning COVID-19 host genetic traits. Similarly, chromatin

architecture can help to understand cancer genomics. Studies by Adeel et al. and Baur

et al. groups show how to infer connections between genome architecture and disease

susceptibility by profiling chromatin contacts in multiple cancer samples. This

approach allows authors to identify chromatin alterations specific for cervical and

breast cancer development.

Several papers published in this Research Topic allow more comprehensive review

of known mechanisms and new hypothesis explaining connections between changes

of chromatin architecture. The paper by Boltsis et al. published in this article Research

Topic, describes general principles connecting genome architecture with

development and disease. Another review by Daghsni and Aldiri discusses this

problem in the context of mammalian retina development, and reviews Tchurikov

and Kravatsky and Malashicheva and Perepelina highlights the important role of

ribosomal genes clusters and lamin proteins in global epigenetic regulation. Finally, a

review by Kumar et al. extends the subject to the area of plant genomics.
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Articles mentioned above show the importance of studying

chromatin architecture in cancer and other human tissues.

However, in many experimental systems, application of

conventional chromatin profiling techniques is challenging

due to a limited amount and/or peculiar properties of the

available biological material. Several articles in this Research

Topic describe new methodologies aiming to overcome this

limitation. Research by Animesh et al. shows how to apply

Hi-C method to nasopharyngeal cancer needle biopsy patient

samples. In the article by Bylino et al. perform critical analysis of

the chromosome conformation capture procedure to provide a

useful guide to the 3C procedure. Another research from the

same group Bylino et al. describes application of this updated 3C

method to study the developmental genes in Drosophila larvae.

Finally, Aljogol et al. compare computational methods of capture

Hi-C-data analysis and highlight their advantages and

disadvantages.

Whereas some of the aforementioned methods aim to

modify the original Hi-C protocol to make it suitable for

low-input samples, a very important direction of research is

single-cell analysis of genome folding. Complementary to

these new molecular methods, recently developed high-

resolution microscopy approaches extend our

understanding of genome architecture in individual cells.

Cardozo Gizzi discusses how new molecular technologies

developed in the rapidly evolving single-cell genomics field

change our view of chromatin architecture. And two articles

Maslova and Krasikova and Zakirov et al., discuss how the

structures revealed by molecular and modern microscopy

analysis correspond to each other.

Overall, this article Research Topic shows how using new

computational and molecular tools can extend our

understanding of mechanisms underlying chromatin folding

and transcription dynamics, and how this knowledge can be

used in solving problems in fundamental biology, agriculture,

and molecular medicine.
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Human papillomavirus (HPV) integration is the major contributor to cervical cancer (CC)
development by inducing structural variations (SVs) in the human genome. SVs are
directly associated with the three-dimensional (3D) genome structure leading to cancer
development. The detection of SVs is not a trivial task, and several genome-wide
techniques have greatly helped in the identification of SVs in the cancerous genome.
However, in cervical cancer, precise prediction of SVs mainly translocations and their
effects on 3D-genome and gene expression still need to be explored. Here, we have
used high-throughput chromosome conformation capture (Hi-C) data of cervical cancer
to detect the SVs, especially the translocations, and validated it through whole-genome
sequencing (WGS) data. We found that the cervical cancer 3D-genome architecture
rearranges itself as compared to that in the normal tissue, and 24% of the total
genome switches their A/B compartments. Moreover, translocation detection from Hi-C
data showed the presence of high-resolution t(4;7) (q13.1; q31.32) and t(1;16) (q21.2;
q22.1) translocations, which disrupted the expression of the genes located at and
nearby positions. Enrichment analysis suggested that the disrupted genes were mainly
involved in controlling cervical cancer-related pathways. In summary, we detect the
novel SVs through Hi-C data and unfold the association among genome-reorganization,
translocations, and gene expression regulation. The results help understand the
underlying pathogenicity mechanism of SVs in cervical cancer development and identify
the targeted therapeutics against cervical cancer.

Keywords: cervical cancer, gene expression, Hi-C, SVs, translocation detection, topologically associating
domains

INTRODUCTION

Cervical cancer (CC) is the fourth most common cancer affecting women worldwide. With an
estimated 570,000 cases and 311,000 deaths in 2018, this disease accounts for 3.3% of all cancer-
related deaths (Bray et al., 2018), and there is a wide variation in incidence and mortality in
various regions. In general, cancer is characterized by uncontrolled growth and cell proliferation
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due to several genomic changes such as gene mutations,
insertion/deletions, and chromosomal rearrangements (Engreitz
et al., 2012). In China, oncogenic HPV infection in women has
been reported as 5–20%, depending on location and age (Münger
et al., 2004; Dai et al., 2006; Zhao et al., 2012). Several studies
have suggested that human papillomavirus (HPV) is the leading
cause of cervical cancer and HPV genome integration is the key
mechanism. Previously reported studies had suggested that the
HPV integration hotspots, molecular pathogenesis, the role of
episomal HPV E6/E7 expression, and HPV integration in human
genome 3D structure (Fudenberg et al., 2011; Koneva et al., 2018;
Cao et al., 2020) play a vital role in cervical cancer development
(Garraway and Lander, 2013).

Structural variations (SVs) such as deletions, duplications,
insertion, inversions, and translocations are majorly associated
with disease development. Chromosome conformation capture
techniques such as Hi-C and ChIA-PET have revealed that SVs
alter the three-dimensional (3D) genome and gene regulations
in the cancer genome (Dixon et al., 2018). SVs, specifically
translocations that occur at specific hotspots in the genome,
cause a significant impact on the 3D structure and gene
expression (Lawrence et al., 2013). The detection of SVs and their
effects on chromosomal architecture and gene expression has
significantly increased our understandings of tumor development
(Dixon et al., 2018). Multiple conventional techniques such as
Microarray (Alkan et al., 2011), fluorescence in situ hybridization
(FISH) (Cui et al., 2016), and PCR are already available to identify
SVs (Sanchis-Juan et al., 2018). However, these methods have
some drawbacks because they required prior knowledge (Mardis
and Wilson, 2009); most of the techniques cannot accurately
locate the sequence of breakpoints, making it more challenging
to monitor the impact of specific SVs on gene structure (Hu
et al., 2020). Nowadays, several studies have been designed to
apply the most advanced high-throughput techniques such as
whole-genome sequencing (WGS), RNA-seq, and chromosome
conformation capture (Hi-C) data to study the SVs effectively
(Dixon et al., 2018).

Despite the massive ongoing progress in cancer studies, there
is still plenty of room to devise comprehensive research that uses
an integrative approach to study SVs and their consequences
in the cervical cancer genome.

Here, we have used normal and cervical cancer tissue data
high-throughput chromosome conformation capture (Hi-C),
transcriptome (RNA-seq), and WGS to identify SVs, specifically
translocations. We monitored their local and global effects on
the chromosomal 3D organization and gene expression. The
results will help us to get a better insight into the correlation
between SVs, specifically translocations and expression of
oncogenes in cervical cancer.

MATERIALS AND METHODS

Data Source
Hi-C data generated from Digestion Ligation Only Hi-C
(DLO Hi-C) technique (Lin et al., 2018), WGS, and RNA-
sequence data for normal and cervical cancer tissues were

downloaded from Genome Sequence Archives1 under accession
number CRA001401.

Hi-C Data Processing and Breakpoint
Detection
For Hi-C data processing, we used human genome hg19 and
HPV-16 genome merged assembly as a reference genome. First,
quality control of raw fastq files was performed with FastQC
v0.11.8 (Andrews, 2010). The DLO Hi-C tool (Hong et al.,
2019) was used to process the Hi-C data generated by the
Digestion-ligation-only Hi-C technique (Lin et al., 2018). This
tool removes pair end tags (PETs) of self-ligation, re-ligation,
and dangling pairs. The contact matrices at different resolutions
were normalized using ICE method (Imakaev et al., 2012).
Topologically associated domains (TADs) and TAD boundaries
at 40 kb resolution were identified using TopDom R-Package at
default parameters (Shin et al., 2016). Juicer eigenvector was used
to define A/B compartment, and bins with positive values were
considered as A compartments, while bins with negative values
were defined as B compartment at 500 kb resolution (Durand
et al., 2016b). HiTC Bioconductor Package was used for quality
control analysis of Hi-C data (Servant et al., 2012).

As we know, Hi-C data represent the contact probabilities
between two regions of interacting chromosomes in a matrix
form, which enables the detection of translocation. So, we used
publically available pipelines such as HiCtrans (Chakraborty
and Ay, 2018) and hic_breakfinder2, which use Hi-C data to
find translocations. HiCTrans takes Hi-C contact matrices as an
input to find translocation breakpoints based on change point
values obtained by calculating the contact probability across
each chromosomal contact pair (Chakraborty and Ay, 2018).
hic_breakfinder uses mapped file (∗.bam file) as an input and
human genome assembly-based filtering list of false positives
and reports refined translocations at different resolutions (1 Mb,
100 kb, and 10 kb). Moreover, we used an in-house build script
that uses a valid-pairs file of Hi-C data in bedpe format and detects
chromosomal breakpoints. The resulted breakpoints of all tools
were compared by using bedtools pairToPair to find overlapped
and unique translocated regions.

Whole-Genome Sequence Data Analysis
and Structural Variation Detection
After quality control check of cervical cancer tissue and normal
blood WGS data (Experiment ID: CRX040585 and CRX101064),
through FastQC (Andrews, 2010) and Trimmomatic (Bolger
et al., 2014), refined raw reads were aligned against proxy
genome (hg19 + HPV16) using Burrows–Wheeler Alignment
(BWA) tool (Li and Durbin, 2009) at default parameters, and the
duplicates were marked and removed using Picard3. SAMtools
was used for alignment quality estimation and sorting bam
reads (Li et al., 2009). For SV detection in cervical cancer tissue
WGS data (Experiment ID: CRX040585), we used Manta-tumor

1https://bigd.big.ac.cn/gsa/s/P37lFNi0
2https://github.com/dixonlab/hic_breakfinder
3http://broadinstitute.github.io/picard/
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only (Chen et al., 2016). SV caller at default settings, additional
refinement “PASS” parameter was applied, and results were
visualized by Integrative Genome Viewer (IGV) (Robinson et al.,
2011). ANNOVAR was used to annotate the SVs detected by
Manta (Wang et al., 2010). Copy number variation (CNV)
analysis was carried out by Control-FREEC software (Boeva
et al., 2012). WGS data of cervical cancer tissue (Experiment ID:
CRX040585) were used as an input. The ploidy parameter was set
to 2 and other parameters were set as “default.”

RNA-Sequence Analysis
RNA-Seq data of three normal (Experiment ID: CRX040582,
CRX040583, and CRX040584) and two cervical cancer data
(Experiment ID: CRX040580 and CRX040581) biological
replicates were pre-processed as described (Andrews, 2010;
Bolger et al., 2014) and mapped against Y-Chromosome less,
HPV-16 and hg19 merged genome using HISAT2 tool (Kim
et al., 2015). Gene expression abundance was quantified through
featureCounts (Liao et al., 2014), and the gene expression level
was calculated in RPKM value. Differentially expressed genes
(DEGs) were detected by using DESeq2 R-package (Love et al.,
2014). For enrichment analysis of DEGs, we used PANTHER
online resource4 gene ontology (GO) tests, and statistical
enrichment tests. To gain an overview of the gene pathway
networks, web-based Kyoto Encyclopedia of Genes and Genomes
(KEGG) server was recruited5. Furthermore, we used EnrichR
(Chen et al., 2013) to assess the TF-lof enrichment, ENCODE
TF ChIP-Seq enrichment, and Virus–Host Protein–Protein
Interactions of selective genes list.

RESULTS

Comparative 3D-Genome Structural
Analysis
In order to find the genome-wide structural architecture
variations, we compared the cervical cancer and normal tissue
Hi-C data. Four replicates of two cervical cancer experiments
(Experiment ID: CRX040576 and CRX040577) and one replicate
of normal tissue DLO Hi-C data (Experiment ID: CRX040578)
were used for analysis (Supplementary Table 1). DLO Hi-
C tool first filtered out the same (AA, BB) as well as the
different (AB, BA) linkers, ∼285 million for normal tissues
∼146, ∼142, ∼156, and ∼162 million reads were obtained from
four cervical cancer tissue replicates (Supplementary Table 2).
Hi-C results showed the numbers of valid reads of normal
sample CRX040578, cervical cancer tissue CRX040576, and
cervical cancer tissue CRX040577 as 60,929,741, 28,518,853,
and 36,389,304, respectively (Supplementary Table 3). Next, we
visualized the whole-genome interaction map of normal and
cervical cancer tissues to detect the differential arrangements. The
higher order genomic organization was observed; apparently, the
chromosomal architecture was consistent between normal and
cervical cancer tissue heatmaps, but some chromosomes showed
differential organizations (Figures 1A,B; Cao et al., 2020). We

4www.pantherdb.org
5http://www.genome.jp/kegg/kaas/

visualized the whole-genome contact matrices for both samples
through juicebox (Durand et al., 2016a) and found that various
regions showed the differential interactions frequency between
different chromosomes (Figure 1C). The cis-interaction ratio
between both samples was very similar, but the trans-interactions
showed a significant increase (Fisher’s exact test p-value = 2.2e-
10) (Supplementary Table 3 and Figure 1D). Several differential
genomic organizations were detected in different chromosomes
(Supplementary Figure 1). For example, in chromosome 7,
higher order rearrangements were observed, and variable regions
were found at 10–45 and 75–110 Mb regions (Figure 2A).
Another variable region was present at 75–110 Mb position.
A distinctive interaction pattern (enlarged and highlighted with
the black square) appeared in cervical cancer tissues, but it
was missing at the normal sample’s corresponding chromosomal
region. In chromosome 4, two significant arrangements were
observed from 0–50 and 55–191 Mb (highlighted with the
black squares). The more dense architecture was observed at
55–191 Mb region in chromosome 4 of the cervical cancer
sample (Figure 2B).

Further, we also checked the A/B compartments in both
samples at 500 kb resolution. 76% of the total genome
remained conserved, and only 13 and 11% of the genome
showed compartment switching from A to B and B to A,
respectively (Fisher’s exact test p-value < 2.2e-16) (Figure 2C).
Moreover, we also monitored the A/B compartment switching at
a chromosomal level such as in chromosome 7, 4 (Figures 2A,B),
1, and 16 (Supplementary Figure 1) several regions showed
A/B compartment switching. It has been demonstrated that
tumor development is associated with the alterations of TADs
(Valton and Dekker, 2016). TADs at 40 kb resolutions were
detected in each Hi-C experiment data; a total of 6,468, 6,033,
and 6,268 TADs were found in normal tissue (CRX040578),
cervical cancer tissue 1 (CRX040576), and cervical cancer tissue 2
(CRX040577), respectively. The comparison of TAD boundaries
between experimental samples was calculated with bedtools
intersect -f 0.70 –r parameters and represented in the bar-graph
(Figure 2D). We identified that 2,260 TADs were shared between
all samples, 817 TADs were conserved, 1,998 and 2,342 were
unique between cervical cancer tissue 1 (CRX040576) and normal
tissue (CRX040578), respectively (Fisher’s test p-value = 0.00629),
and 1,049 TADs found overlapped, 2,001 and 2,343 TADs were
found as unique between cervical cancer tissue 2 (CRX040577)
and normal tissues (CRX040578), respectively (Fisher’s test
p-value = 0.003128). We also detected and compared the number
of TADs between both cervical cancer samples (CRX040577 and
CRX040576) and found 958 overlapped and 2,001 and 1,998
unique TADs which were statistically non-significant (Fisher’s
test p-value = 1). Collectively, these results suggested that 3D-
genome architecture shows differential behavior from normal to
a cancerous condition.

Translocation Identification in Cervical
Cancer Hi-C Data
We observed a large inter-chromosomal interaction region
during Hi-C data analysis that suggests a translocation event
in the cervical cancer sample (Experiment ID: CRX040576 and
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FIGURE 1 | Hi-C data showing genome-wide variations in cervical cancer 3D-genome. Genome-wide Hi-C interaction map at 1 Mb resolution. Heatmap
representing normal (A) and cervical cancer (B) tissues chromosomal interactions, respectively. Black squares indicate the inter-chromosomal rearrangements. (C) A
heatmap shows the difference of higher order chromatin interactions between normal tissue (red color) and cervical cancer (blue color) tissue Hi-C data. (D) Hi-C
quality analysis indicating the number of inter- and intra-chromosomal interactions between both samples. Red bars depict intra-chromosomal interactions, while
sky-blue bars denote inter-chromosomal interactions.

CRX040577). To predict the translocated area in a cervical
cancer tissue sample, we further analyzed the Hi-C data through
available tools such as hic_breakfinder (Dixon et al., 2018)
and HiC-trans (Chakraborty and Ay, 2018). hic_breakfinder
uses bam input and detects translocations by creating sub-
matrices of the original matrix that potentially contains
chromosomal rearrangements (Dixon et al., 2018). It predicted
seven breakpoints in cervical cancer sample 1 (CRR045289)
and 3 (CRR045291) each, and eight breakpoints in cervical
cancer sample 2 (CRR045290) and sample 4 (CRR045288).
A total of seven chromosomal pairs were observed that
undergo translocations, such as chr2-chr12, chr3-chr12, chr4-
chr7, chr16-chr1, chr6-chr5, chr17-chr11, and chr3-chr6; the
breakpoint boundaries for each pair are given in Supplementary
Table 4. HiC-trans detected several chromosomal pairs with
the translocations at different bin sizes 40, 80, and 120 kb;

in cervical cancer Hi-C sample 1 (CRR045289) 25, in cervical
cancer Hi-C sample 2 (CRR045290) 35, in cervical cancer Hi-C
sample 3 (CRR045291) 49, and in cervical cancer Hi-C sample
4 (CRR045288) it predicted 54 breakpoints (Supplementary
Table 5). We observed that hic_breakfinder and HiC-trans
use different detection approaches by considering different
biases that resulted in more false positive detections. To
overcome that issue, we build an In-house script that detects
the obvious breakpoints using interacting pair files as input.
It predicted six translocated chromosomal pairs in cervical
cancer Hi-C sample 1 (CRR045289) in such a way that
two in chr4-chr7 and four breakpoints in chr1-chr16 pair
that show translocations (Supplementary Figure 2). In other
cervical cancer Hi-C samples (CRR045290, CRR045291, and
CRR045288), our script predicted two breakpoints in chr4-chr7
pair each (Supplementary Table 6). The translocation between
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FIGURE 2 | Comparative Hi-C data revealing the genome architecture changes at chromosomal level. Differential chromosomal architecture. (A,B) Comparison of
chromatin interaction heatmaps from chromosomes 7 and 4 between normal (left panel) and cervical cancer (right panel) tissues. Variable regions are highlighted
with the black boxes. Interaction maps are shown at 500 kb resolution. A/B compartment switching between normal and cervical cancer tissue was detected at
500 kb resolution using juicer-eigenvector. Values greater than 0 were assigned as A compartment (green color), and values less than 0 were designated as B
compartment (Red color). (C) A/B compartment changes between normal and cervical cancer tissue data. Bar-graph representing overall compartment switching,
orange: conserved compartments, green: A to B compartment conversion, and sky blue: B to A compartment change. (D) Bar-graphs show the comparison of the
number of TADs found in cervical cancer and normal Hi-C data. Purple: TADs found in normal tissues, red: cervical cancer data in CRX040576 experiment, and blue:
TADs found in cervical cancer tissue CRX040577 experiment.

chr7:123,374,769–123,376,789 and chr4:63,481,072–63,483,072
is shown in Figure 3A. The translocated region between
chr1: 144,816,374–144,826,374 and chr16:70,838,537–70,848,537
is shown in Supplementary Figure 2.

We compared the translocation boundaries detected by
publically available tools with our script; we used bedtools
pairToPair to find the overlaps and unique translocations. Here,
we took one sample as an example in which hic_breakfinder
detected eight breakpoints, HiCtrans 25, and our script
detected six breakpoints. After comparison, we found that eight
breakpoint regions were overlapped between hic_breakfinder
and HiCtrans. Five breakpoint regions were similar between the
results of in-house script and hic_breakfinder. Neither had we
detected any overlap between HiCtrans and our script nor in all
other tools (Figure 3B).

Structural Variation Detection in
Whole-Genome Sequence Data
We analyzed WGS data of the corresponding cervical cancer
tissue data of patients (Experiment ID: CRX040585) to find
the novel SVs such as deletions, translocations, insertions, and
duplications, and to evaluate the precision of translocations
detected in Hi-C data. Sequence quality was determined by

FastQC (Andrews, 2010). Sequence contaminations such as
overrepresented sequences and low-quality reads were clipped
using appropriate sequence clipper in Trimmomatic (Bolger
et al., 2014). Total 99.66% reads were used for mapping, and
97.82% read pairs were adequately aligned against the customized
reference genome (hg19 + hpv16). The average read depth
of the cervical cancer sample was calculated by SAMtools (Li
et al., 2009), which was ∼45X. Manta Tumor-Only Analysis was
performed to find the structural variants (Chen et al., 2016).
Manta predicted that 3,579 reads have maximum depth, 301 reads
did not match with default filtration score or aligned to multiple
locations around the breakpoints, and 16,712 variants passed the
filtration threshold score of Manta.

Further, we split the genome-wide SVs into their respective
types, such as 7,858 inter-chromosomal translocations
breakpoints (BND), 5,799 deletions (DEL), 1,185 duplications
(DUP), and 1,870 inversions (INV). Our primary focus was
to check the consistency of translocation results of Hi-C
data, such as chr4-chr7 and chr1-chr16, with variations
identified by the Manta tool. We found that the positions
of chr7-chr4 and chr1-chr16 breakpoints were coherent
with inter-chromosomal translocation identified from WGS
data (Figure 3C). Additionally, we have also inspected
the WGS paired read analysis, and found the presence of

Frontiers in Cell and Developmental Biology | www.frontiersin.org 5 July 2021 | Volume 9 | Article 70637511

https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cell-and-developmental-biology#articles


fcell-09-706375 July 23, 2021 Time: 11:42 # 6

Adeel et al. Cervical Cancer Development Mechanism Identification

FIGURE 3 | Hi-C and WGS results showing the consistency of translocations detected in cervical cancer samples. (A) Magnified representation of translocated
regions observed by visual observation (left panel), while the right panel (zoomed snapshot) represents the Hi-C breakpoints between chromosome 7 and
chromosome 4 detected by in-house script at highest resolution. Red peaks show cervical cancer RNA, while green color indicates the normal RNA sequence.
Reference genes are highlighted with black color. (B) UpSet plot of breakpoints results detected by different methods. In the bottom left panel, blue horizontal bars
represent the number of translocations detected by each method; vertical red-colored bars represent the size of breakpoint intersections of each translocation sets.
Black dots show the sample set, and the intersection between methods is represented by a vertical black line. This graph is generated by UpSetR package.
(C) Circos plot representing the chromosomal rearrangements between chr1, chr4, chr7, and chr16 detected by Hi-C and WGS. Deep pink- and green-colored arcs
show the overlapped results of Hi-C and WGS, while blue color represents WGS-based translocations. (D) The translocation event between t(4;7) (q13.1; q31.32) in
cervical cancer data visualized by IGV tool, showing WGS paired reads supporting the translocation results of Hi-C data. Breakpoints are labeled by “BND” in the
upper panels of both IGV windows. Upper IGV window represents Chr4 reads, and the lower window shows Chr7 reads. Green and red colors depict the first and
second read of mate-pairs.

translocated mate-pair reads in chr1-chr16 (Supplementary
Figure 2) and chr4-chr7 (Figure 3D). Moreover, we detected the
protein-coding genes at the translocated regions, specifically in
chr4:61,875,072–61,895,072 and chr7:123,370,769–123,376,769
and chr1:144,816,374–144,826,374 and chr16:70,838,537–
70,848,537 region. WASL gene was found at chromosome 7
(q31.3) (Figure 3A), NBPF20 at 1 (q21.1), and HYDIN gene was
present at chromosome 16 (q22.2) (Table 1 and Supplementary
Figure 2). WGS annotation results suggested that translocation
between chr4-chr7 has a very “high” impact on this WASL
gene. Copy number variation is another key phenomenon
that contributes to cancer development. So, Control-FREEC
identified several copy number variations (CNVs) in multiple
chromosomes such as chromosome 1, 2, 4, 8–11, 16, 18, and 21.

A total 249 “gain” and 32 “loss” events occurred (Supplementary
Figure 3 and Supplementary Table 7). These results collectively
showed that translocations identified by Hi-C data are consistent
with the WGS data. Additionally, we found several protein-
coding genes at the translocated region directly involved in
female cancer development.

Effects of Translocations on Gene
Expression
Previously, it is reported that SVs play a significant role in
changing gene expression, leading to cancer development.
To explore the effect of SV mainly the translocations on the
expression of surrounding genes, we used the transcriptome
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TABLE 1 | Translocation breakpoints and neighboring genes around translocated pairs.

Karyotype Breakpoint
coordinates

Disrupted genes Neighboring
genes

t(4;7) (q13.1; q31.32) Chr4:61,875,072–
61,895,072

Chr7:123,370,769–
123,376,769

Intergenic region
WASL

ADGRL3
NDUFA5

t(1;16) (q21.2; q22.1) Chr1:144,816,374–
144,826,374

Chr16:70,838,537–
70,848,537

NBPF20
HYDIN

VAC14
SF3B3
COG4
CALB2
ZNF23
ZNF19

of cervical cancer and normal cervix tissue. A total of ∼8,000
genes were detected as DEGs (Supplementary Table 8) that
fulfill the criteria of false discovery rate (FDR) < 0.05 and
absolute Log2 fold change (Log2 FC) > 1 (Figure 4A). Next,
we were curious to determine the effects of translocation
on the expression of genes present within translocated
regions and in their vicinity. In t(4;7) (q13.1; q31.32),
WASL gene (7q31.3) underwent translocation, showed
expression disruption, and was significantly downregulated,
while at chromosome 4 (4q13.1), an intergenic region was
observed. We further extended our analysis in the neighboring
(within ± 1 Mb region) genes at chromosome 4, such as
ADGRL3 and NDUFA5, and found that both genes were
downregulated (Figure 4B). We also monitor the gene
expression changes in t(1;16) (q21.2; q22.1) and nearby
regions. This translocation occurred within NBPF20 and
HYDIN genes located at 1q21.2 and 16q22.1, respectively
(Supplementary Figure 2). The former was upregulated, and the
latter was downregulated. The neighboring genes such as ZNF23
showed downregulated expression, while VAC14, SF3B3, COG4,
CALB2, and ZNF19 appeared as upregulated genes (Figure 4B
and Table 1).

Since our Hi-C results showed a significant A/B compartment
switching, previous studies have already reported the correlation
between compartments switching and gene expression changes
(Wu et al., 2017). So, here we aimed to check how many
genes were affected by compartment switching in translocated
chromosomes (1, 4, 7, and 16). In A to B compartment change,
a total of 239 and 36 genes were found as down- and upregulated,
respectively, while in B to A, 69 genes were downregulated and 49
were detected as upregulated genes. In the no-change category,
688 genes showed upregualted and 691 showed downregulated
expression. Fisher’s exact test suggested that gene expression
changes between A to B and B to A category were fairly significant
(Fisher’s exact test p-value = 6.502e-12). In B to A and no-change
category, a significant (Fisher’s test p-value = 0.0564) number
of genes were found to be changing gene expression, while the
number of genes changing expression in A to B and conserved
genome category was found as highly significant (Fisher’s exact
test p-value < 2.2e-16) (Figure 4C).

In GO analysis, we predicted the overall enrichment of
DEGs in cellular components and molecular functions. Results

suggested that the DEGs were involved in maintaining different
cellular components and regulating various molecular functions
such as structural constituent of ribosome (18%), immune
receptor activity (12%), cytokine binding (12%), structural
molecular activity (8%), and signaling receptor binding (8%)
(Supplementary Figure 4).

Additionally, we extracted the list of genes around the
translocation and performed GO using TF-lof expression,
ENCODE TF ChIP-seq, and Virus–Host PPI enrichment libraries
by enrichR annotation platform. Results showed that in TF-
lof expression library enrichment, all genes except ZNF23,
NDUFA5, and HYDIN were controlled by previously reported
ETS transcription factor (up expression) of ovarian cancer
(Llauradõ et al., 2012). NDUFA5 gene was significantly enriched
with the transcription factor YY1 (down-expression) of HeLa cell
line consistent with the previous studies of human (Rizkallah
and Hurt, 2009). ZNF23 showed myb TF enrichment in primary
monocytes of humans (Huang et al., 2007; Figure 4D). Virus–
Host PPI enrichment analysis suggested that WASL and ZNF19
genes were highly enriched in interacting with HPV E7 and
HPV type 144 proteins, respectively (Figure 4E; White et al.,
2012). ENCODE TF ChIP-Seq data library enrichment results
showed that SF3B3 and COG4 were enriched by transcription
factor ZZZ3 and WASL, ZNF23, VAC14, and CALB2 genes
were controlled by MAZ TF of HeLa-S3 (cervical cancer) cell
line (Figure 4F; Dolfini et al., 2016). Several other TFs were
also detected that potentially influence the transcription of the
genes mentioned above. Pathway enrichment analysis showed the
association of these genes in carcinomal pathways such as TP53
pathway (Tommasino et al., 2003), tumor suppressor pathway
(Cohen et al., 2003), PDGF pathway (Li et al., 2017), p38 MAPK
signaling pathway (Kang and Lee, 2008), G13 signaling pathway
(Yuan et al., 2016), and Notch signaling pathway (Rodrigues
et al., 2019; Figure 5). Overall, we concluded that gene expression
significantly changed around translocated region in cervical
cancer samples and A/B compartment changes lead to change
in gene expression; moreover, the enrichment analysis suggested
that the regulation of genes present at translocation regions
was controlled by previously reported transcription factors of
cervical cancer/ovarian cancer studies. Additionally, we have also
predicted the direct role of newly identified genes in cervical
cancer-related pathways.
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FIGURE 4 | RNA-Seq data results revealing the expression changes due to A/B compartments switching and in genes present around the translocations sites.
(A) Volcano plot showing differentially expressed genes (DEGs); red dots: upregulated genes, green dots: downregulated genes, and blue dots: genes with no
expression changes. (B) Expression changes of the genes (log2FC) present around t(4,7) (q13.1; q31.32) and t(1;16) (q21.2; q22.1); each gene is represented with a
different color and the height of a bar indicates the Log2 fold change value. (C) Bar-plot shows the effects of A/B compartment switching on change in gene
expression; the height of a bar represents the fraction of DEGs; green color: upregulated genes while deep pink: downregulated genes. (D–F) Clustergram of TF-lof
expression of GEO enrichment library, Virus–Host Protein–Protein Interaction enrichment, and ENCODE TF ChIP-seq libraries, respectively. Enrichment terms are
shown in each column, each row indicates the candidate genes, and matrix shows the association between gene and types of enrichment term. Red color indicates
the terms directly or indirectly associated with female cancers (cervical cancer/ovarian cancer).

DISCUSSION

Cervical cancer is the leading type of female cancer caused by
HPV genome integration (Li et al., 2021). HPV integration has
complex effects on the phenotype, and the mechanism driving
these effects is poorly understood. Some studies have reported
that structural rearrangements are also the driving force behind
tumorigenesis (Zhang et al., 2018). These SVs cause higher
order disorganizations, which we assume play a significant role
in changing gene expression and ultimately result in tumor
development and progression around the cervix tissues. Several
studies have shown that SVs, including duplications, deletions,
translocations, insertions, and inversions, can disrupt the 3D-
genome specifically the TAD boundaries, in a way that they
can produce neo-TADs, fused-TADs, or can cause the deletion
of TADs (Valton and Dekker, 2016). In HPV-induced cervical
cancer, the remodeling of TADs is associated with the enhancer-
hijacking (Cao et al., 2020), which leads to the change in
gene expression followed by the deleterious phenotypes such

as developmental disorders and cancer (Melo et al., 2020).
Moody and Laimins (2010) have reported that in HPV + state,
viral E6 and E7 oncogenes are predominantly attributable to
the SVs/instability of the host genome. Previous research has
reported that HPV-integrations sites are prone to change in
the local structure of host loci and gene expression (Cao et al.,
2020). The detection of SVs is still a burning issue in cancer
research. This study used Hi-C, RNA-Seq, and WGS data of
cervical patients to perform a comparative analysis between
cervical cancer and normal tissue. Here, we identified the
genome-wide SVs, specifically the translocations away from the
HPV-integration point using Hi-C-based translocation detection
methods, and to monitor their effects on gene expression
around the breakpoints. Hi-C data from four cervical cancer
patients were used to detect the chromosomal interactions
and rearrangements; comparative results showed that overall
3D-genome architecture appeared to be consistent between
normal and cervical cancer tissue data consistent with the
findings of the previous study (Cao et al., 2020), although
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FIGURE 5 | GO analysis of translocation neighboring genes showing their involvement in different pathways controlling cervical cancer development. Pathway
enrichment analysis of translocations neighboring genes. Red-colored bar indicates the pathways that are directly involved in HPV-mediated cervical cancer
development. Blue-colored bar shows the pathways involved in other types of cancers.

some chromosomes showed higher order chromatin structure
variations, including a significant change in the number of TADs
and A/B compartment switching.

Furthermore, we have observed some translocations in the
genome-wide interaction map. HiC-Trans (Chakraborty and Ay,
2018) and hic_breakfinder (Dixon et al., 2018) were used to
locate the translocations precisely. Both tools produced a higher
number of breakpoints, and a higher number suggested the high
false discovery rate (FDR) (Wang et al., 2020). To overcome this
problem, we have designed in-house script that only detected
the obvious translocation breakpoints at the highest resolution
and less computational cost. Two translocations such as t(4;7)
(q13.1; q31.32) and t(1;16) (q21.2; q22.1) were detected. WGS
data validated the presence of translocations detected by the
in-house script.

Additionally, WGS paired read analysis found the presence
of translocated reads in chr1-chr16 (Supplementary Figure 2)
and chr4-chr7. WGS results were coherent with the breakpoints
detected by the newly designed script in Hi-C data. The
coherence of Hi-C and WGS results confirmed the sensitivity
and specificity of our in-house script output. Further, annotation
results suggested the presence of intergenic regions and
coding genes such as WASL, NBPF20, and HYDIN at the
breakpoint region. Previous studies have suggested the
active role of NBPF20 in gene fusion in cervical cancer

patients (Li et al., 2021). Mutagenesis studies of gynecological
cancers have revealed that HYDIN gene undergoes frequent
mutations in both ovarian and cervical cancer (Guo et al.,
2020). Published research has demonstrated that the WASL
(Wiskott–Aldrich Syndrome-Like) gene belongs to the
oncogenes category and plays a significant role in tumor
progression and metastasis in cervical cancer (Hidalgo-Sastre
et al., 2020). CNV analysis depicted that chromosomes 1,
4, 7, and 16 were among the chromosomes which undergo
copy number variations consistent with the previous
cervical cancer studies (Adey et al., 2013). Collectively,
3D-genome structure, WGS, and CNVs results showed a
strong association between the chromosomal architecture
and breakpoints.

Chromosomal translocations lead to the disruption of gene
expression and cause proto-oncogenes activation (Rabbitts,
1994). Some studies also reported that SVs in general have
multiple local and global effects on chromosomal structure,
chromatin interactions, and gene expression (Zhang et al., 2018).
Here, we aimed to study the potential impact of translocations
on gene expression. The transcriptome data of cervical cancer
suggested many upregulated and downregulated genes compared
to the normal tissue sample. We obtained the neighboring genes
around the breakpoints regions in chromosomes 1, 16, 4, and 7
and found the disrupted gene expression. GO analysis depicted
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that DEGs were involved in various molecular functions and
cellular processes.

Furthermore, we performed various enrichment analyses
using different GO libraries such as TF-lof expression of
GEO enrichment, Virus–Host Protein–Protein Interaction
enrichment, and ENCODE TF ChIP-seq enrichment libraries.
TF-lof expression of GEO enrichment results showed that the
most of the detected genes were enriched with the previously
reported transcription factors YY1 of Hela-cells (cervical-cancer
cell line) (Rizkallah and Hurt, 2009) and ETS transcription
factor of ovarian cancer (Llauradõ et al., 2012). Virus–Host
PPI enrichment results suggested the interaction enrichment of
disrupted genes such as ZNF19 with HPV-E7 and WASL with
HPV-E2 (Cohen et al., 2003). Next, we examined the regulatory
network of detected genes through ENCODE TF ChIP-Seq
enrichment library and found that these genes were enriched with
the previously reported TFs of Hela-S3 (cervical cancer) cell lines.

Pathway analysis results also showed that the genes located in
breakpoint regions are strongly associated with various cancer-
mediated pathways such as TP53 network, GPCRs Class B
Secretin-like pathway, p38 MAPK signaling pathway, apoptosis-
related network in ovarian cancer, Notch signaling pathway,
PDGF pathway, and IGF1-Akt signaling (Steller et al., 1996;
Serrano et al., 2008; Chen, 2015; Wu et al., 2017). Overall, these
findings provide strong evidence that breakpoints occurred in
the genes that have a strong correlation with HPV-mediated
cervical cancer.

Although we have predicted some novel translocations, there
are some limitations associated with this study, for example, the
limited availability of a dataset used to carry out the analyses.
Increasing the size of cohort will help to get better understandings
about cervical cancer development mechanism. Another major
limitation is the heterogeneous nature of cervical cancer making
the study more challenging. Combining all analyses, we unveil
that in cervical cancer, multiple genomic alternations such as
translocations, CNVs, and 3D reorganization occur that affect the
gene expression.

These findings shed light on the importance of studying the
effects of SVs on the 3D genome and finding candidate genes
in cervical cancer. We believe that this will help us to improve
our understandings of the HPV-mediated cervical cancer
mechanism and identify the targeted clinical therapeutics against
cervical cancer.
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Supplementary Figure 1 | Hi-C results showing the comparative analysis for
chromosome 1 and chromosome 16 in both normal and cervical cancer samples.
Differential chromosomal architecture: (A) Chromosome 1 of normal tissue (left)
and cervical cancer tissue (right) Hi-C heatmaps. A/B compartments between
both samples have been shown in the lower panel of A. (B) Chromosome 16 of
the normal sample (left) and cervical cancer tissue (right). A/B compartments are
shown in the bottom panel. Dark Green; A compartment, Red; B compartment.

Supplementary Figure 2 | Hi-C-based translocation detected in chromosome 1
and 16 was coherent with the WGS mate-pairs analysis. (A) Enlarged Hi-C
interaction map shows the breakpoint position corresponding to translocation
t(1;16) (q21.2; q22.1). NBPF20 and HYDIN genes were found at the translocation
region. RNA-seq peaks are also visualized, red-colored peaks indicate cervical
cancer RNA, and green color shows normal sample gene expression. (B)
Visualization of translocated read pairs in translocation event t(1;16) (q21.2;
q22.1). Red: translocated read mate-pairs.

Supplementary Figure 3 | Copy number variations detected in cervical cancer
sample showing that translocations containing chromosomes also undergo CNVs.
Estimated genome-wide copy number variations (CNVs) from cervical cancer
whole-genome sequence (WGS) data. Red dots represent “gains,” blue dots
show “loss” events, and green dots show “normal” events.

Supplementary Figure 4 | Gene ontology analysis of DEGs. Enrichment of genes
in various (A) cellular components; red bars indicate the cellular component term
and length represents the −log10 (FDR). (B) Molecular functions; each slice of the
circle depicts the molecular function and gene involvement percentage.

Supplementary Table 1 | Data source for cervical cancer. The table shows the
experiment ID, sequencing run accession number, sequence type, and total reads.

Supplementary Table 2 | Linkers filtering information. Linkers detected by DLO
Hi-C tool from normal tissue and cervical cancer tissues (1, 2, 3, and 4)
DLO Hi-C dataset.

Supplementary Table 3 | Hi-C data analysis stats for normal and cervical cancer
samples. Hi-C results for each experiment; each table shows the information of
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self-ligated and non-ligated pairs, valid reads, intra–inter chromosomal
interactions, and long- and short-range chromatin interactions.

Supplementary Table 4 | Translocations detected by hic_breakfinder.
Translocations detected by hic_breakfinder in cervical cancer samples, the table
showing the translocation boundaries along with the strand information.

Supplementary Table 5 | Translocations identified by HiC_Trans. Translocations
detected by HiC_Trans in cervical cancer samples, the table showing the
breakpoint boundaries along with the z-score.

Supplementary Table 6 | Translocations identified by in-house script.
Breakpoints detected by in-house build script in cervical cancer sample Hi-C data,
the table showing the breakpoint boundaries information of translocated regions.

Supplementary Table 7 | Copy number variations (CNVs) in cervical cancer
WGS. CNVs identified by Control-FREEC in cervical cancer data, number of gains,
and loss events are shown.

Supplementary Table 8 | Gene expression data for cervical cancer tissue. DEGs
detected in cervical cancer and normal RNA-seq data of cervical cancer patients.
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Chromatin Conformation in
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Chromatin domains and loops are important elements of chromatin structure and
dynamics, but much remains to be learned about their exact biological role and nature.
Topological associated domains and functional loops are key to gene expression and
hold the answer to many questions regarding developmental decisions and diseases.
Here, we discuss new findings, which have linked chromatin conformation with
development, differentiation and diseases and hypothesized on various models while
integrating all recent findings on how chromatin architecture affects gene expression
during development, evolution and disease.

Keywords: chromatin conformation, TAD, development, differentiation, disease, cancer, gene regulation,
regulatory element

INTRODUCTION

All eukaryotic species share the ability to reproduce and transmit their genetic information to their
offspring. Mammals originate from single cells, with all the hereditary information stored in the
DNA. The 2 meters of chromatin, consisting of DNA plus associated proteins must be compacted
to fit in a nucleus with a diameter that varies between 2 and 10 µm.

The chromatin fiber is a highly dynamic polymer undergoing cycles of de-compaction and
re-compaction during the cell cycle and proliferation/differentiation of the cells (Woodcock and
Ghosh, 2010). Compaction impacts on chromatin accessibility to transcription factors (TF) and
RNA polymerases (RNAPs) and is one of the parameters that fine-tunes the regulation of gene
transcription. Thus, different cell fates require a different three-dimensional genome architecture
that is closely related to gene expression and cellular function (Dixon et al., 2015). The nuclear
genome appears to be organized non-randomly, through a variety of chromatin loops and rosettes
and suggests that transcription is also architecturally organized (Lanctôt et al., 2007). Recent data
suggest that alterations in chromatin architecture could be causal in diseases and cancer (Spielmann
et al., 2018). Here, we describe recent findings about the relation between chromatin conformation
and gene regulation in development and diseases and propose a model for chromatin architecture
and the formation of loops during development.

HIGH-ORDER CHROMATIN STRUCTURES

Chromosomal Territories
Although the sequence of many genomes has been elucidated, the study of its 3D organization
is subject to increasing endeavors using a variety of techniques, most prominent of which are
3C related technologies and high-resolution microscopy. Chromatin is divided into a dark and a
light electron-dense region, representing heterochromatin and euchromatin, respectively and gene
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activity is related to the position of the genes in the 3D
chromatin architecture (Shachar and Misteli, 2017). The sub-
nuclear space occupied by a chromosome is called ‘’chromosomal
territory” (CT) (Figures 1A,B; Cremer and Cremer, 2001; Dixon
et al., 2016). On a smaller scale, the genome contains two
levels of topological organization, one at a megabase level (A/B
compartments) and one at sub-megabase level (topologically
associated domains, TADs) (Dixon et al., 2016).

While chromosomes generally reside in distinct territories,
CTs sometimes overlap (Branco and Pombo, 2006). These
overlapping areas have been suggested to have a functional role
in gene regulation suggesting that co-transcription of multi-
gene complexes is hierarchical and may require intra and inter-
chromosomal interactions (Fanucchi et al., 2013).

Chromosomal Compartmentalization
and Its Dynamic Nature
Inside CTs, chromosomes are thought to be divided
in two compartments. The large multi-Mb euchromatic
A-compartments occupy the internal regions of the nucleus with
generally actively transcribed genes, while the heterochromatic
B-compartments occupy the periphery of nuclei containing
inactive genes (Figure 1C; Lieberman-Aiden et al., 2009; Denker
and de Laat, 2016; Szabo et al., 2019). However, in some cases,
the positions of A and B compartments inside the nucleus
are inverted, indicating the dynamic relationship between
heterochromatin and euchromatin (Falk et al., 2019).

DNA regions interact more frequently with regions in
the same compartment rather than with regions in other
compartments (Figure 1D; Robson et al., 2019). Every cell type
expresses a different set of genes and therefore the content of
A/B compartments is cell-type specific. A/B compartments are
highly dynamic and change according to the requirements of the
cell (Corces et al., 2016; Javierre et al., 2016; Schmitt et al., 2016;
Azagra et al., 2020), and the availability of transcription factors
and chromatin-modifying enzymes (Therizols et al., 2014; van
Steensel and Belmont, 2017), although∼40% has little variability
among different human tissues and cell types (Schmitt et al.,
2016). Various studies suggest that genes reposition from the
periphery to the nuclear interior and vice versa during cell
differentiation to activate or repress genes (van Steensel and
Furlong, 2019). Such a compartment switch from B to A is
observed during T-cell differentiation, where BCL11B is activated
and the entire locus moves from the periphery to the center
of the nucleus (Isoda et al., 2017). Another example is the
rearrangement of the Igh locus in mice from the periphery to
the center of the nucleus during B cell maturation (Kosak et al.,
2002). The opposite switch also occurs, e.g., during neuroblast
formation in D. melanogaster where the hunchback (hb) gene
moves to the nuclear lamina (Kohwi et al., 2013). Interestingly,
36% of A/B compartments of human genome switched from
an open to closed state and/or vice versa during differentiation,
while maintaining their TAD boundaries (Dixon et al., 2015).
The number of B compartments increases during differentiation
from embryonic stem cells to differentiated cells (Xie et al., 2013).
Nevertheless, the expression patterns of the majority of genes

did not change (Dixon et al., 2015). Thus, compartmentalization
seems to be dependent on the levels of transcription in a
genomic region, and not the expression patterns of each gene
(Zheng and Xie, 2019). Recently, an intermediate compartment
termed ‘I’ was identified in maturing B-cells, which contains
mainly poised promoters and Polycomb-repressed chromatin
states (Vilarrasa-Blasi et al., 2021).

Nature, Topology and Role of
Topologically Associated Domains
The second sub-megabase level of topological organization
comprises compartments which are organized in self-associating
domains and are divided by linker regions. These compartments
are called “topologically associated domains” (TADs) (Figure 1E;
Dixon et al., 2012). This organization facilitates physical contacts
between genes and their regulatory elements (Nora et al., 2012;
Sexton et al., 2012) and range between 0.2 to 1 Mbp (Dixon et al.,
2012; Nora et al., 2012; Sexton et al., 2012). Contacts between
regulatory elements are more frequent inside a particular TAD
rather than between two different TADs (Figure 1F; Nora et al.,
2012).

TADs are highly conserved upon stem cell differentiation,
reprogramming, stimulation and in different cell types (Bonev
and Cavalli, 2016; Andrey and Mundlos, 2017; Flyamer et al.,
2017; Sauerwald and Kingsford, 2018; Zheng and Xie, 2019).
Many differentiated cell types contain hundreds of TADs similar
to those of human ESCs (Dixon et al., 2015; Schmitt et al., 2016).
Thus, TADs are regarded as the basic unit of the folded genome
and are considered as structural elements of chromosomal
organization (Cremer and Cremer, 2001; Dekker and Heard,
2015; Sexton and Cavalli, 2015). TADs may also not appear as
stable structures in single cells, but rather as a mix of chromatin
conformations present in a population of cells (Nora et al.,
2012; Flyamer et al., 2017; Zheng and Xie, 2019). A multiplexed,
super-resolution imaging method identified TAD-like structures
in single cells, although these were not stable (Bintu et al.,
2018). Similar observations were made even between individual
alleles (Finn et al., 2019). Interestingly, a number of studies have
indicated that TADs could also be conserved between species
(Rudan et al., 2015; Harmston et al., 2017; Krefting et al., 2018),
while others come to the conclusion that that TADs certainly have
some functional conservation but that specific TAD structures
and their location may not be conserved (Eres and Gilad,
2021).This difference in conclusions suggests that the observed
various sorts of conservation could be the result of study designs
and/or different analytical choices.

As discussed in recent reviews (Sexton and Cavalli, 2015;
van Steensel and Furlong, 2019), TADs could affect gene
expression in various ways. TADs play an important role in
regulation of gene expression by either acting as barriers or
by facilitating or preventing loop interactions, because two
points (regulatory elements) tethered on a string interact more
frequently (Figure 1F; Dillon et al., 1997; Lieberman-Aiden et al.,
2009; Symmons et al., 2014; Bonev and Cavalli, 2016; Bompadre
and Andrey, 2019; Robson et al., 2019; Schoenfelder and Fraser,
2019; Sun et al., 2019). Importantly TADs appear to be lost
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FIGURE 1 | The 3D organization of chromatin. (A) Schematic representation of the arrangement of chromosomes in nucleus, all chromosomes are in contact with
the nuclear envelop i.e., the nuclear lamina. Each chromosome resides in its territory (multicolor areas), but there are areas of overlapping. (B) Schematic illustration
of Hi-C maps at the genomic scale of chromosomes. When compared to inter-chromosomal connections, intra-chromosomal interactions are found to be more
prevalent. (C) Chromatin is organized in “A” (yellow) and “B” (green) compartments, with “B” compartments being at the nuclear lamina. (D) Schematic illustration of
Hi-C maps at the compartmental scale, where distal chromatin contacts generate a distinctive plaid pattern with A and B compartments. (E) TADs are formed via
loop extrusion, and architectural proteins are found near the TAD boundaries. Within each TAD, cohesin-mediated loops contribute in chromatin folding.
(F) Schematic illustration of Hi-C maps at the sub-megabase scale, TADs appear as interaction-rich triangles separated by TAD borders. Through loops, enhancers
are brought into closer to the promoters that they control.

during mitosis and cell division and to be re-established only
after the formation of cis regulatory interactions, which suggests
they are not driving but rather maintaining genome structure
(Giorgetti et al., 2013; Naumova et al., 2013; Espinola et al., 2021).
Disruption of TAD boundaries can nevertheless alter promoter-
enhancer interactions by allowing new or preventing normal
interactions (Lupiáñez et al., 2015; Flavahan et al., 2016). While

TAD boundaries are generally conserved across cell types, a
small fraction exhibit cell-type specificity with changes observed
within boundaries during differentiation (Dixon et al., 2012,
2015; Zheng and Xie, 2019). It is worth mentioning here, that the
location of boundaries in single-cells varies from cell-to-cell but
is always located close to CTCF and cohesin binding sites. Stable
TAD boundaries could only be observed in population averaging
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studies (Bintu et al., 2018). Changing the enhancer-promoter
distance within a TAD has little effect on the gene’s expression
level (Symmons et al., 2016), unless multiple genes compete for
interactions with the enhancer (Dillon et al., 1997). However,
inversions, that disrupt the TAD structure alters expression
levels (Lupiáñez et al., 2016; Symmons et al., 2016; Robson
et al., 2019). Potentially TAD boundaries could be as barriers to
prevent the spread of heterochromatin to active regions (and vice
versa) and/or the spread of proteins tracking on the chromatin
(Austenaa et al., 2015; Narendra et al., 2015). One of the main
roles of TADs is to provide an insulation for the enhancer-
promoter interactions and contain them within the TAD (Dixon
et al., 2012; Rao et al., 2014; Zhan et al., 2017; Gong et al., 2018),
although there are cases where enhancer-promoter interactions
cross over the TAD boundaries, such as in human hematopoietic
cells (Javierre et al., 2016) and between Polycomb-bound regions
in mouse ESCs (Schoenfelder et al., 2015b; Bonev et al., 2017;
Schoenfelder and Fraser, 2019).

The position of TADs in the nucleus relative to each other,
or to the nuclear periphery or substructures is under intense
investigation. Localization has been proposed to influence gene
expression, such as the observation that TADs containing
repressed genes at a particular developmental stage are localized
at the nuclear lamina (Guelen et al., 2008). Some heterochromatic
TADs correspond to lamina associated domains (LADs) or parts
of the genome with repressive histone marks (Nora et al., 2012).
This agrees with studies suggesting that LADs are poor in genes
and that their transcription is suppressed (Lanctôt et al., 2007;
Guelen et al., 2008). LAD and heterochromatic TAD regions
overlap, albeit incompletely (van Steensel and Belmont, 2017).
Euchromatic TADs are transcriptionally active and correspond
to regions with active histone marks (Dixon et al., 2012; Nora
et al., 2012; Sexton et al., 2012). Erasing the histone modifications
did not affect TAD conformation, possibly because these histone
marks are formed in pre-existing TADs (Nora et al., 2012;
Dekker and Heard, 2015). LADs and euchromatic TADs are
clearly separated by defined borders of CTCF or active promoters
(Guelen et al., 2008). Interestingly, in D. melanogaster, most
of the TAD borders correspond to regions of active promoters
rather than CTCF-binding sites (Ramírez et al., 2018). Similar
observations were also made in mESCs (Bonev et al., 2017).

The Important Regulators of Genome
Organization
Several key proteins are involved in the establishment of
chromatin loops and domains with CTCF and cohesin being
among the most studied (Dixon et al., 2012; Rao et al., 2014;
Fudenberg et al., 2016; Kim et al., 2019). Proper chromatin
interactions require convergent pairs of CTCF bound regions,
marking the boundary sites of a TAD (Phillips-Cremins et al.,
2013; Zuin et al., 2014; de Wit et al., 2015; Guo et al.,
2015; Jia et al., 2020). Inverting or deleting the CTCF sites
could affect chromatin conformation, leading to an increase of
inter-domain contacts and a decrease of intra-domain contacts
(Dixon et al., 2012; de Wit et al., 2015; Hanssen et al., 2017).
CTCF is enriched in TAD boundaries (Dixon et al., 2012;

Nora et al., 2012), although its presence is not limited to
boundary sites (Zuin et al., 2014). It is also important to note
that while CTCF loops define a subset of TADs (Dixon et al.,
2012; Nora et al., 2012; Sexton et al., 2012), not all TADs are
surrounded by CTCF sites (Rao et al., 2014). Importantly, CTCF
disruption changes TAD structure (de Wit et al., 2015; Guo
et al., 2015; Narendra et al., 2015; Sanborn et al., 2015; Nora
et al., 2017), while TADs dramatically disappear after depletion
of cohesion and compartmentalization is increased (Haarhuis
et al., 2017; Rao et al., 2017; Schwarzer et al., 2017; Wutz et al.,
2017). Interestingly, these results were corroborated by polymer
simulations (Nuebler et al., 2018). Moreover, CTCF interacts
with the cohesin complex, which was proposed to organize
the genome based on loop extrusion (Fudenberg et al., 2016).
It should be noted though that it has not been shown yet
that cohesin loops are formed through extrusion in vivo. The
extrusion mechanism of cohesin is an asymmetric process, which
would have certain implications on gene expression. Interestingly
recent data indicate that cis regulatory loops are already formed
after mitosis before TADs are formed (Espinola et al., 2021).

An example of a topological organization of a locus that
could be explained based on the loop extrusion model is
that of the α-globin locus (Brown et al., 2018). The self-
interacting domain is not present in mES cells, but is formed
in differentiating erythroblasts with no apparent change in the
binding of CTCF (Brown et al., 2018). Upon perturbations that
abolish the expression of α-globin, the domain conformation
was unaffected, although interactions within the domain were
significantly altered. The convergent pair of CTCF bound
regions do not appear as a unique contact, but a broader
area of tissue specific contacts was observed around the
CTCF borders (Brown et al., 2018). Other mechanisms such
as transcription could also lead to loop extrusion. Different
cohesin complexes with different subunits (SA1, SA2) seem
to act in a different manner mediating different aspects of
DNA conformation. SA1-containing complexes promote TAD
formation/stabilization while SA2-containing complexes mediate
intra-TAD enhancer-promoter contacts (Kojic et al., 2018),
suggesting that transcription and transcription factors are
important in the formation of those domains. Loop extrusion
is also supported by computational modeling (Fudenberg et al.,
2016) and also by perturbation assays of important factors of 3D
chromatin conformation, such as CTCF and cohesin (Sofueva
et al., 2013; Haarhuis et al., 2017; Nora et al., 2017; Rao et al.,
2017; Schwarzer et al., 2017; Wutz et al., 2017; Schoenfelder and
Fraser, 2019; Thiecke et al., 2020).

DNA is thought to asymmetrically slide through the cohesin
ring until it reaches a CTCF site where cohesin is stalled to
stabilize the loop (Nuebler et al., 2018). It has been proposed that
loop extrusion initiates where cohesin is loaded on DNA through
the NIPBL protein. Experiments in vitro have shown that human
cohesin–NIPBL complexes extrude loops in an ATP-dependent
manner (Kim et al., 2019; Golfier et al., 2020).

The removal of NIPBL highlighted two different mechanisms
for the genome organization. One is independent of cohesin
and organizes the genome into fine-scale compartments
(compartmentalization), while the other is dependent on cohesin
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FIGURE 2 | An example of genome architecture: TADs and sub-TADs. T2C interaction frequencies are displayed as a two-dimensional heatmap, where intra-TAD
contacts (in fact proximities) are more frequent than inter-TAD contacts. TADs confine cis-regulatory elements and target gene promoters in space like two elements
tethered on a string. This facilitates regulatory interactions within the TAD and prevents unwanted regulatory activity across TAD regions. Sub-TADs and TADs are
depicted with yellow and green lines, respectively.

and contributes to the formation of TADs (Schwarzer et al., 2017;
Thiecke et al., 2020). In fact, depletion of CTCF had little effect on
A/B compartments, while depletion of cohesin even strengthens
it (Nora et al., 2017; Rao et al., 2017; Schwarzer et al., 2017; Wutz
et al., 2017; Cremer et al., 2020). This is further supported from
experiments where RAD21, a subunit of cohesin complex, was
degraded, which disrupted all CTCF loops indicating that CTCF
alone cannot stabilize the loops. After restoring RAD21, the
majority of CTCF loops appeared within 40 minutes (Fudenberg
et al., 2016; Hansen et al., 2017). These findings contradict the
hierarchical organization model that suggests that TADs are
the compartmental building blocks and suggests that the loop
extrusion may change compartmental features (Nuebler et al.,
2018). The unloading of cohesin is ensured by other proteins
such as WAPL and PDS5 (Wutz et al., 2017). Lack of WAPL
contributes to loop collision, with an increase of interactions
between distal CTCF sites due to an incremental aggregation of
loop domain anchors, and thus, creating a “cohesin traffic jam”
(Allahyar et al., 2018). Whether cohesin is “fixed” at CTCF sites
remains elusive. It was shown that CTCF and WAPL bind to
the same cohesin pocket, with CTCF stabilizing cohesin at TAD
boundaries and thus blocking WAPL action (Li et al., 2020).
The binding signals at CTCF binding sites are higher than at
other position in the genome (Sanborn et al., 2015), but the low
general background signal could indicate that cohesin is loaded
and extruding continuously and only has a longer dwell time at
CTCF sites (Fudenberg et al., 2016, 2017).

CTCF mediated RNA interactions are essential for the proper
genome organization (Saldaña-Meyer et al., 2019). Furthermore,
many long non-coding RNAs (lncRNAs) have been found to
interact with chromatin (Chu et al., 2011; Simon et al., 2011;
Engreitz et al., 2013; Li et al., 2017), suggesting that lncRNAs

are involved in structural organization of the genome, like Xist
and Firre. During X chromosome inactivation, the lncRNA
Xist controls the conformation of the inactive X chromosome
(Splinter et al., 2011; Engreitz et al., 2013; Chen et al., 2016),
while Firre facilitates the colocalization of genomic regions from
different chromosomes (Yang et al., 2015). Moreover, T-cell fate
is determined by the lncRNA ThymoD and its role to promote
promoter-enhancer interactions (Isoda et al., 2017). Nonetheless,
further research is needed in order to conclude, whether lncRNAs
play a role in structural organization of the genome.

Higher/Lower Levels of Genome
Organization
Topologically associated domains are further divided into
smaller organizations, the sub-TADs which have a median
size of ∼185 Kbp and are characterized by higher interaction
frequencies (Figure 2; Rao et al., 2014; Rowley et al., 2017).
Sub-TADs should not to be confused with the compartmental
domains, which are not formed by CTCF loops but the
segregation of A/B compartments (Rowley et al., 2017; Rowley
and Corces, 2018). Compartmental domains have been proposed
as a model for the organization of chromatin, with architectural
proteins and TAD boundaries contributing in the fine-tuning
of the transcriptome or regulating a subset of the genes
(Stadhouders et al., 2019). On the other hand, a sub-TAD could
contain one (or more) gene(s) with its/their regulatory elements,
leading to their transcriptional activation or repression (Phillips-
Cremins et al., 2013; Rao et al., 2014; Symmons et al., 2014; Bonev
et al., 2017). TADs may also contact each other on a higher scale,
forming meta-TADs in which inter-TAD interactions are favored
(Fraser et al., 2015). sub-TADs and/or meta-TADs exhibit more
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tissue specific interaction patterns than the tissue invariant TADs
(Dixon et al., 2016; Andrey and Mundlos, 2017).

Other levels of chromatin organization are loop domains
and insulated neighborhoods (Rao et al., 2014; Hnisz et al.,
2016a; Andrey and Mundlos, 2017). Loop domains are
regions with enriched interactions marked by a loop at their
border (Rao et al., 2014). A loop domain can represent
a whole TAD, but also only a part of it. The current
mainstream hierarchical model of chromatin organization
promotes, that compartments contain several TADs and
subsequently contain several sub-TADs, suggesting that if TADs
are the building blocks of the genome, sub-TADs would be
the cement holding them together (Bonev and Cavalli, 2016).
Insulated neighborhoods are genomic domains, encompassing
at least one gene and forming chromatin loops, which are
sealed by a CTCF homodimer and co-bound with cohesin
(Hnisz et al., 2016a).

Limitations of Methods Unveiling TADs
At present, genome-wide identification of both TADs and sub-
TADs relies on the resolution of 3C related technologies and
at least 22 different computational methods, contributing to
the argument that TADs may not be a “discrete” level of
organization of the genome (Fudenberg and Mirny, 2012; Rao
et al., 2014; Xu et al., 2020). Nevertheless, genes within the
same TAD show similar expression patterns across multiple
types of cells and tissues, a trait that is substantially lower
at other levels of organizational. This observation favors the
role of TADs as a functional level of organization where gene
regulation takes place. It is however worrying that different
experimental methods result in different estimates of TAD size
and numbers (Zufferey et al., 2018), possibly due to the low
coverage of the 3C related technologies (Xu et al., 2020) and
the different models that each algorithm employs. Adding to
this, in single-cell Hi-C experiments, TADs are not reproducibly
detected at individual loci, but may be "reassembled" when the
individual maps are combined to create a whole population
(bulk) experiment (Flyamer et al., 2017). The inherent problem
here is that each fragment has only two ends and thus, it could
be ligated with four only other fragments. Moreover, contacts
are dynamic, created and lost all the time, with TAD borders
seeing each other more frequently, strengthens the notion that
a TAD is only visible when many cells are analyzed. Thus, the
need of improved chromatin conformation capture techniques
with increased resolution and coverage as well as algorithms
identifying consistently TADs is of prime importance.

ENHANCER-PROMOTER CONTACTS AS
THE DRIVING FORCE OF
TRANSCRIPTION

Looping (de novo Contacts)
Gene transcription is tightly regulated by regulatory elements
(enhancers, insulators, silencers), which can be located at
various distances from their cognate gene(s) on the linear

DNA strand (Figure 3A; Kolovos et al., 2012; Schoenfelder
et al., 2015a; Sun et al., 2019). In order to carry out their
function, regulatory elements have to be in close proximity to
their target gene(s) (Stadhouders et al., 2019). ’Loops’ between
enhancers and promoters usually result in local interactions, as
opposed to CTCF-mediated long-range chromatin loops (TADs),
which could facilitate enhancer-promoter interactions either by
bringing them closer or by segregating the genome according
to its chromatin state (Figure 3B; Zheng and Xie, 2019).
Recently it was shown that TFs (e.g., YY1 and LDB1), ncRNAs,
the Mediator complex, p300 acetyltransferase and the cohesin
complex proteins play key roles in the stabilization of chromatin
looping or transcription factories (Kagey et al., 2010; Stadhouders
et al., 2012; Phillips-Cremins et al., 2013; Fang et al., 2014; Zuin
et al., 2014; Schoenfelder et al., 2015a; Boija et al., 2018; Cho
et al., 2018; Spielmann et al., 2018; Peñalosa-Ruiz et al., 2019). The
function of cohesin varies between various promoter-enhancer
interactions. Some promoter–enhancer interactions could also be
established only by transcription factors without the involvement
of cohesin (Rubin et al., 2017). Four models have been proposed
to explain how promoters and enhancers may regulate gene
expression with the looping and the transcription factory model
being the most prominent (Kolovos et al., 2012; Papantonis and
Cook, 2013). Notably, the general notion of the looping model is
that an enhancer is in close proximity to its target promoter(s)
leading to gene activation, while the gene is silenced when the
enhancer and promoter are not in close proximity.

Gene regulation from distal regulatory elements through
local looping is now a commonly accepted concept (Lupiáñez
et al., 2015; Flavahan et al., 2016; Hnisz et al., 2016a; Bonev
et al., 2017; Stadhouders et al., 2018). Before the development
of chromosome conformation capture technologies, which are
essentially biochemical techniques, there was already strong
evidence from biochemical and genetic type experiments that
loop formation mediates transcription in both prokaryotic and
eukaryotic systems. That was depicted in vitro with the lac
repressor system (Hochschild and Ptashne, 1986). In eukaryotic
systems, in vitro assays using a plasmid suggested that an
enhancer and a gene could be separated by a protein bridge
invoking looping (Müeller-Storm et al., 1989). Strong evidence in
eukaryotes, with genes in the normal genome environment, was
obtained at the β-globin locus after discovery of the Locus Control
Region (LCR, (now called super-enhancers), which is located
70 kb upstream of the β-globin gene(s). Changing the distance or
order of the β-globin genes and the LCR could only be explained
by looping (Grosveld et al., 1987; Hanscombe et al., 1991; Dillon
et al., 1997). A few years later, the effect of natural mutations by
defective enhancers located at very long distance, like in the case
of polydactyly, was very difficult if not impossible to explain by
mechanisms other than looping (Lettice et al., 2003).

The regulation of the β-globin like genes by its LCR, was
and still is the best-studied example for the looping model
(Figure 3C; Grosveld et al., 1987). In adults, the LCR and the
β-globin promoter are located in close proximity contributing
to the formation of new chromatin loops by the recruitment
of specific TFs such as LDB1, TAL1, GATA1 and KLF1 to the
LCR (Noordermeer and de Laat, 2008; Palstra et al., 2008a).
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FIGURE 3 | A simplified example of the two models regulating transcription. (A) Linear distance of a regulatory element (RE) and a gene. (B) The addition of active or
repressive histone marks will determine if the gene will be placed in an A or B compartment. (C) Looping model. Describes the classic model of activation of a gene
upon looping. An enhancer is not in close proximity with its target gene and therefore it is not transcribed. Upon the binding of different TFs, looping of the enhancer
to the target gene takes place and the gene is expressed. (D) Pre-looping model. The gene is in close proximity (looped) with the enhancer but not actively
transcribed. However, recruitment of an additional (crucial) TF to the enhancer (depicted in a dark blue hexagon) initiates transcriptional activation of the promoter
while preserving their close proximity. (E) The gene is in close proximity (looped) with the enhancer but not actively transcribed. The gene is placed in a (B)
compartment, bound by the PCR complex.

The different enhancer elements and the gene appear to form a
regulatory hub where all the different elements appear to interact
with each other (Allahyar et al., 2018). Interestingly, even though
the individual enhancers appear to interact, the overall activity of
the LCR usually appears to be the result of an additive effect of
the individual enhancer elements rather than a synergizing effect,
with the individual enhancers exhibiting different properties
(Fraser et al., 1993; Bender et al., 2012). Absence of crucial TFs
in the LCR results in the disruption of chromatin conformation
and in gene mis-expression.

Recent allele specific interaction studies indicate that the LCR
interacts with more than one of the (mouse) β-globin genes
simultaneously (Allahyar et al., 2018), whereas previous studies
showed that only the (human) β-globin gene can be active at any
given moment in time in the situation where two genes are in
contact with the LCR at the same time (the γ- and β-globin genes
in human and the βmaj- and βminor-globin in mouse) (Wijgerde
et al., 1995; Trimborn et al., 1999). These observations lead
to the conclusion that transcription is a discontinuous process
and that the frequency and stability of the promoter-enhancer
interactions is a very important parameter in determining the
level of transcription. The observation that the mouse LCR would

interact with two β-globin genes simultaneously, but that only one
would be expressed, sets up the interesting question whether this
is perhaps particularly prevalent among genes “competing” for
the same enhancers.

Looping interactions are not limited only to enhancers and
promoters. Subsequent studies suggest that enhancers make
contacts also with gene bodies following the elongating RNAPII
(Lee et al., 2015). In parallel, Polycomb proteins (PRC1, PRC2)
facilitate the regulatory topology by repressing genes through
chromatin interactions and keep them under tight control
(Schoenfelder et al., 2015b; Cruz-Molina et al., 2017; Cai et al.,
2021). Moreover, some promoters (E-promoters) can act as bona-
fide enhancers and are in close proximity with others to activate
gene expression (Dao et al., 2017).

An interesting debate is whether gene activation precedes
locus conformation or vice versa (van Steensel and Furlong,
2019). In a previous study, during neuronal differentiation,
promoter–enhancer interactions appeared along with changes
in gene expression (Bonev et al., 2017). However, during
erythropoiesis, chromatin structure precedes expression and does
not require the presence of TFs, but TFs are essential for the
advancement to, or maintenance of, a fully functioning active

Frontiers in Cell and Developmental Biology | www.frontiersin.org 7 August 2021 | Volume 9 | Article 72385925

https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cell-and-developmental-biology#articles


fcell-09-723859 July 29, 2021 Time: 17:5 # 8

Boltsis et al. Chromatin Conformation in Development/Disease

chromatin hub (Drissen et al., 2004). Moreover, chromatin
loops are not altered in the β-globin locus upon transcriptional
inhibition, suggesting that structure precedes function (Palstra
et al., 2008b). Interestingly, the recruitment of LDB1 to the
β-globin promoter depends on GATA1, in contrast to its
recruitment to LCR. In GATA1-null cells that do not express
β-globin, its expression can be rescued by the tethering of
LDB1 via a zinc finger domain to its promoter, mediating its
interaction with the LCR, and thus supporting the hypothesis that
conformation comes first (Deng et al., 2012). In another study
LDB1 was directed to the silenced promoter of the embryonic β-
like globin (βh1) gene in adult mice erythroblasts (Deng et al.,
2014). In parallel, during the zygotic genome activation, the
formation of TADs coincides with the onset of gene expression
(Hug et al., 2017).

Pre-looping (Pre-determined Contacts)
Recent studies propose an additional way on how chromatin
conformation controls gene transcription. Genes are often in
close proximity to their cognate enhancers without being actively
transcribed. Although their cognate enhancer is often bound by
various TFs, it lacks the binding of a crucial TF required for
gene activation (Kolovos et al., 2016). At the same time, RNAPII
is stalled at the promoter (Ghavi-Helm et al., 2014). In that
case, when a developmental or a differentiation signal triggers
the additional recruitment of crucial TF(s) to the enhancer,
looping is maintained and transcription is induced. This model is
termed pre-looping (Figure 3D; Ghavi-Helm et al., 2014; Kolovos
et al., 2016; Rubin et al., 2017). During mouse development,
pre-existing chromatin contacts of the Hox genes could help in
the recruitment of the necessary transcription factors, in order
tissue-specific promoter-enhancer interactions to occur (Lonfat
et al., 2014). Moreover, loops mediated by the PRC1 and PRC2
complexes in pluripotent cells are not only repressing the genes
inside such loops, but also maintain them in close proximity with
their regulatory elements permitting a fast response (activation)
to specific differentiation signals (Figure 3E; Schoenfelder et al.,
2015b; Cruz-Molina et al., 2017). Similarly, the CTCF and
cohesin complex bring the Shh promoter and ZRS enhancer in
close proximity in posterior and anterior limbs (Paliou et al.,
2019). Although they are in close proximity, the Shh gene is
differentially expressed in these tissues (Williamson et al., 2016).
An even closer proximity is observed when Shh is activated in
the posterior limbs (Williamson et al., 2016). As it is clear from
the previous examples, specific topological features are not a
sufficient criterium to initiate transcription (Ghavi-Helm et al.,
2014; Hug et al., 2017).

Most of the interactions of the pre-looping model are not
mediated or predicted by CTCF, but by TFs and RNAPII, e.g.,
in HUVEC cells, SAMD4A is not expressed while its promoter
is in close proximity with its enhancers. Upon activation by
TNFα signaling, the TF NFκB is released from the cytoplasm,
enters the nucleus and binds to the enhancer leading to
looping maintenance and the activation of SAMD4A expression
(Kolovos et al., 2016). Other examples of pre-looping were later
reported in macrophages, upon adipogenesis, differentiation of
the epidermis, during differentiation of mouse embryonic stem

cells (ESCs) to neural progenitors, in the mouse HoxB locus
and in hypoxia, but also as a mechanism of action for specific
transcription factors like PAX5 (Barbieri et al., 2017; Cruz-Molina
et al., 2017; Rubin et al., 2017; Siersbæk et al., 2017).

Thus, there is an interesting conundrum. How could
transcription be controlled by two different chromatin
conformations; looping and pre-looping. According to the
pre-looping model, loops formed by CTCF, cohesin, PRC1
or PRC2 could contain poised enhancers and promoters in
close proximity only to activate them with subsequent tighter
contacts, e.g., after post translational modifications of essential
for activation TFs take place (Figures 3D,E; Drissen et al.,
2004; Robson et al., 2019). According to the looping model,
loops appear and disappear dynamically during development,
in parallel with transcriptional activation and could flexibly
fine-tune transcription (Javierre et al., 2016; Bonev et al., 2017).
Another explanation could be that most of the looping paradigms
are studied in steady-state systems or when comparing only
two stages of differentiation or development (Grosveld et al.,
1987; Palstra et al., 2008a; Deng et al., 2012; Kolovos et al.,
2014). Maybe some genes have been selected evolutionary to
use one of the two ways of chromatin conformation. However,
studying more than two stages of differentiation, development
or embryogenesis could unveil which of the two mechanisms is
used mostly (Stadhouders et al., 2018; Di Stefano et al., 2020).
Although the dynamics of nuclear organization have been
studied so far during mitosis (Naumova et al., 2013), meiosis
(Patel et al., 2019), hormone treatment, differentiation (Bonev
et al., 2017) and cell reprogramming (Stadhouders et al., 2018),
there is an immediate need for methods that are precisely tailored
for the study of time-dependent conformational changes (4D)
(Di Stefano et al., 2020).

TRANSCRIPTION FACTORIES AS THE
DRIVING FORCE OF TRANSCRIPTION

The established transcription model claims that the polymerase
moves along the DNA sequence to produce the transcript.
Nowadays, it is believed that transcription takes place in
nucleoplasmic hot spots (called “transcription factories”
Papantonis and Cook, 2013, see above), mediated by a high
local concentration of all the necessary transcription factors.
This notion suggests that the polymerase is located primarily,
but not fixed in “transcription factories” (Ghamari et al.,
2013; Papantonis and Cook, 2013). In the traditional model of
transcription, RNAPII leaves the promoter and moves along the
DNA template. In “transcription factories”, the RNAPII is present
these nucleoplasmic hotspots, while genes and their respective
promoters diffuse to them, as transcription takes place through
the movement of the DNA template via transcription factories
(Jackson et al., 1981; Iborra et al., 1996; Papantonis et al., 2010;
Cho et al., 2018). Notably a similar type of mechanism/principle
has been proposed for “loop extrusion”, the mechanism by
which loops are formed and where the DNA moves through
the cohesion complex (see above). Time course experiments
indicated that the enhancer and the promoter of the Cd47 and
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Kit genes are in close proximity during transcription (Lee et al.,
2015). “Transcription factories” are most likely a collection of
several “active chromatin hubs,” that merge in a phase transition
type process containing several polymerase complexes, each
transcribing a different template (de Laat and Grosveld, 2003;
Larson et al., 2017).

Current interests are focused on liquid-liquid phase separation
(LLPS) as the driving force to concentrate the necessary elements
(e.g., enhancers, transcription factors, RNAPII, etc.) at active
chromatin hubs or transcription factories (Sabari et al., 2018;
Guo et al., 2019; Nair et al., 2019). The concept of phase
transition, LLPS is a mechanism to generate “structures” without
membranes (Hildebrand and Dekker, 2020). Molecular seeds
are thought to start the process of phase transition leading to
a local enrichment of protein-protein complexes. Intrinsically
disordered protein domains are thought to play a major role
by their ability to have multivalent interactions (multi-modular
features) (Li P. et al., 2012). It has been shown that artificial
condensates are able to physically pull together specific loci, and
thus, LLPS generate mechanical force to the chromatin (Shin
et al., 2018). Such compartmentalized hydrogel-like states would
have a reduced fluidity and movement of proteins, which would
for example fit with the concept that the DNA moves through the
polymerase in a transcription factory rather than the polymerase
moving along the DNA. Subsequent research has revealed that
the Mediator complex, along with other transcription factors,
coactivators, and RNAPII, form condensates during transcription
(Boija et al., 2018; Cho et al., 2018; Chong et al., 2018; Sabari
et al., 2018; Guo et al., 2019). Phase-separated HP1α and RNAPII
showed the ability to create phase-separated heterochromatin
and euchromatin droplets, respectively (Larson et al., 2017; Lu
et al., 2018). Condensation of bound TFs and coactivators is
induced by multivalent enhancer sequences via LLPS (Shrinivas
et al., 2019). Although this idea has not been thoroughly tested,
it has been observed that LLPS causes enhancers that would
typically dwell in distant TADs to migrate closer (Nair et al.,
2019). The local concentration of RNA can impact condensate
formation and dispersion, acting as a transcriptional feedback
mechanism (Henninger et al., 2021).

It has also been proposed that the outer edge of phase-
separation droplets acts as a barrier that proteins could not
pass through (Strom et al., 2017), despite the quick recovery of
CDK9-mCherry signal after photo-bleaching, suggesting that
CDK9-mCherry is constantly recruited to the stably positioned
transcription factories (Ghamari et al., 2013), Chromatin
compartmentalization might be the reason that activating
transcription factors are not present in B compartments
(Laghmach and Potoyan, 2021). Phase separation could
explain several confusing observations, like how transcriptional
activation occurs without direct physical contact between
enhancers and promoters through eRNAs (Cai et al., 2020),
or multi-enhancer and multi-promoter contacts (Li G. et al.,
2012; Jin et al., 2013), or simultaneous regulation of more
than one gene by a single enhancer (Fukaya et al., 2016). In
parallel, recent data suggest that forces other than the ones
derived from LLPS could also stabilize transcription factories
(Ulianov et al., 2021).

The β-globin active chromatin hub, containing Hbb-b1, its
LCR (60 Kbp upstream of Hbb-b1) and Eraf (encoding an
α-globin stabilizing protein, located ∼25 Mbp far from Hbb-b1)
is the best example of different genes in the same transcription
factory. Various assays, like 3C-like methods, RNA and DNA
FISH coupled to immuno-labeling, confirmed that Hbb-b1, its
LCR and Eraf are found together in sites rich with RNAPII
(Bender et al., 2012; Mitchell et al., 2012). As mentioned
above, another property of transcription factories is that they
encompass groups of genes (located in cis or in trans), which
are co-regulated by specific signaling pathways or activators
leading to the idea that co-regulated genes are expressed in
“specialized” transcription factories (Schoenfelder et al., 2010).
This is corroborated by ChIA-PET of active RNAPII, which
uncovered spatial associations between co-regulated and co-
transcribed genes in response to various stimulations (Papantonis
et al., 2012; Li et al., 2015). Moreover, RNAPII transcribed genes
are located in separate factories than RNAPIII genes. TNFα

responsive genes and erythropoietic genes are also located in
distinct factories (Pombo et al., 1999; Papantonis et al., 2010;
Schoenfelder et al., 2010; Baù et al., 2011; Monahan et al., 2019).
Therefore, it is tempting to conclude that there are “specialized”
transcription factories.

THE INTERPLAY BETWEEN STRUCTURE
AND FUNCTION THROUGH
DEVELOPMENT, DIFFERENTIATION AND
EVOLUTION

Loops within the genome can be separated into two categories
according to their role (Kolovos et al., 2014); structural and
functional. Structural loops are forming the building blocks
of the 3D conformation of the genome. They can take place
between DNA segments (none of which is a promoter or an
enhancer) through CTCF or cohesin binding, forming large
TAD domains with their base defining the domain boundaries
(Dixon et al., 2012; Rao et al., 2014; Zuin et al., 2014). Various
chromatin conformation capture results suggest that these
structural loops are the same between different cell types (Dixon
et al., 2015; Schmitt et al., 2016). Therefore, structural loops
could contribute indirectly to the regulation of gene expression,
via the formation of TADs confining genes and their respective
regulatory elements in a dedicated 3D nuclear space. Functional
loops, which often appear within structural loops, are the ones
bestowing a function/task (activation/repression/poised) to a
gene and often correspond to sub-TADs (Grosveld et al., 1987;
Splinter et al., 2006; Palstra et al., 2008a; Wendt et al., 2008;
Kagey et al., 2010; Schoenfelder et al., 2010; Kolovos et al.,
2012; Phillips-Cremins et al., 2013; Sofueva et al., 2013; Fang
et al., 2014; Ghavi-Helm et al., 2014; Rao et al., 2014; Zuin
et al., 2014; Ji et al., 2016; Kolovos et al., 2016; Phanstiel
et al., 2017; Rubin et al., 2017). These interactions could be
direct or indirect. The direct interaction is between two DNA
segments with one containing a regulatory element (an enhancer
or a silencer) and the other the promoter of the target gene
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(de Laat and Grosveld, 2003; Palstra et al., 2008a; Stadhouders
et al., 2012; Kolovos et al., 2014; Kolovos et al., 2016). The
indirect interaction is between an enhancer/silencer and a DNA
segment which is not the promoter of the target gene, which
subsequently interacts with the promoter creating an active
regulatory hub (Stadhouders et al., 2012; Schuijers et al., 2018;
Quinodoz et al., 2018). An example is the Myc loci where its
super-enhancer interacts with its promoter through a CTCF site
located 2 Kbp upstream of the Myc promoter (Schuijers et al.,
2018), similar to the way Myb is regulated in mouse erythroid
cells (Stadhouders et al., 2012).

In this part, we describe how functional and structural loops
are formed, as well as the shape of the 3D chromatin organization
at different stages of development and differentiation (Figure 4).
As already mentioned before, loops are critical for proper gene
expression and the integrity of these loops is indispensable
for the development of various tissues, differentiation of cells,
diseases and cancer. Hence, it is important to understand how
or even when they are formed in order to decipher how the local
chromatin architecture contributes to different phenotypes.

The chromatin architecture changes significantly during
gametogenesis and early embryonic development (Li et al., 2019;
Zheng and Xie, 2019). In short, during spermatogenesis A/B
compartments and TADs vanish in pachytene spermatocyte
and then reappear in round spermatid and mature sperm
stages (Wang et al., 2019).The transcriptionally inactive mouse
sperm displays chromatin conformation features, with CTCF
and cohesin occupying positions similar to those in mESCs,
implying the important role of these factors in shaping chromatin
conformation even in the absence of transcription (Carone et al.,
2014; Du et al., 2017; Jung et al., 2017). Those features, albeit
weaker, were also detectable in oocytes (Gassler et al., 2017).
During oogenesis, the oocyte shows the typical higher-order
structures until the germinal vesicle (GV) stage (Flyamer et al.,
2017). The strength of those features declines dramatically from
the immature oocytes to mature oocytes (Flyamer et al., 2017),
and from this point forward oocytes lack the typical interphase
chromatin structures (Du et al., 2017; Ke et al., 2017). Chromatin
structure at this point resembles the chromatin structure during
mitosis (Naumova et al., 2013).

After fertilization, chromatin conformation undergoes
dramatic reprogramming (Zheng and Xie, 2019). Since TADs
and A/B compartments are very weak in early-stage mouse
embryos, some studies have shown that chromatin adopts a
more relaxed state (Du et al., 2017; Ke et al., 2017). However,
loops and TADs have also been observed in mouse zygotes
(Gassler et al., 2017). Indeed, TADs are maintained during the
oocyte-to-zygote transition in mice and gradually become more
prominent (Du et al., 2017; Ke et al., 2017). Genes are initially
silenced, but after the zygotic genome activation (ZGA), they
are activated (Clift and Schuh, 2013). ZGA occurs in the 2-cell
embryo in the mouse (Du et al., 2017; Ke et al., 2017). Inhibition
of ZGA did not prevent the formation of TADs (Ke et al., 2017),
suggesting that TAD formation precedes their main function of
transcriptional control (Flyamer et al., 2017; Hug et al., 2017;
Ing-Simmons et al., 2021). Thus, TADs act first as building blocks
of architecture and then as transcriptional controllers. TADs are

established in Drosophila during ZGA. Compartmentalization
of the chromosomes at the zygote stage seems to be driven by a
different mechanism than the one of TAD formation (Flyamer
et al., 2017; Ke et al., 2017). Specifically, the paternal originated
chromosomes maintain all the genome structures, whereas the
maternal chromosomes lose the A/B compartments. During the
two-to-eight-cell stage, conformation is slowly re-established and
become progressively stronger in both, maternal and paternal
chromosomes (Du et al., 2017; Flyamer et al., 2017; Gassler et al.,
2017; Ke et al., 2017).

Common TADs and A/B compartments that correspond to
transcriptionally active regions are present in both pluripotent
cells and differentiated cells, but the chromatin of pluripotent
cells is less compacted than in other cell types (Melcer and
Meshorer, 2010; Gaspar-Maia et al., 2011). In pluripotent cells,
pluripotency TFs are found in the same areas of the nucleus,
establishing long-range chromatin interactions with each other
(Bouwman and de Laat, 2015). The observation that gene loci
controlled by pluripotency factors are located in close proximity
inside the nucleus, suggests a regulatory mechanism similar to
phase separation (De Wit et al., 2013). For example, it was shown
that many KLF4-bound regions are in close proximity to each
other in pluripotent cells and released upon differentiation or
KLF4 depletion (Wei et al., 2013).

Early in differentiation, pluripotent genes are initially
repressed and subsequently activated (Phillips-Cremins
et al., 2013). Early differentiation genes exhibit a permissive
architecture and are in close proximity to their associated
poised enhancers. Upon differentiation, their enhancers become
active and activate their target gene(s) (Cruz-Molina et al.,
2017). This suggests that conformation structures mediated by
Polycomb proteins create a permissive regulatory environment,
where poised regulatory elements are ready to be expressed
(Cruz-Molina et al., 2017). Similar observations have been also
made in other differentiation pathways, such as adipogenesis
(Siersbæk et al., 2017).

An intriguing question is how regulatory elements are
generated during evolution, because it is clear that a gene
can use different regulatory elements in different cell types or
during differentiation to more mature cell types. Interestingly,
neocortical enhancers start out as basic proto-enhancers and
evolve in complexity and size over time (Emera et al., 2016).
Moreover, the rapid evolution of enhancers in liver across 20
mammalian species (18 placental species from Primates, Rodents,
Ungulates, Carnivores and 2 marsupial species) is a general
feature of mammalian genome as observed by profiling genomic
enrichment of H3K27ac and H3K4me3 of liver enhancer regions
(Villar et al., 2015). Interestingly, the majority of the recently
evolved enhancers are derived from ancestral DNA exaptation
and are significantly over-represented in the vicinity of positively
selected genes in a species-specific manner (Villar et al., 2015).
Thus, it would be tempting to speculate that species, which were
less “evolved”, have developed “simpler” regulatory elements
to control their gene expression. Since these species were
more primitive, gene expression profiles were less complicated
and more specific for each of the much smaller number of
different cell types. During evolution and the appearance of
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FIGURE 4 | The “loop within loops” model. (A) An example of a DNA segment which contains four genes (blue, red, green and orange) depicted with boxes and
their cognate regulatory elements (circles with the respective colors). (B) A structural loop of 1-2Mb forms a TAD with its base to define the domain boundary. (C) At
an early developmental/differentiation stage most genes are silenced. Thus, inside the structural loop, the genes will either not form any loops with their cognate
regulatory element (looping model; blue and orange genes) or form functional silencing-loops within structural-loops (loops-within-loops) with their cognate
regulatory element lacking a crucial TF (pre-looping model; red and green genes). (D) At later developmental stages, new functional loops are formed within the
pre-existing functional loops (orange gene) and/or the structural loop (blue gene) forming “loops within loops” in order to activate the orange and blue genes,
respectively. At the same time, the previously pre-looped genes (red and green) are activated as a result of a recruitment of the necessary TF to their cognate
enhancer or due to conversion of their cognate poised enhancer to an active one.

more complex organisms that require an increased diversity of
cell composition, the control of gene expression became more
complex and new regulatory elements appeared (Ong and Corces,
2011).

Thus, during the early stage(s) of development, differentiation
or evolution, a DNA segment with various genes and regulatory
elements (Figure 4A) will mostly form structural loops to
shape the chromatin (Figure 4B), since chromatin conformation
during ZGA is independent of activation of gene expression
(Hug et al., 2017; Ing-Simmons et al., 2021). At an early
developmental/differentiation stage or during the oocyte-to-
zygote transition, genes are often silenced. Based on the pre-
looping model, some genes will already be in close proximity
with their enhancer, which lacks one or more necessary TFs
and is in a poised state (Figure 4C, red and yellow genes and
their respective regulatory elements) to promote their activation
or silencing, forming functional “loops-within-loops”. In parallel
based on the looping model, the genes will be far apart from
their cognate enhancer in the 3D space (Figure 4C, green and
orange genes and their respective regulatory elements). At a
later developmental/differentiation stages, genes which do not
have a poised functional loop, will have to form new functional
loops within the pre-existing structural or silencing-functional
loops (“loops-within-loops”) in order to become transcriptionally
active (Figure 4D green and orange genes and their respective
regulatory elements). At the same time, the previously silenced
genes in a poised loop (Figure 4D, red and yellow genes) are
activated as a result of a recruitment of the necessary TF to their
cognate enhancer or due to conversion of their cognate poised
enhancer to an active one.

In this context, at initial stages of development, differentiation
or evolution, we speculate that the genome must have an
initially regulatory element located at a distance from its target
gene (Figure 5A, green regulatory element), which interacts
with its target gene via a specific loop (Figure 5B). At a
subsequent developmental, differentiation or evolutional stage,
we hypothesize that new (cell/tissue type specific) regulatory
elements are developed between the gene and its original “early”
regulatory element, which can interact with their target gene
(Figure 5C, orange and red regulatory elements). Thus, we
could observe an initial big loop, which can be functional
or either structural, containing other loops at later stages.
The latter will form new “loops-within-loops” to accommodate
new expression patterns. This type of regulation is observed
when comparing the activity of different regulatory elements
in multiple stages of differentiation/development/evolution (de
Laat and Grosveld, 2003; Palstra et al., 2008a; Mylona et al.,
2013; Pimkin et al., 2014; Villar et al., 2015; Goode et al.,
2016). However, we cannot exclude the possibility that in
rare cases during development, differentiation or evolution,
a regulatory element outside the original “early” loop would
develop, which could also interact with its target gene at
subsequent stage (Figure 5D, yellow regulatory element). Finally,
all these aforementioned interactions could satisfy either the pre-
looping or the looping model (Figure 3). In an evolutionary
sense, developing novel enhancers is an almost inevitable feature
of multicellular organisms with different cell types and functions.
Other mechanisms are very difficult to envision for the enormous
diversity in gene expression patterns, which is ultimately due to
the fact that DNA is a linear molecule.
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FIGURE 5 | Regulatory elements in development, differentiation or evolution. (A) At an initial stage in development, differentiation or evolution, the genome has a
silenced gene and a regulatory element located in a distance from it (regulatory element 1, depicted with a green circle). (B) The original “early” regulatory element
interacts with its target gene in order to activate it. (C) At subsequent developmental, differentiation or evolutional stages, the genome could develop new regulatory
elements (regulatory elements 2 and 3, depicted with orange and red circle, respectively) between the gene and its original “early” regulatory element, which interact
with their target gene. (D) At some cases, at later developmental, differentiation or evolutional stages, we could observe a new regulatory element (regulatory
element 4, depicted with a yellow circle) outside the original “early” loop, which could also interact with its target gene via a formation of a new loop.

CHROMATIN CONFORMATION FROM
EARLY DEVELOPMENT TO
DIFFERENTIATION

The internal structure of TADs becomes more organized during
development and differentiation, as TADs enable more enhancer-
promoter contacts (Bonev and Cavalli, 2016). This is important
during development, where specific genes need to be activated
or repressed to promote specific cell programs and lineage
commitment. For example, during limb development, the HoxD
cluster is located at the border of two flanking regulatory
elements, which are contained into two separated TADs (Lonfat
and Duboule, 2015). In the beginning, the 3′ TAD is active and
regulates the proximal patterning. Subsequently, this TAD is
switched off while the 5′ TAD becomes active and controls distal
structure. Activation of Hox13 switches off the 3′ TAD through a
global repressive mechanism and interacts with enhancers at the
5′ TAD that sustains its activity (Beccari et al., 2016). Thus, the
HoxD cluster contains a dynamic TAD boundary, regulating the
switching between the flanking TADs and enabling a proper limb
development (Rodríguez-Carballo et al., 2017).

Early studies before the discovery of TADs, showed that the
lack of CTCF or its disruption on one of the binding sites in the
mouse β-globin locus resulted in an altered interactome (Splinter
et al., 2006). New insights in the significance of TADs during
development came from a study of the HOXA locus, which is
important for development of many tissues such as limb. The
HOXA locus is organized in two different TADs, with CTCF
and cohesin binding sites at their boundary. The disruption of
CTCF or Cohesin recruitment at the boundary sites of these two
TADs allows the spreading of euchromatin into heterochromatin
domains and the subsequent ectopic activation of HOX genes
during cell differentiation due to new chromatin contacts (Zuin
et al., 2014; Lonfat and Duboule, 2015). Another example is the

Tfap2c and Bmp7 locus, which is split into two functional and
structural domains, with each gene being present in separate
TADs with their cognate enhancers. Inversions at the TAD
boundary, changes the position of Bmp7’s cognate enhancer into
the TAD containing Tfap2c, thus leading to upregulation of the
latter gene and downregulation of Bmp7 (Tsujimura et al., 2015).
This illustrates the extent to which proper topology influences
the regulation of expression of developmentally essential genes.
A fine example of regulatory specificity of enhancers controlled
by chromatin architecture is that of Pitx1, a regulator of hindlimb
development (Kragesteen et al., 2018). In hindlimbs, Pitx1 is
in close proximity with its enhancer (active), allowing for
normal leg morphogenesis. In forelimbs, Pitx1 is physically
separated from the enhancer (inactive), allowing for normal arm
development. The disturbance of that specificity (e.g., due to
structural variants) can cause gene mis-expression and disease
in vivo (Kragesteen et al., 2018). Transcription after activation
of the glucocorticoid receptor occurs without significant changes
of the pre-looped chromatin interactions, enabling its rapid
reaction (Hakim et al., 2011). Changes in chromatin topology
and conformation have already been associated and described
in muscle progenitor specification and myogenic differentiation
(Zhang et al., 2020), sensory experience during post-natal brain
development (Tan et al., 2021), dendritic cell development
and differentiation (Chauvistré and Seré, 2020), and neural
development (Kishi and Gotoh, 2018).

An interesting question is whether conformation accompanies
cell lineage decision and what the role of TFs is. During
reprogramming, TFs reorganize genome structural features
before changes in gene expression occur (Stadhouders et al.,
2018). Somatic cell reprogramming is a useful model for
investigating how genome topology affects cell fate decisions.
A recent study, investigating chromatin interactions in ESC, iPSC
and NPCs, revealed that reprogramming does not completely

Frontiers in Cell and Developmental Biology | www.frontiersin.org 12 August 2021 | Volume 9 | Article 72385930

https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cell-and-developmental-biology#articles


fcell-09-723859 July 29, 2021 Time: 17:5 # 13

Boltsis et al. Chromatin Conformation in Development/Disease

restore a number of pluripotency-related interactions (Beagan
et al., 2016). CTCF was abundant in these regions in ESC,
while poor in differentiated NPCs. CTCF binding was not
restored in iPSC causing an inadequate pluripotent genome
topology recovery. The embryonic and trophoblast lineages
have significant differences between them, in their epigenetic
landscapes and their 3D conformation (Schoenfelder et al., 2018).
ESCs have an enrichment for repressive interactions between
gene promoters and also involving poised/silenced enhancers
(marked with H3K27me3), whereas trophoblasts have an
enrichment for active enhancer-gene interactions (Schoenfelder
et al., 2018). Similarly, during neuronal differentiation of ESCs,
Polycomb repressive complex 1 and 2 (PRC1 and PRC2) are
known to have important functions in mediating repressing
interactions. PRC1 mediated interactions are disrupted and gene-
enhancer interactions become prominent (Bonev et al., 2017).
Interestingly, poised enhancers in ESCs are already in close
proximity with their target genes in a PRC2 dependent manner
(Ngan et al., 2020). Deletion of PRC2 core components leads to
activation of their target genes and embryonic lethality (Boyer
et al., 2006; Bracken et al., 2006). When these enhancers are
activated during differentiation of ESCs to neural progenitors,
the interaction with their cognate genes is preserved, leading to
their activation (Cruz-Molina et al., 2017). This is similar to the
aforementioned pre-looping phenomenon. All in all, these results
demonstrate that chromatin architecture changes may not cause
instant transcriptional changes. As an alternative, structure seems
to set the stage for future transcriptional changes by sculpturing
the chromatin environment.

X chromosome inactivation (XCI) is another well-studied
example to show how the 3D chromatin organization impacts
development, as well as the differences between the two homologs
(Lee and Bartolomei, 2013). One of the two X-chromosomes in
female cells is randomly inactivated to equalize the expression
levels of the X-linked genes between female and male cells,
early during embryonic development or upon differentiation of
female ESCs (Gribnau and Grootegoed, 2012). Several regulatory
elements and genes directing the XCI process are located in
a small region, the X inactivation center (Xic) (Barakat et al.,
2014). This region harbors the best-studied mammalian lncRNA,
Xist and its negative regulator Tsix (Lee et al., 1999). While Xist
silences one X chromosome in cis, Tsix represses Xist also in cis
and thus these two lncRNAs form a regulatory switch locus (Nora
et al., 2012). The Xist locus has been proposed to be organized in
two big TADs and XCI is initiated by the upregulation of Xist in
one of the two X-chromosomes (Chaumeil et al., 2006; Engreitz
et al., 2013). In another study, the two X chromosomes were
shown to have distinct and different chromatin organization.
The active X presented distinct compartmentalization of active
and inactive regions, while the inactive X compartments were
more uniform (Tan et al., 2018). TADs were present in the
active X chromosome, but not in the inactivated X chromosome
(Splinter et al., 2011; Nora et al., 2012; Giorgetti et al.,
2016). In comparison, two mega-structures appeared on the
inactivated X chromosome, separated by a microsatellite repeat
containing several CTCF-binding sites (Horakova et al., 2012;
Rao et al., 2014; Wang et al., 2016). Interestingly, a study using

mathematical prediction and experimental validation suggested
that three internal elements (CTCF/binding sites within the
Linx, Chic1 and Xite/Tsix loci) might work in partnership
with boundary elements for the formation and the stabilization
of the two TADs (Bartman and Blobel, 2015). The deletion
of these internal elements is sufficient to disrupt the TADs
and subsequently triggers ectopic expression of genes at the
neighboring TAD hence disturbing XCI process (Nora et al.,
2012; Dixon et al., 2016).

Overall, TAD formation and maintenance as well as specificity
of the enhancer-promoter interaction play key roles during
development and differentiation to ensure the finely tuned
regulation of gene expression and lineage decision.

CHROMATIN CONFORMATION IN
DISEASE AND CANCER

Human diseases are often caused by structural variations (SVs)
in the genome, through disruption of genes or changes in gene
dosage (Spielmann et al., 2018; Ibrahim and Mundlos, 2020).
While their effect in coding regions can be easily predicted, their
occurrence in non-coding regions requires further investigation
to address its influence on gene expression, for example
in the case of limb formation involving the TAD-spanning
WNT6/IHH/EPHA4/PAX3 locus (Lupiáñez et al., 2016). SVs
have the potential to interfere with genome architecture causing
disease phenotypes (Lupiáñez et al., 2015; Spielmann et al., 2018).
Depending on the type but also the extent of the SV, the effect on
gene regulation may vary a lot (Ibrahim and Mundlos, 2020).

Disruption of genome architecture may lead to altered
gene expression in a variety of ways and, as a result, disease
phenotypes. This disruption is separated into inter-TAD and
intra-TAD alterations.

Inter-TAD alterations can disrupt and rewire the 3D
chromatin architecture resulting in changes of TAD boundaries,
mis-regulation of important genes with deleterious effects and
relocation of regulatory elements such as enhancers and/or
silencers. Inter-TAD alterations are caused by many reasons.
Genome architecture disruption involves the disruption of
TADs borders, leading to contacts of enhancers and genes,
otherwise insulated from each other, and thereby, the ectopic
activation of those genes. This phenomenon is called ‘’enhancer
adoption” or ‘’enhancer hijacking” (Table 1; Lettice et al.,
2011; Northcott et al., 2014; Lupiáñez et al., 2016; Kaiser
and Semple, 2017). Deletions result in TAD fusion (Table 1;
Katainen et al., 2015; Lupiáñez et al., 2015; Flavahan et al.,
2016), inversions in a swap of DNA regions (TAD shuffling)
and duplications or translocations of regulatory or structural
elements in new domains (neo-TADs) (Table 2; Gröschel et al.,
2014; Northcott et al., 2014; Lupiáñez et al., 2015; Franke
et al., 2016; Weischenfeldt et al., 2017). Furthermore, inter-
TAD alterations could be caused by inversions, translocations
of regulatory elements which may result in gain-of-function
events by coupling enhancers with newly associated promoters,
or loss-of-function events by separating enhancers from their
associated promoters or a combination of the two (Table 2;
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TABLE 1 | Summary of inter-TAD alterations (Enhancer adoption and TAD fusion), the disease/abnormality they caused and their description.

Enhancer adoption

LMNB1 locus Adult-onset demyelinating
leukodystrophy (ADLD)

A deletion eliminates a TAD boundary, leading to new interactions between the LMNB1 promoter and three
non-cognate enhancers and its subsequent activation, resulting in the progressive central nervous system
demyelination (Giorgio et al., 2014)

FOXG1 locus Rett syndrome A telomeric deletion, including the TAD border, results in the ectopic activation of FOXG1 by active
enhancers in the brain (Allou et al., 2012)

GFI1B locus Medulloblastoma Somatic structural variants place GFI1 or GFI1B near active enhancer sites, resulting in activation (Northcott
et al., 2014)

SNCAIP locus Group 4 medulloblastomas A duplication of SNCAIP gene results in the ectopic activation of the putative oncogene PRDM6 (Arabzade
et al., 2020)

TAD fusion

EPHA4 locus Brachydactyly Deletions in the EPHA4 locus that include a TAD border result in a fusion of the neighboring TADs, which
attaches a cluster of limb-associated EPHA4 enhancers to the PAX3 gene and its concomitant
mis-expression (Lupiáñez et al., 2015)

Six TAD boundaries
encompassing T-ALL
related genes

T-cell acute-lymphoblastic
leukemia (T-ALL) or
medulloblastoma

TAD disruption leads to ectopic proto-oncogene activation and abnormal cell proliferation (Northcott et al.,
2014; Hnisz et al., 2016b; Weischenfeldt et al., 2017). CRISPR-engineered deletions of the TAD boundaries
near the known oncogenes TAL1 and LMO2 result in new interactomes of those oncogenes with distal
enhancers, leading to their aberrant activation (Hnisz et al., 2016b)

NOTCH1 locus Ovarian cancer Downregulation of NOTCH1 gene due to its altered interactome as a result of mutations in the CTCF sites
that disrupt the TAD boundary (Ji et al., 2016)

Various CTCF binding
sites

Colorectal cancer Frequently mutated CTCF binding sites lead to TAD boundary disruption and altered interactomes between
genes and their regulatory elements (Katainen et al., 2015)

IRS4 locus Lung squamous carcinoma,
sarcomas and cervical
squamous carcinoma

Deletions occurring at TAD boundaries coinciding with CTCF recruitment downstream of the IRS4 locus led
to IRS4 overexpression (Weischenfeldt et al., 2017)

NEK6 locus B cell lymphoma cell lines Deletion of all CTCF-binding sites in the NEK6 super-enhancer borders decreased the expression of NEK6
while increased the expression of the neighboring LHX2 gene (Huang et al., 2017)

Lupiáñez et al., 2016; Spielmann et al., 2018). To mention here,
that while the above studies stress out the insulating role
of TAD boundaries, it is important to keep in mind that
TAD boundaries may not be the only component needed to
maintain them (Anania and Lupiáñez, 2020). TADs did not fuse
completely after serial deletions at the Sox9 locus. This occurred
only after the deletion of other CTCF sites within the locus
(Despang et al., 2019). Deletions of CTCF-binding sites at the
Shh locus result in structural changes, but TAD insulation is
maintained (Paliou et al., 2019). Overall, these results reveal the
ability of TAD borders to successfully organize the genome into
distinct regulatory domains, as well as their ability to work and
communicate with the internal structure elements.

Interestingly, in multiple myeloma 30% of the breakpoints
are located at, or close to, TAD boundaries. The number of
TADs is increased by 25% and they are smaller when compared
to normal B cells, indicating that genomic rearrangements and
translocations are driving forces in chromatin topology and
creating new TADs (Wu et al., 2017). The smaller size of TADs
in cancer cells when compared to their healthy controls can
also be observed in prostate cancer and therefore seem to be
most likely a general phenomenon in cancer cells. In the case
of prostate cancer, this smaller size is the consequence of the
splitting of one TAD in two, the majority of the TAD boundaries
(∼98%) being the same between the prostate cancer cells and
the normal ones (Taberlay et al., 2016). In prostate cancer, a
deletion on 17p13.1 encompassing the TP53 tumor suppressor
locus leads to the division of a single TAD into two distinct
smaller TADs, resulting into new chromatin interactomes of

the enhancers, promoters and insulators within the TADs and
changing gene expression (Taberlay et al., 2016). Similarly, in
mammary epithelial and breast cancer several TADs were divided
into multiple sub-TADs but kept the same boundaries, as a
result of various genomic alterations (Barutcu et al., 2015). In
prostate cancer cells (and probably in most cancers) the size of
the TADs (2–4 MB) is smaller compared to normal prostate cells
(∼8 MB). These new small-TADs reside within the normal TAD
architecture rather than forming new TADs, with the majority of
the TAD boundaries (∼98%) to be the same between the prostate
cancer cells and the normal ones (Taberlay et al., 2016).

Because of their ability to co-localize in the nucleus and/or
their abundance within TAD boundaries, transposable elements
(TEs) have been related to genome architecture (Dixon et al.,
2012; Cournac et al., 2016). It has been shown that during
the evolution of mammalian lineages, activation of retro-
transposable elements triggered an increase of CTCF-binding
events (Schmidt et al., 2012). As shown by changes in chromatin
states, many of the new CTCF sites acted as chromatin insulators,
affecting genome architecture and transcription. According to
this observation, human T-lymphotropic virus type 1 (HTLV-1)
translocation introduced an ectopic CTCF-binding site, which
could form new loops and induce transcriptional changes in the
new locus (Melamed et al., 2018). HTLV-1 results in chronic
inflammation in 10% of infect hosts.

Changes in the interactome and local chromatin architecture
have also been associated to single nucleotide polymorphisms
(SNPs) causing intra-TAD alterations. Intra-TAD alterations lead
to abnormal transcriptional control of the genes inside the
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TABLE 2 | Summary of inter-TAD alterations (TAD shuffling, Inter-TAD loss- or gain-of-function alterations and Neo-TADs), the disease/abnormality they caused and
their description.

TAD shuffling

Wnt6/Epha4 locus F-syndrome An inversion at the Wnt6/Epha4 locus that misplaces the Epha4 enhancers near Wnt6 gene, causing its
mis-expression in the developing limb bud (Lupiáñez et al., 2015; Kraft et al., 2019)

Ihh/Epha4 locus Polydactyly Duplications of the previous enhancers and rearranging them in front of the Ihh gene induce overexpression of Ihh
(Kraft et al., 2019)

TFAP2A locus Branchio-oculofacial
syndrome

Inversion of the TFAP2A TAD resulted in lower TFAP2A expression due to the fact that the promoter was separated
from its associated enhancers (Laugsch et al., 2019)

Shh locus Digit syndactyly An inversion at the Shh locus places the Shh gene in a TAD together with a limb enhancer, that induces its
activation (Lettice et al., 2011)

MEF2C locus 5q14.3 microdeletion
syndrome

Patients with balanced MEF2C translocations have been shown to be affected by the separation of promoters from
their associated enhancers. The influence of these translocations was confirmed in patient-derived LCLs, which
showed lower MEF2C expression (Redin et al., 2017)

GATA2 locus Acute myeloid leukemia
sub-types

A chromosomal inversion and translocation in chromosome 3 at two different breakpoints place the GATA2
enhancer in the same TAD as the EVI1 oncogene. The enhancer is then in close proximity with the EVI1 promoter
triggering its activation, which is responsible for the development of the disease (Gröschel et al., 2014)

IGF2 locus Colorectal cancer Recurrent tandem duplications encompassing a TAD boundary result into new interactions between IGF2 and a cell
specific super-enhancer located in the adjacent TAD, leading to its > 250-fold overexpression (Weischenfeldt et al.,
2017). The duplications in the abovementioned TAD boundary are tandem rather inverted or dispersed, suggesting
that the orientation of the enhancer and IGF2 is probably important for the activation of IGF2 (Beroukhim et al.,
2016)

Inter-TAD loss- or gain-of-function alterations

IDH locus Gliomas Mutations in the IDH gene results in accumulation of 2-hydroxyglutarate, which subsequently represses TET
proteins. This causes hyper-methylation of CpG sites and increased methylation of CTCF sites affecting CTCF
binding and the respective TAD boundaries. New interactions are consequently established between the oncogene
PDGFRA with constitutive enhancers, which are normally located outside its normal TAD (Flavahan et al., 2016)

FMR1 locus Fragile X syndrome
(FXS)

The CGG triplet repeat (short tandem repeat or STRs) within the FMR1 gene expands in an erratic way and the
FMR1 locus boundary is disrupted due to inability of CTCF to bound, caused by the abnormal DNA methylation
levels. FMR1 is silenced as the boundary is disrupted, because of the separation from its associated regulatory
elements, which are now located in another TAD (Anania and Lupiáñez, 2020).

Neo-TADs

Kcnj2 and Sox9 loci Limb malformation A neo-TAD where Kcnj2 interacts with the Sox9 regulatory region resulted in overexpression of Kcnj2 (Franke et al.,
2016)

IGF2 locus Cancer Due to duplications of neighboring TADs, the new TAD incorporates the IGF2 gene and a lineage-specific super
enhancer, resulting in oncogenic locus mis-regulation (Weischenfeldt et al., 2017)

TAD, without altering its overall conformation. Many GWAS
SNPs have now been connected to putative causative genes in
hematopoietic cell types (Javierre et al., 2016; Mumbach et al.,
2017). How sequence variations in putative regulatory elements
lead to gene expression alterations that drive complex illnesses
is largely unknown. On one hand, SNPs could restrict TFs
or architectural proteins from interacting with their regulatory
elements, leading to lower expression of their associated genes
(Table 3; Schoenfelder and Fraser, 2019). SNPs can affect
the recruitment of the LDB1 complex to the MYB enhancer,
impairing its interaction with the MYB promoter, decreasing
its expression and resulting in an increase of HbF expression
(Stadhouders et al., 2014). On the other hand, SNPs could result
in overexpression of target genes and/or their mis-expression
in different cell types (Schoenfelder and Fraser, 2019). Gain
or loss of function mutations in regulatory elements such as
enhancers (or silencers) can affect the transcription of their
cognate gene(s) (Spielmann and Mundlos, 2016; Schoenfelder
and Fraser, 2019), provided that there is no other regulatory
element compensating that gain or loss (Heinz et al., 2013).
Another study attempted to identify the causative gene at GWAS

neurological disease loci by linking the SNPs with gene promoters
and enhancers (Lu et al., 2020). They concluded that a SNP may
only have subtle effects on looped target gene in healthy donors,
but plays a more prominent role when the locus gains a disease-
specific enhancer in patients. Their results indicated that high-
quality Hi-C loops have a unique value in the study of disease
genetics (Lu et al., 2020). Other GWAS studies have identified
mutations in regulatory elements that could contribute to the
Inflammatory bowel disease etiology by altering gene expression
(Meddens et al., 2016). Duplications can change the copy number
of regulatory elements, resulting in loss- or gain-of-function
mutations, similar to the principle of gene dosage alterations
occurring in the inter-TAD duplications and translocations
(Tables 3, 4; Spielmann et al., 2018).

While SNPs could alter the content of specific enhancers,
resulting to abnormal expression patterns, mutations in genes
encoding TFs or architectural proteins could also have similar
results (Schoenfelder and Fraser, 2019). Cohesinopathies and
laminopathies, however, are the two groups of structural protein-
associated human diseases that receive the most attention.
Cohesinopathies are caused by mutations in genes associated
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TABLE 3 | Summary of intra-TAD alterations (Single nucleotide polymorphisms and gain-of-function alterations), the disease/abnormality they caused and
their description.

Single nucleotide polymorphisms (SNPs)

HSBL1-MYB locus Hemoglobinopathies SNPs affect the recruitment of the LDB1 complex to the MYB enhancer, impairing its interaction with the MYB
promoter. Consequently, decrease of MYB expression results in an increase of HbF expression (Stadhouders et al.,
2014)

CLEC16A locus Autoimmune disease SNPs in intron 19 of the CLEC16A gene have been shown to promote the interaction of the intron with the adjacent
DEXI gene, resulting to its expression (Davison et al., 2012)

FTO locus Obesity An intron of the FTO gene containing obesity-associated SNPs interacts with the distal IRX3 gene, and thus
controlling its expression (Smemo et al., 2014; Schoenfelder and Fraser, 2019)

SNCA locus Parkinson disease A common Parkinson disease SNP in a non-coding distal enhancer factor prevents two repressive transcription
factors, EMX2 and NKX6-1, from binding to a regulatory element, and thus, resulting in SNCA transcriptional
upregulation (Soldner et al., 2016)

Various loci Chronic Kidney Disease
(CKD)

SNPs in both coding and non-coding regions have been discovered in studies of CKD, and dysregulation of gene
expression of the 23 genes identified to be associated with such SNPs is possibly a contributing factor in CKD
pathophysiology (Brandt et al., 2018)

Intra-TAD gain-of-function alterations

SHH locus Polydactyly Point mutations in the Sonic hedgehog (SHH) regulatory region ZRS result in the ectopic expression of SHH at the
anterior margin in mouse. Although not formerly demonstrated in this study, these mutations allow the formation of
chromatin looping between the ZRS region and the SHH promoter (Lettice et al., 2003).

MYC locus Lung adenocarcinoma Amplification of MYC-regulating enhancers results in a slightly higher MYC expression than in samples without
amplification of MYC enhancers. The enhancer-amplified samples had a comparable MYC expression levels when
compared to samples with MYC coding area amplification (Zhang et al., 2016; Agrawal et al., 2019)

IHH locus Craniosynostosis and
synpolydactyly

Duplications of regulatory elements within the IHH locus led to misexpression or overexpression of IHH and by this
affect the complex regulatory signaling network during digit and skull development respectively (Klopocki et al.,
2011)

CTSB locus Keratolytic winter
erythema

Overexpression of CTSB as a result of enhancer duplications (Ngcungcu et al., 2017)

Various loci Prostate cancer SNPs, associated with prostate cancer, co-localize/affect regions of active histone modification and transcription
factor binding sites. 15 of the 17 identified genes in these loci exhibit a substantial change in expression, suggesting
that the genes physically interacting with risk loci are associated to prostate cancer (Du et al., 2016)

Various loci Atherosclerotic disease 294 additional candidate expressed genes for coronary artery disease (CAD) and large artery stroke (LAS) have
been identified as potential factors in the pathophysiology of human atherosclerotic disease (Haitjema et al., 2017)

Various loci Inflammatory bowel
disease (IBD)

Mutations in DNA regulatory elements (DREs) can contribute to IBD etiology by altering gene expression (Meddens
et al., 2016)

Pitx1 locus Liebenberg syndrome Deletion mutations upstream of the hindlimb expressed Pitx1 gene result in intra-TAD conformation changes,
merging a forelimb and hindlimb Pitx1 gene enhancer (Kragesteen et al., 2018)

PITX1 locus As previous Translocation of two enhancers from chromosome 18 upstream of the PITX1 on chromosome 5 (TAD shuffling),
resulted in an increased PITX1 expression (Spielmann et al., 2012)

with Cohesin complex and/or its regulators (Banerji et al.,
2017; Norton and Phillips-Cremins, 2017; Davis et al., 2018;
Olley et al., 2018; Krumm and Duan, 2019). CTCF and cohesin
associated SNPs have been related to a number of human
disorders and developmental defects. The significance and role
of genome organizing factors like CTCF and the cohesin
complex has been highlighted for a number of diseases. For
example, CTCF depletion leads to pathological effects that
are quite comparable to heart failure (Rosa-Garrido et al.,
2017). Altered interactions and accessibility was shown at a
substantial number of enhancer areas and the genes in the
surrounding chromosomal areas were implicated in cardiac
pathological pathways (Rosa-Garrido et al., 2017). Another
example are the laminopathies caused by mutations in nuclear
lamins (LMNA) and the lamin B receptor (LBR) genes. Given
that LADs organize a large portion of the genome, the nuclear
lamina and its components appear to play an important role
in genome architecture. Laminopathies are distinct from other
disorders in that a variety of disorders may be developed

from just different mutations located in the same gene
(Worman and Bonne, 2007).

Cancer is a particularly important area of disease where
changes in the interactome are important. Alterations in
TAD boundaries, which are observed in cancer, can lead
to oncogene activation by affecting gene regulation in
the flanking TADs via the establishment of new unusual
promoter-enhancer interactions (Figure 6). Oncogene activation
by TAD disruption and consequent enhancer adoption has
been described in leukemia (Gröschel et al., 2014; Hnisz et al.,
2016b), neuroblastoma (Peifer et al., 2015), colorectal cancer
(Weischenfeldt et al., 2017), medulloblastoma (Northcott et al.,
2014), glioma (Flavahan et al., 2016), sarcoma and squamous
cancers (Weischenfeldt et al., 2017). Notably, the most prominent
alterations in binding sequences at TAD boundaries, are located
at CTCF binding motifs (Ji et al., 2016), although it should
be noted that many CTCF binding sites are not boundaries.
Approximately 11% of 922 deletion cases affect TAD boundaries
at the vicinity of a disease-associated gene, resulting in “enhancer
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TABLE 4 | Summary of intra-TAD alterations (loss-of-function alterations), the disease/abnormality they caused and their description.

Intra-TAD loss-of-function alterations

Shh locus Preaxial polydactyly (PPD) In the ZRS, two ETV4/ETV5 binding sites have been discovered. In transgenics, a single ETV binding site is
sufficient to suppress ectopic expression; the absence of both sites leads in repressor activity loss and, as a
result, in ectopic Shh expression in the limb bud (Lettice et al., 2012)

PAX6 locus Aniridia Point mutations (disruption of binding sites) in enhancers of PAX6, PTF1A and TBX5 impair the expression of
these genes. While it has not been demonstrated properly, these studies suggest that these point mutations
impair the chromatin looping between these enhancers and their associated promoters (Smemo et al., 2012;
Bhatia et al., 2013; Weedon et al., 2014)

PTF1A locus Pancreatic agenesis

TBX5 locus Congenital heart disease

SOX9 locus Campomelic dysplasia Sex reversal occurs when the relevant testis enhancer of SOX9 is deleted, while deletions and point mutations
further upstream induce the Pierre-Robin syndrome, which is characterized by cranial skeleton growth defects but
normal sexual development (Benko et al., 2011)

DYNC1I1 locus Split-hand/split-foot
malformation (SHFM)

Exons 15 and 17 of DYNC1I1 act as tissue specific limb enhancers of DLX5/6. Enhancer deletions in the DYNC1I1
gene result in down regulation of the DLX5/6 genes about 1Mb away (Allen et al., 2014; Tayebi et al., 2014)

ATOH7 locus Non-syndromic congenital
retinal non-attachment
(NCRNA)

A deletion that covers a distal cis regulatory element upstream from ATOH7 is responsible for NCRNA (Ghiasvand
et al., 2011)

SHH locus Holoprosencephaly (HPE) The loss of function (disruption of binding sites) of Shh brain enhancer-2 (SBE2) in the hypothalamus of transgenic
mouse embryos was caused by a rare nucleotide variant upstream of SHH gene found in an individual with HPE
(Jeong et al., 2008)

MYC locus Cleft lip with or without cleft
palate (CL/P)

Deletion of a 640-kb non-coding region at 8q24, which contains distal cis-acting enhancers that regulate Myc
expression in the developing face, causes modest facial morphological changes in mice and, on rare occasions,
CL/P (Uslu et al., 2014)

BCL11A locus β-hemoglobinopathies A common variant in an erythroid enhancer of BCL11A is associated with reduced TF binding, modestly
diminished BCL11A expression, and elevated HbF (Bauer et al., 2013)

adoption” (Swaminathan et al., 2012). A comprehensive analysis
among various cancer cell lines, indicated that the formation of
neo-TADs, encompassing cancer driver genes, is the result of SV
alterations in cancer cells (Dixon et al., 2018). However, whether
neo-TAD formation is a recurrent phenomenon in a given cancer
cell type needs to be investigated further.

THE IMPORTANCE OF A REFINED
IDENTIFICATION OF CHROMATIN
CONFORMATION AND POTENTIAL
THERAPEUTIC APPROACHES

An important question is what underlying mechanism protects
TAD boundaries from deletions and disruptions? Using machine
learning approaches, TAD boundaries were recently categorized
based on strength (Gong et al., 2018). Strong TAD boundaries
are less frequently lost in cancer, as they act as building blocks
of the genome and encompass super-enhancers (Gong et al.,
2018). In cancer, strong boundaries are notably safe from SVs
and co-duplicated with super-enhancer elements (Gong et al.,
2018). These observations and the observations that enhancers
lead to aberrant activation of oncogenes due to genetic or
epigenetic alterations highlight the importance of the chromatin
architecture integrity (Lupiáñez et al., 2015; Flavahan et al., 2016;
Hnisz et al., 2016b; Weischenfeldt et al., 2017).

An interesting question is whether mis-regulation of TFs
causes the altered 3D chromatin organization or whether the
opposite takes place? Intriguingly, studies advocate both options.
A gene fusion in prostate cancer, causes the overexpression of
oncogenic ERG resulting in changes in chromatin organization

and territories encompassing genes associated with aggressive
prostate cancer (Rickman et al., 2012). This hypothesis may also
be true for other TFs whose aberrant expression is involved
in many other cancers (Rickman et al., 2012). In contrast,
chromosomal inversion and translocation in chromosome 3 at
two different breakpoints, tethering the enhancer of GATA2 in the
same TAD as EVI1, activate expression of EVI1 and downregulate
GATA2, resulting in the development of acute myeloid leukemia
(Gröschel et al., 2014).

Thus, is chromatin architecture characteristic of each disease
and can we predict the effect of SVs in chromatin organization? A
support vector machine classifier (3D-SP) can separate leukemia
sub-types based on the information contained in the chromatin
architecture and specifically the interactome of the HOXA gene
cluster in various leukemia cell lines (Rousseau et al., 2014), while
a recently developed approach can be used to predict in silico
the altered 3D conformation resulting from structural variants
(Bianco et al., 2018). Hence, the improvement of new chromatin
conformation techniques can help to better understand the
biological effect of newly discovered structural variants and
TAD alterations in the human genome, that are linked to
uncharacterized genetic disorders or diseases and to evaluate
their role on chromatin architecture and transcriptional control.
Interestingly, chromatin conformation capture techniques which
employ selection based on oligonucleotides, like T2C (Kolovos
et al., 2018) and capture-promoter Hi-C (cpHi-C) (Schoenfelder
et al., 2015a), can identify the interactome of those specific
fragments. Especially in the cases of where SNPs are heterozygous
in these fragments, oligonucleotides designed for the two alleles
can discriminate the interactome of the wild type allele compared
to the allele containing the SNP.
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FIGURE 6 | An example of TAD disruption in cancer and rewiring of promoter-enhancer proximity. The upper panel depicts two distinct TADs, the left containing a
gene (depicted with a green box) and two regulatory elements (RE1 and RE2 depicted with red boxes), which can be either an enhancer, or a poised enhancer or a
silencer. The right TAD contains one regulatory element (RE3) that would be compatible with the gene. In the upper panel, the gene is located in a confined place
with RE1 and RE2 (depicted with round black circles) resulting in its normal transcriptional activation (if RE1 and RE2 are enhancers) or its repression (if RE1 and RE2
are poised enhancers or silencers). Mutation or deletion of the CTCF sites (depicted with yellow) located at the boundary between the TADs, results in the
reorganization of the TAD topology and fusion of the two TADs into one. Thus, in the bottom panel, the gene is now in close proximity (and interacts frequently) with
RE3 (depicted with round black circle), leading to its expression also by the RE3, if RE3 is an enhancer or its downregulation if RE3 is a silencer. The different
combinations of REs could have different results in the expression levels of the gene. Since, RE1 and RE2 contacts are diminished, it could lead to less expression
by those two enhancers while the expression levels of the gene remain the same. On the other hand, the combination of RE1, RE2, and RE3 could lead to a
super-enhancer and higher levels of expression of the gene.

Targeting chromatin interactions could potentially provide
therapeutic approaches (Babu and Fullwood, 2015). Perturbing
promoter-enhancer interactions would permit the fine tuning
of expression of target genes, in a reversible and specific
manner. However, it faces many difficulties that would need
to be overcome. CTCF, cohesin and other TFs mediate many
different chromatin interactions. Frequently, these TFs are also
involved in signaling pathways. Thus, a systemic perturbation
of TFs would cause many off-target effects. Moreover, proteins,
which mediate chromatin interactions, are often found in the
nucleus and are therefore difficult to perturb by antibodies
or small molecule inhibitors. Various epigenetic regulators are
involved in cancer, but whether they are involved in chromatin
organization is poorly understood. Many drugs have been
developed for epigenetic regulators but again it has not been
examined yet whether they affect chromatin interactions and
compartmentalization, although it is likely that many will affect
genomic interactions directly by enabling or preventing the

binding of TF type protein (e.g., CTCF is DNA methylation
sensitive) or indirectly via changes in the transcriptome.
Interestingly, a recent study has identified 50 factors that are
potentially important for genome organization (Shachar et al.,
2015). However, this study applied an siRNA approach, which is
known to cause off target effects. To overcome the non-specificity
of targeting such proteins, a new tool (CLOuD9) for the precise
manipulation of 3D chromatin structure and chromatin looping
has been developed by employing the CRISPR/Cas9 approach
and establishing stable chromatin loops (Morgan et al., 2017).
This approach may be useful in cancer diagnostics, where
chromosomal rearrangements interrupt genomic organization
and alter gene expression. Thus, screening studies preferably
with the use of drugs or CRISPR/Cas9 approach targeting
alterations of chromatin conformation structure, could unveil
new factors, which mediate chromatin interactions and unveil
them as potential new therapeutic targets. More promising would
perhaps be the development of genome editing tools to alter the
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binding sites of TFs or CTCF using Crispr/Cas9 and homing
technology to target the appropriate cells (Cruz et al., 2021).

It is clear from the studies above and many others that
chromatin conformation plays a key role in cancer. Thus,
understanding the modulation of chromatin interactions will
unveil the underlying mechanisms of diseases, development and
cancer and identify new promising therapeutic targets.

CONCLUSION AND FUTURE
PERSPECTIVES

The integrity of the 3D chromatin architecture and the genome
interactome is important to ensure proper transcriptional
control. Alterations of this topology are often correlated with
diseases such as cancer. Since the genome of cancer cells or
cells derived from other pathologies are often instable, TAD
disruption is observed often, that result in altered gene expression
profiles leading to tumorigenesis or other pathology. Hence,
mapping the precise location of TAD topology, their boundaries
and other structures is an integral part of deciphering the
genetic basis of gene expression in cancer and other diseases,
and possibly provide new therapeutic targets. Moreover, the
recent development of CRISPR-Cas9 technique (Ran et al., 2013)
could lead to correcting altered TAD boundaries in patient
cells, offering an exciting potential therapeutic strategy. Recently
developed high resolution chromatin conformation techniques
[e.g., Hi-C (Rao et al., 2014), T2C (Kolovos et al., 2018)] that
offer sub-Kbp resolution, could unveil the precise location of
TAD boundaries and their detailed features, holding the key
to better understand diseases. Finally, we propose a model
integrating recent developments in chromatin architecture with
the formation of either structural or functional loops, controlling

proper transcriptional control. Understanding how these loops
are formed and how they evolve is essential to identify new
mechanisms triggering pathologies such as cancer and to develop
new efficient therapeutic strategies.

However, despite the spectacular recent advances in the
field of chromatin architecture and gene regulation, many
questions still remain to be answered. Some of those are: is gene
activation preceding locus conformation or vice versa? What is
the underlying mechanism creating TADs and protecting TAD
boundaries from deletions and disruptions, e.g., is it continuous
loop extrusion? Is 3D conformation accompanying cell lineage
decisions? How were regulatory elements generated during
evolution? Are there as yet unknown TFs, which contribute
to 3D genome structure? How can we efficiently identify
these? Deciphering all these questions could further lead to
our understanding of the dynamics and forces of chromatin
organization to enable all the necessary functions of cells.
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The regulation of gene expression has been studied for decades, but the underlying
mechanisms are still not fully understood. As well as local and distant regulation, there
are specific mechanisms of regulation during development and physiological modulation
of gene activity in differentiated cells. Current research strongly supports a role for the 3D
chromosomal structure in the regulation of gene expression. However, it is not known
whether the genome structure reflects the formation of active or repressed chromosomal
domains or if these structures play a primary role in the regulation of gene expression.
During early development, heterochromatinization of ribosomal DNA (rDNA) is coupled
with silencing or activation of the expression of different sets of genes. Although the
mechanisms behind this type of regulation are not known, rDNA clusters shape frequent
inter-chromosomal contacts with a large group of genes controlling development. This
review aims to shed light on the involvement of clusters of ribosomal genes in the global
regulation of gene expression. We also discuss the possible role of RNA-mediated and
phase-separation mechanisms in the global regulation of gene expression by nucleoli.

Keywords: rDNA, inter-chromosomal contacts, epigenetics, nucleoli, cancer, H3K27ac mark, super-enhancers,
phase separation

INTRODUCTION

Nucleoli are the largest organelles in nuclei. They are not separated from chromosomes by any kind
of membrane and potentially could shape contacts with chromosomal regions in interphase cells
either without any particular order, or in some order to attain structural or functional features.
If ordered, these contacts should be re-established in the course of cell division and epigenetic
mechanisms may be involved. In interphase chromosomes, chromatin forms loops of different
sizes that are required for both the compaction of chromosomes and for establishing a regulatory
network. The close contacts between nucleoli and the chromosomal DNA were demonstrated by
the co-isolation of chromosomal regions that are rather strongly attached to nucleoli during the
isolation of nucleoli preparations (Németh et al., 2010; van Koningsbruggen et al., 2010). However,
the size of the attached chromosomal DNA fragments (up to 1 Mb) did not allow a precise
estimation of the contact sites of nucleoli in chromosomes or to determine their roles.

The Hi-C approach (Lieberman-Aiden et al., 2009) allows more precise mapping of the
genome-wide chromatin contacts including those of the rDNA units. Using Hi-C or its
derivative, the 4C (circular chromatin conformation capture) approach, it was possible to
determine the rDNA contacts in human and Drosophila genomes. Of particular interest, the
novel data suggested a role for nucleoli in differentiation. Localized heterochromatization
of rDNA genes initiates the appearance of condensed chromatin structures in different
genomic regions coupled with transcriptional activation of differentiation genes and the loss
of pluripotency of embryonic stem cells (Feinberg, 2014; Savić et al., 2014). Modulating the
rDNA expression fosters changes in the cell fate, growth, and proliferation of female Drosophila
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ovarian germline stem cells and their daughters (Zhang et al.,
2014). The mechanisms of the regulation of rDNA units and
the factors involved are described in more detail in the recent
review by Kresoja-Rakic and Santoro (2019).

There are two possible ways that rDNA units could modulate
differentiation. The first is rDNA-mediated regulation by a
remote mechanism that works at the level of unknown
protein or RNA factors from active or silent rDNA units that
initiate activation or silencing of different target genes. The
second possible mechanism is the formation of dynamic direct
contacts between rDNA units and different chromosomal regions
that contain development-regulating genes. At present, both
mechanisms should be considered. In this review, we discuss
the recent data supporting the view that nucleoli are involved
in the formation of 3D inter-chromosomal structures and that
they shape contacts with different chromosomal genes, as well
as the data on the role of phase-separation mechanisms in this
type of regulation. We do not attempt to exhaustively review the
literature and only refer to the main papers describing the most
important ideas and findings in this area.

Genetic and Molecular Evidence of the
Regulatory Role of Nucleoli
Nucleoli are the largest membrane-less organelles in the nucleus.
By light and electron microscopy, the tripartite structure of
nucleoli can be observed including the fibrillar center (FC), dense
fibrillar component (DFC), and the granular component (GC)
(Figure 1). The clusters of rDNA genes reside around the FC
while at the border of the FC and DFC, the chromatin loops
that contain rDNA units are transcribed (Tiku and Antebi, 2018).
The processing of 47S pre-rRNA and ribosomal protein assembly
occurs in the DFC, and then the assembly of pre-ribosomal
subunits is performed in the GC (Granneman and Baserga, 2005).
Pre-ribosomal particles are formed in the GC using 5S rRNA,
which is synthesized by RNA polymerase III from independent
genes outside of the nucleolus, and the ribosomal proteins, which
are transported from the cytoplasm to the nucleolus (Baßler and
Hurt, 2019). There are several dozen FC–DFC modules in each
nucleolus in human cells (Lafontaine et al., 2021). The number
of FC–DFC modules is relatively constant for a particular cell
type but differs widely between cell types, making it a powerful
biomarker for cell classification (Lafontaine et al., 2021).

Some rDNA clusters are silent and form constitutive
heterochromatin and are not associated with nucleoli
(Akhmanova et al., 2000). Active rDNA units, which represent
about half of the rDNA copies, are bound with upstream binding
factor (UBF) and form nucleoli. Some inactive rDNA copies
in the nucleolus are attached to the periphery of the nucleolus
and shape co-called perinucleolar heterochromatin (Lindström
et al., 2018). During the cell cycle, nucleoli disassemble at the
prophase stage and begin to reassemble during the telophase
(Pederson, 2011).

One way to determine the global role of rDNA expression
on cell function is using a genetic approach to change the
level of transcription by damaging some components of the
Pol I machinery, pre-rRNA processing, or ribosome assembly.
The Drosophila Pol I regulatory complex includes Under-
developed (Udd) and TAF1B factors. Damaging udd or TAF1B
leads to a reduced number of germ stem cell clones that
produce differentiating cysts over time (Zhang et al., 2014).
Similarly, active rDNA expression delays the differentiation of
ovarian germline stem cells, whereas reduced rRNA production
induces morphological changes that accompany early germline
differentiation. These findings demonstrate that modulating
rRNA synthesis promotes changes in the cell fate, growth, and
proliferation of female Drosophila germline stem cells. The
underlying mechanisms are not known; however, it is speculated
that changes in ribosome biogenesis lead to changes in the
expression of specific proteins that direct cell fate decisions,
growth, and proliferation within an in vivo stem cell lineage more
rapidly or to a greater extent (Zhang et al., 2014).

Important evidence in favor of the regulatory role of
nucleoli in differentiation was obtained during studies of mouse
embryonic stem cells (ESCs). Topological-associated domains
(TADs) in ESCs are similar in different cell types and the
chromatin is generally less condensed (Dixon et al., 2012; Nora
et al., 2012). During differentiation of ESCs in mammals and
Drosophila, large-scale silencing occurs and highly condensed
heterochromatin appears in different chromosomes, including
the regions of heterochromatic centric and pericentric repeats
(Bhattacharya et al., 2009). In the course of differentiation,
condensed heterochromatin regions are formed inside particular
subsets of rDNA clusters. The nucleolar repressor TIP5, in
association with long non-coding pRNA (promoter RNA),
transcribed from the intergenic spacer (IGS) of rDNA, and

FIGURE 1 | The tripartite structure of nucleoli as seen by microscopy. FC, fibrillar center; DFC, dense fibrillar component; GC, granular component. Transcribed
rDNA units are at the border between the FC and DFC. In the early interphase, rDNA clusters form functional nucleoli. Then, during the interphase, the small nucleoli
fuse to larger but fewer mature nucleoli or even one nucleolus.
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some other factors are required for heterochromatin formation
in some rDNA units (Santoro et al., 2010; Guetg et al., 2012).
The analysis of the levels of pre-rRNA, rDNA methylation,
and histone repressive marks in rDNA and satellites revealed
that the formation of silenced rDNA units takes place during
the transition from ESCs to neural progenitor cells and
coincides with the switch to a more condensed heterochromatic
form of centric and pericentric repeats (Savić et al., 2014).
Interestingly, the silencing of particular rDNA units promotes
the transcriptional activation or downregulation of hundreds
of differentiation genes. These data suggest that nucleoli
are involved in the regulation of chromatin states and
the expression of genes associated with differentiation. The
underlying mechanisms by which nucleoli control the expression
of developmental genes in this model are unknown. How specific
lncRNAs selectively locate the corresponding interaction sites
in the genome is not understood and the nature of lncRNA-
chromatin interactions, as well as their possible functional roles,
is not yet clear (Rinn and Chang, 2012). It is possible that
rDNA-derived lncRNAs are involved in targeting and regulating
a specific set of developmental genes.

Role of Nucleoli in Genome Stability,
Aging, and Cancer
There is much evidence suggesting an important role for rDNA
clusters in the regulation of cellular processes that are unrelated
to ribosome biogenesis. For example, rDNA plays an important
role in the DNA-damage response and in maintaining genome
stability. The expression of rDNA is inhibited by DNA double-
strand breaks (DSBs) induced by exogenous agents, e.g., ionizing
radiation (Moore et al., 2011). DSBs occur under normal
physiological conditions throughout the human genome, but
the most fragile sites in the human genome coincide with
actively transcribed rDNA genes, which possess hot spots of
DSBs (Tchurikov et al., 2015). High transcriptional activity that
leads to the formation of R-loops and to conflicts between
transcription and replication within rDNA gene clusters are
responsible for the DNA breakage of rDNA genes (Takeuchi
et al., 2003; Lindström et al., 2018). There are nine hot spots
of DSBs in the IGS of the rDNA repeats, denoted Pleiades
(Tchurikov et al., 2016). The sites of these hot spots coincide
with γ-H2AX marks, which suggests that the in vivo origin
of DSBs is associated with transcription. However, Pleiades are
only characteristic of active rDNA clusters that possess the UBF
mark. It follows that a high level of DNA breakage inside the
nucleoli should be accompanied by a high level of DNA repair
(Korsholm et al., 2019).

The presence of hot spots of DSBs in rDNA explains the
fact that there are 166 DNA-damage response (DDR) proteins
found in the nucleolus (Hutten et al., 2011; Ogawa and Baserga,
2017). Among the proteins that are phosphorylated by kinases
in response to DNA damage by ataxia-telangiectasia-mutated
(ATM) and ataxia-telangiectasia and Rad3-related (ATR) kinases
are 98 nucleolar proteins involved in ribosome biogenesis,
ribosome function, and epigenetic regulation of rDNA genes.
These facts led to the conclusion that the nucleolus is an

important hub of the DDR (Matsuoka et al., 2007; Larsen and
Stucki, 2016). The data suggesting a general role of nucleoli in
chromosomal DNA repair were confirmed by the finding that
many DNA repair proteins can freely relocalize from nucleoli
to the nucleoplasm and contribute to DNA repair at different
chromosomal loci (Antoniali et al., 2014). Nucleolar proteins
constantly move between the nucleolus and the nucleoplasm
(Hernandez-Verdun, 2006; Sirri et al., 2008). This constant
movement is associated with other novel nucleoli functions
beyond the formation of ribosomes, including ribonucleoprotein
biogenesis and the regulation of mitosis and the cell cycle,
as well as the response to several types of stress (Boisvert
et al., 2007; Boulon et al., 2010; Lindström and Latonen, 2013;
Latonen, 2019). Thus, nucleoli are dynamic functional hubs that
coordinate genome integrity, DNA repair mechanisms, stress
response, and other cellular functions.

Upon proteotoxic insults, such as proteasome inhibition
or heat shock treatment, nucleolar aggresomes are formed
within the nucleolus in nucleolar cavities and intranucleolar
bodies (Latonen, 2019). Similar structures are formed in
certain neurodegenerative disorders in which proteins and RNA
accumulate and aggregate. Interestingly, several non-coding
RNAs that are transcribed from the IGS can recruit proteins to
the aggresomes (Audas et al., 2012).

Nucleoli are shaped by the most conserved DNA sequences
and thus, could potentially serve as markers of cellular longevity
and aging mechanisms (Tiku et al., 2017; Wang and Lemos,
2019). The nucleolus is considered to be a convergent point
of regulation of major longevity pathways, which strikingly
reduce nucleolar size and diminish the expression of the
nucleolar protein FIB-1, ribosomal RNA, and ribosomal proteins
across species; furthermore, the development of small nucleoli
correlates with longevity in higher organisms (Tiku et al., 2017).
The underlying mechanisms of this correlation are unknown.
However, nucleolar size positively correlates with rRNA synthesis
and the TOR signaling pathway regulates nucleolar size (Tiku and
Antebi, 2018). The reduced TOR signaling leads to diminished
nucleolar size and function, as well as increased longevity, in
different organisms. On the other hand, active TOR signaling
promotes growth and proliferation and is often hyperactivated
in tumors, leading to increased nucleolar size (Derenzini et al.,
1998). Genome instability can accelerate cellular senescence,
which restricts the lifespan of a cell, and the stability of rDNA
affects the lifespan (Kobayashi, 2014). It has also been proposed
that rDNA clusters play a key role in maintaining the stability of
the whole genome and the control of the cellular lifespan.

It has been suggested that changes in cytosine-5 methylation
within CpG dinucleotides sites across the genome can be
used to predict human chronological age, as well as aspects
of biological age (Horvath, 2013). However, the mechanisms
linking DNA methylation changes with age are also unclear. The
methylation status inside rDNA units may explain both observed
correlations (longevity with small nucleoli size and aging with
DNA methylation). Human rDNA genes possess a high density
of CpGs and potentially could be regulated by DNA methylation
mechanisms during aging. The putative association of rDNA
methylation with age was tested during aging in humans, mice,
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and dogs (Wang and Lemos, 2019). A significant age-associated
hypermethylation of the rDNA relative to other regions of the
genome was detected. However, the underlying mechanisms of
this association are yet to be elucidated. Whatever the mechanism
may be, it is not universal. In Drosophila and yeast, there is only
low rDNA methylation and so other mechanisms of aging must
exist beyond rDNA methylation.

rDNA genes are hot spots of DNA damage, and they often
make intra- and inter-chromosomal contacts with different
genomic regions that also possess hot spots of DSBs. These
rDNA features lead to a high potential for translocations with
different chromosomal regions, as well as with other rDNA
clusters (Tchurikov et al., 2015). The latter could explain the
origin of Robertsonian translocations that involve one or two
rDNA-containing human acrocentric chromosomes (13, 14, 15,
21, and 22). The rDNA-mediated genome rearrangements could
change the regulation of critical target genes and give rise to a
cancer cell. As rDNA clusters consist of tandemly repeated genes,
damage inside rDNA could be repaired by recombination with
another rDNA copy and, as a result, the cluster could lose copies.
It was observed that in 54% of solid tumors, there are rDNA
cluster rearrangements before the start of clonal tumor expansion
(Stults et al., 2009). The link between nucleoli and cancer was
established more than 100 years ago by the observation of large
and abnormal nucleoli in cancer cells (Pianese, 1896), which is
thought to be due to hyper-activated transcription of rDNA (Hein
et al., 2013). Cancer cells boost rDNA expression mainly via
the genes involved in Pol-I-mediated transcription and through
stimulation of their activity via different signaling pathways (for
a detailed review see Gaviraghi et al., 2019). Although the link
between nucleoli and cancer is well proved, the mechanisms
of rDNA-mediated cancer genesis are not yet clear, possibly
because, although we are aware that rDNA has many roles beyond
ribosome biogenesis, the full list of cellular functions is unknown.

Nucleoli Shape Frequent Contacts With
Genes Controlling Differentiation
Evidence of the role of nucleoli in differentiation, aging,
and cancer raises questions on the nature of the underlying
mechanisms by which rDNA clusters regulate different cellular
processes. From a general point of view, there are two possible
ways for such regulation to occur. One is the regulation by
factors that act at a distance, e.g., non-coding RNAs or regulatory
proteins that are dependent on the expression of rDNA genes.
The second possible way is through direct contacts of rDNA
clusters with particular sets of genes by the formation of a
net of nucleoli-mediated 3D chromosomal structures. The first
microscopic evidence in favor of the formation of reproducible
contacts of nucleoli with specific bands in Drosophila polytene
chromosomes was found many years ago (Ananiev et al., 1981).
More examples from Deptera were described later (Zhimulev,
1998). Then, molecular indications for the interactions between
nucleoli and different chromosomal regions were gained
from experiments on the co-purification of large stretches of
chromosomal DNA (up to 1 Mb) with nucleoli preparations
(Németh et al., 2010; van Koningsbruggen et al., 2010). However,

this approach cannot accurately localize the contact sites of rDNA
clusters within particular chromosomal regions or genes and so
cannot reveal the regulatory targets. Therefore, high-resolution
analyses are required because the regulatory influence of rDNA
contacts could only spread to the nearest gene(s).

The high-resolution Hi-C and 4C approaches were used
to more precisely localize the patterns of rDNA contacts in
human cells (Yu and Lemos, 2018; Diesch et al., 2019). About
15 billion Hi-C reads from several experiments were used to
map the rDNA-genome interactions with 1-Mb resolution. It
was found that rDNA contacts are enriched in segments of
closed, repressed, and late replicating chromatin, as well as CTCF
binding sites (Yu and Lemos, 2018). Only a small portion of
Hi-C reads represents the rDNA contacts. In contrast, the 4C-
rDNA approach (Figure 2A) is more productive and allows
amplification of only the DNA regions at the contact sites
of rDNA. This approach was used to map rDNA contacts at
better resolution (5 kb or less) using a MYC-driven lymphoma
model or HEK293T cells (Diesch et al., 2019; Tchurikov et al.,
2019).

The increased resolution confirmed the role of direct contacts
of nucleoli with particular genes. First, the rDNA contacts are
dynamic and their pattern changes during differentiation or in
response to physiological stimuli.

Secondly, these changes in the contacts correlate with
the changes in the expression of rDNA-contacting genes.
Interestingly, in the lymphoma cells, gene expression changes
at the rDNA-contacting loci include genes controlling B-cell
differentiation, cell growth, and metabolism (Diesch et al., 2019).
In HEK293T cells of neuronal origin, the nucleoli regulate the
contacts with hundreds of genes controlling nervous system
and neuron development (Tchurikov et al., 2019). In these
cells, the contacts are detected in all chromosomes and often
correspond to protein-coding genes (Figures 2B,C). In the
MYC-driven lymphoma model, during the cellular transition
from premalignancy to malignancy, there is a correlation
between interactions of associated genes with the rDNA
and transcriptional repression. These results suggest that the
interactions with nucleoli contribute to Pol II gene regulation
during the development of malignancy (Diesch et al., 2019).

In mice, the nucleolus may act as a hub for the location
and regulation of repressive genomic domains, whereas nuclear
speckles are hubs of the location and regulation of active
genomic domains (Quinodoz et al., 2018; Kresoja-Rakic and
Santoro, 2019). These findings were supported by the observation
of repressive histone modifications at rDNA-containing sites.
Nevertheless, the detailed analysis of profiles ± 1.5 kb around
rDNA-contacting sites in HEK293T cells revealed both active and
repressive states around the rDNA contacts (examples shown in
Figure 3), while in Drosophila, the contacting sites are enriched
with repressive chromatin marks (Tchurikov et al., 2019, 2020).

The depletion of Pol II and enrichment with repressive
H3K9me3 marks and the binding sites of the transcriptional
repressor ZNF274 suggest the presence of silent chromatin at
rDNA-contacting sites (Figure 3). At the same time, rDNA
also makes contact with active chromatin regions, where
TAF15 and active chromatin H3K4me3 marks are present.
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FIGURE 2 | The 4C-rDNA approach for mapping of rDNA contacts in HEK293T cells. (A) Schematic presentation of the 4C-Seq approach. (B) Circos presentation
of rDNA contacts representing at least 50 mapped 4C reads per million reads, which were filtered to remove the reads that entirely correspond to genomic repeats.
Only one rDNA unit was included at the tip of chr14. (C) Distribution of rDNA contacts by gene type was determined using “ShinyGO v0.66: Gene Ontology
Enrichment Analysis + more” software (http://bioinformatics.sdstate.edu/go/).

Interestingly, small RNAs often occur at rDNA-contacting sites,
which suggests that RNA-mediated mechanisms may be involved
in the contacts.

In light of the above, we conclude that both active and
repressed chromosomal regions shape the contacts with nucleoli.
We speculate that both active and silent rDNA clusters could
spread the corresponding chromatin state to the chromosomal
regions that make contact and, thus, by these mechanisms,
nucleoli participate in the organization of both active and
repressed hubs in nuclei during differentiation. This conclusion
is supported by the detection of conspicuous rDNA contacts in
different human cell lines in 5–50-kb regions marked with active
H3K27ac marks that may correspond to super-enhancers (Hnisz
et al., 2013; Tchurikov et al., 2013); Figure 4 shows one example
in chr10. The functional role of these regions is unknown.

There are regions of frequent rDNA contacts that span about
100 kb in length and cover the silenced genes. One example is the
DUX4 gene cluster in the sub-telomeric region of chr4 (Figure 5).
Heat shock treatment removes the rDNA contacts in this region
(Tchurikov et al., 2020). DUX4, which is required at the two-
cell embryo stage, specifies a transcription factor that activates
hundreds of endogenous human genes (Hendrickson et al., 2017).

At later stages, the genes are repressed and their abnormal
activation leads to facioscapulohumeral muscular dystrophy (De
Iaco et al., 2017). The data strongly suggest both the association of
rDNA contacts with the silencing of human developmental genes
and the dynamic character of the contacts. The regions of rDNA
contacts may correspond to the repressed chromatin. The large
rDNA-contacting region precisely coincides with the repressed
chromatin state in the FANK1 gene (Kretova et al., 2020b).

Different human cell lines possess overlapping sets of rDNA-
contacting genes that exhibit conserved rDNA contacts. For
example, in HEK293T, K652, and hESM01 cells, the same
set of about 500 genes frequently shape the contacts with
rDNA (Figure 6).

Gene ontology searches suggest that the overlapping genes
are involved in development and morphogenesis. About 100
of these genes (Supplementary Table 2) are highly associated
with silencing by the H3K27me3 mark in several normal
cell types, including bronchial epithelial cells, keratinocytes,
myoblasts, monocytes, endothelial cells, and kidney epithelial
cells (Tchurikov et al., 2021). Thus, a concerted silencing
of a specific group of rDNA-contacting genes controlling
development occurs during differentiation.
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FIGURE 3 | Profiles of binding sites of Pol II, modified histones, transcription factors, and small RNAs around the rDNA-contacting sites in HEK293T cells.

FIGURE 4 | Conserved hot spots of rDNA contacts in three human cell lines coincide with the broad H3K27ac marks in chr10. The leftmost H3K27ac region at
coordinate 42,400 kb is about 40 kb in length. Before the mapping, the 4C-rDNA reads were filtered to remove the reads that entirely corresponding corresponded
to repetitive sequences (Dfam filtration, nodfam). 4C-rDNA data are shown for HEK293T, K562, and hESC cells (hESM01 line, Lagarkova et al., 2010). The Y-axis
shows the log10 of the number of mapped 4C reads in three human cell lines that were not treated by heat shock (HS-).
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FIGURE 5 | Conserved hot spots of rDNA contacts in three human cell lines with the DUX4 gene cluster in chr10. Before mapping, the 4C-rDNA reads were filtered
to remove the reads that entirely corresponded to repetitive sequences (Dfam filtration, nodfam). 4C-rDNA data are shown for HEK293T, K562, and hESC cells
(hESM01 line, Lagarkova et al., 2010). The Y-axis shows the log10 of the number of mapped 4C reads in three human cell lines that were not treated by heat shock
(HS-).

The association of nucleoli contacts with silenced or activated
genes suggests the involvement of rDNA clusters in the global
regulation of gene expression. Nevertheless, although the nucleoli

FIGURE 6 | There are the conserved rDNA contacts in human cell lines. Venn
diagram showing the numbers of overlapping rDNA-contacting genes
between HEK293T, K562, and hESC cells (hESM01 line). The complete list of
corresponding genes is shown in Supplementary Table 1.

may play a major role in the regulation of gene expression
regulation, they cannot work alone. Therefore, nucleoli contacts
are necessary but not sufficient for such regulation. There
are likely many other players in the global regulation of
gene expression, e.g., for the silencing of DUX4 genes, LINE1
transcripts are required (Percharde et al., 2018). It is conceivable
that active or silent DNA units harbor hundreds of RNA and
protein factors and their complexes. Furthermore, dynamic
rDNA contacts may be shared with different genes and DNA
regions, thus leading to an active or repressed state, or to treat
the DNA breakage, and so on, delivering tools for multiple
processes. The data on the presence of small RNAs at rDNA-
contacting sites (Figure 3) confirm this supposition. However,
the rDNA-mediated epigenetic players remain to be elucidated.

There are three major classes of rRNA genes in mammalian
cells: silent, inactive, and active (Bersaglieri and Santoro, 2019).
Silent rDNA units are characterized by DNA methylation in
their promoter regions and by the presence of repressive histone
marks, such as H3K9me2, H3K9me3, and deacetylated histones
(Zhou et al., 2002). The active and inactive rDNA clusters do
not possess DNA methylation in their promoter regions but
may carry significant DNA methylation levels in, for example,
the non-coding IGS (Moss et al., 2019). The active clusters are
epigenetically marked by UBF and are nucleosome-free in the
rDNA coding region, while inactive genes do not possess UBF
marks and are packed with nucleosomes (Mars et al., 2018;
Bersaglieri and Santoro, 2019). Therefore, the 4C experiments
should reflect the inter-chromosomal interactions of all rDNA
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classes. We assume that ChIP-Seq experiments that aim to
reveal the genome-wide localization of nucleolar proteins (UBF,
fibrillarin, or nucleolin), which are present at active rDNA units,
could help to discriminate the inter-chromosomal contacts of
nucleoli from the contacts of the silent or inactive rDNA clusters.

Nucleoli and Phase-Separation
Mechanisms
Active rDNA clusters organize nucleoli and rebuild them
after each cell cycle (Hernandez-Verdun, 2011). UBF, which
is required for the activation of rDNA units, is epigenetically
inherited and marks the clusters that were active in the previous
cell cycle and are destined to be active in the next cell cycle
(O’Sullivan et al., 2002; McStay and Grummt, 2008; Dimitrova,
2011). The same is true for γ-H2AX that marks the active
rDNA clusters (Tchurikov et al., 2016). Inter-chromosomal rDNA
contacts are also re-established in every cell cycle. These data
suggest that epigenetic mechanisms are involved in the lifecycle
of nucleoli and their 3D network.

Nucleoli in their genomic contacts prefer some epigenetic
marks, e.g., active H3K27ac marks (Tchurikov et al., 2015).
At present, we do not know whether these marks appeared
before or after the contacts were made with rDNA clusters.
The H3K27ac mark is associated with super-enhancers and
with phase-separation mechanisms (Hnisz et al., 2013; Sabari
et al., 2018). The link between rDNA contacts, broad H3K27ac
marks, and super-enhancers suggests the involvement of nucleoli
in phase-separation mechanisms (Tchurikov et al., 2020). The
H3K27ac mark is a characteristic of super-enhancers and was
used to create a catalog of super-enhancers in different human cell
and tissue samples (Hnisz et al., 2013; Tang et al., 2020). Super-
enhancers have a high density of different transcription factors,
which makes them a source of the nucleation event during phase
separation (Mansour et al., 2014). MED1, a subunit of Mediator,
and BRD4, a chromatin reader protein that recognizes and binds
acetylated histones, occupy discrete nuclear bodies that occur at
super-enhancers (Sabari et al., 2018). These bodies are disrupted
by 1, 6-hexanediol, a drug that disrupts liquid-like condensates,
possibly by disruption of hydrophobic interactions (Kroschwald
et al., 2017). These results show that transcriptional coactivators
form phase-separated condensates at super-enhancers. Together
with the data that nucleoli frequently form contacts with the
regions decorated with broad H3K27ac marks (Tchurikov et al.,
2015), these data suggest that nucleoli are associated with phase-
separated condensates. The idea is supported by data showing
that transcriptional condensate formation contributes to long-
range genomic interactions (Shrinivas et al., 2019).

In general, all genomic repeats could generate phase
separations (Hall et al., 2019). The tripartite structure of the
nucleolus itself, which separates the FC, DFC, and GC, also
depends on the phase separation of different protein components.
The large number of different factors controlling transcription
and DNA repair and non-coding RNAs that accumulate at
rDNA units could be the source of the nucleation event
of phase separation and the formation of nucleoli in each
cell cycle. Recently, novel chaperone-like properties of the

nucleolus as a phase-separated organelle associated with the
refolding of misfolded proteins were described (Frottin et al.,
2019). Metastable nuclear proteins that misfold after heat
shock treatment could enter the nucleoli where they avoid
irreversible aggregation and remain competent for HSP70-
dependent refolding upon recovery from stress.

The cognate phase-separated structures on chromosomes
could promote the interaction between condensates of the same
nature, including nucleoli interactions. The regions of inter-
chromosomal rDNA contacts may compete with the local intra-
chromosomal contacts and displace them. In Drosophila genes,
the multiple nucleoli contacts are located in the center of a
bubble around which the main chromatin loops are formed
(Kretova et al., 2020a; Tchurikov et al., 2020). The forces of phase-
separation mechanisms of nucleoli are probably stronger than
those between intra-chromosomal loops in this region.

Recently, it was demonstrated that fibrillarin, the dense
fibrillar component constituent, and nucleophosmin, the scaffold
protein of the granular component, are implicated in nucleation,
including the tripartite organization of nucleoli (Yao et al.,
2019; Lafontaine et al., 2021). In direct experiments, the
5′ end of nascent 47S pre-rRNA binds co-transcriptionally
to the RNA-binding domain of fibrillarin, which diffuses to
the DFC (Yao et al., 2019). In the DFC, the local self-
association between glycine- and arginine-rich domains of
fibrillarin shapes the phase-separated clusters that immobilize
fibrillarin-interacting pre-rRNAs. In this way, the directional
traffic of nascent pre-rRNAs occurs, thus facilitating pre-rRNA
processing and DFC formation. In vitro droplet reconstitution
with purified fibrillarin and nucleophosmin showed that
the proteins readily form condensed liquid droplets that
exhibit biophysical features similar to those of intact nucleoli
(Lafontaine et al., 2021).

The nature of the nucleolus, which is made up of phase-
separated compartments itself, suggests a potential role in the
long-range dynamic interactions in the nucleus because liquid-
liquid phase separation physically allows the rapid movement
of components into and within the dense phase (Brangwynne
et al., 2009). These interactions are dynamic and dependent on
the differentiation state, phase of the cell cycle, and external
physiological conditions. The dynamics of nucleoli correspond
to the dynamic organization of chromosomes revealed by live-
cell imaging data that suggest an organized motion of highly
viscous droplet-like domains that can be likened to chromatin
“breathing” (Latonen, 2019; Misteli, 2020; Shaban and Seeber,
2020; Feric and Misteli, 2021). The understanding of nucleoli
structure and function has come a long way from the 1830s
(Pederson, 2011). Novel approaches could elucidate the phase
separation mechanisms underlying the structure and functions of
nucleoli as the most remarkable component of nuclei.

CONCLUSION AND FUTURE
PERSPECTIVES

Nucleoli play many important roles beyond the biogenesis
of ribosomes, including shaping of the nuclear architecture
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and regulation of DNA repair, differentiation, chaperone-
like functions, RNP formation, diverse stress responses and
others. The abnormal function of nucleoli leads to cancer
genesis and diseases. Recently, it was demonstrated that
inter-chromosomal contacts of nucleoli are involved in the
regulation of global gene expression. The nature of these
contacts and their role in development remains to be
elucidated. It is not clear how rDNA inter-chromosomal
contacts affect the local intra-chromosomal 3D domains.
The contacts may be important for other functions of
the nucleoli, including DNA repair and stress responses.
The key areas for study in the future include determining
the underlying molecular mechanisms of nucleoli function
as a driver of nucleoli’s role in cellular development and
the response to environmental stimuli, the RNA-mediated
mechanisms involved in recognizing target genes, and the phase-
separation mechanisms in the formation of nucleoli and their
dynamic 3D structures.
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Nasopharyngeal cancer (NPC), a cancer derived from epithelial cells in the nasopharynx,
is a cancer common in China, Southeast Asia, and Africa. The three-dimensional (3D)
genome organization of nasopharyngeal cancer is poorly understood. A major challenge
in understanding the 3D genome organization of cancer samples is the lack of a method
for the characterization of chromatin interactions in solid cancer needle biopsy samples.
Here, we developed Biop-C, a modified in situ Hi-C method using solid cancer needle
biopsy samples. We applied Biop-C to characterize three nasopharyngeal cancer solid
cancer needle biopsy patient samples. We identified topologically associated domains
(TADs), chromatin interaction loops, and frequently interacting regions (FIREs) at key
oncogenes in nasopharyngeal cancer from the Biop-C heatmaps. We observed that
the genomic features are shared at some important oncogenes, but the patients also
display extensive heterogeneity at certain genomic loci. On analyzing the super enhancer
landscape in nasopharyngeal cancer cell lines, we found that the super enhancers are
associated with FIREs and can be linked to distal genes via chromatin loops in NPC.
Taken together, our results demonstrate the utility of our Biop-C method in investigating
3D genome organization in solid cancers.

Keywords: nasopharyngeal cancer, chromatin organization, Hi-C, Biop-C, 3D genome organization

INTRODUCTION

The three-dimensional (3D) genome organization of the nucleus plays a vital role in the regulation
of transcription (Hnisz et al., 2016, 2018). Alterations in 3D genome organization structures
including topologically associated domain boundaries and chromatin loops have been shown to
lead to oncogene expression and cancer progression (Fudenberg et al., 2011; Flavahan et al., 2016;
Hnisz et al., 2016; Valton and Dekker, 2016; Li et al., 2019).
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High-throughput chromosome conformation capture
technologies such as Hi-C have been used to investigate 3D
chromatin conformation (Lieberman-Aiden et al., 2009; van
Berkum et al., 2010). The standard Hi-C approach generally
requires approximately one million cells. Consequently, most
previous analyses of cancer samples have been restricted to
human cancer cell lines (Rao et al., 2014; Darrow et al., 2016;
Haarhuis et al., 2017), but recently, Hi-C has been conducted
on clinical samples from liquid cancers such as T-cell acute
lymphoblastic leukemia (T-ALL) (Kloetgen et al., 2020) and
diffuse large B-cell lymphoma (DLBCL) (Díaz et al., 2018)
and one solid cancer—gastric cancer (Ooi et al., 2020). For
these cancers, it is possible to obtain one million cells—for
example, gastric cancers can grow to a large size. However, there
are many cancers for which only needle biopsies are available
(Lin et al., 2017).

To allow interrogation of samples with more limited quantities
of starting materials, there have been several efforts to reduce
the number of cells required to just 1K or 500 cells using
modified protocols such as small-scale in situ Hi-C (sisHi-
C) (Du et al., 2017), easy Hi-C (Lu et al., 2020), and Low-C
(Díaz et al., 2018) (Supplementary Table 1). However, when
dealing with solid cancers, a second challenge is that the tissue
requires special preparation in order to dissociate the tissue into
single cells for Hi-C analysis. The core needle biopsies pose the
challenge of both limited cell numbers as well as the requirement
for tissue dissociation, which might lead to further loss or
degradation of chromatin for analysis. Solid cancers represent
approximately 90% of adult human cancers (American Cancer
Society, 2020); therefore, an easy-to-use method for preparing
Hi-C libraries from needle biopsy cancer samples would advance
our understanding of how chromatin organization contributes to
cancer pathogenesis in solid cancers.

Here, we present Biop-C, a modified in situ Hi-C method
for the chromatin analysis in solid cancer tissues from needle
biopsy samples. The Biop-C method has been designed to be
used on small tissue samples obtained from needle biopsies.
To demonstrate the utility of this method, we analyzed
three nasopharyngeal cancer (NPC) patient samples. NPC
is an epithelial malignancy of the nasopharyngeal mucosa
and is an aggressive subtype of head and neck cancers.
NPC is highly prevalent in Southeast China, Southeast Asia,
North Africa, Middle East, and the Arctic regions, but
rare in most other parts of the world (Yu and Yuan,
2002). Multiple factors, including predisposing genetic factors,
environmental carcinogens, and Epstein–Barr virus (EBV)
infection, contribute to the etiology of NPC (Li et al., 2014;
Dai et al., 2016). NPCs are further subdivided into three
subtypes, viz. non-keratinizing undifferentiated carcinoma, non-
keratinizing differentiated carcinoma, and keratinizing squamous
cell carcinoma. Depending on the treatment given, the stage of
the cancer, and the site where the cancer presents at, NPCs can be
small and analyzed using fine needle biopsies.

It has been established that NPC has a comparatively
low mutational burden, and oncogenicity is driven by
epigenetic regulation. Typically, NPCs associated with EBV
are characterized as having comparatively low DNA mutation

rates but widespread DNA hypermethylation and overexpression
or mutation of DNA methylation enzymes, histone modification
enzymes, and chromatin remodeling enzymes (Dai et al.,
2015, 2016; Tsang et al., 2020). Hence, unraveling the 3D
conformational structure will provide further insight into the
epigenetic regulatory mechanisms that promulgate the NPC
phenotype. Here, we obtained a comprehensive understanding
of the 3D genome organization of nasopharyngeal cancer
through Biop-C analysis, which revealed complex 3D genome
organization patterns at oncogenes important in NPC.

Moreover, as cancers are known to be heterogeneous but
chromatin interaction heterogeneity in patient samples is poorly
understood, we investigated chromatin interactions in three
different nasopharyngeal cancer samples. We found that while
there were similar chromatin interactions in all three samples,
there were also chromatin interactions that were heterogeneous.
We also prepared Hi-C libraries from an NPC cell line, HK1,
and found differences between chromatin interactions in the
patient samples as compared with the cell line, indicating the
necessity of interrogating chromatin interactions in actual patient
cancers, which Biop-C enables. Taken together, our results
demonstrate the utility and importance of Biop-C as a method
for understanding cancer 3D genome organization.

Additionally, we analyzed how NPC chromatin interactions
differ from that of a near-normal nasopharyngeal cell line, NP-69,
and we analyzed how THZ1, a drug that inhibits super enhancers,
leads to changes in chromatin interactions in the NPC cell line,
HK1. These functional data suggest that there are differences
in the chromatin interaction landscape between nasopharyngeal
cancer and normal nasopharyngeal cell line, and targeting super
enhancers by THZ1 can modulate the chromatin interactome
and lead to losses in chromatin interactions, suggesting that
epigenetic drugs may be able to affect chromatin interactions that
are altered in nasopharyngeal cancer.

MATERIALS AND METHODS

Cell Culture
Nasopharyngeal cancer HK1 cells were cultured in Roswell Park
Memorial Institute (RPMI) 1640 media (Hyclone) supplemented
with 10% heat-inactivated fetal bovine serum (FBS; Hyclone) and
1% penicillin/streptomycin (Hyclone). NP-69 cells were cultured
in keratinocyte SFM media. All cell lines were grown in an
incubator at 5% CO2 and 37◦C. The HK1 and NP-69 cell lines
were a kind gift from Prof. Goh Boon Cher, Cancer Science
Institute, National University of Singapore.

Biopsy Samples
Nasopharyngeal cancer patient samples were obtained from the
National University Health System (NUHS) with patient consent,
under Institute Review Board number 2018/00947-SRF0002. The
clinical samples were collected by needle biopsy in a 1.5-µl
microtube by trained clinicians. The needle type varies depending
on the size and the location of the tumor. All clinical samples
were obtained from the National University Hospital Singapore
and collected according to the Human Biomedical Research Act
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requirements. Informed consent was obtained for all clinical
samples used in the study. The clinical details of the patients are
listed in Supplementary Table 2.

The needle biopsy samples were flash frozen in liquid nitrogen
immediately and stored at−80◦C until further use.

Pulverization of the Needle Biopsy
Sample
The liquid nitrogen-cooled mini mortar and pestle (SP
Scienceware, United States) were used for the pulverization of
the fine needle biopsy sample of nasopharyngeal patients. The
stainless-steel mortar and pestle were cooled on dry ice before
use. The liquid nitrogen was poured into the steel cavity up to
the mark indicated.

The samples were taken out of the freezer and immediately
placed in the fixture of the mortar. The sample was kept frozen
throughout the pulverization. A small amount of liquid nitrogen
(up to half of the microtube) was carefully poured into the
microtube. Then, the liquid nitrogen was allowed to evaporate
just enough for the small biopsy sample to stay submerged.
The sample was pulverized in the mortar using the precooled
pestle. The above steps were repeated until the sample resembled
a fine powder without visible chunks. Generally, it took three
reiterations to pulverize a needle biopsy sample to a fine powder.

Finally, a cooled spatula was used to transfer any remaining
pulverized tissue from the pestle into the 1.5-µl microtube.
The microtube was submerged in dry ice to keep all the
pulverized tissue frozen.

Biop-C Library Preparation and
Sequencing
Next, the Biop-C library was generated using the Arima Hi-
C kit, according to the protocols of the manufacturer with
slight modifications.

Specifically, the microtube was then removed from the dry ice,
and the powder was mixed with 500 µl of 1× PBS. The chromatin
was cross-linked by adding 50 µl of freshly prepared TC buffer
(Arima kit; sodium chloride: 100 mM, EDTA: 1 mM, EGTA:
0.5 mM, HEPES pH 8.0: 50 mM, formaldehyde: 2%, water).

The samples were then mixed well by inverting and incubated
at room temperature for 20 min. Finally, the reaction was stopped
by adding stop solution (Arima kit). The pellet obtained after
centrifugation was stored at−80◦C until further use.

The fixed cells were permeabilized using a lysis buffer supplied
in Arima Hi-C kit and then digested with a restriction enzyme
cocktail. The resulting overhangs were filled in with biotinylated
nucleotides followed by ligation. After ligation, crosslinks were
reversed, and the DNA was purified from protein. Purified DNA
was treated to remove biotin that was not internal to ligated
fragments. The purified proximity-ligated DNA was sheared
using a Covaris ME220 ultrasonicator.

The DNA fragments were size selected from ∼200 to 600 bp
using DNA purification beads (AMPure XP beads). The size-
selected fragments were then enriched for biotin and converted
into Illumina-compatible sequencing libraries using low input
Swift Biosciences Accel-NGS 2S Plus DNA Library Kit (Cat #

21024) and Swift Biosciences Indexing Kit (Cat # 26148). After
adapter ligation, DNA was PCR amplified and purified using
AMPure XP beads. The purified DNA underwent standard QC
according to Arima Hi-C kit instructions such as qPCR and
Agilent Bioanalyzer. Finally, the libraries were sequenced 150
bases paired-end on the Illumina HiSeq 4000 following the
protocols of the manufacturer.

Analysis of HiC Sequencing Data Using
Juicer and FitHiC2 Pipelines
Hi-C data were processed using Juicer (version 1.5.7) (Rao et al.,
2014) with default parameters. The reference genome used for
mapping the reads was hg19. Reads with mapping quality under
30 were discarded. The quality data and statistics for Hi-C
analysis can be found in Supplementary Table 3.

TADs were called using the Juicer tool called Arrowhead with
10 kb resolution. The normalization used for TAD calling is
Knight-Ruiz (KR). The list of TADs called for each patient sample
and HK1 cell line can be found in Supplementary Table 4.

Chromatin loops were identified using the Juicer tool called
HiCCUPS. Loops were called for three resolutions: 5, 10, and
25 kb. The normalization used is KR. The list of loops called for
each sample and HK1 can be found in Supplementary Table 5.

FitHiC2 was additionally used for the estimation of contact
significance (Kaul et al., 2020). Resultant hic files produced by
Juicer were converted to FitHiC2-compatible sparse matrices.
Biases were estimated from the matrix, excluding 20% of the
lowest contact frequency bins. Sparse matrices and bias files were
subsequently passed to FitHiC2.

THZ1 Treatment
The CDK7 inhibitor THZ1 (A8882) was purchased from
ApexBio. The HK1 cells were grown overnight and then treated
with THZ1 at 200, 500, and 1,000 nM concentrations for 24 h.
The RNA was isolated from all three time points for real-time
quantitative PCR (RT-qPCR). The Hi-C was performed from the
cells treated at 500 nM for 24 h.

RNA Extraction, cDNA Synthesis, and
Real-Time Quantitative PCR
Total RNA was extracted from the THZ1-treated and DMSO-
treated HK1 cells using RNeasy Mini Kit (Qiagen) with on-
column DNase digestion (Qiagen) according to the instructions
of the manufacturer. The cDNA was synthesized using the
qScriptTM cDNA Synthesis Kit (Quanta Biosciences, MA,
United States). RT-qPCR was conducted with GoTaq DNA
Polymerase Master Mix (Promega, United States).

FIRE Calling
FIRE calling was carried out using the FIREcaller software
(Crowley et al., 2021). The resolution for FIRE calling was 10 kb.
Dense Hic matrix for each chromosome was created using Juicer
dump with KR normalization and was then converted to mcool
format using script from FIREcaller. Frequently interacting
regions (FIREs) which were either overlapping or book-ended
were merged together using bedtools merge.
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Structural Variants Calling
Structural variants were called using the HiNT software (Wang
et al., 2020). HiNT pre was used for preprocessing of Hi-C
data and normalization followed by HiNT TL which is used
for calling translocations and breakpoint detection. HiNT TL
outputs candidate translocated chromosomal pairs and the exact
location of the breakpoint (Supplementary Table 8). In case
of an unmappable region, HiNT TL provides a 100-kb interval
for the breakpoint.

AB Compartment Analysis
The AB compartments were identified using FAN-C 0.9.1 (Kruse
et al., 2020) at 500 kb resolution. Fanc compartments function
was used for calling the AB domains and eigenvector values for
each domain. Genome file was provided using -g command for
assignment of domains. The eigenvector is oriented in such a way
that negative entries correspond to “B” (low GC content, inactive
compartment) and positive entries to “A” (high GC content,
active compartment).

For analyzing the changes between A/B compartments of two
samples, we calculated Pearson correlation coefficient.

Super Enhancer and Enhancer Calling
ChIP-Seq data were aligned to reference genome hg19 using
bwa mem (Li, 2013) with default parameters. PCR duplicated
and blacklisted regions that fall under ENCODE consensus
were removed using samtools markdup and bedtools intersect.
Narrow peaks were then called using MACS2 (version 2.1.2)
(Zhang et al., 2008). The modified version of ROSE package
(Lunardon et al., 2014; Cao et al., 2017) was used for
calling super enhancer stitched at 12 kb stitching distance.
For calling individual enhancers, we overlapped stitched
peaks with H3k27ac narrow peaks and the intersection was
called as an enhancer. Super enhancers (SE) and enhancers
from all the three cell lines were merged together using
bedtools merge with a cutoff of 1 bp overlap. SE and
enhancers present in all the three cell lines were identified
as “common.”

Comparison of TADs and Loops Between
the Patients
Jaccard index was calculated using bedtools Jaccard for all the
three patient samples as well as HK1 samples followed by
comparison using bedtools overlap to identify the exact number
of TADs which are common in two samples. TAD overlap of 80%
was used as cutoff for characterizing two TADs as the same. The
compare lists analysis of Juicer pipeline was used to compare the
chromatin loops between the samples.

Associating SE and Enhancers With
Chromatin Loops and FIREs
Loop anchors within 15 kb distance from a super enhancer or
an enhancer were recognized as an associated chromatin loop
and the gene within 15 kb distance from the other anchor of
the same loop was called as an associated gene. Similarly, SE
and enhancers were also associated with FIREs via chromatin

loops. Bedtools closest was used to identify features within 15 kb
distance from SE.

Comparison of Replicates and Other
Hi-C Data
Hi-C data from sample replicates as well as different samples were
compared using hicrep (Yang et al., 2017) with a resolution of
100 kb. For the analysis, cool files were generated using hic2cool1

and was run with default settings. Hicrep outputs stratum-
adjusted correlation coefficient (SCC) as a similarity measure
of Hi-C interaction matrices. SCC shares a similar range and
interpretation as the standard correlation coefficients and the
value lies between 1 and (−1).

Enhancer–Promoter Interaction Analysis
For a given set of loops, we identified paired features (enhancers
on one anchor and promoters on the other), by searching
for features within 15 kb of the loop anchor centroids.
The transcription start site was used to approximate the
promoter position.

Gene Set Overrepresentation Analysis
For the analysis of the NPC samples, we considered the
intersection of genes looping to super enhancers, with promoters
within 15 kb of loop anchor centroids, that were identified
in all three NPC samples (S009, S010, and S012). For the
analysis of HK1 following the THZ1 treatment paradigm, we
considered the set of genes with promoters within 15 kb of
loop anchor centroids, that showed a net loss in the number
of associated loops following THZ1 treatment. For a given set
of genes, significantly overrepresented Biological Process Gene
Ontology (GO) terms were identified using the PANTHER
16.0 GSOA webtool (Mi et al., 2021). Statistical significance
was estimated using a binomial test with false discovery rate
(FDR) correction. Resultant enriched GO terms were used for
subsequent GO set and network analysis using the NaviGo
webtool (Wei et al., 2017).

RESULTS AND DISCUSSION

A Genome-Wide Map of 3D Genome
Organization in Nasopharyngeal Cancer
We applied “Biop-C” to analyze three NPC tissue samples, i.e.,
“S009,” “S010,” and “S012.” The tumor cores were collected by
needle biopsies and immediately flash-frozen in liquid nitrogen
(Supplementary Figure 1). The tumor cores were approximately
weighed in the range 3–10 mg, and the clinical characteristics of
the samples are listed in Supplementary Table 2. To prepare the
tissue for analysis of 3D genome organization, we used a liquid
nitrogen-cooled mini mortar and pestle for the pulverization
of tissue within a microtube. This approach kept the biopsy
sample frozen and reduced the risk of sample degradation.
Additionally, this approach also provided the flexibility of

1https://github.com/4dn-dcic/hic2cool
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performing the workflow from sample acquisition to Hi-C library
preparation in a single microtube, which further minimized
potential sample losses.

After pulverization, we processed the samples with a
commercially available Arima in situ Hi-C kit. Briefly, chromatin
was fixed with formaldehyde in the nucleus and digested with
a restriction enzyme. Then, overhangs were filled in with
biotinylated nucleotides followed by proximity ligation. After
ligation, crosslinks were reversed, and the DNA was purified
from protein. Furthermore, the purified DNA was sheared to
∼350 bp mean fragment size. Finally, the sequencing libraries
were generated using low input swift bioscience Illumina-
compatible adapters (Figure 1A). The usage of the mini mortar
and pestle followed by Hi-C is the key innovation of the Biop-
C method. While this improvement in sample processing is a
small change, it is highly effective in generating high-quality
chromatin interaction libraries from needle biopsy clinical
samples (Figure 1C).

Finally, we sequenced Biop-C libraries deeply by Illumina
next-generation sequencing using a HiSeq4000 machine.
Each library contained between 450 and 922 M contacts
(Supplementary Table 3). We obtained more than 200 million
mapped/valid junction reads (>50% of total read pairs) for
each library, reflecting that our Biop-C datasets are adequately
complex (Lajoie et al., 2015) (Figure 1B and Supplementary
Table 3). Furthermore, the low ratios of the number of trans to
cis contacts indicate high library quality for all samples (Nagano
et al., 2015) (Supplementary Table 3). Notably, in some samples
(e.g., S009), only one lane of HiSeq4000 sequencing was sufficient
to obtain a high-quality Biop-C library.

Additionally, for comparison with a typical Hi-C library, we
generated two replicates of HK1 NPC cell line by traditional
in situ Hi-C Arima kit (Dixon et al., 2012; Rao et al.,
2014). Moreover, for comparison with normal nasopharynx, we
generated two replicates of NP-69 near-normal nasopharynx cell
line by traditional in situ Hi-C.

We used Juicer for processing the resulting data, and the
package Arrowhead was used to annotate TADs genome-wide,
while the package HiCCUPS was used to call loops (Rao et al.,
2014). Heatmaps were visualized with Juicebox (Durand et al.,
2016). We were able to successfully call TADs and loops from our
libraries (Figure 1B and Supplementary Tables 3, 4), permitting
comprehensive mapping of putative super and typical enhancer–
promoter interactions in these samples (Supplementary Table 6).
The TADs were clearly identifiable at a resolution of 10 kb.
A high number of significant chromatin interactions could also
be called using FitHiC2 (Kaul et al., 2020) at a resolution of 50 kb
(Supplementary Table 7).

Patient S009 had 1,309 TADs, while patient S010 had 1,453
TADs and patient S012 had 1,516 TADs (Figure 1B). Loops
could be identified at 5, 10, and 25 kb resolutions in all
datasets, and these loops were all merged together for subsequent
analyses. Patient S009 had 4,730 merged loops, while patient S010
had 6,539 merged loops, and patient S012 had 2,546 merged
loops (Figure 1B).

We also called TADs and loops for NP-69 and found 5,227
TADs and 11,415 loops (Supplementary Figure 4). To better

understand how NPC chromatin loops differ from normal loops
found in a near-normal nasopharyngeal cell line, we compared
chromatin loops in NP-69 with the ones called in NPC Biop-C
samples. For comparison, we aggregated loops from the three
samples (S009, S010, and S012) and compared them with NP-
69 loops. We found that 4,026 loops (39.6% of aggregated NPC
loops) were similar in NPC samples and NP-69. By contrast, 6,158
(60.4% of aggregated NPC loops) were specific to NPC, and 7,388
(72.5% of NP-69 loops) loops were specific to NP-69. We then
associated these loops with gene promoters and found that the
NP-69-specific loops (7,388) were associated with 11,167 gene
promoters and the NPC-specific loops (6,158) were associated
with 6,303 gene promoters (Supplementary Figure 4). We also
found some examples of genes which were only associated with
loops in NPC like MMP3, CASP3, and ULK1 (Supplementary
Figure 4). Overall, our results indicate that while some loops are
similar between NP-69 near-normal cell line and NPC samples,
there are also many loops that differ between them, suggesting
that these may be cancer-specific loops that regulate oncogenes.

We looked for structural variants in biopsy samples S009,
S010, and S012 as well as cell lines HK1 and NP-69. In S009, five
translocations were identified out of which four can be seen in Hi-
C heatmaps as well (Supplementary Table 8 and Supplementary
Figure 5A). In S010, no translocation was recognized, and
in S012, we found six translocation incidences and all of
these can also be seen in Hi-C heatmap (Supplementary
Table 8 and Supplementary Figures 5B,C). In cell lines, we
found 63 translocation incidences in HK1 and 23 in NP-69
(Supplementary Table 8). Many of these translocations can
be very clearly seen in the Hi-C heatmaps (Supplementary
Figures 5D,E).

We could also recognize A/B compartments in our Biop-
C samples (Supplementary Table 9 and Supplementary
Figures 6A–C) as well as in NP-69 cell line (Supplementary
Figure 6D). We then wanted to compare these A/B
compartments within each sample as well as NP-69 by calculating
the Pearson correlation coefficient (Pearson’s r) of the eigenvalues
called with 500 kb resolution (Supplementary Table 9). The
Pearson’s r for S009 compared with S010 is 0.83, for S009 and
S012 0.74, and for S010 and S012 0.85. We then compared the
eigenvalues between NP-69 and biopsy samples. The Pearson’s r
for NP-69 compared with S009, S010, and S012 is 0.60, 0.64, and
0.54, respectively (Supplementary Figures 6E–J). These results
show that the correlation between A/B compartments within
biopsy samples is higher as compared with NP-69.

Moreover, because “FIREs” are a new type of chromatin
interaction landmark associated with super enhancers and tissue-
specific chromatin interactions (Schmitt et al., 2016), we used
FIREcaller R package (Crowley et al., 2019) to call FIREs. We
identified 2,783 FIREs in NPC sample S009, 1,393 FIREs in
sample S010, and 2,906 FIREs in sample S012 from our Biop-
C data. We also called FIREs from the NPC cell line HK1 and
identified 3,585 FIREs (Supplementary Table 10 and Figure 1B).

Next, we examined the chromatin interactions around
important oncogenes in NPC, such as MYC (Yu et al., 2003)
(Figure 2A) and epidermal growth factor receptor (EGFR)
(Supplementary Figure 2A) (Fujii et al., 2002; Chua et al., 2004;
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FIGURE 1 | Biop-C method enables the study of high-resolution 3D genome organization and chromatin interactome in solid tumor samples. (A) Schematic
overview of the Biop-C method. The frozen needle biopsy tissue is pulverized in a liquid nitrogen-cooled mini mortar, and then chromatin was fixed with
formaldehyde in the nucleus. The samples were processed with commercial Arima genomics Hi-C kit. Fixed cells were permeabilized using a lysis buffer supplied in
Arima Hi-C kit and then digested with a restriction enzyme. Following restriction digestion, the sites were filled in with biotinylated nucleotides. The resulting DNA
blunt ends were subsequently ligated. After ligation, crosslinks were reversed to remove proteins from DNA. Hi-C material was then sonicated using a Covaris
Focused-Ultrasonicator M220 instrument to achieve fragment sizes of 300–500 bp. The sonicated DNA was double-size selected using AMPure XP beads, and the
sequencing libraries are generated using low input Swift Bioscience Illumina-compatible adapters. (B) Table of statistics of Biop-C and Hi-C data. #Hi-C contacts
indicate the number of mapped/valid junction reads of each library. #TAD indicates the number of TADs called from Biop-C and Hi-C data at 10 kb resolution.
#Loops indicates the total number of loops called from Biop-C and Hi-C data at 5, 10, and 25 kb resolution and then merged. #FIREs indicates the number of FIREs
called from Biop-C and Hi-C data at 10 kb resolution. (C) Juicebox (Durand et al., 2016) visualized Biop-C and Hi-C heatmaps showing all chromosomes for S009,
S010, S012, and HK1 cell line.

Frontiers in Genetics | www.frontiersin.org 6 September 2021 | Volume 12 | Article 67353062

https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/
https://www.frontiersin.org/journals/genetics#articles


fgene-12-673530 August 28, 2021 Time: 20:54 # 7

Animesh et al. Biop-C: A Modified Hi-C Method

FIGURE 2 | A genome-wide map of 3D genome organization in nasopharyngeal cancer. (A) Biop-C heatmaps can detect various conformational genomic features
such as TADs, loops, and FIREs in S009, S010, and S012 at CCAT1 and MYC. Coverage normalization was used to visualize the Biop-C and Hi-C heatmaps in
Juicebox (Durand et al., 2016). Genes are indicated in black color. The “common super enhancers,” shown in blue color, indicate the super enhancers present in all
three NPC cell lines—HK1, C66-1, and HNE1 cell lines. The super enhancers present in HK1 cell lines are indicated in red color. The super enhancer datasets are
obtained from Ke et al. (2017). (B) Venn diagram showing the overlap of TAD boundaries between the patients inferred using the Arrowhead algorithm (Rao et al.,
2014) at 10 kb resolution. (C) Venn diagram depicting the overlap of loops between the patients. The loops were called using the HiCCUPS algorithm (Rao et al.,
2014) at 5, 10, and 25 kb resolution. The loops of the different resolutions were merged for this analysis. (D) Jaccard index. Matrix 1: Jaccard indices for TADs in
NPC samples S009, S010, and S012 and cell line HK1; each cell in the matrix indicates the Jaccard index value for the column sample and row sample. Matrix 2:
Jaccard indices for loops in NPC samples S009, S010, and S012 and cell line HK1 where each cell of the matrix indicates the Jaccard index value for the column
and row sample.

Ruan et al., 2011). MYC is overexpressed in 76% of the NPC
patients. The patients with MYC-positive tumors had a longer
disease-free period (Yu et al., 2003). EGFR is highly expressed in
nearly 85% of NPC patients and associated with a significantly
poorer prognosis in patients with advanced nasopharyngeal
cancer than in patients without EGFR overexpression (Fujii et al.,
2002; Chua et al., 2004). We found that EGFR is marked by three

super enhancers in the HK1 cell line: two of these three SE are
localized upstream, i.e., near the start transcription site, and the
third one is located in an intron (Supplementary Figure 2B).

We further examined if there were any significant single
nucleotide polymorphisms (SNPs) that were associated with
loops in our NPC Biop-C samples. We observed an overlap of
a loop anchor with a region at the CDKN2B(-AS1) locus in
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samples S009 and S010 (Supplementary Table 11), which was
previously identified by a GWAS study on NPC in patients of
Chinese descent (Bei et al., 2016).

Additionally, for comparison with a typical Hi-C library, we
examined the two replicates of HK1 NPC cell line that we
generated by traditional in situ Hi-C (Arima kit) (Dixon et al.,
2012; Rao et al., 2014). Visual inspection of coverage normalized
Biop-C heatmaps of three NPC tissue samples, and Hi-C maps
of the HK1 cell line showed that the libraries were largely similar
to each other, although we also noted that certain loci contained
differences suggesting patient heterogeneity which we explore
further in the next section of this manuscript (Figures 3A,B and
Supplementary Figures 3A,B).

To determine the reproducibility of our Biop-C method,
we took one NPC patient sample, and cut it into half before
performing the Biop-C method on the two separate halves.
These are referred to as S024_R1 and S024_R2. We performed
Juicer pipeline for calling TADs (247 in replicate 1 and 8 TADs
in replicate 2) and loops (5,094 in replicate 1 and 2,199 in
replicate 2) (Supplementary Figure 7A). We also called FIREs
and found 1,707 FIREs in S024_R1 and 2,893 FIREs in S024_R2
(Supplementary Figure 7A). We used the HiCRep software to
calculate the similarity between these replicates and found that
16 out of 24 chromosomes have high correlation (SCC scores
above 0.8), while the other 8 chromosomes have SCC scores
between 0.6 and 0.8, which shows that the two replicates are
highly correlated (Supplementary Table 12). We also wanted to
compare the similarity between S024 sample replicates with NPC
cell line and a cell line from a different cancer. We found that the
NPC samples showed higher similarity with HK1 (NPC cell line)
as compared with T47D (breast cancer cell line) (Supplementary
Figure 7B). We also did A/B compartment analysis for the
two replicates and found a very high correlation between them
(Pearson’s r = 0.95) (Supplementary Table 9 and Supplementary
Figures 7C–E). These above results show that our Biop-C method
is indeed reproducible.

Overall, our successful detection of TADs, loops, structural
variants, A/B compartments, and FIREs suggests that our Biop-
C method can generate high-quality genome-wide chromatin
conformation maps from the solid tumor needle biopsy samples.
Our evaluation using the S024 tumor cut in half and analyzed by
two separate Biop-C libraries indicates that our Biop-C method
is reproducible.

Patient Heterogeneity in Chromatin
Interactions
The question of patient heterogeneity is relatively unexplored
in chromatin interaction analyses. In our previous research
investigating chromatin interactions at the TP53 and MYC loci,
we observed that some chromatin interactions at MYC and TP53
could be detected in bone marrow and peripheral blood samples,
but not all chromatin interactions that were observed in K562
cells were detected in clinical samples (Cao et al., 2017).

To investigate potential patient heterogeneity, we compared
the TADs and loops between the Biop-C heatmaps of patients
directly (Figures 2B,C) and using the Jaccard index. We

calculated Jaccard’s similarity coefficient (Jaccard index, JI) to
measure the overlap between the called TADs and loops in three
Biop-C matrices. The resulting JI value indicates the fraction
of shared TAD boundaries and loops between the patients. We
observed that 38–42% of the TADs and 53–64% of loops are
shared in the three patients (Figure 2D). We can conclude that
the NPC samples show chromatin interaction heterogeneity. But
since our samples are clinical samples, we cannot rule out the
possibility that the patient chromatin interactome differences
are due to the tumor heterogeneity and/or surrounding normal
cells in the tumor.

Next, we examined individual specific chromatin interactions.
We found that chromatin interactions for genomic locations
EGFR, PTPN1, DDIT4, MIR205HG, PDGFA, MALAT1, CAV2,
NOTCH1, TEAD1, TP63, RUNX1, CCAT1, MYC, and YAP1
(Supplementary Figure 2A) are similar and FOXA1, MIPOL1,
SP4, SGCZ, MROH9, FMO1, FMO2, FMO1, FMO4, and
FMO6P gene are different (Figures 3A,B and Supplementary
Figures 3A,B). In one example, we observed that two loops, i.e.,
loop 1 and loop 2 are present near FOXA1 and MIPOL1 genes
in S009 and S012, which are thought to be tumor suppressors in
nasopharyngeal cancer (Kwok et al., 2020; Leong et al., 2020).
However, these loops were absent in S010 (Figures 3A,B). In
another example, we observed a loop only in S009 and absent
in S010 and S012 near miR383, which is considered an excellent
diagnostic biomarker for head and neck cancers (Liu et al.,
2019) (Supplementary Figure 3A). We also observed extensive
chromatin looping near MROH9, FMO1, FMO2, FMO1, FMO4,
and FMO6P locus in S009, which was absent in S010 and S012
(Supplementary Figure 3B).

Next, as we had observed patient-specific chromatin
interactions, we investigated the tissue specificity of these
chromatin interactions. Thus, we characterized the similarities
and differences between the NPC landscape and other tissue
types. We compared the Biop-C heatmaps and the Hi-C heatmap
from HK1 with the previously published Hi-C heatmaps in
human cell lines such as K562 (chronic myelogenous leukemia
cell line) (Rao et al., 2014), HAP1 (near-haploid cell line)
(Haarhuis et al., 2017), IMR90 (fetal lung fibroblast cell line)
(Rao et al., 2014), KBM7 (chronic myelogenous leukemia) (Rao
et al., 2014), HUVEC (human umbilical vein endothelial cell line)
(Rao et al., 2014), RPE1 (retinal pigment epithelium cell line)
(Darrow et al., 2016), GM12878 (lymphoblastoid cell line) (Rao
et al., 2014), NHEK (normal human epidermal keratinocytes)
(Rao et al., 2014), HeLa (human cervical carcinoma cell line)
(Rao et al., 2014), HCT116 (colon cancer cell line) (Rao et al.,
2014), and HMEC (mammary epithelial cell line) (Rao et al.,
2014) (Supplementary Figures 2C–F).

We observed that the Hi-C heatmaps of K562, HAP1, IMR90,
KBM7, HUVEC, and RPE1 show a similar pattern as the
Biop-C heatmaps of S009, S010, and S012 and HK1 Hi-C
heatmap for the genomic locations around MYC and CCAT1,
but differences in the profile were observed in GM12878, NHEK,
HeLa, HCT116, and HMEC (Supplementary Figure 2C). The
genome organization at the RUNX1 locus was similar between
the Biop-C heatmaps of our patient in K562, HAP1, IMR90,
RPE1, NHEK1, HeLa, HCT116, and HMEC but different in
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FIGURE 3 | An example of extensive heterogeneity between patients in the chromatin interactome in nasopharyngeal cancer at the FOXA1 and MIPOL1 genes.
(A) Zoomed view of Biop-C Juicebox-visualized heatmaps of S009, S010, and S012 showing patient heterogeneity in chromatin interaction at the FOXA1 and
MIPOL1 genes. (B) UCSC genome browser (Kent et al., 2002) screenshots of genomic coordinates chr14: 36,459,966–42,220,035. Loops 1 and 2 are present in
S009 and S012, while loop 3 is present only in S010. Loop 1, loop 2, and loop 3 are represented in green, blue, and black colors, respectively.

KBM7, HUVEC, and GM12878 (Supplementary Figure 2D).
However, the genomic patterns for the PTPN1 locus were found
to be similar in all the Hi-C and Biop-C heatmaps of the patient
(Supplementary Figure 2E). On the other hand, the genomic
patterns for the MALAT1 locus [MALAT1 is known to promote
cell proliferation in gastric cancer (Wang et al., 2014)] did not
show any similarity and were different in all the Hi-C and
Biop-C heatmaps (Supplementary Figure 2F). We conclude
that certain chromatin interactions in nasopharyngeal cancer are

common across tissue types (PTPN1) and certain regions are
tissue specific (MALAT1).

The observation of patient heterogeneity and tissue specificity
in TADs appears to contradict earlier observations that TADs
are primarily conserved across different human cell types
and possibly even across different species (Dixon et al.,
2012; Jin et al., 2013; Rao et al., 2014). However, Sauerwald
analyzed 137 Hi-C samples from nine studies and observed
significant TAD variations across human cell and tissue types
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FIGURE 4 | Association of super enhancers with chromatin interactions and genes. (A) Graph showing the number of common SE associated with chromatin
interactions (blue) and the number of SE which are not associated with chromatin interactions (orange). (B) Graph showing the number of looping SE (chromatin
interaction-associated SE) associated with distant genes via chromatin loops (dark blue) and the number of SE (chromatin interaction-associated SE) which do not
link to distant genes via chromatin loops (light blue). (C) Biop-C heatmaps for samples S009, S010, and S012 and Hi-C heatmap for the cell line HK1 for the DDIT4
gene locus (zoomed-in view of genomic locus chr10:72974237–75095236) where a SE links to the gene through a chromatin loop. (D) Graph showing the number
of SE associated with FIREs via chromatin loop (green) and the number of SE which are within FIRE (yellow). (E) Biop-C heatmaps for samples S009, S010, and
S012 and Hi-C heatmap for the cell line HK1 (zoomed-in view of locus chr20: 48422029–49905948) showing a SE (blue: common SE, red: HK1 SE) and PTPN1
gene within the same FIRE. (F) Biop-C heatmaps for samples S009, S010, and S012 and Hi-C heatmap for HK1 (zoomed-in view of locus chr14:
49,497,144–51,494,634) showing a SE looping to FIRE at the ARF6 gene locus.
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FIGURE 5 | (A) Functional analysis of HK1 chromatin interactome following treatment with CDK7 inhibitor THZ1. (A) Venn diagram representing the number of loops
lost after THZ1 treatment compared with DMSO (vehicle) treatment, unchanged between treatments, and gained after treatment. The number of genes with
promoter regions within 15 kb of the respective loop anchors is shown in the parentheses below. (B) Anchor occupancy characteristics of super enhancers and
typical enhancers predicted from H3K27ac ChIP-Seq. A higher percentage of super enhancers is associated with enhancer–promoter loops, compared with typical
enhancers. (C) Top 20 overrepresented GO-Slim Biological Process terms by false discovery rate (FDR), derived from the set of protein-coding genes with net lost
loops following THZ1 treatment. (D) Network representation of predominantly enriched GO term clusters. (E–G) Looping structure of MAP3K14, AMOTL2, and MYC
loci. Lost loops following THZ1 treatment are shown in red. Gene of interest is highlighted in blue. Select super enhancers with lost loops to promoters are
highlighted in pink. Select typical enhancers with lost loops to promoters are highlighted in green. (H–J) RT-qPCR results for MAP3K14, AMOTL2, and MYC,
respectively, following 24 h of vehicle or THZ1 treatment (*p ≤ 0.05, **p ≤ 0.01, ***p ≤ 0.001).
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(Sauerwald et al., 2020), suggesting that while there are common
TADs and loops, there are also TADs and loops that vary across
patient samples and tissue types.

Super Enhancers Are Associated With
Frequently Interacting Regions and Loop
to Genes
Super enhancers are regions of the DNA which enhances the
transcription of target genes. These are comprised of a group of
enhancers which are at close proximity to each other and are
marked by high enrichment of H3K27ac histone modification
(Pott and Lieb, 2015). In previous research, we and others
have shown that super enhancers can regulate distant genes
via long-range chromatin interactions (Cao et al., 2017; See
et al., 2019). Moreover, FIREs have been reported to form at
genomic regions also enriched by super enhancers (Schmitt
et al., 2016). Consequently, we wished to understand the
relationship between super enhancers and chromatin interactions
in nasopharyngeal cancer.

As the biopsy samples were too small for us to obtain
both H3K27ac ChIP-Seq data as well as Biop-C data, we
identified SE from NPC cell lines HK1, C666-1, and HNE1
using the ChIP-Seq data from Ke et al. (2017) (Supplementary
Table 13) and we found that 298 SE were common in all
the three cell lines. We reasoned that these “common” super
enhancers that are present in all cell lines examined will
most likely also be present in the patient samples examined
and hence used them for downstream analysis. We then
associated these common super enhancers with chromatin loops
obtained from the Biop-C data of the patient samples as
well as from the Hi-C data of HK1 and NP-69 cell lines.
As a result, we found that these SE are highly associated
with chromatin loops. In samples S009, S010, and S012, we
found 54, 57, and 41% (respectively) SE which were associated
with chromatin loop anchors within 15 kb distance (“looping
SE”) (Figure 4A).

We further looked for associations between these looping SE
and genes (Supplementary Figure 8A). We observed that more
than 90% of looping SE loop to distant genes (Supplementary
Figure 8A). In S009, 95% of looping SE are linked to distant
genes via these loops. In S010 as well as in S012, 91% of looping
SE are linked to distant genes (Figure 4B and Supplementary
Table 13). We also associated these SE to chromatin loops in cell
line HK1. We found that 92% of common super enhancers are
associated with chromatin loops in HK1 and 91% of these looping
SE are linked to distant genes (Figures 4A,B and Supplementary
Table 15). For example, the DDIT4 gene (one of the top ranked
SE-associated gene in the HK1 cell line) (Ke et al., 2017) is also
associated with a distant SE in patient samples S010 and S012
and NPC cell line HK1 (Figure 4C). We repeated the above
analysis with cell line NP-69 and found that 86.2% of SE are
associated with chromatin interactions and 94.1% of looping
SE are linked to distal genes (Figures 4A,B). This coincides
with our previous results that the number of chromatin loops
lost is more than the acquired loops in NPC, and hence, we

can see more SE association with loops in NP-69 as compared
with NPC samples.

We also repeated this analysis with common enhancers
within cell lines HK1, C661, and HNE1. In samples S009,
S010, and S012, the association of enhancers with chromatin
loops was 24, 29, and 18%, respectively, and about 60%
(63, 65, and 64% in S009, S010, and S012, respectively) of
these chromatin interaction-associated enhancers loop to distal
genes (Supplementary Figures 8D,E). We also repeated this
analysis with cell lines HK1 and NP-69 and found that 44.3
and 43.8% SE are associated with loops, respectively, and
about 56% (56.2% in NP-69 and 55.6% in HK1) of these
chromatin interaction-associated enhancers loop to distal genes
(Supplementary Figures 8D,E). From these results, we conclude
that the association of enhancers with chromatin loops is
much less as compared with SE in NPC patients. In NP-69,
the association of enhancers with chromatin loops is higher
compared with NPC samples but less as compared with SE
in NP-69.

Next, we categorized common SE based on their proximity to
a gene: the ones which were at close proximity (less than 15 kb
from a gene) to a gene were called “proximal” SE and the ones
which are away from the gene and associated via chromatin loops
were called distal SE. Out of 298 common SE tested, we found 27
proximal SE in all the Biop-C samples and 147 distal SE in S009,
155 distal SE in S010, 110 distal SE in S012, and 260 distal SE in
HK1. We observed that 48 genes were associated with proximal
SE (Supplementary Table 14), while 356 genes in S009, 421 genes
in S010, 291 in S012, and 944 genes in HK1 were associated with
distal SE (Supplementary Table 16). There were also some genes
that have both proximal and distal SE: in S009, we found 10
genes; in S010 as well as S012, we found 6 genes, and in HK1,
we found 18 such genes (Supplementary Table 16). For example,
the MACF1 gene in all the three NPC samples as well as HK1 cell
line has distal as well as proximal SE (Supplementary Table 16).
Gene set overrepresentation analyses (GSOA) on the set of
genes associated with SE showed significant overrepresentation
of Biological Process Gene Ontology (GO) terms such as
metabolic process and protein modification/phosphorylation and
regulation (Supplementary Figure 9).

Subsequently, we wanted to associate these SE with FIREs
called (Supplementary Table 10) from the Biop-C data from
patient samples as well as HK1 and NP-69 Hi-C data. We
looked for two types of associations between SE and FIREs:
SE within FIRE and SE that loop to FIRE (Supplementary
Figures 8B,C). We could recognize 24 common SE (8% of SE)
in S009, 26 (9% of SE) in S010, 31 (11% of SE) in S012, 56
(19% of SE) in HK1, and 103 (35% of SE) in NP-69 which
are within a FIRE (Figure 4D). Upon combining the chromatin
loops data with FIRE calling, we found 23 (8% of SE) in S009,
32 (11% of SE) in sample S010, 30 (10% of SE) in S012, 69
(23% of SE) in HK1, and 64 (22% of SE) in NP-69 cell line
that loops to a FIRE (Figure 4D and Supplementary Table 15).
We also found some examples of SE associated with genes via
FIRE. For example, SE which falls within the same FIRE as
the gene PTPN1 (Figure 4E) and SE which loops to a distant
FIRE containing the ARF6 gene whose overexpression can be
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correlated with metastasis and invasion in several cancers (Li
et al., 2017) (Figure 4F).

We also repeated this analysis with enhancers and found
512 (3.8% of total enhancers), 270 (2% of total enhancers), and
524 (4% of total enhancers) enhancers within FIRE in S009,
S010, and S012, respectively, and 242 (1.8% of total enhancers),
285 (2.1% of total enhancers), 189 (1.4% of total enhancers)
enhancers looping to FIRE in samples S009, S010, and S012
(Supplementary Figure 8F). In the cell lines, we found 783 (5.8%
of total enhancers) and 868 (6.5% of total enhancers) enhancers
within FIRE in HK1 and NP-69, respectively; 539 (4% of total
enhancers) and 868 (6.4% of total enhancers) enhancers looped
to FIRE in HK1 and NP-69 (Supplementary Figure 8F). Based
on these findings, we can conclude that SE are associated with
FIREs in NPC. However, the SE association with FIRE is higher
in NP-69 as compared with the NPC patient sample.

THZ1 Treatment Leads to Loss of
Specific Super Enhancer– and Typical
Enhancer–Promoter Chromatin
Interactions at Key Oncogenic Loci
To investigate the functional significance of SE–promoter loops
in NPC, we examined changes in the chromatin interactome
via conventional in situ Hi-C, following the treatment of
HK1 cells with the CDK7 inhibitor THZ1. In several cancers,
THZ1 treatment leads to decreased cell viability (Chipumuro
et al., 2014; Kwiatkowski et al., 2014). The binding of THZ1
to CDK7 was previously shown to lead to inhibited CDK7-
mediated phosphorylation of RNA Pol II, which coincides with
a loss of transcription factor binding at distal sites with high
H3K27ac (Sampathi et al., 2019), representing putative super
and typical enhancer loci (Hnisz et al., 2013). SE-associated
genes are exceptionally sensitive to perturbation by THZ1
treatment (Ke et al., 2017). However, alterations in the chromatin
interactome upon CDK7 inhibition in NPC cells have not been
previously explored.

To investigate this, we performed in situ Hi-C on THZ1 and
DMSO (vehicle)-treated HK1 cells at 500 nM concentration for
24 h. THZ1 treatment led to clear changes in the chromatin
interactome: we observed that 51.6% (10,596) of the loops present
under vehicle treatment were lost following THZ1 treatment,
whereas 48.4% (9,942) were conserved. Interestingly, 8,842 loops
were gained following THZ1 treatment (Figure 5A).

As with NPC Biop-C samples, we observed that approximately
80% of all super enhancers identified by HK1 H3K27ac ChIP-
Seq were associated with long-range enhancer–promoter
interactions, compared with only 40% of typical enhancers,
regardless of vehicle or THZ1 treatment (Figure 5B and
Supplementary Table 16). Gene set overrepresentation
analyses on the genes with net lost loops revealed a significant
enrichment of GO terms associated with cellular stress response,
compartment/organelle biogenesis, metabolic/catabolic
processes, and protein modification (Figures 5C,D). Clusters
relating to metabolic processes and protein modification were
also observed for the SE-associated genes identified in the
three NPC Biop-C samples (Supplementary Figure 8), further

suggesting that SE are a common dependency-mediating
expression at the pathway level.

Subsequently, to determine if lost loops to super or typical
enhancers could explain THZ1-mediated loss of viability and
gene expression, we performed a close examination of the
looping behavior in three candidate genes, namely, MAP3K14,
AMOTL2, and MYC, which are known to be involved in NPC
pathogenesis (Figures 5E–G). At the MAP3K14 and AMOTL2
loci, we observed the loss of super and typical enhancer-
associated loops to these promoters, whereas at the MYC locus,
we only observed the loss of typical enhancer-associated loops.
Via RT-qPCR, we additionally observed decreased expression of
all three genes following THZ1 treatment, compared with vehicle
(Figures 5H–J).

We also compared the A/B compartments of HK1 (control)
and HK1–THZ1 treated and found a high correlation between
them (Pearson’s r = 0.95) suggesting that the A/B compartments
remain conserved upon THZ1 treatment (Supplementary
Figure 10).

As a whole, these results suggest that THZ1 treatment
leads to specific perturbations of the chromatin interactome.
Some of the lost loops correspond to specific SE– and
typical enhancer–promoter interactions that are involved in the
control of expression at these loci. THZ1 treatment leads to
downregulation of expression at several of these loci, further
suggesting the regulatory role of these SE- and typical enhancer-
associated loops.

CONCLUSION

Taken together, our new Biop-C method is suitable for
interrogating needle biopsy patient samples and, more generally,
situations of limited tumor sampling when surgical biopsies may
be technically difficult. Using Biop-C, we examined chromatin
interactions in three nasopharyngeal cancer patient samples,
which allowed us to identify super enhancers associated with
FIREs and which loop to important oncogenes. We also
demonstrated patient heterogeneity in chromatin interactions in
these patient samples, as well as tissue specificity. Hi-C libraries
from an NPC cell line, HK1, showed differences compared with
chromatin interactions in the patient samples. These differences
could arise due to different subtypes of NPC.

Upon comparison with near-normal nasopharynx cell line
NP-69, we found that while there were some loops that were
similar between NPC samples and NP-69, there were also loops
that were different, suggesting that there may be NPC-specific
loops that could potentially regulate NPC oncogenes. To test
the reproducibility of our method, we also performed Biop-
C on two replicates of the same patient sample and found
high correlation between the two replicates in most of the
chromosomes (16 out of 24). Upon comparison with cell lines,
we found that NPC patient replicates were highly correlated
with the NPC cell line HK1 as compared with the breast cancer
cell line T57D. We also observed that SE are much more
associated with chromatin interactions and FIREs as compared
with enhancers; however, these associations are higher in
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NP-69 as compared with NPC samples, which is consistent
with our previous findings that more loops are lost in NPC as
compared with those acquired. Our results indicate the necessity
of interrogating chromatin interactions in actual patient cancers,
which Biop-C enables. Our results demonstrate the utility and
importance of Biop-C as a method for understanding cancer
3D genome organization. Additionally, our results suggest that
THZ1 may be able to modulate chromatin interactions. In the
future, we anticipate that the versatility of Biop-C will also allow
us to interrogate perturbations of chromatin gene regulation in
patients undergoing therapeutic interventions.
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A constellation of chromosome conformation capture methods (С-methods) are an 
important tool for biochemical analysis of the spatial interactions between DNA regions 
that are separated in the primary sequence. All these methods are based on the long 
sequence of basic steps of treating cells, nuclei, chromatin, and finally DNA, thus 
representing a significant technical challenge. Here, we present an in-depth study of the 
basic steps in the chromatin conformation capture procedure (3С), which was performed 
using Drosophila Schneider 2 cells as a model. We investigated the steps of cell lysis, 
nuclei washing, nucleoplasm extraction, chromatin treatment with SDS/Triton X-100, 
restriction enzyme digestion, chromatin ligation, reversion of cross-links, DNA extraction, 
treatment of a 3C library with RNases, and purification of the 3C library. Several options 
were studied, and optimal conditions were found. Our work contributes to the understanding 
of the 3C basic steps and provides a useful guide to the 3C procedure.

Keywords: chromatin conformation capture, chromosome conformation capture, chromatin, distal interaction, 
DNA, Drosophila

INTRODUCTION

A chromatin conformation capture (3C) method is probably one of the most complex protocols 
in molecular biology, mainly due to its multistep nature (Table  1). The steps should be  done 
in proper order and require careful execution. Incorrect implementation of the steps leads to 
poor restriction enzyme digestion, ineffective ligation, degradation, and/or loss of DNA. 
Importantly, a mistake made at any of the stages becomes known only at the very end of 
the procedure. Numerous controls therefore used, which are selected at different time points 
of protocol execution (Dekker, 2006).

The experimental literature on chromosome conformation capture methods (C-methods) is 
quite extensive. However, the literature lacks systematic analysis of how exactly the basic steps 
of the protocol work. At the same time, there are a lot of studies where individual selected 
steps were investigated (Gavrilov and Razin, 2009; Comet et  al., 2011; Gavrilov et  al., 2013b, 
2015; Nagano et  al., 2015b; Oksuz et  al., 2020; Gridina et  al., 2021). In this article, we  try 
to fill this gap and explore in detail all the basic steps of the 3C protocol at once. A methodology 
for determining whether remote DNA regions can interact with each other in nuclei was first 
proposed by Cullen et  al. (1993) and was called the nuclear ligation assay (NLA). In NLA, 
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ligation of restriction endonuclease (RE)-digested chromatin 
was carried out in mammalian isolated intact nuclei using T4 
DNA ligase and the frequency of ligation between regulatory 
elements was estimated by PCR (Cullen et  al., 1993). In 2002, 
the methodology was finalized by Dekker et al. who supplemented 
the structure of the method with a fundamental step of cell 
fixation with formaldehyde (FA) and its subsequent quenching 
with glycine before chromatin digestion and ligation. The cross-
linking of chromatin preserved the nuclear structure intact 
throughout the procedure without affecting its flexibility (Dekker 
et  al., 2002). Data processing into genome-wide chromatin 
interaction maps was also proposed, suggesting that the 3C 
approach implemented on a yeast model can be  applied to 
determine the spatial organization of whole genomes from 
bacteria to humans (Dekker et  al., 2002). In 2009, a genome-
wide 3C method was proposed and termed Hi-C. The method 
allows measuring the contact frequencies of all chromatin 
interactions that occur in the nucleus in a single experiment 
(Lieberman-Aiden et  al., 2009). This area of research, called 
3D genomics (Razin et  al., 2019; Zhang and Li, 2020), is 
currently developing rapidly.

More recently, the basic principles of the method have been 
reassessed and an alternative strategy has been proposed, wherein 
a combination of two fixing agent (formaldehyde (FA) and 
disuccinimidyl glutarate (DSG)) and of two frequently cutting 
REs is used. This strategy, entitled Hi-C 3.0, should, in future, 
complement or even substitute the standard approach that is 
based on fixation with FA only and utilizes one frequently 
cutting RE (Oksuz et  al., 2020).

At the same time, there remained a considerable lack of 
clarity regarding the steps of the classical version of the 
procedure. Since 2002, several add-ons and variations have 
been introduced into the basic 3С protocol by different working 
groups. Adding extra steps yielded a whole panel of the so-called 
C-methods, i.e., 4C, 5C, Hi-C, and so on, all making it possible 
to determine different aspects of the 3D genome organization 
in the cell nucleus (Zhang and Li, 2020). Various C-techniques 
have been standardized in the framework of the international 
4D nucleome program (Dekker et  al., 2017). Despite the 
phenomenal variety of existing C-methods, they all utilize the 
same basic steps, including fixation of cells with FA, cell lysis, 
nucleoplasm extraction, chromatin endonuclease digestion, 
ligation of the resulting DNA fragments, reversion of DNA-DNA 

and DNA-protein links by heating, and subsequent isolation 
and analysis of contact frequencies between all or specific 
fragments. Initial stages of the development of the method 
since 2002 have employed an in-solution (dilution) ligation 
protocol; i.e., solubilized chromatin fragments were ligated in 
a highly diluted solution (Dekker et  al., 2002; Tolhuis et  al., 
2002; Figure  1A). In 2012, a tethered Hi-C protocol was 
proposed (Figure 1C). The protocol also involved solubilization 
of chromatin fragments, like the dilution protocol. The difference 
was that cross-linked DNA fragments were ligated not in a 
large volume of solution, but on the surface of the solid phase 
of streptavidin-coated beads. Bound chromatin fragments were 
spatially separated from each other on the solid phase, which 
enhanced the signal-to-noise ratio as needed for detecting 
chromatin loops, and helped to avoid trans-ligation events, 
ensuring that ligations in these libraries are between DNA 
fragments that are cross-linked to each other (Kalhor et  al., 
2012; Gabdank et  al., 2016). A Dounce homogenizer was used 
to isolate nuclei in this protocol even with cultured cells, and 
the library was processed with bovine RNase A (Kalhor et  al., 
2012; Gabdank et  al., 2016).

In 2011, a key work in terms of the development of the 
C-methodology was carried out with a Drosophila model. Comet 
et  al. (2011) showed for the first time that the same 3C profile 
was obtained with a complete non-fractionated sample and an 
insoluble chromatin fraction, while a 3C signal of a sufficient 
intensity was not detected with the supernatant fraction (Comet 
et  al., 2011). The same result was demonstrated a couple of 
years later with mammalian cells, confirming the universality 
of this observation (Gavrilov et  al., 2013b). The focus has 
changed since that time, and an in situ protocol came into use 
in 2014, involving cross-ligation of fragments within the nucleus 
(Rao et  al., 2014; Figure  1B). This approach prevents random 
ligation between chromatin fragments released in solution by 
utilizing ligation in situ, i.e., in intact nuclei. The in situ protocol 
made it possible to obtain maps of very high quality and 
resolution under a sub-kilobase scale due to several distinctive 
features: a Dounce homogenizer was not used to obtain cell 
nuclei from cultured cells; a four-base pair RE was used instead 
of a six-base pair cutter; RE was inactivated by heating at 65°C 
for 20 min without adding 1.6% SDS, unlike in the dilution 
protocol; and ligation was performed with the nuclear fraction 
without large sample dilution (in ~1 ml). These circumstances 
reduced the frequency of non-specific contacts due to random 
ligation in dilute solution,  – as was evidenced by a lower 
frequency of junctions between mitochondrial and nuclear DNAs 
and a higher frequency of random ligations observed when 
the supernatant fraction was sequenced (Rao et  al., 2014). In 
addition, Rao’s protocol did not include a processing of the 
library with RNase A.

In fact, proposals to avoid SDS treatment by inactivating 
the RE by heating at 65°C for 20 min and to use SDS only 
to inactivate heat insensitive enzymes have been expressed 
earlier (Splinter et  al., 2012). However, the idea that ligation 
occurs mainly in the nuclear fraction and the structure  
of the nucleus should therefore be  kept as intact as possible 
came only after the works of (Comet et  al. (2011) and  

TABLE 1 | Basic steps of the 3C procedure.

Step Characteristic of the step

1 Cell fixation, formaldehyde (FA) inactivation, and storage of nuclei
2 Cell lysis
3 Nucleoplasm release and chromatin treatment with heat (nuclei heating 

in the presence of SDS and Triton X-100/SDS sequestration with Triton 
X-100)

4 Digestion of DNA in nuclei
5 Ligation of DNA in nuclei
6 Reversion of cross-links and isolation of a 3C library
7 Treatment of the 3C library with RNases
8 Purification of the 3C library on magnetic beads
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Gavrilov et  al. (2013b) and crystallized in Rao et  al. (2014) 
as an in  situ protocol.

In 2013, single-cell Hi-C was done for the first time 
(Nagano et al., 2013). In 2015, an in-nucleus ligation protocol 
was proposed in the development of this approach (Figure 1B). 
The in-nucleus ligation protocol is similar to the in situ 
protocol but utilizes even milder chromatin processing 
procedures. The step of RE inactivation by heating at 65°C 

in the presence of SDS was completely eliminated from the 
protocol and ligation was thus performed in nuclei preserved 
to a maximal possible extent. It was found that the in-nucleus 
ligation protocol results in consistently lower levels of spurious 
ligation events manifested in trans-chromosomal contacts, 
reduces the experimental noise, and eliminates restriction 
fragment length bias found with the in-solution ligation 
protocol (Nagano et  al., 2015a,b, 2017). Also, this protocol 

A

B

C

FIGURE 1 | The principles of current protocols of C-methods (A) in solution (dilution) ligation protocol (B) in situ/in-nucleus ligation protocol (C) tethered ligation 
protocol.
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does not employ a Dounce homogenizer to prepare a 
suspension of isolated nuclei.

In 2012, the Hi-C method was first applied to Drosophila cell 
culture (Hou et  al., 2012), a model that we  used in this study, 
and late embryos (Sexton et  al., 2012). The two studies showed 
the principles of Drosophila genome organization into well-
demarcated physical domains. In 2015, a work was published to 
demonstrate for the first time that a reconfiguration of topologically 
associated domains (TADs) occurs in response to cell stress was 
observed (Li et  al., 2015). These early works all used the dilution 
protocol. The in situ protocol was employed in later works, which 
investigated the role of architectural proteins in enhancer-promoter 
interactions and TADs structure (Cubeñas-Potts et al., 2017; Rowley 
et  al., 2017; Chathoth and Zabet, 2019). The in situ protocol was 
also used in single-nucleus Hi-C with cultured Drosophila cells 
(Ulianov et al., 2021). In 2017, a variant of the in-nucleus ligation 
protocol was applied to study the long-range interactions in 
Drosophila embryos (Stadler et al., 2017). During the experimental 
procedure, the RE was inactivated without using SDS or higher 
temperature by washing out from the nuclei, but embryos were 
homogenized using a Dounce homogenizer to prepare the nuclei 
(Stadler et  al., 2017). Despite the general shift to the in situ/
in-nucleus ligation protocol, the dilution protocol is still used in 
studies of the Drosophila genome organization (Ulianov et  al., 
2016, 2019; El-Sharnouby et al., 2017; Lo Sardo, 2021). The tethered 
ligation protocol was also successfully applied in two works with 
Drosophila (Eagen et  al., 2015, 2017).

Thus, several protocols based on different principles of 
ligation are used in parallel today. The protocols differ in the 
conditions of basic steps: FA fixation and FA inactivation, cell 
lysis, the buffers used, the procedure of isolation and washing 
of nuclei, the severity of chromatin treatment, the conditions 
of chromatin restriction, RE inactivation, DNA ligation, and 
isolation and processing of the library with RNases.

Here we describe our study of the basic steps of the 3C 
procedure; offer our own options, which were found to be 
optimal in our hands; and provide the protocol suitable for 
S2 cells. We  validate our results by showing with a model 
locus that efficient chromatin digestion and ligation occurs at 
an acceptable level, making it possible to distinguish the products 
of target ligation from the background of uncleaved DNA. 
Our procedure demonstrated its efficiency not only with cultured 
cells, but also with living objects, namely, − Drosophila larvae 
(Shidlovskii et  al., 2021). Our work contributes to the 
understanding of the basic steps of the 3C procedure.

CELLS FIXATION, FA INACTIVATION, 
AND STORAGE OF NUCLEI

Several modes of cells fixation with FA and FA inactivation 
with glycine have been proposed in the literature for the 3C 
procedure. The amount of FA used for fixation varies from 1 
to 3%, while the amount of glycine used for inactivation of 
FA can be  classically 0.125 M (Dekker et  al., 2002; Tolhuis 
et  al., 2002), equimolar or in excess to FA (Comet et  al., 
2011; Sexton et  al., 2012). In turn, the FA concentration is 

influenced by the composition of the buffer in which fixation 
takes place. For example, the buffer used to isolate and fix 
the nuclei should not include Tris because Tris contains reactive 
amines, which cross-link FA to Tris, leaving less FA to fix 
DNA and proteins (Louwers et  al., 2009), although original 
Dekker’s protocol for yeast cells utilizes Tris. In the case of 
mammalian cells, it was originally proposed to add FA directly 
into DMEM supplemented with 10% FCS (Tolhuis et al., 2002), 
and DMEM contains many amino acids with reactive amines 
that bind FA, as Tris does. Therefore, cells were fixed in 1X 
PBS at room temperature (RT) in our experiments. For fixation, 
a 2X formulation of PBS was mixed in equal proportions with 
an aqueous solution of FA of a necessary concentration. 
Alternative fixation buffers (15 mM HEPES-KOH pH 7.6, 60 mM 
KCl, 15 mM NaCl, 4 mM MgCl2, 0.1% Triton X-100, 0.5 mM 
DTT, and protease inhibitor cocktail) can be  used as well 
(Comet et  al., 2011; Sexton et  al., 2012).

The first thing we observed was that DNA from cells fixed with 
2% FA for 10 min was poorly isolated by phenol/chloroform (Ph/
Chl) extraction immediately after fixation (FA was inactivated with 
equimolar glycine concentration; e.g., Supplementary Figure S4D, lane 
16). Attempts at cross-links reversion of such DNA (overnight incubation 
at 50°C; Supplementary Figure S4B, lane 8) or at keeping such cells 
after fixation at −20°C overnight (Supplementary Figure S4H) 
unexpectedly aggravated the situation: DNA was not isolated by Ph/
Chl extraction at all. Moreover, after keeping such cells at −20°C for 
2 weeks, the DNA seemed to be fixed very firmly and was not isolated, 
even in much more severe isolation conditions using a protocol for 
FA fixed tissues (Supplementary Figure S4I; Campos and Gilbert, 
2012). It was concluded that cells treated for 10 min with 2% FA were 
almost over-fixed and their DNA could not be  isolated after further 
incubation or storage at −20°C. After fixation at other concentrations 
of FA (0.5–1.5% FA) for 10 min, DNA could be  successfully isolated 
(FA was inactivated with equimolar glycine concentration; 
Supplementary Figure S4B, lanes 5–7; Supplementary Figure S4F, 
lanes 5, 6). Thus, we  have established 1.5% as an upper limit for the 
concentration of FA at which DNA is not fixed too firmly in 10 min.

These results suggest that the storage of cells fixed with 
FA may be detrimental. We assume that cell fixation continues 
until the cells are completely frozen at −20°C, especially when 
glycine is used in a strong molar deficiency (0.125 M). We 
recommend to avoid storing the fixed material (or flash freezing 
using liquid nitrogen) and to immediately proceed to cell lysis 
after washing fixed cells.

The 0.125 M glycine concentration was taken for 3C protocols 
from ChIP protocols (Orlando et  al., 1997) in which this 
concentration is the standard (Kim and Dekker, 2018a,b). As 
it was previously pointed out, quenching is not likely to 
be complete in the presence of 0.125 M glycine because glycine 
is not in excess over FA (Splinter et  al., 2012). Over-fixation 
of the material, in this case, may therefore occur during freezing 
at −20°C or even thawing of cells. If inactivation was done 
with 0.125 M glycine to favor reproducibility between 
experiments, it was recommend immediately to proceed to 
the next step after quenching (Splinter et  al., 2012).

Thus, we  also do not recommend inactivating FA with 
glycine in a strong molar deficiency (0.125 M) and storing 
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nuclei inactivated in this way at −20°C. Instead, we recommend 
using glycine in an equimolar amount or in slight excess to 
FA (Comet et  al., 2011; Sexton et  al., 2012), keeping in mind 
two reactive groups of FA vs. one group of glycine. Thus, 
we  used glycine at 666 (equimolar) and 800 (slight excess) 
mm for 1% of FA (Supplementary Table S1).

Empirically, we  chose 10 min to fix cells properly. Shorter 
incubation times will result in lower detection signals of 
chromatin interactions, whereas longer incubation times will 
cause too many DNA-protein cross-links, resulting in a reduced 
digestion efficiency (van Berkum and Dekker, 2009). We observed 
that 25-min fixation leads to cell over-fixation. Over-fixed cells 
withstand digestion with Proteinase K (PrK) in the presence 
of 1% SDS, and DNA from such cells is not extracted with Ph/Chl.

We found that glycine used in a slight (about 20%) excess 
to FA does not change the PCR signal. A larger excess of 
glycine (for example, 800 mM glycine vs. 333 mM FA) leads 
to the formation of a sticky pellet that does not go down 
along the wall of the tube. The signal intensity of such samples 
in PCR is usually 3–4 times lower than in the case of equimolar 
inactivation of FA with glycine.

It was proposed to incubate cells on ice for 15 min after 
5-min quenching with glycine at RT in order to stop the 
cross-linking completely (van Berkum and Dekker, 2009). The 
same processing step was included in the in situ protocol (Rao 
et  al., 2014). We  combined the stage of complete cessation of 
cross-links on ice with the stage of cell lysis in our procedure 
(see “Cell Lysis”).

CELL LYSIS

The composition of the cell lysis buffer was the next important 
issue that we  investigated. The 3С literature describes several 
fundamentally different compositions of lysis buffers. The two 
main buffers that are currently in use are a hypotonic buffer 
with a low concentration of a non-ionic detergent (10 mM 
Tris-HCl pH 8.0, 10 mM NaCl, and 0.2% NP-40), which is a 
classical buffer and was first introduced in the work (Tolhuis 
et al., 2002), and an isotonic buffer with a higher concentration 
of non-ionic detergents (50 mM Tris-HCl, pH 7.5, 150 mM 
NaCl, 0.5% NP-40, 1% Triton X-100, and 5 mM EDTA), which 
was first introduced in the works (Splinter et  al., 2012; van 
de Werken et al., 2012). The first buffer inherited the detergent 
content from the pioneering work by Cullen et  al. (1993). The 
second buffer was proposed as an alternative to the first one, 
contains an increased amount of non-ionic detergents, and is 
designed to ensure effective cell lysis and easy release of nuclei 
without the use of a Dounce homogenizer (Splinter et  al., 
2012). Several alternative lysis buffers have also been proposed 
in the literature. Examples include a hypotonic buffer that 
contains Mg2+, is completely devoid of detergents (10 mM Tris-
HCl, pH 7.5, 10 mM NaCl, 5 mM MgCl2, and 0.1 mM EGTA), 
and requires the use of a Dounce homogenizer (Hagège et  al., 
2007), and a medium salt buffer that contains Mg2+ and has 
a low content of non-ionic detergent (15 mM HEPES-KOH 
pH 7.6, 60 mM KCl, 15 mM NaCl, 4 mM MgCl2, 0.1% Triton 

X-100, and 0.5 mM DTT; Comet et  al., 2011), in which the 
Na+ and K+ concentrations were taken from the work 
(Cullen  et  al., 1993).

After reviewing the variety of existing lysis buffers, we decided 
to test the contributions of individual components of the lysis 
buffer and composed 11 buffers, which differed in major 
component composition (Table  2).

Of these, buffers 1, 2, 3, 9, 10, and 11 appeared to provide 
the best results in terms of maintaining DNA integrity and 
were further tested under more variable chromatin treatment 
conditions. The results of a representative experiment are shown 
in Figure  2. The composition of the lysis buffer affects the 
integrity of the resulting DNA under different regimens of 
chromatin treatment (Figures  2A–C). When nuclei were 
subsequently treated with SDS at 65°C, lysis buffers with NP-40 
were more preferable. DNA obtained after lysis in hypo- or 
isotonic conditions without NP-40 was poorer quality than 
after lysis in the same buffers, but with NP-40 (Figure  2A). 
When nuclei were subsequently processed with SDS at 37°C, 
a hypotonic lysis buffer with a maximum content of NP-40 
was the only lysis buffer that stabilized DNA during lysis and 
ensured the absence of its degradation (Figure  2B).

Thus, a combination of hypotonic conditions of the classical 
buffer of Tolhuis et al. (2002) (10 mM Tris-HCl pH 8.0, 10 mM 
NaCl, and 0.2% NP-40) and the amount of detergents proposed 
by Splinter et  al. (2012), van de Werken et  al. (2012) (50 mM 
Tris-HCl pH 7.5, 150 mM NaCl, 5 mM EDTA, 0.5% NP-40, 
and 1% Triton X-100) makes it possible to preserve DNA 
integrity under different regimens of chromatin treatment. 
We  additionally removed EDTA from the buffer since the 
presence of EDTA in the lysis buffer is incompatible with the 
presence of Mg2+ ions, while Mg2+ is required for maintaining 
the RNA structure and stabilizing chromatin (Louwers et  al., 
2009) and RNA is an integral architectural component of the 
nucleus, nuclear organelles, and heterochromatin (Caudron-
Herger and Rippe, 2012; Hall and Lawrence, 2016; Ding et  al., 
2019; Michieletto and Gilbert, 2019; Thakur and Henikoff, 
2020). The pH of the buffer was slightly shifted from 7.5 to 
8.0 because pH 8.0 is most often used for DNA buffers. Thus, 
our lysis buffer has the following composition: 50 mM Tris-
HCl, pH 8.0, 10 mM NaCl, 0.5% NP-40, and 1% Triton X-100. 
A similar buffer was used in a very delicate procedure to 
process mouse oocytes and zygotes in single-nucleus Hi-C 
(Flyamer et al., 2017). We believe that nuclei are more complete 
released from the cytoplasm remnants in the presence of a 
higher content of non-ionic detergents in the buffer. Also the 
buffer makes it possible to avoid the harsh impact of a Dounce 
homogenizer, ensuring the intactness of nuclei, while a low 
ionic strength creates hypotonic conditions in which extraction 
of the nucleoplasm is most efficient (Méndez and Stillman, 
2000; Golov et  al., 2015).

It has been reported that a cell lysate should not be  viscous 
since its higher viscosity indicates insufficient cross-linking due 
to use of FA that is too old (van Berkum and Dekker, 2009). 
However, we  never observed viscous lysates, even when cells 
were fixed with 1% FA that was stored at +4°C for several 
months before fixation. According to our observations, viscous 
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lysates rather indicate destruction of nuclei and a release of 
DNA from them, and DNA always appeared to be  degraded 
in such samples (not shown).

NUCLEOPLASM RELEASE AND 
CHROMATIN TREATMENT WITH HEAT

SDS and Triton X-100 treatment of nuclei fixed with FA were 
found to be  necessary for any digestion of chromatin to occur 
(Splinter et  al., 2004). The treatment removes the proteins that 
have not been cross-linked from DNA after fixation and partly 
denatures cross-linked proteins (Naumova et al., 2012). Accordingly, 
two fundamentally different regimens of chromatin processing 
have been proposed for the 3C procedure in the literature. The 
first regimen, at 37°C, was proposed in the original protocol by 
Dekker et  al. (2002) and was developed in the work by Tolhuis 
et al. (2002), who increased the durations of consecutive chromatin 
treatments with SDS and then with Triton X-100 from 10 min 
up to 1 h each. Subsequently, as the dilution protocol in the work 
by Miele et  al. (2006), the step of prolonged incubation of nuclei 
with SDS at 37°C was replaced with a step of short incubation 
with SDS at 65°C. This step was found to be essential for template 
generation (Miele et  al., 2006) and dramatically increased DNA 
accessibility, by opening chromatin (Naumova et  al., 2012), but, 
in fact, exactly how the effect of the step is achieved was not 
demonstrated in either of these two works. Actually, the step 
was properly studied in a field of plant biology and incubation 
at 65°C in the presence of SDS was shown to be  necessary for 
inactivating endogenous nucleases (Louwers et  al., 2009). The 
authors found that a nucleosome pattern was obtained when 
maize nuclei were permeabilized at 37°C with SDS regardless 
whether RE was added or not, indicating DNA degradation. 
However, DNA was still intact when isolated from an aliquot 
taken before the SDS incubation. The authors concluded that 
degradation occurred during incubation of nuclei with SDS at 
37°C. Degradation was completely prevented when plant nuclei 
were first incubated at 65°C for 60 min before adding SDS 
(Louwers  et  al., 2009).

We also studied the effect of this step and found that heating 
chromatin at 65°C results in a some extent of DNA preservation 
during subsequent isolation (Figure  2D). This is supported by 

predominant DNA degradation that was observed after processing 
chromatin with SDS at 37°C (Figure  2B)and eradicated by 
chromatin treatment at 65°C (Figure  2A). The results indicate 
that DNA degradation in S2 cells can also be  due to the 
presence of endogenous nucleases, as it was previously described 
for plants (Louwers et  al., 2009), while the enzymes are at 
least partly inactivated at 65°C.

As follows from Figure 2A, lysis under hypotonic conditions 
appears to be  more efficient in terms of maintaining DNA 
integrity since the nucleoplasm, containing different nucleases 
with DNase I  activity (Yang, 2011), is efficiently released 
in these conditions (Méndez and Stillman, 2000; Golov et al., 
2015). We assume that a structural disruption of fixed nuclei 
may precede DNA degradation and is due to long-term 
treatment at 65°C in the presence of SDS. Therefore, after 
performing lysis in isotonic conditions, we  titrated the 
duration of exposing nuclei to heat at 65°C and found that 
incubation of fixed nuclei for more than 40 min results in 
DNA degradation, presumably indicating disintegration of 
the nuclei and a release of nucleases (Figure  2E). 
We concluded that heating nuclei at 65°C should not exceed 
40 min in case of S2 cells.

Thus, these data suggest that, on the one hand, heat treatment 
of fixed nuclei in the presence of SDS at 65°C partly reverses 
the cross-links and inactivates the remaining nucleases of a 
cytoplasmic origin and, in part, nuclear nucleases. On the 
other hand, the treatment leads to disintegration of the fixed 
nuclei and the release of residual nuclear nucleases, causing 
subsequent DNA degradation (see also the section Reversion 
of Cross-links and Isolation of the 3C Library section). From 
this point on, we  used a hypotonic lysis buffer.

The effect of DNA degradation depending on the time of 
incubation at 65°C (Figure  2E) was unexpected but fits into 
the standard 3C protocol schemes. The time of chromatin 
processing at 65°C usually does not exceed 5–10 min in different 
types of 3C protocols (Miele et  al., 2006; Kalhor et  al., 2012; 
Rao et  al., 2014). The results of the experiment (Figure  2E) 
imply that a brief chromatin treatment at 65°C already damage 
nuclei. This damage might partly release genomic DNA into 
solution. To study this issue, we  analyzed 10 independent 
samples wherein chromatin was heated for 10 min at 65°C in 
the presence of 0.3% SDS. After heating, the samples were 

TABLE 2 | The lysis buffers studied.

Buffer
50 mM Tris-
HCl, pH 8.0

10 mM Tris-
HCl, pH 8.0

150 mM NaCl 10 mM NaCl 0.5% NP-40 0.2% NP-40
1% Triton 

X-100
5 mM MgCl2 0.1 mM EGTA

1 + + +
2 + + + +
3 + + + +
4 + + + +
5 + + +
6 + +
7 + + +
8 + + + +
9 + + +
10 + + + +
11 + + + +
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divided into the supernatant and pellet fractions and the 
supernatant fractions were analyzed. Release of the genomic 
DNA from nuclei into the supernatant (as well as a release 
of processed ribosomal RNA) was clearly detectable in 8 out 

of 10 samples after nuclei were heated at 65°C for 10 min, 
apparently indicating damage to the fixed nuclei (Figure  3A).

To exclude that the nuclei were damaged at the previous 
stage of the procedure, we  carried out the same experiment 

A B

D E

C

FIGURE 2 | Cell lysis buffer composition and temperature regimens of chromatin treatment affect DNA integrity. (A-C) Effect of the lysis buffer composition on the 
integrity of the resulting DNA. 10 mg (~12 mln of cells) of S2 cells was fixed with 1% FA in 1X PBS at RT for 10 min, quenched equimolar with glycine for 5 min at RT, 
washed twice with 1X ice-cold PBS, and then resuspended in ice-cold lysis buffers #1, 2, 3, 9, 10, and 11 according to Table 2. Lane 1 – Buffer #1; Lane 2, #2; 
Lane 3, #3; Lane 4, #9; Lane 5, #10; and Lane 6, #11. Cells were incubated in different lysis buffers on ice for 15 min and were then washed once with ice-cold 1X 
PBS and resuspended in 1X RB for DpnII (50 mM Bis-Tris-HCl, 100 mM NaCl, 10 mM MgCl2, 1 mM DTT, and pH 6.0 at 25°C). Then, SDS was added up to 0.1% 
 (A,B) and the nuclei were treated with heat at 65°C for 10 min + 37°C for 50 min (A) or at 37°C for 1 h (B) and then Triton X-100 was added up to 1.8% (A,B) and 
the nuclei were incubated at 37°C for 1 h (A,B). Thereafter, 500 μl of EB (50 mM Tris-HCl pH 8.0, 50 mM NaCl, and 1% SDS; Hug et al., 2017) containing 30 mM 
EDTA and 0.2 mg/ml PrK was added. The cross-links were reversed in EB at 65°C overnight (O/N) and the DNA was extracted with Ph/Chl and subsequently with 
Chl only, precipitated with 3 V of 96% ethanol, 0.3 M NaOAc pH 5.2, and 100 μg of glycogen, washed with 70% ethanol three times, dissolved in 25 μl of 10 mM 
Tris-HCl pH 8.0, and treated with 0.2–0.4 mg/ml of bovine RNase A for 30 min at RT. The amount of DNA subjected to electrophoresis was 1 μl. For (C), the cells 
were treated in the same way as for A and B, but the step of chromatin heat treatment in the presence of SDS and Triton X-100 was omitted and instead, 
immediately after resuspension of nuclei in 1X RB, 500 μl of EB was added, supplemented with the same amount of SDS and Triton X-100 as for A and B. The 
reversion of cross-links and DNA extraction was performed in the same way. One of the three replicate experiments is shown. (D) Chromatin heat treatment at 65°C 
results in some DNA preservation during subsequent isolation. Сells were fixed, quenched, washed after quenching with 1X PBS as in A-C, and lysed in isotonic 
lysis buffer #3 (see Table 2; Tolhuis et al., 2002; lanes 1, 2) or in hypotonic lysis buffer #10 (Splinter et al., 2012; van de Werken et al., 2012; lanes 3, 4). Cells were 
incubated in lysis buffers on ice for 15 min and then nuclei were centrifuged, supernatant was discarded, nuclei were resuspended in 1X RB, SDS was added up to 
0.3%, and nuclei were incubated at 65°C for 10 min (lanes 2, 4) or left untreated (lanes 1, 3). Thereafter, 500 μl of EB was added, the cross-links were reversed as in 
A-C, and the DNA was extracted using the GeneJET Genomic DNA purification kit (Thermo), according to the manufacturer’s instructions. (E) DNA degradation 
upon chromatin treatment at 65°C. Сells were fixed, quenched, washed after quenching with 1X PBS as in A-C, and then lysed in isotonic lysis buffer #3 (see 
Table 2). Cells were incubated in lysis buffer on ice for 15 min and then nuclei were washed once with 1X ice-cold PBS, resuspended in 1X RB for DpnII, and then 
SDS was added up to 0.1%. Then, nuclei were treated with heat at 65°C for 10, 20, 30, 40, 50, 60, and 90 min in the presence of 0.1% SDS. After that, the nuclei 
were incubated for up to 1 h at 37°C for 50, 40, 30, 20, and 10 min (lanes 1–6, respectively). Then, Triton X-100 was added up to 1.8% and the nuclei were 
incubated at 37°C for 1 h. In the case of lane 7, after incubation in 0.1% SDS at 65°C for 90 min, Triton X-100 was added immediately up to 1.8% and nuclei were 
incubated at 37°C for 1 h. After incubation with SDS/Triton X-100500 μl of EB was added to all samples, the cross-links were reversed and the DNA was extracted, 
precipitated, dissolved, and treated with bovine RNase A and subjected to electrophoresis as in A-C. One of the three replicate experiments is shown.
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at the cell lysis stage. Analysis of the supernatant after cell 
lysis showed that only rRNA and low-molecular-weight RNA 
came out into solution during cell lysis and that there was 
no release of genomic DNA into solution (Figure  3B).

Thus, even a short incubation at 65°C apparently leads to 
damage to nuclear structures and a partial release of genomic 
DNA from nuclei into solution.

In order to understand which particular processing regimens 
of nuclei are the most harmful for nuclear integrity, we studied 
the release of DNA and rRNA into solution at different 
concentrations of SDS upon treatment of nuclei at 65°C for 
10 and 5 min, as well as at 37°C for 10 min and 1 h. We  found 
that, at 0.1% SDS, all processing regimens were apparently 
benign for nuclei and the release of DNA and RNA into 
solution was minimal (Figure  4, upper row of panels, from 
left to right). At 0.3% SDS, regimens with 65°C for 5 min, 
37°C for 10 min, and 37°C for 1 h appeared to be  equivalent 
in terms of maintaining nuclear integrity and provided minimal 
DNA release, but treatment at 65°C for 10 min provoked a 
noticeable DNA release in one replicate (Figure  4, middle row 
of panels, from left to right). Besides, a more pronounced 
release of low-molecular-weight RNA from nuclei was observed 
at 0.3% SDS compared with 0.1% SDS. At 0.5% SDS, treatment 
at 65°C for 10 min provoked a noticeable DNA release in both 
replicates and a more pronounced DNA release was observed 

with all other regimens (Figure  4, bottom row of panels, from 
left to right). Besides, a huge amount of low-molecular-weight 
RNA and an appreciable amount high-molecular-weight RNA 
were released from nuclei into solution in the presence of 
0.5% SDS.

We concluded that 0.3% is the maximum possible SDS 
concentration that does not cause nuclear damage. At this 
SDS concentration, it is possible to process nuclei at 65°C for 
5 min to inactivate the residual nuclease activity without 
significantly compromising their integrity. Pronounced 
solubilization of histones from the nuclear fraction into the 
solution was also observed at this concentration (Gavrilov, 
2016). However, the 0.1% SDS concentration appears to be  the 
most sparing and makes it possible to preserve the maximum 
amount of nuclear RNA.

A scenario is also likely that the treatment of nuclei with 
heat and SDS does not cause partial damage to all nuclei, but 
rather a complete disintegration of some of the nuclei occurs. 
However, our observations testify against this scenario; i.e., 
we  did not observe any decrease in the mass of the nuclear 
pellet even when nuclei were treated at 65°C for 10 min in 
the presence of 0.5% SDS. We  noticed that the higher SDS 
concentration, the more transparent was the pellet of nuclear. 
When nuclei were treated with 0.1% SDS, the pellet of S2 
nuclei was light gray. When nuclei were treated with 0.5% 

A B

FIGURE 3 | DNA and RNA release from nuclei upon their treatment with heat in the presence of SDS. (A) Chromatin treatment at 65°C causes DNA release from 
nuclei. Сells were fixed, quenched, and washed after quenching with 1X PBS as in Figures 2A–C and then lysed in hypotonic lysis buffer #11 (see Table 1), 
incubated on ice for 15 min, washed once with ice-cold 1X PBS, and resuspended in 1X RB for DpnII. Then, SDS was added up to 0.3% and the nuclei were 
treated with heat at 65°C for 10 min + 37°C for 50 min. After that, Triton X-100 was added up to 1.8% and the nuclei were incubated at 37°C for 1 h. Thereafter, the 
samples were separated into the supernatant (100 μl) and the pellet and 500 μl of EB was added to the supernatant fractions (lanes 1–10, 10 replicates of the 
experiment). Then, the cross-links were reversed and the DNA was extracted, precipitated, dissolved, and treated with bovine RNase A (lower panel) as in 
Figures 2A–C or left untreated (upper panel). The amount of the DNA subjected to electrophoresis was 2 μl. gDNA – genomic DNA, rRNA – processed high-
molecular-weight RNA, and RNA – low-molecular-weight RNA (tRNA + degraded mRNA). (B) The content of nucleic acids in the supernatant after the stage of cell 
lysis. Сells were lysed on ice as in A and the samples were separated into the supernatant containing cytoplasm (100 μl) and the pellet fractions. EB was added to 
the supernatant fractions as in A. Then, the cross-links were reversed and the DNA was extracted, precipitated, dissolved, and treated with bovine RNase A (lower 
panel) or left untreated (upper panel) and subjected to electrophoresis as in Figures 2A–C. All other designations are as in A.
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SDS, the pellet became “glassy” and difficult to work with at 
subsequent stages. A nuclear pellet obtained after treatment 
with 0.3% SDS had an intermediate transparency. We  also 
noticed that cell nuclei acquire the same “glassy” appearance 
when the RE is inactivated after the restriction reaction in 
the presence of 1.3–1.6% SDS in the dilution protocol.

In addition, we  found that not only high-molecular-weight 
DNA was detectable in solution after RNase treatment of the 
supernatant fractions, but also a significant amount of DNA 
molecules of different lengths (a DNA smear from more than 
10,000 to 100 bp; Figure  4, middle row of panels, from top 
to bottom). The severity of chromatin treatment correlated 
with the intensity of the smear, which was minimal in the 
case of the regimen of 37°C for 10 min. The finding, together 
with the intactness of the high-molecular-weight DNA band, 
indicates that this fraction is a result of the processing of 
nuclei with SDS, rather than DNA degradation in the process 
of DNA isolation/cross-links reversion. We do not know about 
the nature of this DNA fraction, but it is possible that this 

DNA may contribute to the elevated frequency of spurious 
contacts due to random ligation in dilute solution and might 
represent a source of experimental noise as described in Rao 
et  al. (2014), Nagano et  al. (2015b), Downes et  al. (2021). 
Our data agree with the observations by Downes et  al. (2021), 
who showed by separating the in situ 3C sample into intact 
nuclei and soluble DNA that ~25% of in situ 3C libraries 
come from disrupted nuclei.

Thus, taken together, the results suggest that the longer the 
incubation of nuclei at a higher temperature and the greater 
the SDS concentration used to extract nuclear proteins, the 
more genomic DNA and RNA passed into the supernatant 
fraction, indicating progressive damage to the nuclear structure 
with the increase in temperature and SDS concentration. 
Incubation at 37°C provides milder conditions of chromatin 
treatment. On the other hand, heat treatment of nuclei at 
65°C is necessary to inactivate nucleases and may be  useful 
for better DNA preservation at subsequent stages. However, 
the duration of chromatin treatment with heat, as well as the 

FIGURE 4 | DNA and RNA release from nuclei at different SDS concentrations and under different nuclei treatment regimens. Сells were fixed, quenched, washed 
after quenching with 1X PBS as in Figures 2A–C, and then lysed in hypotonic lysis buffer #11 (see Table 2). Cells were incubated on ice for 15 min and nuclei were 
washed once with the lysis buffer and then resuspended in water supplemented with the appropriate amount of SDS (0.1, 0.3, or 0.5%). Then, the nuclei were 
treated with heat in the following conditions: 65°C for 10 min (lanes 1, 2), 65°C for 5 min (lanes 3, 4), 37°C for 10 min (lanes 5, 6), and 37°C for 1 h (lanes 7, 8). Triton 
X-100 was added up to 1.8% and nuclei were incubated at 37°C for 15 min. Thereafter, the samples were separated into the supernatant (250 μl) and the pellet and 
500 μl of EB was added to the supernatant fractions. Then, the cross-links were reversed at 56°C O/N and DNA was extracted, precipitated, dissolved, and treated 
with bovine RNase A (middle row of panels from top to bottom) as in Figures 2A–C or left untreated (left row of panels from top to bottom). The pellet fractions 
(right row of panels from top to bottom) were processed further as follows: Nuclei were washed with 1X RB for DpnII buffer and incubated in 1X RB at 37°C for 1 h 
with agitation (restriction reaction imitation). After that, nuclei were washed with 1X T4 DNA ligase buffer (50 mM Tris-HCl pH рН7.5, 10 mM MgCl2, 1 mM ATP, and 
10 mM DTT) three times and incubated at 16°C for 30 min and at 22°C for 30 min in 1X T4 DNA ligase buffer (ligation reaction imitation). Then, 500 μl of EB was 
added and the pellet fractions were processed as for the supernatant fractions. The amount of the DNA subjected to electrophoresis was 2 μl for supernatant 
fractions and 1 μl for pellet fractions. Upper row of pictures from left to right – treatment with 0.1% SDS; middle row of pictures – 0.3% SDS; and the bottom row of 
pictures – 0.5% SDS. All other designations were as in Figure 3A. Two replicates of each experimental condition were carried out. The exposure time for all gels is 
the same.
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SDS concentration, must be kept as low as possible to preserve 
the integrity of nuclei.

RESTRICTION OF DNA IN NUCLEI

In this part, we  studied RE digestion of chromatin in nuclei. 
Protein complexes cross-linked to DNA may block restriction 
sites and reduce the efficiency of restriction digestion (Naumova 
et  al., 2012). In turn, the efficiency of protein complex cross-
linking can be influenced by the amount of FA used for fixation. 
Besides, the SDS/Triton X-100 ratio in the restriction reaction 
mixture, the duration of digestion and concentration of RE, 
and the conditions of chromatin treatment before chromatin 
digestion may exert an effect on the digestion efficiency. It 
was proposed to optimize the digestion efficiency by varying 
the SDS/Triton X-100 amounts before digestion, increasing 
Triton X-100 upon restriction digestion, and lowering the FA 
concentration (Hagège et  al., 2007; Stadhouders et  al., 2013). 
Since we  selected the conditions for washing of nuclei from 
SDS/Triton X-100 (Supplementary Figure S1C), we  therefore 
focused on the influence of chromatin treatment conditions 
and FA concentration on the restriction digestion efficiency.

First, to understand how the chromatin processing conditions 
affect the efficiency of DNA digestion in nuclei, we  processed 
nuclei with SDS in two regimens, at 65 and 37°C, and then 
sequestrated SDS with Triton X-100. The DNA restriction 
pattern was not found to change depending on the temperature 
and duration of chromatin treatment (Figures 5A–D). Instead, 
unexpectedly, we  observed more efficient ligation (denser and 
sharper at the top of the smear after DNA ligation) when 
chromatin was processed with SDS at 37°C (Figure 5, compare 
panels A and B with C and D).

Thus, more stringent conditions of chromatin treatment do 
not result in more efficient digestion of chromatin with RE 
but may instead influence the ligation efficiency.

Next, we  investigated how the FA concentration affects the 
efficiency of chromatin digestion in nuclei. The formation of 
DNA fragments of higher molecular weights (MWs) is indicative 
of incomplete fragmentation of chromatin after its restriction 
digestion with a 4-bp cutter in nuclei (Figures  5A–D). This 
pattern corresponds to the pattern of DNA digested in solution 
with a 6-bp cutter (Figure  5E) rather than of DNA digested 
in solution with a 4-bp cutter (Figure 5E). Hence, we concluded 
that chromatin was not fully digested in nuclei. There are 
indications that the FA concentration may be  directly related 
to the efficiency of chromatin digestion (Splinter et  al., 2004; 
Dekker, 2007; Comet et  al., 2011; van de Werken et  al., 2012). 
The 1% FA concentration, which we  used in experiments 
illustrated in Figures  5A–D, might be  too high for efficient 
digestion. Therefore, we  lowered the FA concentration to 0.5% 
and observed much more efficient digestion of cross-linked 
chromatin with DpnII (Figure  5F). The restriction pattern 
obtained at 0.5% FA was more similar to that observed after 
restriction in solution (Figure  5E) and did not shift down 
with a decrease in the FA concentration to 0.25% or even to 
0.1% (Figure  5F).

Moreover, we noticed that the results related to chromatin 
accessibility to a RE may depend on the FA source. For example, 
a 1% FA solution prepared from PFA powder provides a higher 
fixation strength than a similar solution prepared from a 37% 
ready-to-use commercial solution. We estimate that 0.5% FA 
made from PFA and 1% FA made from a 37% commercial 
solution show comparable fixation efficiencies.

Other important issues are the duration of digestion and 
the RE concentration in the restriction reaction. The most 
common incubation time with a RE is 12–16 h (overnight 
incubation; Louwers et  al., 2009; Nagano et  al., 2013, 2015b, 
2017; Flyamer et  al., 2017). Digestion for 2–4 h was also 
suggested (Rao et  al., 2014; Golov et  al., 2020; Vermeulen 
et  al., 2020; Ulianov et  al., 2021). We  determined that desired 
result is achieved within 3 h, although overnight incubation is 
convenient (Figure  5F). Regarding the RE concentration in 
the restriction reaction, a concentration of 2 U/μl is sufficient 
for efficient digestion of chromatin, in the case of using 10 mg 
of starting material as described in Figures  2A–C. The DpnII 
concentration we used was slightly higher than in recent works 
(0.66–1.66 U/μl; Golov et  al., 2020; Vermeulen et  al., 2020; 
Ulianov et  al., 2021) and more similar to that used to digest 
yeast chromatin (2.07 U/μl; Schalbetter et  al., 2019).

Thus, our data suggest that the efficiency of chromatin digestion 
depends mostly on the cross-linking agent concentration and is 
independent of the conditions of SDS/Triton X-100 chromatin 
treatment before digestion or the digestion time. Cells fixation 
with 0.5% FA for 10 min is sufficient for efficient digestion of 
chromatin with DpnII for 3 h at a concentration of RE of 2 U/μl.

LIGATION OF DNA IN NUCLEI

Before studying the peculiarities of ligation in nuclei, we checked 
how exactly T4 DNA ligase concentration affects the ligation 
efficiency. Activities of T4 DNA ligases were investigated in 
solution using genomic DNA cut with DpnII. The DNA ligation 
pattern in solution was not found to vary when T4 DNA 
ligase was used at 1, 5, or 10 U per reaction (Figure  6A). 
However, highly concentrated T4 DNA ligase (10 U/μl) is 
convenient to use since it prevents large amounts of glycerol 
from entering the reaction.

The pattern obtained after DNA digestion and ligation 
in solution (Figure  5E) differed from ligation patterns 
obtained after chromatin ligation in nuclei (Figures 5A–D,F). 
We assumed that DNA incubation at 16°C for 30 min followed 
by 22°C for 30 min (Figures  5A–D,F) may be  insufficient 
for efficient ligation of cross-linked chromatin in nuclei. 
We  therefore performed the experiments where non-cross-
linked chromatin was ligated using the same incubation 
time (1 h) or cross-linked chromatin was ligated for incubation 
time extended from 1 h to overnight. It was observed that 
uncross-linked chromatin was more readily ligated in nuclei 
than cross-linked chromatin within 1 h (compare lane 3  in 
Figures 5A–D,F and lane 3  in Figure 6B). The prolongation 
of the ligation time for cross-linked chromatin from 1 h to 
overnight had a positive effect on the ligation pattern (made 
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FIGURE 5 | Restriction digestion of DNA in nuclei and in solution. (A–D) Endonuclease digestion of the chromatin in nuclei after different regimens of chromatin 
treatment. Сells were fixed, quenched, washed after quenching with 1X PBS as in Figures 2A–C and then lysed, incubated in lysis buffer, and washed as in 
Supplementary Figure S1A. Then, nuclei were resuspended in autoclaved water supplemented with 0.3% SDS and were treated with the SDS and subsequently 
with Triton X-100 (1.8% final) in the following conditions, as indicated in the figure: (A) 65°C for 10 min with SDS + 37°C for 15 min with SDS/Triton X-100; (B) 65°C 
for 5 min with SDS + 37°C for 15 min with SDS/Triton X-100; (C) 37°C for 10 min with SDS + 37°C for 15 min with SDS/Triton X-100; and (D) 37°C for 1 h with 
SDS + 37°C for 1 h with SDS/Triton X-100. Then, nuclei were centrifuged, supernatant containing SDS/Triton-X100 was removed and nuclei were washed three 
times with 1X RB (DpnII buffer), and then resuspended in 1X RB and incubated with 2 U/μl of DpnII for 3 h at 37°C with agitation. Then, nuclei were washed three 
times with 1X T4 DNA ligase buffer, resuspended in 1X T4 DNA ligase buffer, and incubated with 0.25 U/μl of T4 DNA ligase (Sibenzyme) for 30 min at 16°C and for 
30 min at 22°C with agitation. Aliquots of 1/10 of the sample volume were taken after chromatin treatment with SDS/Triton X-100, followed by washing of the nuclei 
with 1X RB (Lane 1 – undigested chromatin, chromatin integrity control before RE digestion, control #1) and, after restriction reaction, followed by washing with 1X 
T4 DNA ligase buffer (Lane 2 – digested chromatin, chromatin restriction control after RE digestion, control #2). The volume of samples was adjusted, with 1X T4 
DNA ligase buffer, to 250 μl and PrK, SDS and EDTA were added, as in Supplementary Figure S1A, to the control #1, control #2, and ligation (lane 3) and control 
#3 (lane 4 – a control of DNA integrity throughout all stages of the procedure – sample that went through the entire procedure without addition of RE and T4 DNA 
ligase). Cross-links were reversed as in Supplementary Figure S1A and the DNA was extracted, precipitated as in Figures 2A–C, dissolved in 25 μl for control #1  

(continued)
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the shmear to shift up; compare lane 3  in Figures  5A–D,F 
and lane 3  in Figure  6C).

Thus, cross-linking apparently imposes certain spatial 
restrictions on the rate of chromatin ligation in nuclei and 
these can be  overcome by a longer ligation duration.

Since SDS dramatically reduces the ligation efficiency (Louwers 
et  al., 2009), chromatin ligation is usually performed in the 3C 
procedure after strong dilution of the restriction reaction mixture 
containing a high amount of SDS sequestered with Triton X-100. 
In this case, T4 DNA ligase is added to a buffer containing SDS 
diluted to 0.1% and sequestered with 1% of Triton X-100 (Dekker 
et  al., 2002; Tolhuis et  al., 2002; Lieberman-Aiden et  al., 2009; 
Comet et  al., 2011; Stadhouders et  al., 2013; Vermeulen et  al., 
2020). However, as in the case of restriction digestion, the ligation 
reaction in the presence of 0.1% SDS and 1% Triton X-100 may 
be far from optimal. Therefore, we investigated the issue of whether 
the presence of 0.1% SDS and 1% Triton X-100  in the ligation 
reaction affects the efficiency of ligation in nuclei. We  found that 
0.1% SDS present in the reaction mixture alone, or surprisingly, 
in combination with 1% Triton X-100 (fresh stock and fresh 
working solution were prepared) negatively affects the ligation 
efficiency, whereas 1% Triton X-100 alone does not affect the 
ligation pattern (Figure  6D).

Thus, the washing of nuclei with the 1X T4 DNA ligase 
buffer after restriction digestion as proposed by Flyamer et  al. 
(2017), Golov et  al. (2020) helps to ensure efficient ligation 
by washing out SDS.

When the ligation reaction is carried out in the presence 
of 0.1% SDS and 1% Triton X-100, then complete sequestration 
of SDS by Triton X-100 is an important factor, since trace 
amounts of SDS will inhibit T4 DNA ligase. It was proposed 
to prepare a new Triton X-100 working solution every 1–2 months, 
since an old Triton X-100 solution has a notable negative 
effect on the digestion efficiency, probably due to inefficient 
sequestration of SDS with Triton X-100 decayed by light 
(Louwers et  al., 2009). We  did not observe any difference 
between a freshly prepared stock solution (20%) and an old 
one, which was kept protected from light at +4°C for at least 
1 year (not shown). T4 DNA ligase worked inefficiently in 
nuclei in the presence of SDS regardless of whether the new 

(Figure  6D) or old (not shown) Triton X-100 solution was 
used for sequestration.

It was shown that 0.1% SDS in combination with 1% Triton 
X-100 does not reduce the efficiency of DNA ligation in solution 
(plasmid DNA digested with a 6-bp cutter; Gavrilov et al., 2013a). 
However, 0.1% SDS in combination with 1% Triton X-100 does 
affect nuclear ligation (chromatin digested with a 4-bp cutter) 
according to our results. This effect may be  due to the different 
times periods required for completing the reactions. Ligation of 
plasmid DNA fragments in solution takes place within just 10 min 
(Gavrilov et al., 2013a), whereas efficient ligation of fixed chromatin 
in nuclei requires at least several hours of incubation according 
to our results (compare Figure  5F lane 3 and Figure  6C lane 
3). During this long incubation time, T4 DNA ligase is possibly 
inactivated by 0.1% SDS. Besides, 4-bp protruding ends are generally 
less efficiently ligated even in solution as it follows from the 
Figure  6E.

The efficiency of restriction digestion and ligation can 
be determined by performing a PCR spanning a specific genomic 
restriction site (Gavrilov, 2016). In order to quantitatively estimate 
the efficiency of ligation (regeneration of the DpnII site) in our 
conditions, the amount of the intact site (uncut and religated) 
was measured before and after ligation in the RpII locus by 
PCR-stop analysis (Comet et  al., 2011). Loss of the amplicon 
signal after RE treatment is indicative of digestion efficiency (Belton 
et  al., 2012). An increase in amplicon signal after ligation above 
the level of the uncut site indicates a ligation event, suggestion 
regeneration of the intact original restriction site (Gavrilov, 2016).

The experimental design of the system used to estimate the 
digestion and ligation efficiency in the RpII locus is shown in 
Supplementary Figures S2A,B. Before experiments, we  validated 
the presence of a DpnII restriction site at the required position 
of the RpII locus by sequencing (Supplementary Figure S2C) 
and then optimized the Taq-man PCR conditions to achieve 
maximum sensitivity (Supplementary Figure S2D; Supplementary 
Table S2).

To estimate the digestion efficiency, one-third of the sample 
after overnight digestion (10–12 mln of starting nuclei) was 
recommended to take (Louwers et al., 2009), but our experience 
showed that up to half of the digested sample is required to 

FIGURE 5 | and #2, in 20 μl for ligation and in 25 μl for control #3, and then treated with bovine RNase A as in Figures 2A–C. 10 μl of dissolved DNA was 
subjected to electrophoresis for control #1 and #2, as was 1 μl for ligation and control #3. Three replicates of each experimental condition were carried out. 
(E) Patterns of the genomic DNA digestion with 4-bp and 6-bp cutters and ligated in solution. 100 mg of S2 cells was harvested, washed with 1X PBS, and 
resuspended in 1 ml of EB. Cells were incubated at 56°C for 30 min and the DNA was extracted, precipitated (w/o glycogen), washed as in Figures 2A–C, dissolved 
in 150 μl of Tris-HCl pH 7.9, treated with 50 U of RNase I (Thermo) at RT for 30 min, purified using 1.5X AMPure XP beads (see purification of 3C library on magnetic 
beads), and eluted with 150 μl of 10 mM Tris-HCl pH 7.9. 1 μl of the DNA was digested with 10 U of Res, indicated above the picture, in the following buffers: DpnII 
pH 6.0, NEB3 pH 7.9, and BamHI and EcoRI, respectively. After digestion, the REs were heat inactivated and DNA was precipitated, washed with ethanol as in 
Figures 2A–C and subjected to electrophoresis or ligated in solution with 0.05 U/μl of T4 DNA ligase (Sybenzyme) for 30 min at 16°C and 30 min at 22°C with 
agitation, purified using AMPure XP beads (the elution was implemented using 10 mM Tris-HCl pH 7.9 at RT), and then subjected to electrophoresis. Lane 1 – non-
digested DNA; Lane 2 – digested in solution DNA; and Lane 3 – DNA ligated in solution after digestion. One of the three replicated experiments is shown. 
(F) Concentration of the fixing agent below 0.5% improves chromatin digestion. Сells were fixed with different concentrations of FA (indicated above the pictures) in 
1X PBS at RT for 10 min, quenched, washed after quenching with 1X PBS as in Figures 2A–C and then lysed, incubated in lysis buffer, and washed as in 
Supplementary Figure S1A. Then, nuclei were resuspended in autoclaved water supplemented with 0.3% SDS, incubated at 65°C for 5 min and then Triton X-100 
was added up to 1.8% and nuclei were incubated at 37°C for 15 min. Then, nuclei were washed with 1X RB three times and the RE digestion of the chromatin, 
washing of nuclei and DNA ligation in nuclei were carried out as in A–D. Control aliquots were taken as in A–D. The volume of samples was adjusted with 1X T4 
DNA ligase buffer to 250 μl and PrK, SDS, and EDTA were added. The cross-links were reversed as in Supplementary Figure S1A and the DNA was extracted, 
precipitated as in Figures 2A-C, dissolved as in A–D, treated with bovine RNase A as in Figures 2A–C, and subjected to electrophoresis as in A–D. The 
designation of lanes is as in A–D. Two replicates of each experimental condition were carried out.
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use to reliably and conveniently measure the efficiency of 
digestion for 12 mln of starting cells as described in 
Figures  2A–C.

The first thing that we  found was that fixed chromatin 
treated with SDS/Triton X-100 is much more readily digested 
than non-fixed chromatin treated with SDS/Triton X-100  in 
the same way (Figure 7A). We assume that cell fixation preserves 
the nuclear architecture and nuclear pores in particular and 
thereby contributes to a more complete release of histones 
and other nuclear proteins from the nuclei upon their SDS/
Triton X-100 treatment, as it generally anticipated for the 3C 
procedure (Dekker et  al., 2002) and was demonstrated in 

Gavrilov (2016). A possible alternative explanation is that, 
without cross-linking, cells/nuclei are broken during SDS 
treatment (either at 37°C or 65°C),  which leads to aggregation 
of the nuclei (DNA in aggregated nuclei is not digestible by 
REs). Thus, fixed chromatin appears to be  more permissive 
to restriction digestion than non-fixed chromatin.

Second, we  did not find any ligation yield after digestion 
and ligation of non-fixed chromatin; no regeneration of the 
DpnII site occurred in non-fixed chromatin against the 
background of uncut product (compare Figures  7A,F,G). The 
data are consistent with early observations by Dekker et  al. 
(2002) and Gavrilov and Razin (2008), who noted that the 

A

D

B C

FIGURE 6 | DNA ligation in nuclei and in solution. (A) Patterns of the genomic DNA digested with DpnII and ligated in solution with different concentrations of T4 
DNA ligase. Genomic DNA was isolated (lane 1) and cut with DpnII as in Figure 5E. Then, RE was heat inactivated and DNA was purified on AMPure XP beads and 
subjected to electrophoresis (lane 2) or ligated for 1 h as in Figure 5E in a reaction volume of 20 μl using 1 μl of commercially available preparation of T4 DNA ligases 
in the following concentrations: lane 3–5 Weiss U/μl (Thermo, #EL0014), lane 4–1 Weiss U/μl (Sibenzyme, #E320), and lane 5 – high concentrated ligase of 10 Weiss 
U/μl (Sibenzyme, #E330). After ligation, the DNA was again purified using AMPure XP beads and subjected to electrophoresis. One of the three replicate 
experiments is shown. (B) Pattern of ligation of uncross-linked chromatin in 1 h. Сells were left unfixed (0% FA), were washed with 1X PBS at RT, and were lysed, 
incubated in lysis buffer, and washed as in Supplementary Figure S1A. Then, nuclei were treated with SDS and Triton X-100 as in Figure 5F. Nuclei were then 
washed with 1X RB and after that RE digestion of the chromatin and DNA ligation in the nuclei were implemented as in Figures 5A–D. Control aliquots were taken 
as in Figures 5A–D. The volume of samples was adjusted, with 1X T4 DNA ligase buffer, to 250 μl and then PrK, SDS, and EDTA were added to the controls and to 
the ligation and the cross-links were reversed as in Supplementary Figure S1A. After this, DNA was extracted, precipitated as in Figures 2A–C, dissolved as in 
Figures 5A–D, treated with bovine RNase A as in Figures 2A–C, and subjected to electrophoresis as in Figures 5A–D. The designations of lanes are as in A two 
replicates of the experiment were carried out. (C) Pattern of ligation of cross-linked chromatin overnight. The experiment was carried out as in B, except that cells 
were fixed, quenched, washed after quenching with 1X PBS as in Figures 2A–C, and ligation was implemented as in Figures 5A–D (with the exception of heat 
treatment being performed O/N at 16°C). The designations of lanes are as in A. One of the three replicate experiments is shown. (D) Influence of the SDS and Triton 
X-100, and their combined influence, on ligation efficiency. The experiment was carried out as in B, except that the cells were fixed with 0.5% FA in 1X PBS at RT 
for 10 min, quenched, and washed after quenching with 1X PBS as in Figures 2A–C. The ligation was implemented as in Figures 6A–D, except that DNA ligation 
was performed O/N at 16°C under the following conditions: without SDS and without Triton X-100 (first panel); in the presence of 0.1% SDS (second panel); in the 
presence of 1% Triton X-100 (third panel); and in the presence of both 0.1% SDS and 1% Triton X-100 (fourth panel). Then, control aliquots were taken as in 
Figures 6A–D and samples were processed further, as in B. The designation of lanes is as in A. One of the three replicate experiments is shown.
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ligation yield is very low in non-fixed yeast and mammalian 
cells, respectively, not exceeding 5% of the amount of ligation 
in fixed cells. The data agree with later observations by 

Belaghzal  et  al. (2017) that leaving out the cross-linking step 
leads to dramatic loss of detected contacts and the inability 
to reconstruct the chromatin conformation beyond a few kb.

A

D

E F G

B C

FIGURE 7 | Quantification of restriction digestion and ligation efficiency depending on reaction conditions. (A) Cell fixation enables efficient chromatin digestion. 
The experiment with unfixed cells was performed as in Figure 6B, except that ligation O/N was at 16°C. The experiment with fixed cells was carried out as in 
Figure 6B, except that cells were fixed with 0.5% FA, quenched, washed after quenching with 1X PBS as in Figures 2A–C, and ligation O/N was at 16°C. Control 
aliquots were taken as in Figures 5A–D and samples were processed further as in Figure 6B. The graph shows the frequency of intact (uncut) restriction site in the 
samples fixed with FA or non-fixed. The proportion of the uncut site was determined using PCR-stop analysis as described in Figures 8A,B. Error bars indicate SDs 
of four technical PCR measurements from at least three independent biological replicates of 3C library. Asterisks indicate significance levels: **p < 0.001, n = 22. 
(B) Triton X-100 does not influence ligation efficiency. The experiment was carried out as in (A). The ligation yield was calculated as described in Supplementary 
Figures S2A,B. No statistically significant difference between the groups was found (p < 0.5, n = 20). (C,D) High T4 DNA ligase concentration decreases ligation 
efficiency. The experiments were carried out as in A, except that ligation was performed at different T4 DNA ligase concentrations, as indicated, O/N at 16°C. The 
ligation yield was calculated as described in Supplementary Figures S2A,B. Error bars indicate SDs of four technical PCR measurements from at least three 
independent biological replicates of 3C library. Statistically significant differences between groups are indicated with asterisks: *p < 0.05. The representative 
experiment presented under D was carried out in two replicates. The designation of lanes in D are as in Figures 5A–D. (E) Ligation efficiency does not significantly 
differ at 16°С and 22°С. The experiment was carried out as in A. The ligation yield was calculated as described in Supplementary Figures S2A,B. No statistically 
significant difference between the groups was found (p < 0.25, n = 8). (F,G) Quantitative values reflecting the effectiveness of the 3C procedure at the RpII site. The 
experiments were implemented as in A. The amount of intact (uncut or religated) DpnII site, the ligation yield, and the amount of circularized product were estimated 
as described in Supplementary Figures S2A,B. Asterisks indicate significance levels: for F *p < 0.05, n = 24; for G **p < 0.001, n = 20.

86

https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/journals/genetics#articles


Bylino et al. Investigation of 3C Method

Frontiers in Genetics | www.frontiersin.org 15 September 2021 | Volume 12 | Article 733937

Third, we observed that the presence of 1% Triton X-100  in 
the ligation reaction did not exert a significant effect on the 
ligation efficiency (Figure 7B). The finding was consistent with 
electrophoresis data (Figure  6D). Thus, Triton Х-100 added 
up to 1% does not inhibit ligation in nuclei. Moreover, 
we  observed that the ligation efficiency may be  improved in 
the presence of Triton X-100  in the ligation reaction since 
some amount of Triton X-100 prevents adhesion of nuclei to 
the tube walls. To prevent adhesion of nuclei, 0.1% Triton 
X-100 is sufficient.

Further, we quantified how the T4 DNA ligase concentration 
and the temperature affect the efficiency of DNA ligation in 
nuclei. We  found that ligation was most efficient at T4 DNA 
ligase concentrations ranging from 0.25 to 0.025 U/μl. We  did 
not find significant differences in ligation efficiency between 
the two concentrations, while lowering the ligase concentration 
to 0.0025 U/μl led to a significant decrease in ligation efficiency 
(Figures  7C,D). Unexpectedly, increasing the T4 DNA ligase 
concentration in the reaction from 0.25 to 1 U/μl decreased 
the ligation efficiency (Figures  7C,D).

We assume that an increase in T4 DNA ligase concentration 
leads to rapid consumption of the ATP pool and that this might 
be critical during the long incubation time of the reaction. Thus, 
the reaction of chromatin ligation in nuclei should be neither 
overloaded with T4 DNA ligase nor lacking it. Our results are 
in good agreement with the data of other authors. For example, 
the final concentrations of T4 DNA ligase were 0.0012, 0.001, 
and 0.006 Weiss U/μl in the articles (Lieberman-Aiden et  al., 
2009; Naumova et al., 2013; Falk et al., 2019), respectively, where 
the Dekker team’s protocol was used. The concentration of T4 
DNA ligase was also not high in other classical works and 
protocols. For example, the concentrations were 0.006, 0.008, 
and 0.014 Weiss U/μl in (Stadhouders et  al., 2013; Rao et  al., 
2014; Nagano et al., 2015b), the concentrations were 0.006, 0.008 
and 0.014 Weiss U/μl, respectively, and 0.013 Weiss U/μl in 
Splinter et  al. (2012), van de Werken et  al. (2012) and 0.02 and 
0.024 in Comet et al. (2011) for 3C and H3C, respectively (Cavalli 
team’s protocol). TThe range of the most efficient T4 DNA ligase 
concentrations (0.25-0.025 U/μl) that we found for S2 cells is 
more consistent with the T4 DNA ligase concentration described 
for Drosophila tissues (from adults, pupae, or embryos; Comet 
et  al., 2011). As for the temperature, we found no significant 
differences in ligation efficiency between 16 and (Figure  7E).

Next, to quantify the ligation efficiency, we  measured the 
amounts of the uncut site and ligated product (target ligation, 

regeneration of the original restriction site, or ligation yield). 
The amounts of the uncut site and religated product were 
estimated at 3.4 ± 0.2 and 8.3 ± 1.7%, respectively (Figure  7F). 
The average range of variation between technical replicates 
was only ±0.4% after determining the amount of the uncut 
site, while it was ±1.5% after determining the ligation yield, 
the two values differing significantly (p < 0.05, N = 20). Moreover, 
there was no significant correlation between the amount of 
the uncut site and the ligation yield either in the presence of 
1% Triton X-100 (r = 0.49, p < 0.15, N = 10) or in the absence 
of Triton X-100 (r = 0.333, p < 0.35, N = 10).

We concluded that our experimental conditions make it 
possible to achieve efficient chromatin digestion with DpnII 
and to detect the ligation products at an acceptable level, above 
the background of non-cleaved DNA. At the same time, a 
larger data variation observed after ligation than after digestion 
is possibly a reflection of the fact that ligation of target DNA 
ends is a rare event in the 3C procedure (Gavrilov et  al., 
2013a; Gavrilov, 2016), thus, requiring prolong incubation in 
the case of fixed nuclei (Figures  5A–D,F, Figures  6B,C) and 
being therefore statistically more variable according to our results.

The efficiency of DNA digestion should be as high as possible, 
preferably higher than 80% (Louwers et  al., 2009; Naumova 
et al., 2012; van de Werken et al., 2012) and may vary between 
samples and cell types used (Splinter et  al., 2012).

Several works were performed to measure the frequencies 
of restriction site regeneration (ligation yield) and the percentage 
of uncut site copies (van de Werken et  al., 2012; Gavrilov, 
2016). We  compared our results with the results from these 
works (Table  3).

The percent of cut site in our conditions (96.6%) was 
much higher than achieved with the dilution (Gavrilov, 2016) 
and with in situ (van de Werken et  al., 2012) protocols. 
This might be  explained by the lower FA concentration 
used, the different source of experimental material, and 
different conditions of chromatin treatment in our study 
compared with the above works.

At the same time, the ligation yield in our study (~5%) 
was lower than with the dilution protocol (Gavrilov, 2016; 
Table  3; Figure  7G). This can be  partly explained by using 
of different RE (DpnII instead of MboI) or is more likely 
be a consequence of different conditions of chromatin treatment 
[65°С in our study vs. 37°С in Gavrilov (2016)] since it seems 
that chromatin treatment at 37°С might give a higher ligation 
yield, as the Figures  5A–D imply.

TABLE 3 | Amounts of uncut site and the ligation yield in different type of protocols.

Protocol used
Amount of 

uncut site, %
Ligation yield, 

%
Material FA conc., % RE

Conditions of 
chromatin 

treatment, °C

This study
In-nucleus 
ligation protocol

3.5 5 Drosophila cells 0.5 DpnII 65

Gavrilov, 2016 Dilution protocol 20 9 Mouse cells 2 MboI 37

van de Werken et al., 2012
In situ ligation 
protocol

20 ND* Human cells 2 DpnII 37

*ND, Not determined
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In summary, the ratios between the amounts of non-cleaved 
and religated restriction site in our study were approximately 
the same as previously shown for mouse embryonic liver cells 
(Gavrilov, 2016), emphasizing the universality of 
our observations.

We additionally estimated the amount of a circular ligation 
product (284 bp; Figure 7A). The amount was found to be more 
than 10 times lower than the amount of the regenerated ligation 
product (0.37% ± 0.10% vs. 5%; Figure  7G). Thus, ligation of 
adjacent restriction fragments is predominantly observed with 
our in-nucleus ligation protocol, whereas circularization  
and ligation of adjacent restriction fragments are equally possible 
for solubilized chromatin in the dilution protocol  
(Gavrilov, 2016). Our observations coincide with the observations 
of other authors (Arkadiy Golov and Maxim Imakaev, 
personal communications).

Thus, the absence of solubilization contributes to directional 
ligation of adjacent chromatin fragments.

The ability of T4 DNA ligase to ligate DNA in the 
presence of NaCl was another important issue that 
we  investigated concerning ligation. In some 3C protocols, 

a salt-free 1X T4 DNA ligase buffer is used to dilute the 
restriction reaction mixture after RE inactivation at 65°C 
(Comet et  al., 2011; Rao et  al., 2014; Vermeulen et  al., 
2020). However, 1X restriction buffer (RB) for DpnII 
contains 100 mM NaCl, which has a potential inhibitory 
effect because T4 DNA ligase is salt-sensitive and is most 
active in a salt-free buffer (Raae et  al., 1975; Hayashi 
et  al., 1985). The effect of T4 DNA ligase inhibition with 
NaCl is manifested differently in ligation of DNA cut with 
different REs (Hayashi et  al., 1985) and was not studied 
for DpnII. Unexpectedly, no significant inhibition of T4 
DNA ligase was observed with up to 150–200 mM NaCl 
(Figure  8A). However, the activity of T4 DNA ligase was 
inhibited at a much lower NaCl concentration in the 
above studies.

We assumed that the effect of salt inhibition of T4 DNA 
ligase activity would be more clearly detected if genomic DNA 
is digested with a 6-bp cutter since after ligation DNA assembles 
in solution into fragments of higher MWs, larger than 10–12 kb 
(Figure 5E). Again, noticeable inhibition of ligation was observed 
sonly at NaCl concentrations of 150–200 mM (Figure  8B). 

A B

DC

FIGURE 8 | Inhibition of T4 DNA ligase activity with NaCl. (A,B) The ability of T4 DNA ligase to ligate DNA in the presence of NaCl using genomic DNA. Genomic 
DNA was isolated, dissolved, treated with RNase I, purified on AMPure XP beads (lane 1), and digested with DpnII in DpnII buffer pH 6.0 (A) or with EcoRI in EcoRI 
buffer (B) as in Figure 5E. After digestion, REs were heat inactivated and DNA was purified on AMPure XP beads and subjected to electrophoresis (lane 2) or 
ligated in solution as in Figure 6E in the presence of different concentrations of NaCl (indicated by the upper raw of figures presented above the picture). Then, DNA 
was desalted by purification on AMPure XP magnetic beads and subjected to electrophoresis. Lane 1, non-digested DNA; lane 2, digested DNA; and lanes 3–10, 
DNA ligated at different concentrations of NaCl (0–200 mM). 41 mM is a concentration on NaCl in ligation reaction from Comet et al. (2011). One of the three 
replicate experiments is shown. (C,D) The ability of T4 DNA ligase to ligate DNA in the presence of NaCl using plasmid DNA. Plasmid DNA of pUC19 (C) or of pU6-
BbsI-chiRNA (D) was linearised using a unique EcoRI site in the backbone. Restriction digestion was performed using 10 U of EcoRI in EcoRI buffer in a volume of 
20 μl. Then, RE was heat inactivated and DNA was precipitated and washed with ethanol as in Figures 2A–C, dissolved in 10 mM Tris-HCl pH 8.0, ligated in 
solution as in Figure 5E, and subjected to electrophoresis. Lane 1, non-digested plasmid (400 ng); lane 2, linearised plasmid (400 ng); lane 3, a double amount of 
linearised plasmid was taken after precipitation with ethanol; and lanes 4–11, DNA ligated in the presence of different concentrations of NaCl (0–200 mM). 41 mM is 
a concentration on NaCl in ligation reaction proposed from Comet et al. (2011). One of the three replicate experiments is shown.
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With plasmid DNA, such inhibition was not observed at all 
or was very slight at 150–200 mM NaCl (Figures  8C,D).

We concluded that T4 DNA ligase can function efficiently 
in the presence of NaCl used at up to 100 mM and that even 
150–200 mM NaCl is possible to use in the ligation reaction 
without significantly affecting the ligase activity.

The following questions are also discussed in the supplement: 
SDS sequestration with Triton X-100; washings of nuclei; 
optimization of Taq-man PCR conditions; reversion of cross-
links and isolation of the 3C library (discussion of the role 
of EDTA, ionic strength, and dilution in maintaining DNA 
integrity in the 3C procedure and the role of the temperature 
and composition of the extraction buffer (EB) in maintaining 
DNA integrity in the 3C procedure); treatment of the 3C 
library with RNases; and purification of the 3C library on 
magnetic beads.

A detailed protocol of 3C library preparation consisting of 
the optimized steps is given in the Supplement.

DISCUSSION

In general, the 3C procedure requires optimization for each 
specific cell type. We provide a useful framework for optimization 
of the protocol and carry it out for Drosophila S2 cells.

A sequence of steps and features was combined into the 
3C protocol to allow keeping the nuclei as intact as possible. 
The features include a lysis buffer that ensures hypotonic 
conditions (Tolhuis et  al., 2002) and has the detergent 
concentrations as proposed by Splinter et  al. (2012), van de 
Werken et  al. (2012), a washing of the nuclei with a hypotonic 
lysis buffer after lysis in hypotonic conditions (Rao et al., 2014; 
the washing can also be  done with 1X PBS, 1X RB, or even 
with water), a washing of the nuclei with 1X RB to remove 
SDS/Triton X-100 (Flyamer et  al., 2017), and a washing of 
the nuclei with a 1X T4 DNA ligase buffer to remove the RE 
instead of heating the nuclei at 65°C to inactivate RE (Flyamer 
et  al., 2017; Golov et  al., 2020). The efficiency of these steps 
is evidenced, for example, from the absence of DNA release 
from nuclei upon their treatment at 37°C and a more distinct 
ligation pattern (Figures  5C–D).

We studied in detail the basic stages of the 3C protocol 
in this work, paying special attention to the preservation 
of DNA integrity throughout the procedure. The absence 
of DNA degradation at all stages makes the method as 
reliable as possible and results in reproducible profiles at 
an output.

The causes of DNA degradation are the most mysterious 
aspect of the method. We  and others noticed that DNA 
degradation occurs early in the 3C protocol, often at the cell 
lysis step, and is commonly attributed to contaminating nucleases 
(Louwers et  al., 2009; Naumova et  al., 2012). Thus, initial 
stages of the protocol appear to be  absolutely critical for 
maintaining DNA integrity throughout the procedure. According 
to our results, cell lysis and subsequent chromatin treatment 
with SDS/Triton X-100 are the most crucial steps in this regard. 
There are a lot of enzymes with DNase activity in eukaryotic 

cells, and some of them function in the nucleus, cytosol, and 
lysosomes (Yang, 2011; Kawane et al., 2014; Fujiwara et al., 2017). 
The isolated cytosol of eukaryotic cells exhibits divalent cation-
dependent DNase activity (Lechardeur et al., 1999). We assumed 
that residual DNase activity may exert a detrimental effect on 
the integrity of a 3C DNA library during cell lysis and treatment 
of nuclei.

We found that treatment of cells with a hypotonic lysis 
buffer which provides for a more efficient release of nucleoplasmic 
proteins in comparison with an isotonic buffer (Méndez and 
Stillman, 2000; Golov et  al., 2015) and a subsequent thorough 
washing of the nuclei ensure DNA integrity at subsequent 
stages. Nucleases may be released from fixed nuclei via diffusion 
through the disrupted nuclear envelope as fixed nuclei swell 
in hypotonic conditions in the 3C procedure 
(Gavrilov  et  al., 2013b).

It is conceivable that two groups of nucleases, cytoplasmic 
and nuclear, may be  responsible for DNA degradation in the 
3C procedure. Predominantly, cytoplasmic nucleases are likely 
to be  inactivated and washed off during cell lysis, a washing 
of nuclei, and chromatin treatment at 65°C in isotonic conditions. 
The assumption is supported by the observations that a 
prolonged heating of nuclei at 65°С after isotonic lysis and 
a washing of nuclei were accompanied by DNA degradation, 
indicating nuclear damage and, probably, a nucleoplasm release. 
A transition to hypotonic conditions during reversion of cross-
links in the 1X T4 DNA ligase buffer induces a release of 
nucleoplasmic nucleases, and high EDTA concentrations in 
EB are required for preventing DNA degradation. However, 
it is unclear how these nuclear nucleases avoid solubilization 
with SDS at the step of SDS/Triton X-100 treatment of nuclei 
at 65°C/37°C.

At the same time, some amount of genomic DNA was 
released into the supernatant fraction after hypotonic lysis, a 
washing of nuclei, and short-term heating at 65°C. The more 
severe the processing conditions, the greater amount of DNA 
was found in the supernatant. However, this release was not 
accompanied by DNA degradation in the supernatant and 
nuclear pellet fractions. The finding proved that hypotonic lysis 
is more efficient.

If nucleases are suspected to occur in the sample, as in 
the case of isotonic lysis or an improper washing of nuclei 
after lysis, dilution of the restriction reaction mixture with 
a large volume of a hypotonic 1X T4 DNA ligation buffer 
prior to DNA ligation may provide a means to preserve the 
integrity of the 3C library upon ligation and subsequent 
reversion of cross-links. This approach is unconsciously used 
in the dilution ligation protocol (Dekker et  al., 2002; Tolhuis 
et al., 2002; Lieberman-Aiden et al., 2009; Comet et al., 2011; 
Stadhouders et  al., 2013; Ulianov et  al., 2016; Vermeulen 
et  al., 2020). In other cases, the addition of EDTA at up to 
30 mM can help to preserve DNA integrity upon reversion 
of cross-links.

In experiments with Drosophila S2 cells, we  found that the 
addition of EDTA above a certain threshold concentration 
(>22 mM) prevents DNA degradation and maintains DNA 
integrity. The finding further confirms that DNA degradation 
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is directed by nucleases depending on divalent cations and, 
primarily, Mg2+ as the most abundant divalent cation in the 
cell. Our results from experiments on preserving EDTA 
concentrations correlate well with the literature data on 
physiological concentrations of Mg2+ in cells and hemolymph 
of Drosophila larvae (Begg and Cruickshank, 1962; Larrivee, 
1979; van der Meer and Jaffe, 1983; Stewart et al., 1994; Echalier 
et  al., 2018), as well as in the extracellular and perivitelline 
fluids (~20 mM; van der Meer and Jaffe, 1983).

Several other important findings made in our experiments 
are listed below.

Quality of the resulting 3C libraries may depend on how 
and with what RNase the library is treated. In our experiments, 
E. coli RNase I  performed best. The enzyme did not degrade 
DNA at room temperature and 37°C even when used at high 
concentrations. In contrast, bovine RNase A, which is most 
frequently used in such experiments, often degraded the library 
at 37°C, but not at room temperature. An increase in bovine 
RNase A concentration led to complete DNA degradation at 
both room temperature and 37°C.

Quality of the resulting libraries may depend on the conditions 
of elution from magnetic beads at the step of additional 
purification of the library. When DNA was eluted with water 
at an elevated temperature of 55°C (heating facilitates elution), 
DNA degradation occurred, while DNA was stabilized in a 
Tris buffer or in the presence of NaCl.

An increase in SDS concentration during extraction of 
uncross-linked proteins from nuclei increases the amount of 
uncross-linked RNA released from the nuclei. The observation 
is important for studying chromatin-associated RNAs using 
the Hi-C method (Li et  al., 2017; Sridhar et  al., 2017; Bell 
et  al., 2018; Yan et  al., 2019; Bonetti et  al., 2020; Gavrilov 
et  al., 2020). In this method, SDS is routinely used to remove 
the cytoplasm and to extract the proteins and RNAs that have 
not been cross-linked to DNA before ligation of chromatin-
associated RNAs to DNA. Our data suggest that, when RNA 
molecules are not cross-linked to DNA, but can participate 
in the formation of ligation products with DNA, harsh treatment 
with a high SDS concentration will decrease RNA-DNA cross-
linking and cause a loss of signal.

We observed that non-fixed chromatin ligates much faster 
than fixed chromatin and that ligation in nuclei is strongly 

inhibited with 0.1% SDS even after its sequestration with 1% 
Triton X-100. Thus, it is necessary for efficient ligation to 
wash off SDS/Triton X-100 as suggested by Flyamer et  al. 
(2017). We  also noticed that DNA ligation in nuclei is slightly 
more efficient at 16°C in the presence of T4 DNA ligase at 
a concentration not exceeding 0.25 U/μl.

We additionally showed that the circularization of a restriction 
fragment is a very rare event under the conditions of the in 
situ/in-nucleus protocol compared to direct ligation of adjacent 
DNA restriction fragments. We measured the ligation frequencies 
for only one site; however, it was previously shown that values 
measured for several sites do not fundamentally differ (Gavrilov 
and Razin, 2008).

No ligation yield was observed after digestion and ligation 
of non-fixed chromatin (compare absolute values in 
Figures 7A,F,G). At the same time, we showed that non-fixed 
chromatin is ligated much faster than fixed chromatin (compare 
Figure 5F and Figures 6B,C). This discrepancy can be explained 
by the fact that mass ligation of DNA fragments still proceeds 
in non-fixed nuclei, although specific interactions of restriction 
fragments are lost in non-fixed chromatin (Dekker et  al., 
2002; Gavrilov and Razin, 2008; Belaghzal et  al., 2017). In 
addition, non-fixed chromatin is less frequently cleaved 
(Figure 7A), thus producing DNA fragments of higher MWs. 
The fragments are ligated in a pattern that mimics efficient 
ligation (compare the patterns obtained with 6-bp and 4-bp 
cutters in Figure  5E). As a result, the library from non-fixed 
cells looks as having been efficiently ligated but contains 
very few specific ligation products (Dekker et  al., 2002; 
Gavrilov and Razin, 2008; Belaghzal et  al., 2017). Thus, 
non-fixed chromatin is cut worse and ligated faster, but this 
ligation turns out to be  meaningless, while fixed chromatin 
is cut more efficiently and ligated slower, but this ligation 
makes sense.

The conditions that we selected for S2 cells are also suitable 
for Drosophila larvae [(Shidlovskii et  al., 2021); Bylino et  al., 
manuscript in preparation]. We suppose that the same conditions 
might be  suitable for working with more complex models 
than Drosophila tissues, including mammalian and human cells 
and mammalian tissues. However, additional steps of tissue 
processing with collagenase, elastase, or trypsin should 
be  introduced into the procedure to obtain a cell suspension 

TABLE 4 | Conditions found to be optimal for stages of the 3С protocol.

# Stage of the protocol Conditions studied Optimal

1 Inactivation of FA with 
glycine

1. Inactivation with 0.125 M glycine

2. Inactivation with equimolar or slightly excessive glycine

Inactivation with equimolar or slightly excessive glycine

Storage of fixed nuclei 1. After using 0.125 M glycine

2. After using equimolar or slightly excessive glycine

Move immediately to the lysis stage without storage of nuclei

2 Lysis Contributions of various components of the lysis buffer Hypotonic conditions (10 mM NaCl) with high amounts of 
non-ionic detergents (1% Triton X-100 + 0.5% NP-40)

3 Chromatin heating in 
the presence of SDS 
(nucleoplasm release)

(1) 65°C for 10 min, (2) 65°C for 5 min, (3) 37°C for 10 min, (4) 37°C for 1 h at 
different SDS concentrations (0.1, 0.3, 0.5%)

65°C for 5 min or 37°C for 10 min with 0.1–0.3% SDS

(Continued)
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in this case. After isolation, cells can be  treated using the 
steps shown and discussed here. We  hope that the sequence 
of steps proposed here may be  useful for single-cell methods 

since several steps were taken from the work by Flyamer 
et  al. (2017), which focused on single cells. We  summarized 
our results in Table  4.

# Stage of the protocol Conditions studied Optimal

4 Sequestration of SDS 
with Triton X-100

The following chromatin treatment regimens were studied (SDS/Triton X-100 
concentrations were 0.1 and 1.8%, respectively): (1) 65°C for 10 min with SDS 
in 1X RB + 37°C for 1 h with Triton X-100 in 1X RB, (2) 65°C for10 min with SDS 
in 1X RB + addition of Triton X-100 without any incubation, (3) 65°C for 10 min 
with SDS in water +37°C for 15 min with Triton X-100 in water, (4) 65°C 
for10 min with SDS in 1X RB + 37°C for 15 min with Triton X-100 in 1X RB

65°С, 10 min, SDS in water +37°C, 15 min, Triton X-100 in 
water

5 Washing of nuclei after 
cell lysis

(1) With hypotonic lysis buffer containing 1% Triton X-100 and 0.5% NP-40, (2) 
With 1X RB, (3) With 1X PBS, (4) With water

With hypotonic lysis buffer (1X RB, 1X PBS and water can also 
be used)

Washing of nuclei after 
treatment with SDS/
Triton X-100

(1) Without washing (addition of 10X RB into water containing SDS/Triton 
X-100), (2) Without washing (centrifugation, removing the supernatant, and 
resuspension of nuclei in 1X RB), (3) Washing three times with 1X RB, (4) 
Washing once with 1X PBS and resuspension in 1X RB

Washing three times with 1X RB

Washing of nuclei after 
restriction digestion 
with or without prior RE 
inactivation at 65°C for 
20 min

(1) Without washing [dilution of restriction mixture with 1X T4 DNA ligase buffer 
(1X T4 LB)], (2) Washing once with 1X LB, (3) Without washing (centrifugation, 
removing the supernatant, and resuspension of nuclei in 1X T4 LB), (4) Washing 
three times with 1X T4 LB

Without RE inactivation at 65°C for 20 min + washing three 
times with 1X T4 LB

6 Chromatin digestion in 
nuclei

1. The following regimens after different heat treatment were studied (treatment 
with SDS/Triton X-100 was done in water; SDS and Triton X-100 concentration 
was 0.3 and 1.8%, respectively; cell fixation was carried out at 1% FA): (1) 65°C 
for10 min with SDS + 37°C for 15 min with Triton X-100, (2) 65°C for 5 min with 
SDS + 37°C for 15 min with Triton X-100, (3) 37°C for 10 min with SDS + 37°C 
for 15 min with Triton X-100, (4) 37°C for 1 h with SDS + 37°C for 1 h with Triton 
X-100.

2. Was studied after cell fixation with different FA concentrations (chromatin 
treatment was done at 65°C for 5 min with 0.3% SDS in water + 37°C for 15 min 
with 1.8% Triton X-100 in water): 0.5, 0.25, 0.1, 0%

1. 37°C for 1 h with SDS + 37°C for 1 h with Triton X-100 or 
65°C for 5 min with SDS + 37°C for 15 min with Triton X-100

2. 0.5% FA

7 DNA ligation in nuclei 1. Duration of ligation: 1 h, overnight

2. Presence of 0.1% SDS and 1% Triton X-100

3. Effect of 1% Triton X-100

4. Effect of T4 DNA ligase concentration: 1, 0.25, 0.025, 0.0025 U/μl

5. Effect of the reaction temperature: 16°C, RT (22°C)

6. Effect of NaCl concentration: 10–200 mM

1. Overnight

2. Exclude 0.1% SDS sequestered with 1% Triton X-100 from 
ligation reaction

3. Does not affect the ligation process; at 0.1% prevents nuclei 
from sticking to tube walls upon shaking

4. Range 0.25–0.025 U/μl.

5. 16°C

6. Ligation is most effective at up to 100 mM NaCl and can 
be carried out without significant loss of T4 DNA ligase activity 
at up to 150–200 mM NaCl

8 Reversion of cross-
links and isolation of 
3C library

1. Effect of EDTA concentration in EB on DNA integrity

2. Effect of diluting restriction mixture with 1X T4 LB on DNA integrity

3. Influence of temperature on efficiency of cross-link reversion

4. Effect of ionic strength and EB composition on cross-link reversion and the 
success of DNA extraction with Ph/Chl

1. 30 mM EDTA is required to maintain DNA integrity after cell 
lysis in isotonic conditions, but not after cell lysis in hypotonic 
conditions

2. Dilution helps to maintain DNA integrity after lysis in isotonic 
conditions, but is not required after lysis in hypotonic 
conditions

3. Reversion of cross-links is efficient at 56°C for 13.5 h or 
50°C for 19 h

4. Hypertonic conditions are not recommended. In isotonic 
conditions, adding 1% SDS or 30 mM EDTA is optional. In 
hypotonic conditions, adding 1% SDS or 30 mM EDTA is 
required

9 Treatment of 3C library 
with RNases

Bovine RNase A, Recombinant RNase A, RNase If, RNase T1, RNase I RNase I

10 Purification of 3C 
library on magnetic 
beads (SPRI)

1. Elution from beads with: Water at 55°C and at RT

2. 10 or 50 mM Tris-HCl pH 8.0, 10 or 25 mM NaCl

1. Elution with water at RT

2. Elution with 10–50 mM Tris-HCl pH 8.0 or 10–25 mM NaCl 
at RT or at 55°C

11 DNA storage On magnetic beads: overnight at RT and at −20°C under 75% ethanol  
On ice: over a weekend, for a week, for 2 weeks

Any condition is suitable

TABLE 4 | Continued
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CONCLUSION

We characterized the critical points of the 3C procedure and 
offer options to bypass these bottlenecks. Improvements 
introduced to the procedure make it possible to carry out the 
3C method with the maximum yield, to preserve DNA integrity 
at all stages, and to increase the stability and reproducibility 
of the method.
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A-type lamins are the main structural components of the nucleus, which are mainly
localized at the nucleus periphery. First of all, A-type lamins, together with B-type lamins
and proteins of the inner nuclear membrane, form a stiff structure—the nuclear lamina.
Besides maintaining the nucleus cell shape, A-type lamins play a critical role in many
cellular events, such as gene transcription and epigenetic regulation. Nowadays it is
clear that lamins play a very important role in determining cell fate decisions. Various
mutations in genes encoding A-type lamins lead to damages of different types of tissues
in humans, collectively known as laminopathies, and it is clear that A-type lamins are
involved in the regulation of cell differentiation and stemness. However, the mechanisms
of this regulation remain unclear. In this review, we discuss how A-type lamins can
execute their regulatory role in determining the differentiation status of a cell. We have
summarized recent data focused on lamin A/C action mechanisms in regulation of cell
differentiation and identity development of stem cells of different origin. We also discuss
how this knowledge can promote further research toward a deeper understanding of
the role of lamin A/C mutations in laminopathies.

Keywords: lamin A/C, laminopathies, LMNA gene, cell differentiation, LADs, regulation of gene expression,
chromatin organization

INTRODUCTION

A-type lamins are the structural components of the nucleus, which together with B-type lamins
and inner nuclear membrane proteins form a scaffold, termed the nuclear lamina. Mostly A-type
lamins are included in the lamina at the nucleus periphery; however, a small fraction of lamin A/C is
found throughout the nucleoplasm (Naetar et al., 2017; Briand and Collas, 2020). Primarily, nuclear
lamin A/C was thought to undertake solely a structural role, providing shape and stiffness to the

Abbreviations: BAF, barrier to autointegration factor; CaaX, motive required for prelamin A processing, where C
is cysteine, a – an aliphatic amino acid and X can be any amino acid; CDK, cyclin-dependent kinase; cLADs,
constitutive lamina-associated domains; CTCF, CCCTC binding factor; DamID, DNA adenine methyltransferase
identification; ECM, extracellular matrix; EDMD, Emery-Dreifuss muscular dystrophy; FAC, focal adhesion complex; F-actin,
filamentous actin; fLADs, facultative lamina-associated domains; FPLD, Dunnigan-type familial partial lipodystrophy;
FTase, farnesyltransferase enzyme; ICMT, isoprenylcysteine carboxyl methyltransferase; Ifs, intermediate filaments; INM,
inner nuclear membrane; iPSC, indused pluripotent stem cell; LADs, lamina-associated domains; LAP, lamina-associated
polypeptide; LBR, LMNB receptor; LINC, linker of nucleoskeleton and cytoskeleton complex; MAD, Mandibuloacral
dysplasia; MSC, mesenchymal stem cell; MTs, microtubules; NETs, nuclear envelope transmembrane proteins; NLS, nuclear
localization signal; NPC, nuclear pore complex; ONM, outer nuclear membrane; PNS, perinuclear space (space between
ONM and INM); pRb, retinoblastoma protein; Rce1, RAS converting enzyme 1; Zmpste24, zinc metalloprotease.
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nucleus. Currently, A-type lamins are known as essential
regulators of gene expression and key mediators of cell
fate determination. Lamin A/C participation in chromatin
organization, DNA replication, gene transcription regulation,
cell differentiation, and tissue-specific functions has been
extensively investigated (de Leeuw et al., 2018; Zhang et al.,
2019; Alcorta-Sevillano et al., 2020). A-type lamins perform
most of these functions by interacting with the inner nuclear
membrane proteins, transcription factors, and DNA (Parnaik,
2008; Prokocimer et al., 2009; Lambert, 2019; Almendáriz-
Palacios et al., 2020). A-type lamins are believed to regulate
important signaling pathways’ activity in cells (such as Rb/E2F,
Wnt/β-catenin, TGFβ, Notch) through their direct or indirect
interactions with other proteins (Maraldi et al., 2010, 2011;
Gerace and Tapia, 2018).

In this review we mainly focused on recent data about the
role of lamin A/C in cell differentiation. The latter has become
a focus of increasing attention over the past decade, initially
because of the identification of new mutations in the LMNA
gene and associated diseases—laminopathies (Wong and Stewart,
2020). The most famous lamin modification is progerin, causing
a severe developmental disorder—premature aging syndrome, or
progeria. This known disease is extremely rare (Worman, 2012;
Schreiber and Kennedy, 2013; Gonzalo et al., 2017). At the same
time, LMNA point mutations leading to damage of various types
of tissues occur more often. It is supposed that the development
of the disease is associated with an abnormality of the stem cell
differentiation process. Taking into account that A-type lamins
are expressed in all differentiated cell types, it seems still unclear
why only certain differentiated tissues are selectively affected
for each type of laminopathy (Worman, 2012; Gruenbaum and
Foisner, 2015; Robson et al., 2016; Zhang et al., 2019).

Recently, research has focused on the molecular mechanisms
of laminopathies’ development. The mechanisms proposed for
the pathology development include disturbances in chromatin
organization, intracellular signal transduction, as well as
epigenetic changes. Consequently, all this leads to dysregulation
of genes responsible for cell differentiation (van Steensel and
Belmont, 2017; Zhang et al., 2019). Regions of lamin–chromatin
interaction (lamina-associated domains—LADs) are known to
be implicated in regulation of gene expression. LADs contain
a diversity of differentiation-related genes, that are in an
active or inactive state depending on their association with
chromatin. Active gene expression is associated with releasing
LADs from the nuclear lamina. In contrast, inactivation of
expression is associated with the attachment of LADs to the
lamina (Briand and Collas, 2020; Bitman-Lotan and Orian, 2021;
Shah et al., 2021).

Apparently, cellular context is essential for further
development of tissue-specific disease phenotypes. There is
strong evidence of lamin A/C involvement in the processes of
cell differentiation, in particular, in the adipogenic (Oldenburg
et al., 2017; Perepelina et al., 2018), osteogenic (Avnet et al.,
2011; Alcorta-Sevillano et al., 2020), myogenic (Steele-Stallard
et al., 2018), and cardiogenic (Mounkes et al., 2005; Shah et al.,
2021) directions. Recently, a theory has been proposed about
the action of mechanical signals coming from the extracellular

matrix to the lamin network resulting in a redistribution
of chromatin and a change in the availability of DNA for
transcription factors (Osmanagic-Myers et al., 2015; Martino
et al., 2018; Donnaloja et al., 2020). Recent studies show that
all these events affect the biophysical properties of the nucleus,
which, in turn, affects the fate and differentiation of cells
(Alcorta-Sevillano et al., 2020).

The difficulties in studying the role of lamin A/C in
cell differentiation are in particular related to the lack of a
unified experimental model. Some studies were performed using
mesenchymal stem cells, fibroblast (van Tienen et al., 2019;
Ikegami et al., 2020), cardiac mesenchymal cells (Perepelina et al.,
2019), osteoblast precursors (Avnet et al., 2011; Y. Liu et al.,
2012), etc. Some studies used mouse models (Arimura et al.,
2005; Mounkes et al., 2005; Le Dour et al., 2017; Hamczyk et al.,
2018). Currently, studying the mechanisms of laminopathies’
development using induced pluripotent stem cell (iPSC) models
is especially relevant (Crasto and Di Pasquale, 2018; Steele-
Stallard et al., 2018; Giacomelli et al., 2020; Shah et al., 2021).

Here we summarized the current knowledge about the crucial
role of lamin A/C in regulating differentiation of stem cells of
various origin. We specifically focus on the issue of how the
regulation of differentiation by A-type lamins could be involved
in the pathogenesis of laminopathies for which generally accepted
concept of the pathogenesis is still absent.

ORGANIZATION, MATURATION, AND
ASSEMBLY OF LAMIN A/C

Nuclear lamins in metazoan cells are members of the type V
intermediate filament (IF) family. There are two groups of lamins,
the A type and the B type, which, in association with inner
nuclear membrane proteins, form a stiff meshwork under the
inner nuclear membrane termed the nuclear lamina (Figure 1).
While B-type lamins are expressed overall in all cells, A-type
lamins are only expressed in differentiated cells, which apparently
determines the specific functions of this type of lamin in the cell.
Moreover, the expression level of lamin A/C varies in different
tissues (Gruenbaum and Foisner, 2015). As a result of alternative
splicing of LMNA gene transcript, several isoforms such as A, C
and minor isoforms A110 and C2 are generated.

Along with all IFs, lamin filaments contain three structural
domains: a central α-helical rod domain, a short globular
amino-terminal “head” domain and a long carboxyterminal
“tail” domain. The rod domain of lamins includes three helical
segments (1A, 1B, and 2), connected by short linkers L1 and
L12 (Ahn et al., 2019). Lamins have several differences from
cytoplasmic IFs: (1) they contain 42 additional amino acids in
their rod domain; (2) they have a shorter head domain; and
(3) their carboxyl-terminal “tail” domain includes the nuclear
localization signal (NLS)—which is required for their nuclear
transport after synthesis in the cytoplasm—, an immunoglobulin-
like (Ig-) fold domain, a chromatin binding site, and—with the
exception of lamin C—a CaaX motif (where C is cysteine, a—an
aliphatic amino acid, and X—any amino acid) (Wu et al., 2014;
Gruenbaum and Foisner, 2015; Figure 2).
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FIGURE 1 | Nuclear lamina position and its interplay with other structures of cell. Nuclear lamina is a stiff meshwork consisting of A-type lamins and B-type localized
between the nuclear envelope and chromatin. Nuclear lamins interact with a wide range of nuclear envelope proteins (NEPs). Also, nuclear lamins can interact with
the cytoskeleton (filamentous actin – F actin; microtubules – MTs; and intermediate filaments – IF) via SUN proteins and nesprins. Created with BioRender.com.

FIGURE 2 | Structural organization of lamin A/C filament. Lamin A/C is an intermediate filament, and contains a central coiled-coil rod domain divided into 1A, 1B,
and 2 sub-domains connected via L1 and L12 linkers; a head domain; and a tail domain containing nuclear localization signal (NLS), Ig-like domain and
carboxyterminal CaaX box (apart of lamin C), where C is cysteine, a – aliphatic amino acid, and X can be any amino acid. Created with BioRender.com.
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FIGURE 3 | Processing of prelamin A. Prelamin A undergoes four steps of
reaction to become mature lamin A: farnesylation of cysteine of CaaX box by
farnesyltransferase enzyme (FTase), cleavage of aaX by the zinc
metalloprotease Zmpste24 (FACE1) or RAS converting enzyme 1 (Rce1),
carboxylmethylation of the farnesylated cysteine via the isoprenylcysteine
carboxyl methyltransferase (ICMT), and finally cleavage of the 15 terminal
amino acids, including the farnesylated and carboxymethylated cysteine, by
ZMPSTE24. Created with BioRender.com.

Lamin C is translated as a mature protein without multiple
post-translated modifications as in the case of A-type lamin,
and lacking 98 amino acids with CaaX motif; A-type lamin
is expressed in cells as prelamin, which undergoes multiple
post-translational modifications of the carboxyterminal
“tail” domain. At the first stage of prelamin A processing,
farnesyltransferase enzyme (FTase) adds a farnesyl group to
the C-terminal cysteine. Then the three residues (aaX) are
cleavaged via the zinc metalloprotease Zmpste24 (FACE1) or
RAS converting enzyme 1 (Rce1). At the next stage C-terminal
cysteine is carboxymethylated by the isoprenylcysteine carboxyl
methyltransferase (ICMT). Finally, enzyme Zmpste24 cleaves
the last 15 C-terminal amino-acids of lamin A, thereby removing
the carboxy farnesylated and methylated cysteine (Fisher et al.,
1986; Corrigan et al., 2005; Adam et al., 2013; Wu et al., 2014).
Figure 3 presents the lamin A post-translational modifications
during maturation.

Other types of post-translational modifications of lamins are
known such as sumoylation, ubiquitylation, acetylation, and
phosphorylation. These modifications obviously play a significant
role in regulating lamin translocation during the cell cycle
(Prokocimer et al., 2009; Donnaloja et al., 2020). Phosphorylation
of lamins is involved in plenty of cellular process. To date,

some research has shown that phosphorylation contributes to
the interaction between B-type lamins and histone H2A/H2B
in Drosophila (Mattout et al., 2007). In mammalian cells two
specific sites flanking the lamin’s rod domain are phosphorylated
by cyclin-dependent kinase (CDK)-1. This event is required for
lamin disassembly into dimers during mitosis (Chaffee et al.,
2014; Naetar et al., 2017). Moreover, phosphorylation contributes
to the dynamic interaction of lamins with other proteins as
well as lamin A/C solubility, and lamina meshwork formation.
Remarkably, all these processes could be activated/inactivated, as
phosphorylation is a reversible modification (Kochin et al., 2014;
Liu and Ikegami, 2020). Apparently, lamin phosphorylation takes
place in the modulation of enhancer activity. It has been reported
that S22-phosphorylated lamins connect with active genomic
enhancer sites and this interaction is violated in progeroid
cells (Ikegami et al., 2020). Sumoylation has been shown to be
important for normal lamin A/C functions and also for the
regulation of lamin A/C assembly (Kim et al., 2011). It has been
shown that mutant lamin A/C (E203G and E203K) leads to a
decreased level of lamin sumoylation in fibroblasts and increased
cell death (Zhang and Sarge, 2008).

The main structural unit of lamin A/C filaments is a
coiled dimer formed as a result of the interaction of two
central rod domains of lamin proteins. These dimers are
connected head-to-tail and form protofilaments, which could
be combined in various configurations to form 10 nm lamin
filaments (Herrmann and Aebi, 2004; Prokocimer et al., 2009;
Gruenbaum and Foisner, 2015). The structure of the lamin “tail”
domain is similar to immunoglobulin and could mediate specific
intermolecular interactions with other proteins (Donnaloja et al.,
2020; Figure 4).

Recent evidence suggests that the structure of the nuclear
lamina in somatic cells is more complex and less homogeneous
than was previously thought. It has been shown by cryo-electron
tomography tests that lamin filaments are assembled not into
10 nm fibers, but into 3.5 nm fibers with a protruding zone of
Ig domain (Donnaloja et al., 2020). In addition, the presence
of intermediate “bridges” between neighboring lamina filaments,
the nature of which is unknown, has been shown (Burke and
Stewart, 2013). In mammals, most lamins can interact with each
other; however, some evidence suggests that the bond strength
between different lamins can vary, and that A-type and B-type
lamins predominantly polymerize into separate homopolymers.

LAMIN A/C-BINDING PROTEINS

Undoubtedly, A-type lamins are essential components of the
nucleus which perform a multiplicity of vital cell functions,
from stabilization of nucleus shape to involvement in more
complex processes such as cell proliferation, migration, signaling
transduction, cell differentiation, and others (Gruenbaum and
Foisner, 2015; Enyedi and Niethammer, 2017; Naetar et al.,
2017; Karoutas and Akhtar, 2021). The abundance of lamin
A/C functions is implemented through their direct or mediated
interaction with a plethora of inner nuclear membrane
(INM) and nucleoplasm proteins. Over 80 nuclear envelope
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FIGURE 4 | Lamin A/C filament assembly. Lamin A/C dimers are formed from monomers that associate in a parallel, forming a coiled-coil through the central
α-helical rod domain. Then lamin A/C dimers are assembled in a head-to-tail manner forming protofilament. Protofilaments through the anti-parallel association of
lamin A/C polymers produce a polymer. Finally, several polymers cooperate resulting in a 10 nm lamin A/C filament. Created with BioRender.com.

transmembrane proteins (NETs) have been identified as likely
interacting with lamins, by means of proteomic analyses in rat
(Schirmer et al., 2003). The most important and widespread
NETs include lamina-associated polypeptide (LAP) 1, LAP2a,
LMNB receptor (LBR), and emerin (Almendáriz-Palacios et al.,
2020). In addition, NETs were shown to vary in different tissues,
and could contribute to the tissue-specific lamin A/C actions
(Korfali et al., 2012).

Lamin-binding proteins are divided into three general groups:
(1) proteins providing mechanical support of the nucleus by
interacting with subnuclear elements, chromatin and INM; (2)
signaling transmission components taking part in cell regulation
of vital processes, such as cell differentiation, homeostasis,
etc.; (3) proteins regulating gene expression and chromatin
organization (Gruenbaum and Foisner, 2015; Martino et al., 2018;
Zhang et al., 2019).

Among the proteins interacting with lamin A/C, emerin and
lamina-associated polypeptides (LAPs) are to stand separately.
Emerin, LAP2, and MAN1 (called LEM proteins) contain a
special domain of 40 amino acid residues termed the LEM

domain, which interacts with the barrier to autointegration
factor (BAF), a DNA-binding factor involved in organizing
chromatin structure and assembling the nuclear envelope. There
are LEM proteins that lack a transmembrane domain and
therefore they are localized to the nucleoplasm or cytoplasm
(Brachner and Foisner, 2011). In addition to the BAF-mediated
effect on chromatin structure, lamins interact with epigenetic
regulator ING, which binds to core histones, deacetylases, and
histone acetyltransferases, as well as mediators of epigenetic
regulation. Moreover, lamin A/C can also directly cooperate with
chromatin by tethering specific chromatin regions called lamina-
associated domains (LADs) at the nuclear periphery (Shevelyov
and Ulianov, 2019; Figure 5).

SUN and KASH domain proteins are important nuclear
membrane proteins localized in the INM and ONM (outer
nuclear membrane), respectively. The SUN proteins interact
directly with lamin A/C. KASH proteins bind to major
cytoskeleton members, including actin filaments (through
nesprin-1 and -2), intermediate filaments (via interaction with
nesprin-3), and microtubules (via kinesin and dynein motor
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FIGURE 5 | Cooperation of nuclear lamina with nuclear envelope proteins and chromatin. Nuclear lamina is localized between the inner nuclear membrane (INM) and
chromatin. Schematic representation of lamin interaction with inner nuclear membrane proteins, the most important of which are MAN1, LAP2, SUN1/2, Emerin, and
LBR. The nuclear pore complex (NPC) spans both the inner nuclear membrane (INM) and the outer nuclear membrane (ONM) and mediates macromolecular
transport. Via SUN1/2 and the nesprins interacting with them, located in the ONM, lamins cooperate with cytoskeleton components, namely filamentous actin
(F-actin), microtubules (MTs), and intermediate filaments (IFs). The space between the ONM and INM is termed the perinuclear space (PNS). Created with
BioRender.com.

proteins binding to nesprin-1, -2, -4, and KASH5) (Haque et al.,
2006). Thus, SUN and KASH domain proteins, nesprins, together
with lamin A/C, form a protein complex called the LINC (linker
of nucleoskeleton and cytoskeleton) complex, which unites the
nucleus and the cytoskeleton and enables force transmission
across the nuclear envelope during nuclear positioning and
migration (Lee and Burke, 2018).

In addition, through protein–protein interactions, A-type
lamins are believed to interact with and regulate the activity
and availability of important signaling pathway proteins in
the cell, such as Rb/E2F, Wnt/β-catenin, TGFβ, SMAD, and
MAPK (Gerbino et al., 2018; Worman, 2018). More details
on the participation of lamin A/C and associated proteins will
be outlined below.

LAMIN A/C AS TISSUE-SPECIFIC
REGULATOR OF CELL
DIFFERENTIATION

Lamin A/C Participate in
Mechanosignaling Defining Cell
Differentiation
Currently, the role of lamin A/C in mechanosignaling is
considered to be essential for regulating vital processes in the cells
including migration, homeostasis, growth, and differentiation

(Martino et al., 2018; Donnaloja et al., 2020). Mechanosignaling
is the cell’s ability to modulate the mechanical signals into a
biological response by acting on several cell functions above.
In this case, lamin A/C serve as mechanosensor, receiving
external stimuli from the extracellular matrix (ECM), and then
transforming them into internal biological responses. Thus,
lamins are mediators, helping the cells to adapt to a changing
microenvironment (Isermann and Lammerding, 2013; Guilluy
et al., 2014; Osmanagic-Myers et al., 2015; Martino et al., 2018).

The first piece of knowledge about the fact that external
mechanical force could lead to cell response resulting in nucleus
deformation was obtained by Maniotis et al. (1997) in the
1990s. Since then, knowledge has been accumulating about
the mechanisms underlying the signal transduction from the
exogenous environment through the cytoplasm to the nucleus.

ECM includes many components (proteins,
glycosaminoglycans, and proteoglycans) that impact the
cell surface in a specific manner. The most common of them
are collagen, laminin, and fibronectin (Figure 6). The ECM
composition is unique for a given tissue and could be changed
in response to alteration of the environment, especially in the
case of a disease (Bonnans et al., 2014). The mechanical signal
from ECM is transmitted to membrane-bound integrins that
perform a sensor role. Integrins mediate the transformation
of mechanical stimuli into biochemical signals. Interestingly,
depending on the quantity and type of integrins, cells can react
in a different way (Israeli-Rosenberg et al., 2014). Through the
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accumulation of proteins termed focal adhesion complex (FAC),
integrins are associated with the cytoskeleton. FAC proteins, such
as talin, a-actinin, and vinculin, define the strength of interaction
between integrins and filamentous actin (F-actin), which is a
general cytoskeleton component (Chin et al., 2019). Then the
signal is translocated via the LINC complex to nuclear lamins,
the main sensors of mechanotransduction (Figure 6).

The importance of lamin A/C in mechanotransduction was
confirmed in studies where cells lacking lamin A/C or expressing
LMNA mutants were unable to directly transmit forces to the
nucleus (Poh et al., 2012). In addition, signaling cascades, such
as ROCK, Src, and ERK are known to be implicated in the
mechanotransduction process (Osmanagic-Myers et al., 2015).

Despite the identification of a spectrum of molecular
components involved in mechanotransduction, it remains
completely unknown how these components act and adapt to
each other to affect cellular functions and stem cell fate. The
differentiation process is believed to be mechanosensitive, and
cell fate could be determined by type and physical force of
external stimuli. Current proposed model could be as follows.
During cell differentiation A-type lamins get information about
the changing microenvironment from nearby cells and ECM
through the cytoskeleton. This leads to a rearranging meshwork
and chromatin structures, or urges conformational changes in
nuclear proteins such as transcription factors and components of
signaling pathways. It is supposed that these conversions lead to
chromatin segments’ translocation away from or to the lamina,
resulting in activation/repression of differentiation-related genes
(Swift et al., 2013; Alcorta-Sevillano et al., 2020). First of all, this
could be determined by the physical properties of the tissues.
Some researchers have revealed correlations between substrate
stiffness and gene transcription intensity of lamin A/C in a
tissue-specific manner. For instance, Heo et al. (2016) have
demonstrated that low external stimuli promote mesenchymal
stem cell (MSC) to adipogenic differentiation associated with
inhibited lamin A/C production. Other authors revealed that
medium force stimuli induce MSC to differentiate into myocytes’
direction, which is accompanied by elevation of lamin A/C
expression (Engler et al., 2006; Swift et al., 2013). In addition,
high lamin A/C expression level of hard tissues (such as bone)
stabilizes the nucleus against mechanical stress. At the same time,
soft tissues, such as fat, are characterized by a low expression
level of lamin A/C. It has been demonstrated that lamin A/C
knockdown enhances mesenchymal stem cell differentiation on a
soft matrix, which contributed to fat phenotype development. In
contrast, lamin A/C overexpression enhances cell differentiation
on a stiff matrix toward a bone phenotype (Swift et al.,
2013; Alcorta-Sevillano et al., 2020). In addition, lamin A/C
overexpression leads to an inhibition of chromatin remodeling,
and also to an activation of other actions such as expression
of stress-related proteins implicated in cell differentiation, and
transcriptional regulator YAP1 involved in cell proliferation
and the suppression of apoptotic genes and Hippo pathway
(Swift et al., 2013).

Thus, via adhesion proteins and cytoskeleton meshwork,
ECM transmits information into the nucleus about the
microenvironment to stabilize proper shape and stiffness of the

nucleus by means of the quantity of lamins. High lamin A/C
expression protects all components of the nucleus from severe
forces coming from a stiff ECM, for example in a bone tissue. This
mechanism reflects a mechanical theory of lamin A/C’s role in the
cells (Osmanagic-Myers and Foisner, 2019; Figure 6).

Some researchers have demonstrated the importance of the
Ig-domain of lamin A/C in stress-related changes in terms
of lamina rearrangement. In response to stress, electrostatic
interaction between the positively charged Ig-tail domain and
negatively charged regions of the rod domain of a nearby
lamin’s filament is disrupted, resulting in lamina reorganization
(Makarov et al., 2019).

Thus, the expression level of lamin A/C determines tissue-
specific differentiation of cells. In this way, mechanical signals
coming from the intercellular matrix can direct lamins to proper
stabilization of the genome in response to mechanical stress and
tissue-specific gene expression during cell differentiation. These
events are necessary to support nucleus shape and prevent the
DNA from breaking.

Lamin A/C Regulates Chromatin
Organization and Gene Expression
Genomic DNA in the eukaryote nucleus is known to be
extensively packaged in chromosomes, each of which occupies
a certain area termed the chromosome territory (Cremer and
Cremer, 2010). According to transcriptional activity, chromatin
is divided into euchromatin, which includes the majority
of actively expressed genes, and heterochromatin, including
transcriptionally inactive genes. Heterochromatin mostly
occupies the nuclear periphery, whereas euchromatin is localized
in the interior part of the nucleus. In addition, heterochromatin
is sub-divided into constitutive heterochromatin, which is
localized in the pericentromeric and subtelomeric regions
of chromosomes, and facultative heterochromatin, localized
in chromosome shoulders (Lieberman-aiden et al., 2009;
Ou et al., 2017). It has been shown that heterochromatin is
associated with lamin A/C forming the nuclear lamina, while
euchromatin dominating in the nuclear interior is connected
with a small number of nucleoplasmic lamin A/C. A-type lamins
are considered to regulate the repressive state of genes included
in facultative heterochromatin (Gruenbaum and Foisner, 2015;
de Leeuw et al., 2018; Bitman-Lotan and Orian, 2021). This
three-dimensional organization of chromatin contributes to
the gene expression regulation and maintenance of silencing of
heterochromatic genes.

Nowadays, the multiplicity of methods such as super-
resolution microscopy (Cremer et al., 2017; Ricci et al.,
2017), chromosome capture methods (Dekker et al., 2002),
and chromatin immunoprecipitation (ChIP) allow deeper
investigation of 3D nuclear architecture (Collas, 2010;
Oldenburg and Collas, 2016). In this way direct interactions
of chromatin with lamin A/C were identified using DNA
adenine methyltransferase identification (DamID) (Van Steensel
and Henikoff, 2000; Guelen et al., 2008) and chromatin
immunoprecipitation methods (Lund et al., 2014, 2015). These
regions now are broadly known as lamina-associated domains
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FIGURE 6 | Cytoplasmic and nuclear components involved in mechanotransduction and their relations. External stimuli coming from extracellular matrix (ECM) pass
to cytoplasmic membrane integrins. Then the signal transmits though focal adhesion proteins (talin, a-actinin, vinculin) toward actin. Actin directly binds with the
LINC complex (nesprin + SUN + lamins), resulting in the signal being transmitted into the nucleus. The force of external stimuli affects lamin A/C production, thereby
driving nucleus stiffness and protecting the genome. Created with BioRender.com.

(LADs). Approximately 30–40% of the genome is occupied
by LADs, which contain different gene sets in a silent state
according to the particular type of cells. Moreover, it has been
suggested that lamin A/C located in the nuclear interior as well
as peripheral lamin A/C (as a part of lamina) are involved in
gene repression (Naetar et al., 2017). Similar to heterochromatin,
there are facultative and constitutive LADs (fLADs and cLADs,
respectively). The set of cLADs is very identical in cells from
several origins. Conversely, fLADs are unique for different cells
types (Melcer and Meshorer, 2010). During several studies,
it has been demonstrated that fLADs are spatially positioned
in tissue-specific and embryo stage-dependent ways (Robson
et al., 2016; Poleshko et al., 2017, 2019). Recent research
conducted on induced pluripotent stem cells (iPSC) carrying
a tissue-specific LMNA mutation has confirmed this fact and
determined that disruption of lamin–chromatin bonds occurs
in regions with specific characteristics. Using three cell types
such as cardiomyocytes (iPS-CMs), adipocytes (iPS-adips), and
hepatocytes (iPS-heps), obtained from iPSC with one of the two
cardiac-specific LMNA mutations (T10I and R541C), it has been

determined that LADs have cell-specific organization. Moreover,
cardiac-specific LMNA mutations have a more destructive
effect on iPS-CMs compared with iPS-adips and iPS-heps
(Shah et al., 2021).

During mitosis, dividing cells undergo some nuclear events,
including release of transcription factors and chromatin
reorganization accompanied by rearrangement of LADs.
Interestingly, these cell-type– specific changes could be
reconstructed after mitosis (Shevelyov and Ulianov, 2019).
The molecular mechanisms of maintenance of cell-specific
orientation of LADs remain unknown. Also, it is not fully
clear how chromatin is attached to nuclear lamina. Several
studies aimed on identification of relations of nuclear lamins
with genome in different cells’ types throughout the cell cycle.
For instance, Kind et al. (2013) investigated the dynamics of
interaction of LADs with nuclear lamina using DNA adenine
methylation to visualize and track LADs in single human cells.
Early after mitosis a stochastic character of the LADs-nuclear
lamina contacts was identified and this was associated with gene
repression and positively correlated with H3K9me2 histone
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modification (Kind et al., 2013). In another report modified
DamID protocol was used to map the interaction of nuclear
lamins with the genome in single human cells. Gene-poor LADs
contacting with the genome constitutively in case of different
cells’ types were identified. In addition, there are LADs with more
variable lamin-genome interaction, that are cell-type specific.
Furthermore, constitutive LADs are characterized by low gene
activity and heterochromatic histone modification H3K9me
(Kind et al., 2015). Recent research has shown significant results
about the dynamics of LADs during interphase, in particular at
the onset of G1 phase and during DNA replication. Antibody-
based variant of the DamID technology (pA-DamID) allowed to
map and visualize nuclear lamina–genome interactions with high
temporal resolution. Obtained results showed that after mitosis
lamins-genome contacts are widespread on distal regions of
chromosomes. Small LADs appear to be gradually displaced from
the nuclear lamina by larger LADs. In addition, lamins contacts
are increased during DNA replication (van Schaik et al., 2020).
Although all these findings are important for understanding
principles of the spatial LADs dynamic throughout the cell cycle,
yet it remains unclear how this spatial LADs architecture is
brought about and which other players are involved.

Multiple interactions of the genome and lamina along
large LAD regions are known to be dependent on histone
post-translational modifications. Poleshko et al. (2019) have
demonstrated that the H3K9me2 mark takes part in 3D spatial
heterochromatin organization at the nuclear periphery, and
re-associates with the forming nuclear lamina after mitosis.
Besides, H3K27me3 marks, as well as CTCF binding sites,
flank LADs, mediating their anchoring to the nuclear envelope
(Harr et al., 2015).

In addition, apart from lamin A/C participating in chromatin
organization, INM proteins can bind genome regions with
nuclear lamina, resulting in gene silencing. So it has been shown
that LBR is connected with the histone modification H3K9me3
through heterochromatin-binding protein 1 (HP1) (Hirano et al.,
2012). Emerin is able to interact with HDAC3 by initiating its
catalytic activity (Demmerle et al., 2012). The LAP2β protein
plays a critical role in genome organization, gene expression and
differentiation process via interaction with the ATP-dependent
chromatin remodeling complex BAF (mammalian SWI/SNF
complex) (Margalit et al., 2007). There are more examples of
the involvement of INM proteins in the regulation of chromatin
architecture which can be found in previous reviews (Cai et al.,
2001; Zuleger et al., 2011).

The processes of maintaining stem cells in a pluripotent state,
as well as their decision to differentiate in a certain direction,
are under regulation via complex intracellular programs. These
programs can be realized throughout changes of the activity
of transcription factors, chromatin organization reconstitutions,
epigenetic regulator activity, and many other events. In this
regard, it is worth noting the exclusive role of lamin A/C as a
part of chromatin organization and regulation of differentiation-
related gene expression, resulting in the cell’s choice of further
fate and specification of an identity. During cell differentiation,
spatial relocation of genomic regions toward or away from lamina
occurs, as is shown in Figure 7. Thus, genes non-relevant to

differentiation interact with lamina and become silent. At the
same time, differentiation-related genes unattached from lamina
are available for their expression, facilitating the development of
a particular cell identity (Bitman-Lotan and Orian, 2021).

The active role of lamin A/C in stem cell identity and
cell differentiation has been investigated in several studies. For
example, during myogenesis some genes move in and out of
LADs in a specific way, leading to changes in their expression
state. Some of these genes encode NETs (see above). This tissue-
specific NET expression is significant for selective chromosomes
docking near the nuclear periphery (Robson et al., 2016). Our
group has shown an impact of various LMNA mutations on
unique expression pattern of genes during MSC differentiation
(Malashicheva et al., 2015). Another study of our group has
shown that tissue-specific R482L LMNA mutation interferes with
the differentiation of human cardiac mesenchymal cells into
adipocytes when the Notch pathway is activated (Perepelina
et al., 2018). Using lentiviral introduction of LMNA mutations
we have also shown that A-type lamins participate in driving the
osteogenic phenotype of four cell lines of mesenchymal origin in
a different way (Perepelina et al., 2019).

Besides the functions described above, A-type lamins bind
to the retinoblastoma protein pRb, one of the main cell
cycle regulators, and are also involved in the regulation of
apoptosis and in the processes of muscle and adipogenic
differentiation (Boban et al., 2010; Kennedy and Pennypacker,
2014). Lamin A/C involvement in cell differentiation is also
confirmed by the direct interaction of lamin A/C with cyclin D3
in muscle cells as well as with SREBP1, an important factor of
adipogenic differentiation, in pre-adipocytes (Mariappan et al.,
2007). The complex of lamin A/C and emerin could also
interact with α-catenin and thereby determine the onset of
adipogenesis (Boban et al., 2010). In addition, A-type lamins
retain factor c-Fos at the nuclear periphery, which leads to the
repression of transcriptional activity of AP-1 factor, a well-known
regulator of cell proliferation, differentiation, and apoptosis
(Mirza et al., 2021). Thus, A-type lamins are associated with many
transcriptional regulators in the nucleus and can influence gene
expression by binding to these factors or by affecting the basic
transcriptional complexes assembly.

The C-terminal immunoglobulin-like domain of lamin A/C
directly interacts with the PCNA replication factor, which plays
an important role in DNA replication (Shumaker et al., 2008;
Cobb et al., 2016). In natural conditions, lamin A/C expression
leads to inhibition of PCNA and dephosphorylation of Rb, which
consequently inactivates transcription factors of the E2F group.
This leads to the arrest of the cell cycle, suppression of DNA
replication, and initiation of the differentiation process. Impaired
lamin A/C expression could lead to phosphorylation of Rb by
the cyclin D - cdk4/6 complex and the release of transcription
factor E2F. As a result, cells do not proceed to the process
of differentiation, and the apoptotic mechanisms are activated
(Chen et al., 2019).

Despite many discoveries regarding the role of lamin A/C in
the regulation of gene expression and chromatin organization,
there is still no clear understanding of all the molecular
participants in these processes. Given the complexity and
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FIGURE 7 | Chromatin reorganization resulting in change of gene expression profile of a cell during differentiation. Lamina-associated domains (LADs) attached to
nuclear lamina are transcriptionally inactive, whereas LADs unattached to lamina are available for transcription. The set of LADs is unique for certain differentiated
cells and different from undifferentiated cells. Here two hypothetical differentiated cell types are shown as "Differentiated cell type A" and "Differentiated cell type B"
having different LADs with transcriptionally active (red) and inactive (blue) genes. Created with BioRender.com.

distinction of each specific cell type mechanism of differentiation
regulation, further studies are needed on the development
mechanism of severe hereditary diseases associated with impaired
tissue differentiation—laminopathies.

Lamin A/C Cooperates With Signaling
Pathways During Cell Differentiation
Aside from the lamin A/C functions discussed above, they
are capable of modulating the activity of signaling molecules
via their interaction with gene regulators, promoters, and
the other components of signaling cascades in the cells.
Intermolecular interactions of lamin A/C with plenty of
molecular signaling components or their intermediates occur
due to different post-translational modifications that lamin
A/C may undergo (Maraldi et al., 2010; Gerace and Tapia,
2018). As a whole, post-translational modifications of lamin
A/C can be subdivided into phosphorylation, sumoylation,
farnesylation, and carboxymethylation. However, the influence of
these modifications on lamin A/C cooperation mechanisms with
other molecules and proteins remains largely unknown (Andrés
and González, 2009; Gerbino et al., 2018).

Wnt/β-Catenin
The Wnt/β-catenin signaling pathway plays a decisive role
in the differentiation of various cells via regulation of

the genes involved in mesenchymal tissue proliferation and
differentiation. It has been shown that β-catenin (intracellular
signal transducer in the Wnt/β-catenin signaling) is capable
of interacting with lamin-binding protein emerin, thereby
controlling the expression level of emerin in differentiated cells.
Inhibition of GSK3 kinase, an important step in β-catenin
activation, is required for adipogenic lineage differentiation.
In contrast, GSK3-kinase activation leads to differentiation
of stem cells toward the osteogenic lineage (Maraldi et al.,
2011). Using knockout mice (Lmna −/−), Tong et al. (2011)
have shown that the absence of lamin A/C synthesis leads to
suppression of myogenic and osteogenic cell differentiation,
which correlates with an increase of adipose tissue content
and with expression of adipogenic markers, as well as with
decreased activity of the Wnt/β-catenin signaling pathway.
The implication of Wnt/β-catenin signaling in osteogenic
differentiation promotion of MSCs was confirmed in several
studies (Tong et al., 2011; Wang et al., 2017), whereas adipogenic
and chondrogenic direction of differentiation was suppressed
when Wnt/β-catenin was activated (Case and Rubin, 2010;
Ullah et al., 2015).

Notch Pathway
Notch signaling is a key regulator of main cellular processes
including proliferation, differentiation, and apoptosis in both
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the adult organism and the developing embryo (Schwanbeck
et al., 2011; Hori et al., 2013). The Notch pathway includes
four Notch receptors (Notch1, Notch2, Notch3, Notch4), five
ligands (Jag-1, Jag-2, DLL1, DLL3, DLL4), and gene regulators.
Receptors and ligands are mainly transmembrane forms of
proteins that ensure the interaction of neighboring cells with
each other. Notch receptors undergo sequential proteolytic
cleavages upon binding of their ligand, resulting in the release of
Notch intracellular domain (NICD) from the cellular membrane.
NICD is translocated into the nucleus, where it interacts with
transcription factors, thereby activating expression of target genes
(Andersson et al., 2011; Henrique and Schweisguth, 2019).

Notch is established to regulate the cell differentiation
process (Bray, 2006). Moreover, the involvement of Notch
signaling in Hutchinson-Gilford progeria syndrome (HGPS)
has been shown (Pereira et al., 2008). HGPS is associated
with expression of a truncated form of prelamin A called
progerin, whose accumulation mainly leads to abnormal nuclear
shape and chromatin structure. Thus, mostly mesenchymal
tissues are thought to be damaged. Scaffidi and Misteli (2008)
showed that the expression of progerin in human MSCs causes
hyperactivation of the main targets of the Notch signaling
pathway—HEY1 and HES1 (2008). This contributes to a
change in the expression of differentiation markers: enhanced
adipogenic and reduced osteogenic ones. However, changes in the
chondrogenic differentiation in the cells carrying the mutation,
in contrast to the wild-type LMNA, were not observed. As a
possible mechanism, it has been suggested that the presence
of progerin causes a disruption of a connection of lamin A/C
with the transcription factor SKIP, an activator of genes of the
Notch family, thereby increasing Notch-related gene expression
inside the nucleus. In addition, Notch genes probably can directly
interact with the nuclear lamina, and their regulation is associated
with epigenetic modifications (Scaffidi and Misteli, 2008).

The impact of various LMNAmutations on the Notch pathway
during differentiation of the cells of various mesenchymal origin
has been reported. In our previous work, we proposed that
the cooperation of lamin A/C with Notch signaling could be
one of the mechanisms regulating MSC differentiation, based
on the facts that tissue-specific LMNA mutations are able to
influence the Notch signaling activity in MSCs (Bogdanova
et al., 2014). Involvement of Notch signaling in adipogenic and
osteogenic differentiation has been analyzed in another study by
our group. A specific LMNA mutation (R482L), associated with
Dunningan-type familial partial lipodystrophy, contributes to the
impairment of adipogenic differentiation when Notch signaling is
activated (Perepelina et al., 2018). One more study has revealed
the opposite effect of R527C LMNA mutation associated with
osteogenic phenotype of laminopathy on the expression level
of RUNX2 (a master gene of osteogenic differentiation) during
osteogenic differentiation of mesenchymal cells, such as human
cardiac mesenchymal cells and human aortic valve interstitial
cells upon Notch activation. These results confirmed the fact
of interaction of lamin A/C with Notch signaling (Perepelina
et al., 2019). Thus, specific mutations in the LMNA gene are
implicated in functional changes of Notch signaling during cell
differentiation.

TGF-β/Smad Pathway
There is considerable evidence that the TGF-β/Smad pathway
is involved in bone abnormalities via contravention of the
osteogenic differentiation process. Smad2 is known to interact
with lamin-binding protein MAN1. Kondé et al. (2010) described
in more detail this interaction via structural analysis, and revealed
a UHM domain of MAN1 participating with Smad2-MAN1
link. Heterozygous loss-of-function mutation in the MAN1 gene
leads to bone abnormalities in humans, such as osteopoikilosis
(sclerotic bone lesions) with or without manifestations of
Buschke-Ollendorff syndrome, and melorheostosis (aberrant
growth of new bone tissue on the surface of existing bones).
These abnormal changes lead to increasing bone density and
overexpression of TGF-b (Hellemans et al., 2004). It has been
shown that MAN1 could be implicated in inactivation through
competition with transcription factors for binding to Smad2
and Smad3, and it contributes to their dephosphorylation by
phosphatase PPM1A (Bourgeois et al., 2013). In addition, lamin
A/C can impact TGF-β/Smad signaling activity via interplay with
protein phosphatase 2A (Van Berlo et al., 2005). To understand
how A-type lamins facilitate functional changes of TGF-β/Smad
pathway, further research is obviously needed.

Mitogen-Activated Protein Kinase
Pathway
The mitogen-activated protein kinase (MAPK) pathway regulates
the cell cycle and differentiation process (Maraldi et al., 2011).

A-type lamins mediate retaining c-Fos (transcription factor
that regulates key cellular processes, including differentiation)
at the periphery of the nucleus. Cooperation of lamin A/C with
c-Fos factor could be disrupted due to phosphorylation of c-Fos
by MAPK Erk. This result suggests the participation of lamin A/C
in MAPK pathway activity (Gonzàlez et al., 2008). In knockout
mouse models of dilated cardiomyopathy with the LMNA H222P
mutation in response to mechanical stress in cardiomyocytes,
activation of the MAPK signaling pathway was observed, in
which kinases such as ERK1/2 and JNK were involved. In
addition, inhibitors of this signaling pathway were found to
prevent the development of cardiomyopathies associated with a
mutation in the LMNA gene, but did not affect the development
of muscular dystrophy (Muchir et al., 2007).

Thus, A-type lamins are associated with many signaling
pathways and transcriptional regulators in the nucleus and could
influence gene expression by binding to these factors or by
affecting the assembly of basic transcriptional complexes.

LAMINOPATHIES AS A CONSEQUENCE
OF MUTATIONS IN THE LMNA GENE

Laminopathies are a group of hereditary diseases caused by
mutations in genes encoding (a) nuclear lamins; (b) proteins
associated with post-translational modifications of lamins (such
as ZMPSTE24); (c) proteins that interact with lamins (emerin,
LAP2, LBR, MAN1, nesprins), and (d) proteins that make up
nuclear pores (Zaremba-Czogalla et al., 2011).
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Over the past 20 years, it has been found that most
laminopathies are caused by mutations in the LMNA gene, which
encodes lamin A/C. To date, over 15 different diseases have
been described, associated with 498 mutations in the LMNA
gene as reported by UMD-LMNA, universal mutations database.1

Laminopathies are characterized by a wide range of clinical
phenotypes, in which one type of tissue is most often affected,
mainly of mesenchymal origin, for example, lipodystrophy
(damage to adipose tissue), mandibuloacral dysplasia (damage to
bone tissue), cardiomyopathy and muscular dystrophy (damage
of the heart and skeletal muscles) (Rankin and Ellard, 2006).
There are some groups of laminopathies in which different tissues
are affected, resulting in overlapping or systemic phenotypes
(Bertrand et al., 2011; Zaremba-Czogalla et al., 2011; Crasto and
Di Pasquale, 2018; Figure 8).

Premature aging syndrome, also known as progeria, is one of
the best-studied human diseases with overlapping phenotypes,
in which several tissues are affected. The pathology is caused
by mutations in the ZMPSTE24 gene, mutations in the LMNA
gene, as well as by mutations in genes encoding DNA repair
proteins, such as in RecQ protein-like helicases (RECQLs) and
nuclear excision repair (NER) proteins and others (Navarro
et al., 2006). The most famous form of progeria is Hutchinson-
Guildford syndrome (Rankin and Ellard, 2006; Worman et al.,
2010). This is an extremely rare autosomal dominant disease, a
childhood form of progeria, characterized by changes in the skin
and internal organs caused by premature aging of the body. In
2003, the mechanism of this disease development was described.
A mutation in the LMNA gene causes the substitution of cytosine
with thymine amino acid, thus forming an additional splice site
in exon 11, resulting in a truncated mRNA of LMNA transcript.
In the process of translation, an altered form of prelamin A
is synthesized, in which the CaaX motif is not cleaved, and
instead of the mature lamin A, the progerin protein is formed,
which cannot be incorporated into the nuclear lamina resulting
in disruption the scaffold of the nucleus (Gonzalo et al., 2017).

Unlike HGPS, for other diseases associated with mutations
in the LMNA gene, the molecular mechanisms of pathogenesis
are still poorly understood. Most mutations in the LMNA
gene affect the heart or skeletal muscles. Among such diseases,
Emery-Dreifuss autosomal dominant and recessive forms of
muscular dystrophy (EDMD) could be distinguished (Worman,
2012). The disease was found to be associated with the R453W
point mutation of the LMNA gene mapped to locus lq 21.2–
21.3 (Favreau et al., 2004). Later, missense mutations were
found, for example, G232E, Q294P, and R386K, leading to
the development of EDMD (Muchir and Worman, 2007).
Other diseases of the heart and skeletal muscles associated
with mutations in the LMNA gene were soon described:
dilated cardiomyopathy 1A (Fatkin et al., 1999) and limb-girdle
progressive muscular dystrophy 1B (Muchir et al., 2000). EDMD,
isolated dilated cardiomyopathy, and limb-girdle muscular
dystrophy are characterized by overlapping clinical phenotypes
and dilated cardiomyopathy associated with cardiac conduction
abnormalities (Cattin et al., 2013).

1http://www.umd.be/LMNA/

Dunnigan-type familial partial lipodystrophy, also known as
FPLD, is an autosomal dominant disorder characterized by a
loss of hypodermic adipose tissue in the limbs and torso after
puberty and excess fat deposition in the head and neck region.
A total of 90% of the LMNA mutations in this syndrome are
missense mutations located in exon 8 (Boguslavsky et al., 2006).
Several such mutations have been described, for example, R482Q,
R482W, G465D in exon 8, and R582H in exon 11 of the LMNA
gene (Garg et al., 2001).

Mandibuloacral dysplasia (MAD) is a rare autosomal recessive
disorder characterized by post-natal bone anomalies. MAD
occurs due to point LMNA mutations associated with amino
acid substitutions (Garg et al., 2005). Mandibuloacral dysplasia
could also be caused by mutations in the ZMPSTE24 protease,
involved in the processing of prelamin A to lamin A/C
(Agarwal et al., 2003).

Thus, these few main examples of laminopathies demonstrate
that mutations in the same LMNA gene could lead to
the development of severe abnormalities, characterized by a
wide range of clinical tissue-specific phenotypes. However,
the mechanism of development of these diseases is still not
fully understood.

Several years ago, scientists proposed two hypotheses
explaining the development of laminopathies: a structural
hypothesis and a gene expression hypothesis. According to the
structural hypothesis, mutations in the LMNA gene cause, first
of all, weakening of the nuclear membrane, which makes it
vulnerable to damage resulting in cell death and a replacement of
differentiated tissue in specific cells. Another hypothesis is based
on molecular mechanisms, and is related to the fact that A-type
lamins are regulators of gene expression of some proteins, and
mutations in the LMNA genes, therefore, disrupt their regulatory
capacity and contribute to the disease development (Osmanagic-
Myers and Foisner, 2019). Currently, there is evidence for both
hypotheses. However, it is interesting that cluster analysis of
LMNA mutations gives preference to one or another hypothesis
depending on the localization of LMNA mutations associated
with a particular type of laminopathies. Thus, it has been shown
that mutations in the LMNA gene located upstream of the nuclear
localization signal (NLS) affect the conserved core domain
necessary for the formation and maintenance of the integrity of
the nuclear cytoskeleton, while mutations located downstream
interact more closely with chromatin and transcription factors
(Hegele, 2005). Since the first group of mutations is mainly
associated with a large group of muscular dystrophies and
cardiomyopathies, scientists suggested that the causes of these
diseases are, first of all, a violation of the formation of the
lamina structure and mechanical defects. The second group of
mutations belongs to other types of laminopathies—in particular,
to progeroid syndromes, FPLD and MAD— and is most likely
associated with disturbances in the interaction and regulation
of important signaling pathways in the cell (Cattin et al., 2013;
Figure 9).

Recently, research has mainly focused on the study of the
molecular mechanisms of the development of laminopathies
(Osmanagic-Myers and Foisner, 2019; Alcorta-Sevillano et al.,
2020; Shah et al., 2021). The molecular mechanisms proposed
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FIGURE 8 | Phenotypic spectrum of laminopathies and the different tissues affected. Created with BioRender.com.

FIGURE 9 | Scheme of lamin A and lamin C structures with mutated regions. LMNA mutations upstream of the nuclear localization signal (NLS) affect the conserved
core domain. Resulting in striated muscular dystrophies and cardiomyopathies. LMNA mutations located downstream of NLS lead to progeroid syndromes,
Dunnigan-type familial partial lipodystrophy (FPLD) and mandibuloacral dysplasia (MAD). Created with BioRender.com.

by scientists include disturbances in the organization of
heterochromatin, intracellular signal transduction, and in the
process of autophagy, which ultimately leads to the regulation
of the expression of various genes (Wong and Stewart, 2020). It
is clear that iPSC-derived patient-specific models could greatly
contribute to the understaning of laminopathies. Particularly, we
recently generated several iPSC lines carrying disease-specific
mutations in the LMNA gene. These iPSC lines would be a
useful tool to investigate disease development of laminopathies
(Perepelina et al., 2019, 2020a,b; Klauzen et al., 2020).

CONCLUSION

Nuclear A-type lamins play a critical role in vital cell functions
including migration, growth, homeostasis, proliferation,
differentiation, and many others. Despite the fact that a broad
range of studies are devoted to investigating the role of lamin A/C
in the cells, all their functions are still incompletely understood
and demand further investigations. A-type lamins undoubtedly
play critical role in cell differentiation and determination
of their identity.
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To date, a large amount of data has been collected that
is consistent with the hypothesis that A-type lamins define
cell identity via the organization of chromatin architecture,
epigenetic regulation and expression of differentiation related
genes. Apparently, during cell differentiation, A-type lamins
perform a key role in directing stem cells to a proper
differentiating state. It is supposed and, for some cases
experimentally shown, that for this, pluripotent or inappropriate
differentiation-related genes are included in the LADs, resulting
in inactivation of their expression. On the other hand, genes
required for specific differentiation are activated via detachment
of genome regions from the nuclear lamina. These genome
reorganizations are cell cycle stage-dependent, and vary in the
different cells from different origins (Bitman-Lotan and Orian,
2021; Shah et al., 2021).

Laminopathies are known to be associated with cell
differentiation impairment. The failure of lamin A/C folding in
the right way due to LMNA mutations leads to the disruption
of integrity and function of the nuclear lamina. As a result,
the interaction of chromatin with lamins can be disrupted,
which leads to the essential cell and genome functions breaking,
including transcription repression of the genes responsible for
differentiation, and, ultimately, to the development of the disease
(Scaffidi and Misteli, 2008; Melcer and Meshorer, 2010; Zhang
et al., 2019). For a better understanding of the mechanisms
leading to the disruption of cell differentiation, it is important
to study the totality of possible changes in the cell that occur
as a result of mutations in the LMNA gene. Currently, the most
relevant studies are devoted to the epigenetic mechanisms of
laminopathy development. Post-translational modifications of
histones, as well as A-type lamins, are key mechanisms directing
chromatin attachment to the lamina (Scaffidi and Misteli, 2008;
Collas, 2010; Melcer and Meshorer, 2010; Poleshko et al., 2019;
Shevelyov and Ulianov, 2019; Zhang et al., 2019). However,
currently it is not completely understood what could be other
mechanisms providing LADs forming.

Numerous studies have highlighted the importance of
mechanical stimuli in shaping cell and tissue function including
the cell differentiation process (Bonnans et al., 2014; Makarov
et al., 2019; Donnaloja et al., 2020). Mechanotransduction
mediates the link between ECM and components of the cell,
including cytoskeleton members and A-type lamins. Their
relations make it possible to transform internal stimuli into

biological response (Bonnans et al., 2014; Osmanagic-Myers
et al., 2015; Heo et al., 2018). Although knowledge about
regulation of cytoskeleton dynamics has already been obtained,
we lack a general idea about the mechanisms by which tension,
propagated through the cytoskeleton, regulates mechanical signal
transition. Moreover, the complete list of members involved in
the mechanosignaling process is not known.

Multiple examples demonstrate that signaling pathways
are implicated in relations with A-type lamins, resulting in
participation in differentiating process (Parnaik, 2008; Andrés
and González, 2009; Maraldi et al., 2010, 2011; Gerbino
et al., 2018). Here we have discussed the main signaling
pathways taking part in lamin-mediated regulation of cell fate
determination, but it is not a complete list of them. An important
goal for future research will be to elaborate strategies aimed at
unraveling the interactions among different signaling pathways
and nuclear lamins. The study of particular cell lines and cellular
pathways and a detailed description of an individual molecular
portrait of each cell line should explain in more details some
particular features of lamin A/C action in directing cellular
differentiation.

Increasing our understanding of the functional consequences
of mutations in the LMNA gene is certainly important. For this,
novel investigations using a broad range of cell types and origins
are needed, since this indeed could reflect the tissue-specific
features of laminopathies. Finally, a further challenge for the
future will be to apply existing knowledge to the therapy of severe
hereditary diseases—laminopathies.
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Regulation of gene expression by chromatin structure has been under intensive
investigation, establishing nuclear organization and genome architecture as a potent
and effective means of regulating developmental processes. The substantial growth in
our knowledge of the molecular mechanisms underlying retinogenesis has been powered
by several genome-wide based tools that mapped chromatin organization at multiple
cellular and biochemical levels. Studies profiling the retinal epigenome and transcriptome
have allowed the systematic annotation of putative cis-regulatory elements associated with
transcriptional programs that drive retinal neural differentiation, laying the groundwork to
understand spatiotemporal retinal gene regulation at a mechanistic level. In this review, we
outline recent advances in our understanding of the chromatin architecture in the
mammalian retina during development and disease. We focus on the emerging roles of
non-coding regulatory elements in controlling retinal cell-type specific transcriptional
programs, and discuss potential implications in untangling the etiology of eye-related
disorders.

Keywords: progenitors, retina, epigenetics, enhancers, histones, genome organization, neurogenesis, cell fate

RETINAL DEVELOPMENT

The retina has been an excellent system to study neurogenesis, due to its simplified anatomical
structure, accessibility and well-defined cell types (Agathocleous and Harris, 2009; Demb and Singer,
2015). The vertebrate mature retina contains seven morphologically and functionally distinct cell
types, including six types of neurons (ganglion cells, amacrines, bipolars, horizontal cells, and rod
and cone photoreceptors) and one type of glia, the Müller glia (Figure 1) (Cepko et al., 1996). Retinal
cells are organized into three layers (outer nuclear layer, inner nuclear layer and ganglion cell layer)
interconnected by two synaptic layers that facilitate processing of visual signals (Figure 1) (Fisher,
1979). The visual pathway initiates by the response of the photoreceptors to a light stimulus,
transducing it into action potentials that propagate to the retinal interneurons (horizontal, bipolar
and amacrine cells) and ganglion cells. Eventually the visual input is relayed to the brain through
retinal ganglion cell axons that collectively form the optic nerve.

Retinal differentiation initiates when multipotent retinal progenitor cells (RPCs) exit the cell cycle
and differentiate into neurons or glia in a temporally conserved order under the control of gene
regulatory networks and signaling pathways (Figure 1) (Wetts and Fraser, 1988; Turner et al., 1990;
Agathocleous and Harris, 2009). Early retinal development is coordinated by a group of transcription
factors (Rax, Otx2, Pax6, Six3, Lhx2, Vsx2 and other) that specifies the eye field within the developing
forebrain, promotes retinal proliferation and primes RPCs for subsequent neural differentiation
(Zuber et al., 2003). Mutations in many of these genes underlie severe retinal developmental
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disorders, as observed in microphthalmia (small eye),
anophthalmia (absence of the eye), and coloboma (failure in
optic fissure closure) cases (Slavotinek, 2011; Reis and Semina,
2015).

Unlike development in the mammalian cortex, retinal cell
types are born in waves during which the periods of neuron
generation overlap considerably (Figure 1) (Marquardt and
Gruss, 2002). Hence, retinal cell types are often classified into
early born cell types (ganglion cells, cones, amacrine and
horizontal cells) and late born cell types (rods, bipolar cells
and Mu€ller glia) (Ohsawa and Kageyama, 2008). Experimental
evidence suggests that the ability of retinal progenitors to produce
different cell types (competence) changes as development
progresses: early progenitors generate early born cell types
while late progenitors produce late born cell types (Livesey
and Cepko, 2001; Hafler et al., 2012).

The mechanisms that determine RPC competence are rooted
in the ability of progenitor cells to integrate signaling pathways
and the activities of complex networks of transcription factors
(TFs) that drive cell fate decisions at the genomic level (Livesey
and Cepko, 2001; Agathocleous and Harris, 2009). Chromatin
regulation allows interpretation of identical genomes in a variety
of ways, leading to cell type specific transcriptional outputs
(Soshnev et al., 2016). Hence, chromatin architecture of the
developing retina has been intensively studied, resulting in a
wealth of information on transcriptional programs influenced by
chromatin regulation during retinogenesis.

Chromatin regulators and retinal lineage-specific programs.
Nuclear DNA is wrapped around a disc of highly conserved

proteins (histones) to form the nucleosome, the basic unit of
chromatin. Histones are classified into core histones (H2A, H2B,
H3 and H4), the principal components of the nucleosome, and
linker histones (H1), which bind the nucleosome at the cross
point of DNA entry/exit sites (Luger et al., 1997; Vignali and

Workman, 1998). Accessibility to DNA requires nucleosome
mobilization, which is mediated by large complexes that utilize
ATP hydrolysis in the process (Wilson and Roberts, 2011;
Kadoch and Crabtree, 2015; Centore et al., 2020). The
structural changes in chromatin are often associated with
deposition and/or removal of chemical modifications on
histone tails, facilitated by distinct multimeric complexes with
enzymatic activity (Soshnev et al., 2016; Villasenor and Baubec,
2021).

Given the association between chromatin pathways and
regulation of gene expression, genetic studies have focused on
investigating the roles of chromatin remodelers and histone
modifying complexes during retinal development, a topic that
has been reviewed recently (Corso-Diaz et al., 2018; Raeisossadati
et al., 2021). Briefly, these studies revealed that chromatin
regulators influence retinal progenitor proliferation and cell
fate determination in a context-dependent manner. For
instance, multiple studies investigated the effect of loss of the
polycomb repressive complex 2 (PRC2), which catalyzes the
addition of the repressive mark H3K27me3, on retinal
development (Aldiri and Vetter, 2009; Aldiri et al., 2013; Iida
et al., 2015; Zhang et al., 2015; Yan et al., 2016; Cheng et al., 2018;
Fujimura et al., 2018). Mutations in the PRC2 core subunits Ezh2
or Eed lead to reduced retinal proliferation and alteration in
neuronal cell fate, particularly amacrine cells, and glia formation
(Iida et al., 2015; Zhang et al., 2015; Fujimura et al., 2018). In the
postnatal retina, loss of PRC2 function caused photoreceptor
degeneration, mediated by a de-repression of the PRC2 targets
Six1 and Eya2 (Yan et al., 2016). Meanwhile, perturbation of
H3K27me3 removal by knocking down the H3K27me3
demethylase Jmjd3 impacts retinal bipolar cell formation (Iida
et al., 2014). Cell-type specific alterations were also observed
whenMLL, the core subunit of a complex required for mono- and
di-methylation of H3K4, was mutated during retinal

FIGURE 1 | Retinal neurogenesis and organization of the mammalian retina. (A) Schematic diagram illustrating waves of retinal neurogenesis and approximate
timing of retinal cell type birth. Note that rod photoreceptors, bipolar cells and Müller glia are mainly formed postnatally. (B) DAPI staining of the adult mouse retina
showing its exquisite laminar structure. (C) Retinal laminar position of different cell types.
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development. Here, a conditional knockout of MLL impacts
retinal proliferation and leads to a progressive loss of
horizontal cells in the differentiating retina (Brightman et al.,
2018). These examples highlight how chromatin modifying
enzymes control multiple aspects of retinal development.

The function of chromatin remodelers that govern
nucleosome mobilization has been investigated as well (Das
et al., 2007; Lamba et al., 2008; Aldiri et al., 2015). For
instance, evidence indicates that Brg1, a core subunit of the
SWI/SNF complex, is required for retinal proliferation and
photoreceptor differentiation (Aldiri et al., 2015). The effect of
Brg1 is likely mediated by its ability to influence the chromatin
landscape near actively transcribed cell-type specific genes, as
Brg1 predominantly occupies active cis-regulatory elements in
the retina, and previous work demonstrated that Brg1 binds
transcription factors that drive neurogenesis such as Pax6 and
NeuroD1 (Seo et al., 2005; Ninkovic et al., 2013). Additionally,
work on cell lines suggests that activities of the enhancer
landscape of lineage specification genes is sensitive to the loss
of SWI/SNF chromatin remodeling complexes (Aldiri et al., 2015;
Alver et al., 2017).

Chromatin-associated complexes can change subunit
composition during development, indicative of cell-type-
specific roles (Lessard et al., 2007). Indeed, several auxiliary
subunits of chromatin regulator complexes are expressed in a
stage-specific manner during retinal development but the exact
molecular and cellular phenotypes resulting from mutating these
proteins during retinogenesis remains to be explored (Lamba
et al., 2008; Aldiri et al., 2015).

More recently, chromosome confirmation capture (3C)
techniques revealed that manipulation of chromatin regulators
such as SWI/SNF and the polycomb repressive complexes can
lead to changes in compartment-level chromatin organization
(Schoenfelder et al., 2015; Barutcu et al., 2016; Cruz-Molina et al.,
2017). These intriguing findings link regulation of gene
expression with 3D chromatin architecture via activities of
chromatin regulators, a function yet to be explored in the retina.

EPIGENETIC LANDSCAPE DYNAMICS
DURING RETINOGENESIS

Genome-wide profiling of histone marks and chromatin
associated proteins greatly facilitated the in depth probing of
chromatin signature dynamics during developmental stages of
mouse and human retina, revealing non-random genomic
localization of histone marks and association with gene
expression (Popova et al., 2012; Mo et al., 2016; Ueno et al.,
2016; Aldiri et al., 2017). In progenitor cells, differentiation genes
are poised (H3K27me3-occupied) toward activation and as
retinal development proceeds, H3K27me3 is lost and cell type
specific genes are expressed (Ueno et al., 2016; Aldiri et al., 2017).
Interestingly, the accumulation of H3K27me3 on progenitor
genes in differentiated neurons is not as common (Aldiri
et al., 2017).

The retinal enhancer landscape exhibits exquisite
reconfiguration concomitant with changes in gene expression

during retinal developmental transitions: whereas cis-regulatory
elements of progenitor genes lose their activities, enhancers
targeting differentiation genes are gradually activated (Aldiri
et al., 2017). Mechanisms of enhancer potentiation have been
the focus of many studies. Current models suggest that priming
enhancers for activation during embryonic development can be
achieved by a cooperative binding of lineage-specific TFs or by
the deployment of a unique set of TFs, termed pioneer factors,
that have the ability to bind closed chromatin and facilitate the
recruitment of chromatin regulators and lineage-specific TFs and
co-factors (Zaret and Carroll, 2011; Drouin, 2014). Retinal
pioneer TFs remain poorly characterized but recent genomic
data begins to shed light on their roles. For instance, a study
examining the genomic profiling of the RPC gene LHX2 reveals
global and local reduction of LHX2-bound chromatin accessible
sites upon loss of Lhx2, including regulatory regions nearby TFs
with potential pioneer function, suggesting that LHX2 functions
as a pioneer factor in the developing retina (Zibetti et al., 2019). In
another work, analysis of the regulatory elements bound by the
photoreceptor differentiation transcription factor Crx in wild
type and Crx-mutant retina in mice indicates a limited ability
of CRX to remodel chromatin and points toward a cooperative TF
binding module in promoting photoreceptor cell fate (Ruzycki
et al., 2018). Thus, priming the retinal enhancer landscape during
developmental transitions and cell fate choices likely involves
multiple mechanisms and is highly context specific.

Mechanisms of enhancer-mediated transcriptional control of
genes with multiphasic expression during retinogenesis are
particularly interesting, and underscore the complexity of gene
regulation. For instance, the transcription factor Sox2 is expressed
in RPCs and is confined to amacrine cells and Müller glia in adult
retina (Taranova et al., 2006). In principle, such a complex
temporal and spatial expression pattern can occur via
recruitment of stage- and cell-type specific TFs and/or by the
utilization of cell-type exclusive enhancers. Retina-specific
enhancer elements with temporally restricted activities have
been identified as the case with those nearby Otx2, a
transcription factor expressed in a subset of progenitor cells
and marks bipolar cells and photoreceptors (Emerson and
Cepko, 2011; Kaufman et al., 2021). Notably, Sox2 chromatin
architecture has been studied given its essential roles in
maintaining stem cell pluripotency, revealing a complex
regulatory landscape with multiple putative enhancer elements,
including stem cell-specific regulatory constituents that are
essential for Sox2 expression (Li et al., 2014; Zhou et al., 2014;
Bonev et al., 2017).

Interestingly, downregulation of Sox2 in rod photoreceptors is
accompanied by site-specific deposition of the repressive histone
mark H3K27me3 (Norrie et al., 2019). Whereas Sox2 coding
region and nearby enhancers are occupied by H3K27me3, Sox2-
regulatory elements that are hundreds of base pairs away holds
limited levels. This implies that not all regulatory elements are
created equally and underscores a locus-specific utilization of
repressive mechanisms on enhancer elements. Florescence in situ
hybridization (FISH) performed on rod nuclei indicates that
while Sox2 coding region is located in euchromatin, its long-
range putative enhancers reside in heterochromatin, thus likely
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inaccessible to the action of repressive complexes (Norrie et al.,
2019). These data are in agreement with the finding that rod
photoreceptors render a substantial fraction of vestigial
regulatory elements (enhancers that used to be active in earlier
stages of retinogenesis) inaccessible to repression mediated by
DNA methyltransferase (Mo et al., 2016).

Diverse histone marks tend to co-exist, leading to an excessive
number of possible combinatorial readouts and renders
interpretation of epigenomic maps challenging. To facilitate a
better understanding to the biological roles of combinations of
histone marks and chromatin associated proteins, a
computational modeling that utilizes machine learning
algorithms (ChromHMM) was developed to distinguish
groups (states) of co-occurring chromatin marks across the
genome (Ernst and Kellis, 2010; 2012). Applying this method
to ChIP-Seq data generated from mouse and human developing
retina led to the identification of several chromatin states that
capture known genomic elements such as active promoters and
enhancers, insulators and repressed regions (Aldiri et al., 2017).
ChromHMM analysis was also informative in exploring
prevailing chromatin states in retinoblastoma and retinal
organoids (Hiler et al., 2015; Aldiri et al., 2017). Later, a
computational work that integrates retinal chromatin states
and 3D FISH imaging successfully predicted genome-wide
euchromatin and heterochromatin compartmentalization in
the mouse retina (Norrie et al., 2019).

Mapping of the epigenomic marks and regions of chromatin
accessibility has emerged as a powerful tool to annotate retinal
putative regulatory elements, particularly enhancers (Wilken
et al., 2015; Aldiri et al., 2017; Hughes et al., 2017; Wang
et al., 2018; Cherry et al., 2020; Xie et al., 2020). Given the
essential roles of enhancer elements in controlling cell type
specific differentiation programs during retinogenesis, we will
discuss recent progress in the field and highlight examples related
to the gene regulatory networks controlling retinal cell fate
choices.

DISCOVERY OF RETINAL ENHANCERS

Enhancers are stretches of non-coding DNA elements that
spatially and temporally regulate transcription by acting as
platforms to recruit transcription factors and transcriptional
machinery, irrespective of sequence orientation (Gasperini
et al., 2020). Enhancers are the main source for
communication between chromatin and the environment as
they contain motifs that can bind transcription factors and
recruit effectors of signaling pathways (Long et al., 2016).
Biochemically, enhancers are characterized by occupancy of
active histone marks (i.e., H3K27ac and/or H3K4me1) and
chromatin-associated proteins (i.e., p300), overlaying areas of
open chromatin (Visel et al., 2009; Creyghton et al., 2010; Rada-
Iglesias et al., 2011; Thurman et al., 2012). Interestingly, while
H3K27Ac has been widely validated as a hallmark for active
enhancers in the animal kingdom, association of H3K27Ac
deposition with active regulatory elements in plants appears
species-specific (Yan et al., 2019).

Recent advances in techniques that map 3D genome
organization demonstrated that enhancers may act over long
genomic distances, via looping, to contact their cognate gene
promoters in 3D space (Li et al., 2012; Fang et al., 2016; Mumbach
et al., 2016). The prevailing model is that a promoter-enhancer
interaction mediates activation of gene expression by bringing
transcription factors and transcription machinery into promoter
proximity (Robson et al., 2019). However, whether promoter-
enhancer physical contact is a universal prerequisite mechanism
for gene activation is not firmly established (Chen et al., 2018;
Benabdallah et al., 2019; Crump et al., 2021). There are hundreds
of thousands of putative regulatory elements in the human
genome, far in excess of number of genes, underscoring the
complexity of enhancer function in organ development and
homeostasis.

Classically, strategies to pinpoint cell-type specific cis-
regulatory elements in the developing retina have exploited
DNA conservation and enrichment of lineage-specific
transcription factor motifs coupled with in vivo screening for
enhancer activities. This method was successful in the
identification of numerous distal regulatory elements near
genes essential for retinal development and cell-type
specification such as Vsx2 and Grm6 (bipolar cells), Nrl, Otx2
and Prdm1 (photoreceptors), Atoh7 (ganglion cells), Onecut1
and Thrb (cones/horizontal cells), and Pax6 (RPCs, amacrine
cells), among others (Kleinjan et al., 2004; Rowan and Cepko,
2005; Riesenberg et al., 2009;Willardsen et al., 2009; Emerson and
Cepko, 2011; Kautzmann et al., 2011; Emerson et al., 2013; Mills
et al., 2017; Goodson et al., 2020; Patoori et al., 2020).

Comparative genomics employing convergent evolution were
also useful in identifying and characterizing putative retinal
enhancer elements (Kvon et al., 2016; Partha et al., 2017;
Roscito et al., 2018). The logic behind this interesting method
is that regulatory elements that are essential for vision are under
evolutionarily constraints to preserve visual structures and
functions. In animals where vision is regressed, such as
subterranean mammals, vision-related regulatory regions and/
or their target genes undergo accelerated mutation rate and suffer
sequence divergence due to relaxed evolutionally constraints,
thus revealing DNA sequences potentially essential for
development of optical structures. Such a strategy was
employed to investigate enhancer elements in the ground-
dwelling moles, leading to the identification of several retina-
specific regulatory regions associated with vision deterioration,
including those nearby Pax6 (Partha et al., 2017). Still, not all
regulatory elements are conserved at the DNA level, and many
highly conserved enhancers lack in vivo activities in transgenic
assays (Pennacchio et al., 2013). Thus, complementary
approaches to profile the cis-regulome remain essential to
elucidate enhancer structure and function.

With the broad availability of next generation sequencing
platforms, profiling chromatin structure in the developing
retina has taken a momentum, facilitating the discovery of
genome wide putative distal enhancers with a relative ease.
Taking advantage of transcription factors occupancy as a
proxy to the identification of distal enhancer regions,
numerous transcription factors involved in retinal cell fate
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choices have been surveyed using ChIP-Seq and, more recently,
CUT and RUN, including OTX2, ATOH7, NRL, CRX, MEF2D,
RORB and LHX2 (Corbo et al., 2010; Swaroop et al., 2010; Samuel
et al., 2014; Andzelm et al., 2015; Zibetti et al., 2019; Cherry et al.,
2020; Brodie-Kommit et al., 2021). Likewise, histone
modifications associated with active promoters and enhancers
have been extensively charted in the developing retina, and
hundreds of cis-regulatory elements have been catalogued
(Popova et al., 2012; Wilken et al., 2015; Aldiri et al., 2017;
Hughes et al., 2017; Xie et al., 2020). More recently, a
transcriptional profiling of non-coding RNAs, often
transcribed from active enhancer regions, was performed to
delineate cone and rod regulatory elements in wild type and
Nrl mutant mice (Perez-Cervantes et al., 2020).

Chromatin accessibility has become a popular method to
identify cis-regulatory elements. Studies on bulk tissues from
human and murine developing retina revealed temporal
dynamics in chromatin accessibility associated with changes in
gene expression during retinogenesis. Earlier work utilized
DNaseI hypersensitivity (DHS) to profile the mouse
developing retina, leading to the identification of
developmentally regulated enhancer elements near the
transcription factors Neurog2, Otx2 and Olig2, (Wilken et al.,
2015). By far, assay for transposase-accessible chromatin with
sequencing (ATAC-Seq) has become the most common
technique used to profile regulatory elements, revealing
enhancer landscape dynamics in the mouse and human
developing retina (Mo et al., 2016; Aldiri et al., 2017; Hughes
et al., 2017; Cherry et al., 2020; Xie et al., 2020). As retinal
organoids become a powerful method to investigate and model
retinal development and disease (Eiraku et al., 2011; Volkner
et al., 2016), ATAC-Seq was used to demonstrate a high temporal
correlation of regulatory landscape dynamics in retinal organoids
and human fetal retina, further validating retinal organoids as a
robust model to study human retina (Xie et al., 2020).

To date, most of the studies surveying retinal open chromatin
regions used bulk tissues as input, which renders the
determination of cell type specific deployment of regulatory
elements in rare retinal cell types challenging. To overcome
this limitation, ATAC-Seq, and sometimes ChIP-Seq,
experiments have been performed on purified cells from
transgenic mice carrying cell type-specific reporter genes, and
as a result, epigenomic data from enriched rods, cones, bipolar
cells and Müller glia are now available (Mo et al., 2016; Ueno
et al., 2016; Hughes et al., 2017; Ueno et al., 2017; Murphy et al.,
2019; VandenBosch et al., 2020).

The advent of single cell technologies, methods that
circumvent heterogeneity and allow the investigation of rare
cell populations at high resolution, has revolutionized the field,
and a large cohort of studies focusing on surveying the adult and
developing retinal single cell transcriptome has been performed
(Clark et al., 2019; Kim et al., 2019; Liang et al., 2019;Menon et al.,
2019; Cherry et al., 2020; Lu et al., 2020; Sridhar et al., 2020;
Brodie-Kommit et al., 2021; Wu et al., 2021). Still, matching
studies that investigate retinal chromatin accessibility dynamics
at the single cell resolution remain limited (Xie et al., 2020). With
recent technical advances that enable the simultaneous profiling

of transcriptome and epigenome from the same cells, it is almost
certain that work is underway to accurately outlining the
epigenome dynamics in relation to gene expression in retinal
cell populations (Kashima et al., 2020; Weir et al., 2021).

FUNCTIONAL VALIDATION OF RETINAL
ENHANCERS

Genome-wide analysis to delineate putative regulatory elements is
a robust method to infer enhancer activities but not without
limitations (Halfon, 2019). With the wealth of information
available on the genomic location of predicted retinal
enhancers, derived primarily by biochemical annotations and
computational methods, in vivo experimental characterization of
those elements remains necessary to validate their functions. In
theory, a regulatory element should recapitulate its cognate gene’s
spatial and temporal expression pattern, and when mutated should
lead to alteration in gene expression. A large body of work has been
directed toward investigating enhancer activities in the retina using
reporter assays, which test the ability of a candidate enhancer
sequence to activate a reporter gene (i.e., GFP, LacZ and luciferase).
Electroporation of the mouse developing retina has been the main
method for construct introduction into the retina, testing enhancer
activity one element at a time (Montana et al., 2011; Wang et al.,
2014; Goodson et al., 2020; Kaufman et al., 2021). In vivo
transgenesis using mouse, zebrafish and the frog xenopus was
also used (Hutcheson et al., 2005; Ghiasvand et al., 2011; Fang et al.,
2017; Bhansali et al., 2020; Kaufman et al., 2021). High throughput
strategies to interrogate the activities of retinal enhancers has been
explored as well. In one such a study, massively parallel reporter
assay (MPRA) was used to investigate photoreceptor cis-regulatory
elements bound by CRX (White et al., 2013).

CRISPR-based genome editing technology has tremendously
facilitated testing the function of retinal enhancers in vivo by
providing a venue to efficiently delete non-coding regions with
precision (Osterwalder et al., 2018). Emerging studies on
enhancer elements nearby Vsx2, Otx2 and Prdm1 in retinal
explants and mouse knockouts uncovered lineage- and stage-
specific regulatory elements important for photoreceptor and
bipolar cell fates (Wang et al., 2014; Norrie et al., 2019; Chan et al.,
2020; Goodson et al., 2020; Kaufman et al., 2021). Still, whether an
enhancer is required for the expression of its target gene remains
challenging to address given the complex nature of the chromatin
landscape. Enhancers may regulate the expression of a single
target (i.e., a single or many enhancers, one target gene) or acting
promiscuously on multiple genes (i.e., one enhancer, multiple
target genes). As such, in vivo perturbations of regulatory
elements, especially those nearby functionally important genes,
may result in no molecular or cellular consequences, likely due to
enhancer redundancy (Kurokawa et al., 2004; Osterwalder et al.,
2018). Additionally, an enhancer may govern the expression of
gene(s) broadly expressed in multiple tissues during
embryogenesis, leading to pleiotropic effects and/or embryonic
lethality upon loss of enhancer function. Still, enhancer deletion
assays remain an important tool to reveal molecular mechanism
underlying biological functions of enhancer landscape.
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Super enhancers and retinal cell type
specific programs
Developmentally critical transcription factors are often marked
with strong enhancers to drive and/or maintain robust
expression. Work on embryonic stem cells defined a subclass
of regulatory elements, termed super-enhancers (SEs), that are
selectively enriched near genes important for stem cell identity
(Whyte et al., 2013). Super-enhancers tend to span large
genomic regions and are strongly enriched in mediator
complex and transcription factors, particularly those driving
lineage-specific programs (Parker et al., 2013; Adam et al.,
2015). The importance of SE size is not clear, but it was
proposed that strong H3K27Ac occupancy that demarcates
these regulatory clusters weakens DNA-histone interactions,
thus exposing DNA to transcription factors (Parker et al., 2013).
Evidence suggests that SEs drive high levels of transcriptional
activity and are particularly sensitive to perturbations (Hnisz
et al., 2013; Loven et al., 2013; Whyte et al., 2013; Bahr et al.,
2018). Recent studies propose that transcription factors,
activators and co-activators occupying SEs form condensates
with liquid-phase separation properties (Hnisz et al., 2017; Boija
et al., 2018; Sabari et al., 2018). However, the functional
significance of SEs and whether a super-enhancer constitutes
a single functional unit of cooperating regulatory clusters or a
mere stretch of aggregated enhancers remains unclear (Pott and
Lieb, 2015; Moorthy et al., 2017).

Given the emerging interest in SEs roles in regulating tissue-
specific gene expression, dynamically regulated SEs in mouse and
human developing retina have been annotated (Aldiri et al.,
2017). Studies that functionally investigate SEs in the retina
remain limited but available data suggest central roles in
driving retinal cell fate choices. For example, a large deletion
(35 kb) in an area that overlaps a super-enhancer nearby Vsx2
caused a complete loss of retinal bipolar cells, while proliferation
appears to proceed normally (Norrie et al., 2019). This regulatory
region contains conserved elements that can drive reporter
expression in RPCs, Müller glia and bipolar cells (Rowan and
Cepko, 2004; Kim et al., 2008), and a recent study demonstrated
that knocking down of a smaller portion of the Vsx2 SE also
impacts bipolar cell differentiation (Goodson et al., 2020). Thus,
while the concept of super-enhancers is appealing, detailed
functional studies are needed to elucidate the exact biological
roles of SEs and their constituents in promoting retinal cell fate
acquisitions.

RETINAL ENHANCEROPATHIES

Defining cis-regulatory elements is crucial to understand disease
mechanisms, as variations in DNA sequences linked to inherited
human disorders often lie in non-coding regions (Chatterjee and
Ahituv, 2017). Retinal diseases associated with alterations in
regulatory landscape have been reported but only in a handful
of cases has a causative link been suggested. A clear example
illustrating a direct role of regulatory elements in inherited retinal
disorders comes from studies on patients with nonsyndromic
congenital retinal nonattachment (NCRNA), an autosomal

recessive retinal disease characterized by congenital blindness
due to loss of RGCs and optic nerve atrophy (Keser et al., 2017). A
deletion in a non-coding DNA region 20 kb upstream of the
proneural bHLH transcription factor ATOH7 has been linked to
the disease (Ghiasvand et al., 2011). Transgenic reporter assays in
mouse and zebrafish demonstrated that this non-coding element
has developmental activities that matched the spatiotemporal
expression of Atoh7, suggesting that it acts as an enhancer
element for Atoh7 (Ghiasvand et al., 2011). Subsequent studies
identified pathogenic mutations in the ATOH7 coding region
itself, further linking NCRNA to misregulation of Atoh7 (Keser
et al., 2017; Kondo et al., 2018). Surprisingly, deleting the
orthologous murine enhancer region does not recapitulate the
disease phenotype, suggesting a differential biological significance
of mouse and human Atoh7 enhancer landscape (Miesfeld et al.,
2020). Other examples that identified variations in enhancer
elements with links to ocular disorders include those nearby
Pax6 (aniridia) and Samd7 (retinitis pigmentosa) (Bhatia et al.,
2013; Van Schil et al., 2016).

Global alterations in retinal enhancer landscape have been
observed in patients with retinal degenerative diseases. A recent
study profiled the genome-wide chromatin accessibility in
patients with dry age-related macular degeneration (AMD), a
disease characterized by a progressive loss of photoreceptors, and
revealed a genome-wide quantitative reduction in chromatin
accessibility associated with advanced stages of the disease,
particularly in the macular region (Wang et al., 2018). Of
note, the genomic regions that recruit gene regulatory
networks controlling photoreceptor gene expression seems to
be most impacted in those patients (Wang et al., 2018).

Retinal diseases can be associated with genomic
rearrangements that lead to the formation of a de novo
regulatory landscape, causing gene deregulation. In one such
instance, a cohort of patients with autosomal-dominant retinitis
pigmentosa suffered a structural rearrangement that led to a
repositioning of retina-specific regulatory landscape nearby
GDPD1, a gene involved in lipid metabolism. The ectopic
activation of GDPD1 driven by the newly created enhancer
region likely leads to de-regulation of lipid metabolism, an
essential process for phototransduction (de Bruijn et al., 2020;
Fu et al., 2021). This work demonstrates how recent advances in
surveying 3D genome organization can facilitate the discovery of
molecular mechanisms underlying retinal diseases.

Retinal 3D Nuclear Organization and High
Order Chromatin
Thanks to the rapid development of 3C techniques, the
mammalian 3D genome conformation has been profiled at
high resolution, illuminating that chromatin is organized into
compartments in which multiple levels of DNA-DNA
preferential interactions exist (Dixon et al., 2012; Lieberman-
Aiden et al., 2009). At the chromosome level, transcriptionally
active and inactive regions are spatially segregated into very large
genomic regions, called compartments A and B, respectively
(Lieberman-Aiden et al., 2009). Within each compartment
distinct territories, the topologically associated domains
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(TADs), exist in which promoter-enhancer contacts are heavily
constrained (Dixon et al., 2012; Rao et al., 2014). How
hierarchical genomic folding is formed and maintained is
under intensive investigation, but evidence points toward a
major role of the transcription factor CTCF (Merkenschlager
and Nora, 2016; Nora et al., 2012). Current models propose that
genomic contacts are established via loop formation that involves
homo-dimerization of CTCF at the loop anchors (Figure 2) (Rao
et al., 2014; Hnisz et al., 2016; Weintraub et al., 2017). These
interactions are further stabilized by a cohesin complex that
forms a ring around the loop anchor region (Kagey et al.,
2011; Hnisz et al., 2016; Merkenschlager and Nora, 2016; Rao
et al., 2017; Weintraub et al., 2017). The orientation of CTCF
binding seems to be important for the proper formation of the
loop (de Wit et al., 2015; Guo et al., 2015).

Research investigating high order chromatin of the developing
retina remains limited, and available data is primarily collected
from bulk mouse retina and purified rod photoreceptors (Falk
et al., 2019; Norrie et al., 2019; Tan et al., 2019). Overall, retina
hierarchical genomic organization is similar to what has been
reported in other tissues, including in the cortex, and
developmental transitions of compartments A and B correlated
well with retinal chromatin signature (Dixon et al., 2012; Norrie
et al., 2019). However, while the number of TADs remain
relatively constant as neural progenitors differentiate into
cortical neurons, rod photoreceptors have significantly more
TADs than in RPCs or cortical neurons, presumably due to
the compact nature of rod nuclei (Bonev et al., 2017; Norrie
et al., 2019).

Genomic technologies have enabled the identification and
cataloging of putative regulatory elements yet defining their
cognate genes remains challenging (Buecker and Wysocka,
2012; de Laat and Duboule, 2013). Promoter-enhancer
contacts are generally difficult to identify using Hi-C due to
resolution limitations but work on developing neural tissues
captured the dynamics of several prominent interactions
associated with genes important for neurogenesis (Bonev et al.,

2017; Norrie et al., 2019). This is illustrated by Sox2 locus, where
changes in the Sox2 expression during cortical and retinal
differentiation is associated with re-wiring of longs-range
contacts between Sox2 promoter and regulatory elements
hundreds of kilobases away (Bonev et al., 2017; Norrie et al.,
2019).

It is now broadly accepted that enhancers can act over great
genomic distances, via CTCF-mediated looping, to regulate
promoter activities, bypassing proximally located genes
(Schoenfelder and Fraser, 2019). The specific roles of CTCF in
retinal differentiation remain unclear but early studies on chick
retina suggest regulatory functions associated with Pax6 (Li et al.,
2006). CTCF is essential for proper retinal formation as loss of
CTCF expression in the murine developing retina leads to
massive cell death (Watson et al., 2014). The genome wide
occupancy of CTCF in the developing retina has been profiled,
revealing constitutive and dynamic CTCF occupancy across
retinal genome during retinogenesis (Aldiri et al., 2017).
Interestingly, work on retinal organoids suggest that
maintaining a robust CTCF binding memory in stem cells
reprogrammed from rod photoreceptors is important for
efficient differentiation of retinal organoids (Hiler et al., 2015).
Still, evidence from stem cells indicates that global loss of
chromatin loops has a minimal effect on gene expression
(Zuin et al., 2014; Rao et al., 2017). Thus the retina-specific
roles of CTCF likely reflect gene-specific regulatory functions
independent of 3D genome structure, although more work is
needed to examine this idea.

Inverted Nuclear Architecture in Mouse Rod
Photoreceptors
The chromatin spatial architecture is commonly shared
among animal nuclei, where inactive heterochromatin is
preferentially sequestered to the nuclear periphery while
active euchromatin occupies the nuclear interior (Holla
et al., 2020; Solovei et al., 2016). The structure of rod

FIGURE 2 | Retinal 3D nuclear organization. (A) Model for enhancer-mediated activation of gene expression. The process involves formation of a DNA loop,
facilitated by the recruitment of CTCF and cohesin, that brings distal enhancers into proximity of the promoters. Enhancers enable the recruitment of transcription factors,
co-factors and transcriptional machinery to the promoter. (B,C) Nuclear structure of murine rod (B) and bipolar (C) cells as revealed by DAPI staining.
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photoreceptor nuclei in nocturnal animals has deviated from
this organization: heterochromatin is densely concentrated in
the nuclear center while euchromatin occupies the outer edges
(Figure 2) (Solovei et al., 2009). Data suggest that the inverted
nuclear arrangement in rods reduces light scattering,
effectively converting the nuclei into micro-lenses that
enhance vision in dim light conditions (Solovei et al., 2009;
Solovei et al., 2013; Subramanian et al., 2019). As such, this
inverted nuclear structure in rods represents a clear example
of how 3D nuclear architecture may directly influence a
physiological function. Still, inverted nuclei structure is
also observed in other cell types such as olfactory sensory
neurons and neutrophils but the exact biological purpose of
this organization in these cells is not clear (Clowney et al.,
2012; Solovei et al., 2013).

Despite the stark structural differences between inverted and
conventional nuclei, Hi-C data indicate that the hierarchical
chromatin compartmentalization is qualitatively similar (Falk
et al., 2019; Tan et al., 2019). Additionally, studies integrating
Hi-C experiments with computational modeling suggest that the
spatial partitioning of heterochromatin and euchromatin in both
conventional and inverted nuclei is mediated by liquid-phase
separation dynamics, driven primarily by heterochromatin
interactions (Falk et al., 2019; Tan et al., 2019).

The establishment of inverted nuclei occurs during rod
photoreceptors terminal differentiation and is completed by
postnatal day 28 in mice (Solovei et al., 2009). During this
process, rod precursor nuclei experience morphological
reorganization where chromocenters gradually dissociate
from the nuclear periphery and coalesce centrally (Solovei
et al., 2009). At the molecular level, nuclear inversion is
correlated with loss of LBR and Lamin A/C, proteins
essential for tethering heterochromatin to the nuclear
periphery (Clowney et al., 2012; Solovei et al., 2013). The
molecular mechanism involving downregulation of lamina-
associated proteins during rod differentiation has not been
fully explored but preliminary evidence suggests a role for the
transcription factor Casz1 in association with polycomb
proteins in repressing Lamin A (Mattar et al., 2018). Casz1
is also expressed in cone photoreceptors and does not seem
to regulate LBR expression (Mattar et al., 2018). Thus, it is
likely that repression of lamina-associated proteins in
differentiating rods involves other rod-specific transcription
factors (Hughes et al., 2017; Mattar et al., 2018). Interestingly,
while loss of LBR can alter the nuclear structure, it does not
affect global gene expression (Solovei et al., 2013; Norrie et al.,
2019).

CONCLUDING MARKS

Genomic studies thus far have provided insights into modulation
of retinal development by chromatin structure, yet the field is still
in its infancy and a tremendous amount of work is needed to gain
a comprehensive understanding on how epigenetics shape retinal
development and are associated with retinal diseases. As
sequencing technologies and computational analyses continue
to rapidly evolve, it is likely that more high resolution data from
retinal cell types will be available in the near future.

What are the long-range interactions that occur among cis-
regulatory elements during retinal development and how
essential are they to retinal development and homeostasis? Are
these interactions disrupted in ocular diseases? If so in what way?
What are the factors that govern nuclear organization in retinal
neurons? How does nuclear architecture influence gene
expression during retinal cell type specification? Do liquid-
phase separation properties of nuclear compartments influence
retinal transcriptional programs? These are some of the
outstanding questions that are likely to help elucidating how
chromatin influence transcriptional regulation in the retina.

Animal models have been immensely valuable in
understanding molecular mechanisms underlying human
biology and diseases but more studies investigating chromatin
structure in human native and diseased retina are needed. This is
particularly important to advance therapeutic strategies aiming at
stimulating regeneration and/or preventing degeneration in the
mammalian retina.
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Prioritisation of Candidate Genes
Underpinning COVID-19 Host Genetic
Traits Based on High-Resolution 3D
Chromosomal Topology
Michiel J. Thiecke1†, Emma J. Yang2,3†, Oliver S. Burren4, Helen Ray-Jones2,3*‡ and
Mikhail Spivakov2,3*‡

1Enhanc3D Genomics Ltd, Cambridge, United Kingdom, 2Functional Gene Control Group, MRC London Institute of Medical
Sciences, London, United Kingdom, 3Institute of Clinical Sciences, Faculty of Medicine, Imperial College, London,
United Kingdom, 4Cambridge Institute of Therapeutic Immunology and Infectious Disease, Department of Medicine, University of
Cambridge, Cambridge, United Kingdom

Genetic variants showing associations with specific biological traits and diseases detected
by genome-wide association studies (GWAS) commonly map to non-coding DNA
regulatory regions. Many of these regions are located considerable distances away
from the genes they regulate and come into their proximity through 3D chromosomal
interactions. We previously developed COGS, a statistical pipeline for linking GWAS
variants with their putative target genes based on 3D chromosomal interaction data
arising from high-resolution assays such as Promoter Capture Hi-C (PCHi-C). Here, we
applied COGS to COVID-19 Host Genetic Consortium (HGI) GWASmeta-analysis data on
COVID-19 susceptibility and severity using our previously generated PCHi-C results in 17
human primary cell types and SARS-CoV-2-infected lung carcinoma cells. We prioritise
251 genes putatively associated with these traits, including 16 out of 47 genes highlighted
by the GWAS meta-analysis authors. The prioritised genes are expressed in a broad array
of tissues, including, but not limited to, blood and brain cells, and are enriched for genes
involved in the inflammatory response to viral infection. Our prioritised genes and
pathways, in conjunction with results from other prioritisation approaches and targeted
validation experiments, will aid in the understanding of COVID-19 pathology, paving the
way for novel treatments.

Keywords: COVID-19, GWAS (genome-wide association studies), enhancers and promoters, regulatory genome, 3D
chromosomal architecture

INTRODUCTION

Patients with COVID-19 disease, caused by SARS-CoV-2 infection, show a broad range of symptoms
and severity, from asymptomatic disease to fatal progressive respiratory failure (Hu et al., 2021).
Several known epidemiological factors increase the risk of COVID-19 severity and mortality: old age,
male gender and pre-existing medical conditions such as diabetes (Docherty et al., 2020; Huang et al.,
2020). These factors, however, do not fully explain the variability and clinical outcome of COVID-19.
Following the outbreak of the disease caused by a related virus, SARS, in 2002–2004, it was suggested
that host genetic factors influence the clinical course and outcome of coronavirus infections (de
Wilde et al., 2018). These findings have provided a motivation for a systematic identification of host
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genetic factors linked with COVID-19 susceptibility and severity
using genome-wide association studies (GWAS). Most recently,
the COVID-19 host genetic initiative (COVID-19 HGI) has
joined up these efforts to produce GWAS meta-analyses in
four case-control settings in ∼50 K patients and ∼2 M controls
from 47 studies in total (at Release 5), thereby increasing the
power and robustness of individual GWAS (COVID-19 Host
Genetics Initiative, 2021).

Whilst GWAS have revealed the underpinning genetic
components of many phenotypes (Buniello et al., 2019),
translating the identified genotype-disease associations into
actionable therapeutic targets has presented a major
challenge. To a large extent, this is due to the fact that the
absolute majority of GWAS variants map outside of the
protein-coding and promoter regions of the genome and
are instead enriched at distal DNA regulatory elements
such as gene enhancers (Cano-Gamez and Trynka, 2020).
Enhancers may localise long distances (hundreds of
kilobasepairs) away from their target gene promoters and
come into their physical proximity via 3D chromosomal
contacts (Schoenfelder and Fraser, 2019; Ray-Jones and
Spivakov, 2021).

Currently, 3D chromosomal contacts are typically measured
by Hi-C, a chromatin proximity ligation technique using next-
generation sequencing of the ligation junctions for detection (van
Berkum et al., 2010). Theoretically, Hi-Cmakes it possible to map
all pairwise genomic contacts in the genome at a restriction-
fragment resolution. However, the high complexity of Hi-C
sequencing libraries limits the practically achievable genomic
coverage, leading to a reduced sensitivity and resolution of this
method. This limitation can be effectively mitigated using
Capture Hi-C (PCHi-C), which enriches Hi-C libraries prior
to sequencing for fragment pairs that include, at least on one end,
regions of interest, such as annotated gene promoters
(Schoenfelder et al., 2018).

We previously developed COGS (Capture Hi-C Omnibus
Gene Score), a formal statistical framework to capitalise on
high-resolution chromosome conformation data such as
PCHi-C to link GWAS variants with their putative target
genes (Javierre et al., 2016; Burren et al., 2017). The COGS
pipeline generates a Bayesian prioritisation score for each gene
being causal for a given GWAS trait, with causal genes defined as
those containing at least one causal variant in the coding region,
promoter and/or promoter-interacting regions detected by
PCHi-C.

Here we used COGS with our previously generated PCHi-
C data in 17 primary blood cell types (Javierre et al., 2016)
and in a SARS-CoV-2-infected lung carcinoma cell line (Ho
et al., 2021) to prioritise candidate genes underpinning
COVID-19 host genetic associations from COVID-19 HGI
Host GWAS meta-analysis (COVID-19 Host Genetics
Initiative, 2021). We prioritise 251 putative genes
associated with SARS-CoV-2 infection and COVID-19
susceptibility and severity, the majority of which were not
previously implicated in these traits, and characterise their
expression patterns and functional annotations.

METHODS

The COGS Prioritisation Pipeline
The COGS pipeline (Javierre et al., 2016; Burren et al., 2017)
takes GWAS summary data as input, fine-maps it using
Wakefield synthesis (Wakefield, 2009) and aggregates the
resulting posterior probabilities of a variant being casual
across all promoter-interacting regions detected using
PCHi-C data. It then uses LD block data to compute the
probability that there is at least one causal variant in at least
one gene-associated region, including promoter-connected
fragments, promoter-proximal regions (the baited restriction
fragment and its immediate flanking fragments) and/or the
gene’s coding regions, under the assumption that there is at
most one causal variant per LD block. COGS scores
correspond to the estimated Bayesian probabilities of
having at least one causal GWAS variant associated with a
gene. Since COGS is primarily a ranking algorithm, the choice
of the score threshold for gene prioritisation remains
subjective in the absence of a gold standard. We used a
COGS score threshold of 0.3 in reporting the numbers of
prioritised genes and, where required, for downstream
analyses, with data presented in the last section of Results
confirming that our choice of threshold was appropriate for
these purposes.

We ran the COGS pipeline using each of the four COVID-19
HGI GWAS datasets (release 5 excluding 23andMe data) using
HindIII-based PCHi-C data in 17 human primary blood cell types
(Javierre et al., 2016; Burren et al., 2017) and DpnII-based PCHi-
C data (in 5 kb bins, with the baited fragments left unbinned) in
A549-ACE2 cells at 0, 8 and 24 h after SARS-CoV-2 infection (Ho
et al., 2021). The cell-type specificity of COGS scores may not be
consistent with the expression patterns of the prioritised genes,
while using COGS in a pooled setting across multiple samples
increases the sensitivity of the analysis (Javierre et al., 2016). At
the same time, the coverage and design of different PCHi-C
datasets may have systematic effects on detected interaction
signals (Freire-Pritchett et al., 2021). Therefore, COGS was
run separately for data from each GWAS meta-analysis using
a pool of promoter interactions with CHiCAGO scores (Cairns
et al., 2016) above 5 in at least one cell type in either dataset
(Javierre: 707,583 interactions involving 21,102 baited promoter
fragments; Ho: 43,265 interactions involving 9,955 baited
promoter fragments). A minority of gene promoters were not
baited in either PCHi-C capture system due to challenges in probe
design and therefore not assayed in the respective systems.
Therefore, their promoter-interacting regions could not be
included in the analysis. To facilitate the analysis of their
promoter-proximal variants, we generated “virtual baited
fragments” for all annotated gene promoters. In addition, we
included the coding variants of all annotated genes.

Data Sources
COVID-19 HGI GWAS meta-analysis release 5 data were
downloaded from https://www.covid19hg.org/results/r5/. This
release jointly analysed nearly 50,000 COVID-19 cases and
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over two million controls by combining data from 47 studies
across 19 countries. Details for each study are provided on the
HGI website and in the consortium paper (COVID-19 Host
Genetics Initiative, 2021). The CHiCAGO-processed PCHi-C
data from Javierre and Ho were downloaded from OSF
(https://osf.io/u8tzp) and GEO (accession GSE164533),
respectively. LD block data were generated with LD-detect
(Berisa and Pickrell, 2016) and downloaded from the software
author’s website (http://bitbucket.org/nygcresearch/ldetect-data).
Note that the LD block dataset did not include sex chromosomes,
which were therefore excluded from COGS analysis. However, no
strong association signals were detected on sex chromosomes in
COVID-19 HGI GWAS, and therefore this limitation is unlikely
to have missed strongly implicated genes.

The Javierre PCHi-C data are on GRCh37 assembly, and
we used the GRCh37 versions of the COVID-19 HGI GWAS
datasets, the original LD block data from Berisa and Pickrell
and gene models from Ensembl GRCh37 Release 103 (https://
grch37.ensembl.org) in the analysis. The Ho PCHi-C data are
on GRCh38 assembly, and we used the GRCh38 versions of
the COVID-19 HGI GWAS datasets, the lifted-over
(GRCh37-to-38) LD block data and gene models from
Ensembl GRCh38 Release 103. The results for each gene
were linked between these analyses using Ensembl gene
IDs as primary identifiers.

TPM-level gene expression data from GTEx and FPKM-
level gene expression data from BLUEPRINT consortia were
downloaded from GTEx portal (accession: phs000424. v8. p2)
and EBI Gene expression atlas (accession: E-MTAB-3827),
respectively. Gene sets of COVID-19 differentially expressed
genes in multiple human cell types and tissues (106
conditions) were obtained from The COVID-19 Drug and
Gene Set Library (https://maayanlab.cloud/covid19/)
(Kuleshov et al., 2020). Differentially expressed genes in
COVID-19 were obtained from Supplementary Table S2 in
(Daamen et al., 2021) and the union of genes reported for
peripheral blood mononuclear cells (PBMCs), lung tissue and
bronchoalveolar lavage was taken. Hallmark gene sets were
obtained from the Molecular Signature Database (https://
www.gsea-msigdb.org/gsea/msigdb/index.jsp) (Liberzon
et al., 2015).

Gene-Level Manhattan Plots
Gene-level Manhattan plots were generated separately for
each COGS run on a given GWAS and PCHi-C dataset using
the R package ggplot2 (Wickham, 2016). Genes with COGS
scores >0.3 were labelled in each locus. Multiple genes were
labelled when there were several top-scoring genes with a very
similar score, or lower-scoring genes with compelling
biological functions. For simplicity, we did not label non-

FIGURE 1 | The COGS prioritisation scores of genes associated with A2 COVID-19 host GWAS trait. Gene-level Manhattan plot showing COGS scores generated
based on A2 COVID-19 host GWAS data and PCHi-C data from COVID Javierrere et al. (2016). The top scoring genes (COGS scores >0.3) are labelled in each locus.
Multiple genes are labelled when there are several top-scoring genes with a very similar score, or lower-scoring genes with compelling biological functions. For simplicity,
non-coding genes are not labelled, unless there are no prioritised protein-coding genes in the same locus. See Supplementary Figures S1–S3 for the COGS
gene-level Manhattan plots produced with the other three COVID-19 host GWAS traits based on PCHi-C data from Javierre et al. and Supplementary Figures S4–S7
for the prioritisation results based on PCHi-C data from Ho et al. (2021).
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coding genes unless there were no prioritised protein-coding
genes in the same locus.

Comparison of COGS With Other
Gene-Prioritisation Approaches
In the naive GWAS prioritisation approach, variants with
nominal p-values below 10−8 were assigned to the nearest
exon. The list of HGI-prioritised genes was taken from
Figure 1 in the HGI consortium paper (COVID-19 Host
Genetics Initiative, 2021). Genes outside of the regions
highlighted in the Figure were defined as those whose TSSs
mapped more than 1 Mb away from the lead variant. The list
of TWAS- and SMR-prioritised genes was taken from Tables 2
and 3 in Baranova et al., 2021.

Gene Expression Analysis
K-means clustering was performed on the scaled expression
values of COGS-prioritised genes (score >0.3) in GTEx (TPM)
and BLUEPRINT (RPKM) datasets using R package pheatmap
with the number of clusters determined using the Silhouette and
Elbow methods. GTEx analysis included 218 genes with
detectable expression, and BLUEPRINT analysis focused on
the 55 genes in the top 25% of expression in blood cells.

The GSEAPreranked analysis (Mootha et al., 2003;
Subramanian et al., 2005) against COVID-19 differential
expression signature gene sets used all genes returned by
COGS, ranked by COGS score. Analysis was performed using
the GSEA software (downloaded from www.gsea-msigdb.org)
with default parameters and 1,000 permutations. Results were
collated into a bubble plot using the R package ggplot2
(Wickham, 2016). Precision and recall analysis of COGS-
prioritised genes versus COVID-19 differentially expressed
genes (Daamen et al., 2021) was performed in R.

Annotation of the Prioritised Genes
Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway
enrichment analysis (Kanehisa and Goto, 2000) used COGS-
prioritised genes (score >0.3). The analysis was performed
using the enrichKEGG function in the ClusterProfiler
package (Yu et al., 2012) with an adjusted p value of 0.05.
Significantly enriched pathways were visualised with KEGG
mapper (Kanehisa and Sato, 2020). The GSEAPreranked
analysis on Hallmark gene sets was run as for COVID-19-
associated gene sets above.

RESULTS AND DISCUSSION

Prioritisation of COVID-19 Host GWAS
Genes Using PCHi-C Data
To prioritise candidate genes associated with COVID-19 susceptibility
and severity, we integrated the worldwidemeta-analysis data from the
COVID-19 Host Genetics Initiative (COVID-19 HGI Release 5)
(COVID-19 Host Genetics Initiative, 2021) with PCHi-C data
using the COGS pipeline (Javierre et al., 2016; Burren et al., 2017).
COVID-19 HGI divided the patients into three categories: A- very

severe cases characterised by respiratory failure, B- all hospitalised
cases, and C - all cases that tested positive for SARS-CoV-2 infection,
generating a GWAS meta-analysis for the following four traits: A2
(very severe cases vs population), B1 (hospitalised vs non-hospitalised
Covid-19 patients), B2 (hospitalised patients vs population) and C2
(confirmed Covid-19 vs population) (COVID-19 Host Genetics
Initiative, 2021).

We first used high-coverage PCHi-C data in 17 human primary
blood cell types (Javierre et al., 2016), including endothelial
progenitors, as the source of 3D chromosomal contacts for COGS.
We prioritised 234 genes with COGS scores above 0.3 across the four
GWAS, of which 37 had scores above 0.75. More than half of the
prioritised genes (122/234) were detected from A2 GWAS, consistent
with the number of significant variant-trait associations in this study.
A total of 78 genes were uniquely prioritised from A2 and not the
other three GWAS. Including B2 in the analysis contributed an
additional 71 genes, followed by B1 and C2 (26 and 15 additional
genes, respectively).

We expressed the prioritisation analysis results in the form
of gene-level Manhattan plots (Figure 1 and Supplementary
Figure S1–S3), which showed that clusters of adjacent genes
were often prioritised jointly. In some cases, this was due to
two promoters sharing the same PCHi-C baited fragment
(e.g., VRK3 and ZNF473). However, multiple genes may
genuinely share GWAS variant-containing enhancers (Ray-
Jones and Spivakov, 2021). Therefore, we have avoided
further “fine-mapping” of COGS associations to the top-
scoring gene in each peak.

We next used PCHi-C data from our recent analysis of a
SARS-CoV-2 infected lung cell line (ACE2-expressing A549 cells)
and uninfected controls (Ho et al., 2021). This experiment used a
different PCHi-C design, based on DpnII and analysed in 5 kb
bins (outside of the baited promoter regions that were left
unbinned), as opposed to HindIII in the Javierre et al. blood
cell analysis. This analysis returned 60 prioritised genes with
COGS scores above 0.3, of which 13 had scores above 0.75. The
gene-level Manhattan plots for this analysis are shown in
Supplementary Figure S4–S7. The lower number of genes
compared with the blood cell data is expected given the lower
sequencing coverage and the smaller number of cell types profiled
in this experiment. Over 70% (43/60) of the genes prioritised
using this dataset (COGS score >0.3) also had scores above 0.3 in
the blood cell-based analysis, indicating that the results of COGS
prioritisation show a significant degree of consistency across
different cell types and PCHi-C array designs.

Overall, 251 unique genes were prioritised based on four
GWAS and two PCHi-C datasets at COGS score >0.3. The full
results for all genes with their associated COGS scores are
presented in Supplementary Table S1.

Comparison of COGS With Other
Gene-Prioritisation Approaches
Comparison With Nearest-Exon Variant-To-Gene
Assignment
To compare the results of COGS prioritisation with a naive
approach, we selected GWAS variants with nominal p-values
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below 10−8 (traditionally taken as a “genome-wide
significance level” through the Bonferroni correction) and
assigned them to the nearest exon. Across the four GWAS,
this approach prioritised 45 genes, of which 11 were also
prioritised by COGS at a score threshold of 0.3
(Supplementary Table S2). The genes prioritised by both
approaches included 8/23 loci with coding variants (ABO,
DPP9, IFNAR2, KANSL1, LZTFL1, OAS1, OAS3, SLC6A20),
and 3/22 with non-coding variants mapped to their nearest
exons (AP000295.9, PDCL3P4, RP11-304F15.3). Genes
identified by the nearest-exon approach exhibited a wide
range of COGS scores (Supplementary Figure S8A).
Unlike in the naive approach, COGS additionally
incorporates data from promoter-interacting regions and
has improved precision due to the use of statistical fine-
mapping. Therefore, a limited overlap between these two
approaches is expected.

Comparison With the COVID-19 HGI Gene
Prioritisation Approach
The COVID-19 HGI consortium paper defined 13 genomic
loci associated with infection or severe disease, and highlighted

47 putative gene targets across these loci. The genes
highlighted in the consortium paper satisfied one or more
of the following criteria: 1) being in close proximity to the lead
variant, 2) overlapping disease-associated variants, 3)
containing disease-associated coding variants (loss-of-
function, missense), 4) being associated with an eQTL in
LD with the lead variant, or 5) being prioritised by the
OpenTargets V2G (Variant-to-Gene) algorithm (COVID-19
Host Genetics Initiative, 2021). HGI-prioritised genes showed
a broad range of COGS scores (Supplementary Figure S8B),
with 16 out of 47 HGI-prioritised genes showing scores above
0.3 (Supplementary Table S3A). For example, while HGI
prioritised all three genes in the 2′-5′-Oligoadenylate
synthetase (OAS) cluster, COGS prioritised OAS3 (max
COGS � 0.81) and OAS1 (max COGS � 0.54), while OAS2
had a subthreshold score (max COGS � 0.15).

At a COGS threshold of 0.3, a further 38/251 genes were
prioritised within the 13 loci of genome-wide significance
highlighted in the paper (Supplementary Table S3A). Notably,
in the 21q22.11 locus we prioritised interferon A and B receptor
subunit 1 (IFNAR1; max COGS � 0.91) in addition to the HGI-
prioritised subunit 2 (IFNAR2; max COGS ∼1); the products of these

FIGURE 2 | Expression patterns of the prioritised genes. Heatmaps showing the results of k-means clustering of COGS-prioritised genes (scores >0.3) based on
their relative expression levels across the tissues profiled by the GTEx consortium (A) and across primary blood cell types profiled by the BLUEPRINT consortium (B).
Relative gene expression in (A) represents gene-level TPM values scaled across all GTEx genes, and in (B) gene-level RPKM values scaled across genes with the top
25% of expression in the BLUEPRINT dataset. Each cell in the heatmap represents a cluster, with the gene-to-cluster assignments listed in Supplementary Table
S5A, B, respectively. Abbreviations: FPKM, fragments per kilobase of transcript per million mapped reads, TPM, transcripts per million.
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two genes combine to form the type I interferon receptor
(Piehler et al., 2012). In the 19q13.33 locus, the five HGI-
prioritised genes had low COGS scores, whereas BCAT2
(max COGS � 0.63) and FTL (max COGS � 0.41) were
instead prioritised; of these, FTL (ferritin light chain) is
reported to be anti-inflammatory (Zarjou et al., 2019). In the
19p13.3 locus, the Dipeptidyl peptidase 9 (DPP9) gene, which
plays a key role in inflammasome regulation (Zhong et al.,
2018), was confirmed with a COGS score of 1 (as well as two
nearby non-coding genes: DPP9-AS1 and AC005783.1).
However, COGS also identified further seven distal gene
targets including UBX domain protein 6 (UBXN6), which
reportedly inhibits the degradation of COVID-19-implicated
proteins IFNAR1 and TYK2 (Ketkar et al., 2021).

The remaining 197 out of 251 genes prioritised by COGS mapped
outside of the 13 genome-wide significance loci (Supplementary
Table S3B). These included such plausible candidates as LIF
receptor (LIFR) and TNF receptor superfamily (TNFSF) members
10A/B, TNFSF8 and 15, which have roles in cytokine signalling, as well
as components of the PI3K/AKT signalling pathway (LAMB4,THBS3,
TLR4 and YWHAE), which was recently proposed as a therapeutic
target in COVID-19 (Khezri, 2021).

Comparison With a Multiomics-Based Prioritisation
A recent study (Baranova et al., 2021) tested the colocalisation of
COVID-19 HGI GWAS signals with expression and methylation
quantitative trait loci using a combination of transcriptome-wide
association study (TWAS) and Summary-based Mendelian
randomisation (SMR). This approach prioritised 14 genes, five
of which (IFNAR2, MGC57346/LINC02210, OAS1, OAS3, and
TYK2) were also prioritised by COGS (score > 0.3). The
remaining 9/14 genes had COGS scores ranging from zero to
0.249 (Supplementary Table S4).

Overall, while COGS analysis has confirmed the prioritisation
of several genes found by the nearest-exon and alternative
priorisation approaches, it also revealed large numbers of
further candidates. The summary of all four prioritisation
approaches is presented in Supplementary Figure S8C and in
Supplementary Table S4.

Expression Patterns of COGS-Prioritised
Genes
Tissue-specificity of the Prioritised Genes
To assess the gene expression patterns of the COGS-prioritised
genes, we first took advantage of GTEx data across 54 non-
diseased tissues (GTEx Consortium, 2020). In total, 218 genes
were represented in this dataset. K-means clustering of scaled
expression values segregated these genes into eight coherent
clusters (Figure 2A; Supplementary Table S5A). Two large
clusters (A6 and A8) containing 51 genes in total were
characterised by their predominant expression in whole
blood or EBV-transformed lymphocytes, respectively. This
was expected from the involvement of well-characterised
candidates such as IFNAR1/2, OAS1/3 and TYK2 in the
immune function, as well as from the fact that the Javierre
PCHi-C dataset was generated in blood cells. However, COGS

also prioritised multiple genes active in other tissues, likely
driven by promoter-proximal and coding variants, as well as
promoter contacts shared across tissues. Genes in two other
clusters (A3 and A5; 45 genes in total, including synapse-
associated genes SYN2, SYT3 and SHANK1) were
predominantly expressed in different parts of the brain,
consistent with the common neurological symptoms and
evidence of brain damage following SARS-CoV-2 infection
(Marshall, 2021). Somewhat surprisingly, cluster A1 (31
genes in total) contained genes showing high expression in
testis, including sperm-associated calcium channel subunit
CATSPERG and signal peptide peptidase SPPL2C active in
spermatids. While SARS-CoV-2 is known to infect testis (Ma
et al., 2021) and the male sex is a known risk factor for COVID-
19 severity (Docherty et al., 2020; Huang et al., 2020), the exact
role of these genes in COVID-19 pathology remains to be
elucidated. The remaining three clusters (clusters A2, A4, A7;
100 genes in total) were characterised by broader expression
patterns across multiple tissues, including the lung, gut, skin and
vasculature.

To obtain a finer-grained view of the prioritised genes
expression patterns in the blood, we studied their
expression in 27 primary blood cell types using data from
the BLUEPRINT consortium (Figure 2B; Supplementary
Table S5B) (Chen et al., 2014). We restricted this analysis
to 55 genes showing top 25% expression levels in the
BLUEPRINT dataset. K-means clustering of their scaled
expression values yielded four distinct clusters containing
between 10 and 17 genes each, characterised by
predominant expression in T lymphocytes (cluster B1),
erythroblasts (B2), macrophages (B3) and mature
eosinophils (B4), respectively. Examples of genes in these
clusters include effectors of TNF (TNFSF8, B1; TNFRSF10B,
B2), toll-like receptor (TLR4, B3) and interferon signalling
(IFNAR1 and IFNAR2, clusters B3 and B4, respectively).

Jointly, these results suggest the involvement of a broad range
of blood cells and solid tissues in COVID-19 pathology.

Comparison With Reported COVID-19-Regulated
Genes
We asked if COGS preferentially prioritised genes that are
known to change expression in response to COVID-19
infection. To address this question, we used the COGS
scores of all annotated genes in a quantitative gene set
enrichment analysis (GSEAPreranked) against 106
differential expression signature gene sets from The
COVID-19 Drug and Gene Set Library (see Methods). All
106 COVID-19 gene sets had a positive Normalised
Enrichment Score (NES), meaning that they were enriched
at the top of the COGS-ranked gene list, with a mean FDR of
0.080 ± 0.125. This enrichment was significant at an FDR of
0.25 for 97 of the gene sets (Figure 3A; top plot and
Supplementary Table S5C), indicating that the genes’
COGS scores positively associate with their differential
expression in COVID-19. The top two sets, as ranked by
the Normalised Enrichment Score (NES), were lung
organoids infected with COVID-19 in vitro (top-ranking
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genes IFNAR2, CHI3L2, OAS3) and natural killer (NK) cells
from individuals with severe disease versus healthy (top-
ranking genes DPP9, SAFB2, SAFB) (Figure 3A middle and
bottom plots, respectively). We noted that the sets achieving
the highest NES tended to contain upregulated, rather than
downregulated, genes (Figure 3B), suggesting a role of many
underpinning variants in controlling gene induction in
response to infection. Overall, these results provide
additional validation that the COGS approach prioritises
genes with relevance to COVID-19.

The Biological Function of COGS-Prioritised
Genes
To gain insight into the shared biological functions of the
prioritised genes, we first performed KEGG pathway over-
representation analysis (Figure 4A). We found that COGS-
prioritised genes (max COGS score >0.3) were significantly
enriched in pathways associated with response to influenza A
and measles infection, as well as with inflammatory processes,
including NOD-like receptor signaling (Figure 4B), necroptosis

and natural killer cell-mediated cytotoxicity. These enriched
annotations were driven by a total of 11 COGS-prioritised
genes with a high overlap between individual pathways (FTL,
IFNAR1/2, OAS1/3, PPP3C, TLR4, TNFRSF10 A/B, TYK2, and
VAV3; Supplementary Table S6A). We note that all five enriched
pathways are druggable according to the KEGG database
(Kanehisa and Goto, 2000), creating potential opportunities
for drug repurposing for COVID-19 treatment. For example,
the NOD-like receptor signaling pathway alone is currently
targeted by 14 drugs indicated for various inflammatory
diseases, with one of these drugs, a selective IRAK4 inhibitor
Zimlovisertib, undergoing a clinical trial for COVID-19-
induced pneumonia (https://clinicaltrials.gov/ct2/show/
NCT04575610).

To further increase the sensitivity of pathway enrichment
analysis, we again performed quantitative GSEA based on the
COGS scores, this time against 50 Hallmark gene sets from the
Molecular Signatures Database. Although none of the Hallmark
sets were significantly enriched at an FDR of 0.25
(Supplementary Table S6B), the top sets ranked by NES
included relevant inflammatory processes such as IL-6

FIGURE 3 | Enrichment of COGS-prioritised genes in COVID-19-response gene sets. Quantitative GSEA analysis using the COGS score for each gene against
gene sets from the COVID-19 Drug and Gene Set Library. Diagnostic plots produced by the GSEA software demonstrate the relationship between the normalised
enrichment score (NES) and measures of significance [(A), top plot] and the enrichment across COGS scores for the gene sets with the top two NES scores (A, middle
and bottom plots) (B) Bubble-plot showing results for all gene sets. The “up” and “down” suffixes indicated the direction of differential expression in COVID-19 for
the gene set in question.
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signalling by STAT3, IL-2 signalling by STAT5, TNF-α signaling
via NFκB, IFN-γ response and TGF-β signalling (Figure 4C),
highlighting the roles of individual COGS-prioritised genes in
these processes.

Jointly, these results support the notion that genetically-
determined variation in the inflammatory response to viral
infection plays a key role in COVID-19 susceptibility and
severity.

FIGURE 4 | The biological functions of the prioritised genes. (A) Bubble plot showing the KEGG pathways enriched among COGS-prioritised genes (score >0.3).
(B) Diagram of the NOD-like receptor signalling pathway, with the COGS-prioritised genes highlighted in red. (C) Bubble plot showing the results of a quantitative GSEA
analysis using the COGS score for each gene against Hallmark gene sets.
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Assessment of COGS Score Thresholds
Based on Prioritisation of
COVID-19-Differentially Expressed Genes
Since COGS-prioritised genes were enriched in gene sets
associated with COVID-19 transcriptional response, we
used this property to estimate the sensitivity and specificity
of COGS analysis at a range of score thresholds. We focused on
data from a recent COVID-19 host transcriptomics study
reporting 11,170 differentially-expressed (DE) genes across
PBMCs, lung and bronchoalveolar lavage samples (Daamen
et al., 2021), of which 10,463 had a non-zero COGS score in
our dataset. Assuming that this set of DE genes is enriched for
true causal loci, we performed a precision-recall analysis of
these genes at a range of COGS thresholds between 0 and 1
(Supplementary Figure S8D). As expected, increasing the
COGS threshold increased the enrichment for DE genes (a
proxy for specificity or “precision”) among the prioritised
candidates, but decreased their recall, as more DE genes
ended up with subthreshold scores. Our predefined
threshold of COGS score > 0.3 corresponded to a point at
which the enrichment started to rise sharply (Supplementary
Figure S8D), confirming that our choice of this threshold was
reasonable for global downstream analyses. However, for more
targeted selection of candidates (e.g., for small-scale
perturbation experiments), using a higher COGS score
threshold, which likely confers a higher specificity of the
analysis at the expense of a lower sensitivity, may be
warranted.

CONCLUSION

The COGS pipeline combining Bayesian fine-mapping of GWAS
signals with PCHi-C-based prioritisation has provided 251
putative genes associated with COVID-19 severity, most of
which were not prioritised using the naive nearest-exon
approach and the strategies used in the original COVID-19
HGI GWAS publication. Most of these genes have no known
biological function in COVID-19 to date, but are enriched in
pathways associated with inflammatory response to viral
infection. In conjunction with complementary prioritisation
approaches and targeted validation experiments (Cano-Gamez
and Trynka, 2020), these data will help to understand and tackle
COVID-19 pathology.
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The intimate relationships between genome structure and function direct efforts toward
deciphering three-dimensional chromatin organization within the interphase nuclei at
different genomic length scales. For decades, major insights into chromatin structure at
the level of large-scale euchromatin and heterochromatin compartments, chromosome
territories, and subchromosomal regions resulted from the evolution of light microscopy
and fluorescence in situ hybridization. Studies of nanoscale nucleosomal chromatin
organization benefited from a variety of electron microscopy techniques. Recent
breakthroughs in the investigation of mesoscale chromatin structures have emerged
from chromatin conformation capture methods (C-methods). Chromatin has been found
to form hierarchical domains with high frequency of local interactions from loop domains
to topologically associating domains and compartments. During the last decade,
advances in super-resolution light microscopy made these levels of chromatin folding
amenable for microscopic examination. Here we are reviewing recent developments
in FISH-based approaches for detection, quantitative measurements, and validation of
contact chromatin domains deduced from C-based data. We specifically focus on the
design and application of Oligopaint probes, which marked the latest progress in the
imaging of chromatin domains. Vivid examples of chromatin domain FISH-visualization
by means of conventional, super-resolution light and electron microscopy in different
model organisms are provided.

Keywords: chromatin domains, chromatin imaging, fluorescence in situ hybridization (FISH), FISH probes,
fluorescent microscopy, topologically associating domains, genome compartments, Oligopaints

Abbreviations: (DOP)-PCR, degenerate oligonucleotide-primed polymerase chain reaction; (F)ISH, fluorescence in situ
hybridization; (i)PALM, (interferometric) photoactivated localization microscopy; 3C, chromosome conformation capture;
3D-EMISH, three-dimensional serial block-face scanning electron microscopy combined with in situ hybridization; 5C,
chromosome conformation capture carbon copy; BAC, bacterial artificial chromosome; ChIA-PET, chromatin interaction
analysis by paired end tag sequencing; CRISPR/dCas9, clustered regularly interspaced short palindromic repeats/nuclease-
deactivated CRISPR-associated protein 9; CTCF, CCCTC-binding factor; DNA-PAINT, DNA point accumulation for imaging
of nanoscale topography; Hi-C, high-throughput chromosome conformation capture; Hi-M, high-throughput multiplexed
sequential imaging; IHIs, inactive heterochromatic islands; IVT-RT, in vitro transcription and reverse transcription;
MERFISH, multiplexed error-robust FISH; mESCs, mouse embryonic stem cells; Micro-C, micrococcal nuclease Hi-C; PAC,
phage P1-derived artificial chromosomes; PcG, polycomb group; RASER-FISH, (resolution after single-strand exonuclease
resection)-FISH; SIM, structured illumination microscopy; SRM, super-resolution microscopy; STORM, stochastic optical
reconstruction microscopy; TAD, topologically associating domain.
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INTRODUCTION: OVERVIEW OF THE
TOOLKITS FOR CHROMATIN DOMAIN
IMAGING

The term “chromatin” was coined by Walther Flemming at the
end of the 19th century to designate structures stained by aniline
dyes and confined within the cell nucleus (Paweletz, 2001).
Together with significant improvements in sample preparation,
detailed observations of chromatin behavior during cell division
in different organisms and tissues made by Flemming, Walter
Sutton, Karl Rabl, Theodor Bovery, and many other famous
cytologists were possible through using light microscopes with
state-of-the-art lenses, corrected for spherical and chromatic
aberrations (Coleman, 1965). In the chromatin research timeline,
the development of new microscopes and microscopy techniques
together with chemical, biochemical, and later molecular biology
methods for chromatin “contrasting” or “labeling” marked
important milestones and defined the research trends for
decades. The bulk of the methods, making chromatin details
visible via a microscope, could be roughly classified into two
categories: those that reveal protein components of the chromatin
(mainly histones) and those that focus on DNA (reviewed in
Lakadamyali and Cosma, 2015; Shao et al., 2017; Xu and Liu,
2019). Our current view on chromatin organization in the
nucleus is drawn by implements from both protein and DNA
detection. In this review, we will mainly concentrate on the
evolution of DNA targeting techniques and tools, which fueled
the recent success in imaging of subchromosomal chromatin
domains at genomic length scales from several kilobases (kb)
to several megabases (Mb). This most elusive “mesoscale” level
of higher-order chromatin organization, mainly dissected by
chromosome conformation capture technologies, is becoming
open for microscopic examination.

At the beginning of the journey toward understanding the
chromatin structure, conventional light microscopy was the
only way to directly observe chromatin and chromosomes both
in the nucleus and in spread (Cremer and Cremer, 2006).
Interphase chromatin had been more readily detected when
stained with common histological dyes and by Feulgen reaction,
but finer details, other than the most intensely stained regions
of chromosomes, remained indiscernible. Intensively stained
heterochromatin was persistent and visible throughout the cell
cycle in contrast to euchromatin, which decondensed in the
interphase (Heitz, 1929). Large masses of heterochromatin were
generally observed at the nuclear periphery, near the nucleolus
and in chromocenters (Barr and Bertram, 1949; Hsu et al.,
1971). Despite limited instruments, early works provided the
first evidence for large-scale chromatin structures and their non-
random distribution within the nucleus (Comings, 1968). Later,
fluorescent DNA dyes came into use as a straightforward and
simple way to stain the chromatin and to unravel cell type-
specific differences in its spatial arrangement (Latt, 1977; Ellison
and Howard, 1981; Agard and Sedat, 1983; Solovei et al., 2009;
Berchtold et al., 2011).

Chromatin ultrastructure at a nanometer scale has been
intensively investigated by electron microscopy, which achieved

a resolution three orders of magnitude higher than light
microscopy (Woodcock and Horowitz, 1997; Daban, 2011). It
was estimated that 10 nm chromatin fibers could account for only
6 fold linear DNA packaging, which forced the research toward
deciphering other “levels” of higher-order chromatin compaction
(Fussner et al., 2011). Transmission electron microscopy of
thin sections of nuclei revealed chromatin filaments of larger
size (from 30 to 130 nm) populating the nuclear volume
and dense heterochromatic areas near the nuclear envelope
and nucleolus (Belmont et al., 1989; Kuznetsova and Sheval,
2016). When interpreting chromatin structures, it should be
borne in mind that chromatin compaction is highly sensitive
to surrounding conditions (Albiez et al., 2006; Maeshima
et al., 2019). For this reason, chromatin images taken by
transmission electron microscopy are frequently criticized for
possible artifacts caused by harsh sample preparation, including
dehydration, contrasting with heavy metals, resin or plastic
embedding and ultrathin sectioning (van Holde and Zlatanova,
1995; Mielańczyk et al., 2015). Efforts toward the preservation of
chromatin ultrastructure and its nuclear environment stimulated
the development of cryo-electron microscopy (Dubochet et al.,
1988), serial microtome block-face scanning electron microscopy
(Rouquette et al., 2009), focused ion beam milling combined
with scanning electron microscopy (Hoang et al., 2017) and
other techniques. Novel method of chromatin contrasting for
electron microscopy, called ChromEM, can be effectively coupled
with electron microscopy tomography (ChromEMT; Ou et al.,
2017), transmission electron microscopy (ChromTEM) (Li et al.,
2021) and scanning electron microscopy (ChromSTEM) (Huang
et al., 2020; Li et al., 2021). ChromEMT demonstrated that in
interphase nuclei and mitotic chromosomes chromatin is packed
into disordered 5–24 nm granular chain with highly variable
folding parameters and packing density.

Absence of underlying genetic sequence information remains
a main obstacle for detailed investigation of the mesoscale
chromatin domains, identified by electron microscopy. Indeed,
when examining the ultrastructural image of chromatin, specific
chromosomal regions are unidentifiable (Woodcock and Ghosh,
2010). Nowadays, to discern the ultrastructural organization of
a certain genomic region, electron microscopy is combined with
the identification of specific genomic sequences.

Fluorescent microscopes and the first prototypes of confocal
laser scanning microscope came into emergence in the first half
of the 20th century (Renz, 2013). However, their expansion
and wide implication in chromatin studies started in 70th due
to the appearance of a critical method, overcoming “sequence
specificity” problem. Mary-Lou Pardue and Joseph Gall showed
that DNA probes could effectively hybridize with complementary
target DNA sequences in cytological preparations (Pardue and
Gall, 1969). This technology, named nucleic acids in situ
hybridization (ISH; John et al., 1969), transformed into
fluorescence in situ hybridization (FISH), when hapten (or dye)-
modified nucleotides and fluorescent streptavidin or antibody
detection had been widely applied instead of radioisotope
labeled probes (Langer-Safer et al., 1982; Manuelidis et al.,
1982; Pinkel et al., 1986; Wiegant et al., 1991). Evolution in
probe design, fluorochrome diversity, and versatility of labeling
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protocols made ISH compatible with practically any microscopy
technique including transmitted light microscopy, fluorescent,
laser-scanning confocal and super-resolution light microscopy,
as well as electron and correlation microscopy (Hutchison et al.,
1982; Manuelidis, 1984; Rouquette et al., 2010; Weiland et al.,
2011; Markaki et al., 2012; Jahn et al., 2016). Synergy of FISH
and microscopy allowed to investigate individual gene loci and
higher order genome organization relative to different nuclear
compartments (Marshall, 2002), revived and expanded the theory
of chromosome territories (Lichter et al., 1988; Cremer and
Cremer, 2010), moved forward concepts of the dynamic nature
of spatial genome organization and its close interdependence to
genome functional state (Chubb and Bickmore, 2003; Kosak and
Groudine, 2004; Misteli, 2005; Pueschel et al., 2016).

While FISH reveals DNA component of chromatin in fixed
cells, immunofluorescent staining generally aims to detect
chromatin proteins. Labeling of specific histone modifications,
chromatin-associated proteins and components of chromatin-
remodeling complexes allowed localizing structural and
functional chromatin domains. Given the complexity of
genome regulatory pathways, the development of FISH and
immunofluorescent staining is directed to detect and visualize
multiple targets in one experiment including the combination of
FISH and immunofluorescent staining on the same preparation
and automation of basic experimental procedures (Lin et al.,
2015; Shachar et al., 2015; Huber et al., 2018). Before addressing
FISH tools for mesoscale chromatin domain imaging, we will
briefly focus on the delineation of these genome compartments
by chromatin conformation capture.

CAPTURING AN IMAGE OF CHROMATIN
DOMAINS

The emergence of the chromosome conformation capture (3C)
technique in the first decade of the 21st century on the basis of
nuclear ligation assay (Cullen et al., 1993) and the subsequent
expansion of 3C technology had a great impact on the field of
3D genomics (Dekker et al., 2013; Denker and de Laat, 2016). 3C-
derivate methods (Hi-C, 5C, ChIA-PET, Micro-C, etc.) allowed to
dissect three-dimensional genome organization with resolution
and throughput, unattainable by other approaches based on
imaging (Fraser et al., 2015b; Goel and Hansen, 2020). Moreover,
they facilitated the understanding of the functional significance
of identified spatial genome folding due to the alignment of Hi-
C data with other genome-wide landscapes (Sati and Cavalli,
2017). However, during the last decade, improving sequencing
depth and “high throughput” power of C-based methods and
the concurrent development of bioinformatics tools for the
analysis of complex and big data have led to some ambiguities
in the interpretation of results and terminological confusion
(Marti-Renom et al., 2018; Ing-Simmons and Vaquerizas, 2019;
Pal et al., 2019). The key initial steps of C-experiments –
crosslinking and proximity-based ligation – were also pointed
out as potential sources of biases and limitations (Gavrilov et al.,
2015; Kempfer and Pombo, 2020). While recent updates in
both data analysis and experimental procedures challenge some

of the biases (Brant et al., 2016; Belaghzal et al., 2017, 2021),
the ability of C-methods to capture multimodal interactions of
genomic loci, differentiate stable from short-lived interactions
and examine cell-to-cell contact variability is still limiting
(McCord et al., 2020).

Color-coded heatmaps of pairwise interactions of
genomic loci, a common form of data presentation in high-
throughput C-methods, provide information on intra- and
interchromosomal interactions at different genomic length scales
from dozens of megabases down to ∼200 bp (Ing-Simmons and
Vaquerizas, 2019; Mota-Gómez and Lupiáñez, 2019; Figure 1).
Resolution of these maps is important for the interpretation
of Hi-C data. For example, early low-resolution Hi-C maps of
the human genome demonstrated chromatin segregation into
multi-megabase-sized compartments – active (A) and inactive
(B) (Lieberman-Aiden et al., 2009; Figure 1). Higher resolution
genomic heatmaps combined with epigenetic and transcriptomic
data allowed to characterize finer subcompartments – two for
A type (A1 and A2) and four for B type (B1, B2, B3 and B4)
(Rao et al., 2014).

Another distinctive feature of Hi-C heatmaps in many
species are local contact domains, known as topologically
associating domains (TADs; Dekker and Heard, 2015). Since
the first description of TADs in 2012, numerous facets of TAD
structure, mechanisms of formation, dynamics during the cell
cycle and ontogenesis, functional implications in gene regulation
and genome folding have been deeply studied (Dixon et al.,
2016; Szabo et al., 2019; Beagan and Phillips-Cremins, 2020).
Paradoxically, the more data on TADs are accumulated, the
more difficult it is to give a unified definition of TAD (de Wit,
2020). In the initial heatmaps of mammalian and Drosophila
genomes, TADs were defined as diagonal domains of variable
size (∼ 60 kb for Drosophila and ∼880 kb for mammals), where
genomic loci belonging to the same TAD show higher interaction
frequency than loci assigned to neighboring TADs (Dixon et al.,
2012; Hou et al., 2012; Nora et al., 2012; Figure 1). Thus, the
borders of TADs restrict genomic interactions between domains.
However, even from these early maps it was clear that TADs
comprise smaller substructures (subTADs), and the observed
high-frequency contacts arise via chromatin looping (Figure 1).
As with compartments, the development of Hi-C technology
toward higher heatmap resolution enabled to detect finer details
including discrete loops, insulated neighborhoods, enhancer-
promoter contacts, etc. (Dowen et al., 2014; Rao et al., 2014;
Krietenstein et al., 2020). TADs frequently appeared as assemblies
of a number of nested domains and included into larger super-
structures called TAD-cliques and meta-TADs (Fraser et al.,
2015a; An et al., 2019; Collas et al., 2019). This hierarchy was
also revealed by many computational domain-calling tools, but
with variable correspondence in the identified domain borders
(Weinreb and Raphael, 2016; Forcato et al., 2017; Zufferey et al.,
2018). The matter of TAD detection is further complicated by
the fact that some TADs, subTADs and loop domains arise
via cohesin-mediated loops between convergent CTCF sites,
manifested by off-diagonal “corner dots,” while the other TADs
and loop domains do not (Dixon et al., 2016; Beagan and Phillips-
Cremins, 2020; de Wit, 2020; Figure 1). Unified classification of
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FIGURE 1 | Chromatin domains identified by Hi-C. In Hi-C procedure chromatin of interphase chromosomes is cross-linked and restricted, closely positioned
genomic loci are ligated and sequenced by high-throughput sequencing. The frequency of pairwise contacts of genomic loci is represented in the squire matrix or
color-coded genomic interaction Hi-C heatmap, which is symmetric along the main diagonal (one halve is shown for simplicity). The A/B compartment segregation is
reflected in checkboard-like pattern of the Hi-C heatmap. TADs are identified along the main diagonal of the heatmap as mega- to sub-megabase scale triangle
domains with enriched interactions of genomic loci within a domain. Nested subTADs shown within the first TAD are the main features of mammalian Hi-C heatmaps.
Corner-dots represent loops between TAD borders, mediated by CTCF and cohesin.

TADs and self-interacting domains could simplify comparison
of data from multiple studies and orthogonal approaches,
including microscopy.

While the functional significance of TADs in gene regulation
has convincing experimental evidence, the physical nature and
chromatin structural counterparts of TADs remain enigmatic
(Szabo et al., 2018). Some data indicated that TADs could
scarcely represent stable units of chromatin organization and
appear in population-average Hi-C heatmaps as a mere statistical
manifestations of different permitted chromatin conformations
regulated by architectural proteins at the level of individual
cells (Giorgetti et al., 2014; Dixon et al., 2016). It was clear
that these issues could not be resolved by C-method alone
and needed aid from microscopy-based methods. The demand
of visualization of small neighboring genomic regions has
stimulated the development of chromatin imaging by FISH
approaches with broad involvement of confocal and super-
resolution optical microscopy (Boettiger and Murphy, 2020;
Cardozo Gizzi et al., 2020).

Hi-C – FISH PARADOX

From the very beginning of TAD studies, microscopy and FISH-
based approaches were used as complementary methods to verify
the patterns and “structures” seen in Hi-C heatmaps (Nora
et al., 2012; Sexton et al., 2012; Rao et al., 2014). Intuitively,
two genomic loci that exhibited higher contact frequency when
analyzed by C-based approaches should be found closer in a
nuclear space as determined by distance measurement. The
inverse correlation between loci contact frequency and 3D-
distance was indeed observed in a number of studies (Nora
et al., 2012; Giorgetti et al., 2014). However, few loci escaped

this correlation, showing longer distances at high-interaction
frequency sites (Williamson et al., 2014). Somewhat contradictory
results from FISH-based and Hi-C methods provoked discussion
in the field on how the data from these two orthogonal
approaches could be cross-validated and reconciled (Dekker,
2016; Giorgetti and Heard, 2016; Fudenberg and Imakaev, 2017).
As was noted, “Hi-C – FISH paradox” emerges from the intrinsic
variability in physical proximity between two linearly distant
genomic loci in single cells, so that their direct contact is a
relatively rare event, still registered as a significant interaction
by Hi-C in a million cell population (Finn et al., 2019; Shi and
Thirumalai, 2019).

From this point of view, high-throughput power of Hi-C
turns into a “drawback” as this approach is not able to predict
chromatin folding and interactions in a particular cell nucleus.
To overcome this limitation, significant efforts have been made
in the development of single cell Hi-C and complementary
techniques (Ulianov et al., 2017). What appeared from single cell
Hi-C experiments is that individual pairwise interactions from
different cells were highly variable. At the same time, cumulative
heatmaps obtained from dozens or hundreds of analyzed cells
generally recapitulated the patterns of conventional Hi-C maps
(Nagano et al., 2013; Ramani et al., 2017; Stevens et al., 2017).
Additionally, the “Hi-C – FISH paradox” could be solved by high-
throughput FISH-imaging of multiple genomic loci in hundreds
of cells, followed by averaging of pairwise distances between
loci and generation of distance proximity matrices, which could
be directly compared to Hi-C contact heatmaps (Boettiger and
Murphy, 2020; Hu and Wang, 2021). Moreover, C-methods
generally capture very close genomic contacts within nuclear
space, which is defined by the paraformaldehyde crosslinking
radius (presumably 10–100 nm). Thus, to obtain a better
correlation between FISH and Hi-C data one could look in a
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range of distances that are clearly beyond the diffraction limits
of the conventional optical microscopy. FISH data obtained by
super-resolution microscopy and specific probes demonstrate
very close concordance with C-data (Szabo et al., 2020).

FISH AS A AN EFFICIENT APPROACH
FOR CHROMATIN DOMAIN
VISUALIZATION

The efficiency of FISH, as a direct metlhod of DNA-target
visualization in fixed cells and tissues, relies on the targeting
capacity of the probe and fluorescent dyes used for direct probe
labeling or indirect probe detection (Beatty et al., 2002). FISH
probes could detect targets from individual genes (few kb) to
whole chromosomes and genomes. However, due to the high
linear DNA packaging ratio in the interphase nuclei (1:300–
1:3000), most individual genes are under the resolution limits of
conventional fluorescent microscopy (∼200–250 nm) (Lawrence
et al., 1990). This means that morphological details and distance
measurements below this range are difficult and inconsistent,
as any object would appear as a blurred point due to the
diffraction of light. Visualization of genomic regions smaller
than ∼10 kb is particularly demanding and usually requires
extensive probe design or signal amplification (Schriml et al.,
1999; Rogan et al., 2001; Yamada et al., 2011; Beliveau et al., 2015;
Ni et al., 2017).

Another resolution-related and genome compaction issue is
a genomic distance between simultaneously visualized genomic
regions. Directly neighboring small genomic regions detected by
FISH probes coupled to different dyes would apparently appear
as one spot of co-localized signals. Depending on the epigenetic
status of the visualized region (extended euchromatic or compact
heterochromatic) 10–50 kb of linear genomic distance is required
to discriminate regions as individual signals within the interphase
nucleus to allow accurate 3D-distance measurements (Yokota
et al., 1997). Thus, the rationale behind probe design is a key
to comparative studies between Hi-C and FISH and to the
visualization of structures seen in Hi-C maps. In further sections,
we are reviewing the most common probes used for verification
of C-based data and recent innovations in probe design.

While, theoretically, many probes could be used for
simultaneous hybridization, due to the limited number of
detection fluorochromes and the architecture of imaging systems,
most often 1–3 genomic targets are visualized at one round of
hybridization during FISH experiment. This major limitation of
FISH is partly solved by applying combinatorial fluorochrome
schemes for probe detection resulting in mixed colors or repeated
sequential hybridization of samples with probes of interest
(Ried et al., 1992; Hu and Wang, 2021). The current progress
of FISH throughput in both the number of simultaneously
detected probes and the number of cells analyzed in one
experiment is tightly linked to the development of automated
microfluidic systems (Huber et al., 2018). Apparently, probe
and microscopy choice depends on the purposes of a particular
experiment, the resolution and throughput that should be
obtained (Gelali et al., 2018).

For verification of medium to low resolution Hi-C-derived
data within and between megabase-sized contact domains, the
resolution of conventional laser-scanning confocal microscopy
is sufficient (Figures 2A,B). However, when assessing chromatin
conformation within TADs, subTADs, and particular loop
domains, one should consider methods of super-resolution
fluorescent (SRM) or electron microscopy. In the last decade,
stochastic optical reconstruction microscopy (STORM),
photoactivated localization microscopy (PALM), structured
illumination microscopy (SIM), focused ion beam scanning
electron microscopy (FIB-SEM) were applied intensively in
the exploration of chromatin domains within individual cells
(Lakadamyali and Cosma, 2015; Birk, 2019; Szydlowski et al.,
2019; Shim, 2021; Xie and Liu, 2021). Highlights and practical
guidance for the application of these microscopy tools is beyond
the scope of the present review and can be found elsewhere
(Lambert and Waters, 2017; Schermelleh et al., 2019).

A microscopic image is the main source of information for
imaging-based methods; therefore the requirements for image
acquisition, equipment settings and image analysis pipelines
should be particularly strict (Ronneberger et al., 2008). To
obtain reliable data from fine-scale image analysis, possible
distortions in the image and systematic errors should be carefully
considered, eliminated or correctly adjusted (Ronneberger et al.,
2008). The frequency of pairwise genomic loci interactions
from C-data could, with some reservations discussed above, be
correlated with the distances between the pair of loci from image-
based data (Figures 2B–D). As such, the main statistics during
image analysis were inferred from direct 2D or 3D-distance
measurements between loci in a number of individual cells (Finn
et al., 2017; Figure 2E). Independently of the form of the observed
signal, i.e., dot-like or more extended irregular-shaped objects,
usually program-assisted segmentation of thresholded signals
is applied followed by calculation of centroid coordinates –
a proxy of locus nuclear spatial position (Szabo et al., 2021;
Figures 2C,D). Co-localization analysis between signals is also
frequently performed and in some cases is more informative than
distance distribution analysis, especially when FISH-targeted
regions are genomically close or consecutive (Giorgetti and
Heard, 2016; Figure 2F). As two-color and multicolor images
may suffer from chromatic aberrations of optical systems, the
chromatic shift between channels should be estimated and
corrected in distance measurements (Kozubek and Matula,
2000). Custom-made scripts, plugins in free image software,
and commercial packages are effectively implemented for image
adjustment, object segmentation, and analysis. In experimental
pipelines where multiple loci are imaged in hundreds of
cells, image acquisition, error correction and measurements
are fully automated (Su et al., 2020). Wide spectrum of other
characteristics could be estimated during statistical analysis of
FISH-images, including signal density, volume and 3D-shape,
gyration radius of a signal, scaling exponent of power law
dependence of genomic to physical distance over an extended
genomic region or a chromosome, clustering of loci and
proximity to nuclear landmarks, etc. (Boettiger et al., 2016; Wang
et al., 2016; Liu et al., 2020; Szabo et al., 2021). The inclusion of
microscopy-derived parameters together with C-method-derived
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FIGURE 2 | Analysis of TAD properties by FISH-visualization of genomic
regions. (A) Schematic heatmap of two neighboring TADs in chicken genome
and relative positions of three BAC-based FISH probes, which are separated
by ∼500 kb from each other. (B) Confocal microscopy image (maximum
projection) of chicken interphase nucleus after 3-color 3D-FISH with
BAC-based FISH probes, FISH signals from two homologous chromosomes
are enlarged. (C) 3D-surface reconstruction of FISH-signals using Imaris
(Oxford Instruments) software. (D) Locations of signal mass centers (red,
green and blue pixels) are calculated from the reconstruction. (E) Main
statistics is inferred from pairwise 3D-distance measurements between mass
centers of imaged regions in a cell sample and could be presented as
boxplots or cumulative graphs. (F) Signal co-localization statistics is estimated
by Pearson correlation coefficient (not shown) or Jaccard index of signal
overlap, depicted as boxplot. Probes from the same TAD (green-blue pair)
usually exhibit shorter 3D-distances and higher overlapping, than probes from
neighboring TADs (red-blue pair). Nucleus is counterstained with DAPI. Scale
bars, 5 µm.

parameters in data-driven polymer models of chromatin were
shown to enhance the modeling results (Abbas et al., 2019).

FISH-PROBES FOR CHROMATIN
DOMAIN VISUALIZATION

Clone-Based Probes
Probes, based on cloned sequences (PACs, BACs, fosmids, etc.)
are the most common FISH probes and have been intensively
used in interphase cytogenetics and genome architecture studies
from the 1980th (Landegent et al., 1987; Figure 3, left column).
BAC-clones contain inserts of genomic DNA of a particular
species in a range of 50–300 kb, large enough for reliable
visualization with fluorescent microscopy. Labeled probes
are generated from BAC DNA via enzymatic incorporation
of modified nucleotides (conjugated with either hapten or

fluorochrome) during nick translation, (DOP)-PCR or whole-
genome amplification, including rolling-circle amplification
(Bayani and Squire, 2004; Sharma and Meister, 2020). The
enzymatic labeling produces shorter probes with a high labeling
density of 20–40 dye/hapten-modified nucleotides per kb (Yu
et al., 1994). Both the large size of the target and the high
density of labels produce strong FISH signals needed for precise
quantitative measurements Figures 2B–D. However, the quality
of the clone-based probes greatly relies on the performance
and activity of the enzymes used in the enzymatic labeling
as different polymerases incorporate modified nucleotides with
variable efficiency (Tasara et al., 2003; Anderson et al., 2005).
Likewise, the density of probe labeling depends on the
structure of the nucleotide-fluorochrome complex and fluctuates
significantly, when different fluorochromes are utilized for the
same enzymatic reactions (Zhu et al., 1994; Giller et al., 2003).
This limitation is partially solved by applying two-step enzymatic
probe labeling, when at the first step amynoallyl-modified
nucleotides (5-(3-aminoallyl)-2′-deoxyuridine 5′-triphosphate)
are efficiently incorporated into the probe DNA by polymerases
and at the second step amino-reactive dyes (for example
N-hydroxysuccinimide esters of fluorochromes) are used for
binding to amino-groups (Cox and Singer, 2004; Bolland et al.,
2013). Alternatively, enzyme-free nucleic acid labeling kits with
platinum dye complexes are commercially available.

Being originated from relatively large genomic fragments,
clone-based probes may exhibit moderate specificity due to the
presence of repetitive sequences (Sealey et al., 1985). When
this is the case, the overall specificity of the probes could
be increased by adding preannealing of the labeled probe
with competitor DNA (Cot-1 DNA) – the fast-renaturing
repetitive DNA fraction of the same species, which is needed
to suppress repetitive sequences within a probe (Lichter et al.,
1988). Unique sequences of clone-based probes could be also
enriched by Cot-1 and duplex-specific nuclease-assisted removal
of repetitive sequences before enzymatic labeling (Swennenhuis
et al., 2012). Considering above-mentioned issues, the protocols
of labeling and FISH with particular clone-based probes may
require significant efforts toward optimization. While BAC and
PAC libraries with large genome coverage are available for
many species (see, for example),1 for some they are sparse or
absent. Moreover, in poorly assembled genomes BAC-contigs
could be placed incorrectly leading to the need for additional
verification of chromosomal position for any particular BAC-
clone. In summary, clone-based probes remain the probes of
choice for imaging of relatively large genomic regions by both
conventional microscopy and super-resolution microscopy due
to the probe robustness, relatively low cost, versatile labeling and
detection protocols.

PCR-Derived Probes
When the sequence of the DNA region to be visualized by FISH
is known, FISH probes could be produced directly from genomic
DNA via PCR with specific primers (Figure 3, middle column).
Amplified products could be labeled by PCR. In this case,

1https://bacpacresources.org/
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FIGURE 3 | Types of probes used for FISH-visualization of Hi-C chromatin domains. Clone-based probes, PCR probes, and Oligopaint probes are compared in
terms of design, labeling, and complications.

hapten, fluorochrome, or amine-modified nucleotide is added
to the reaction. PCR amplicons could be also labeled by adding
modified nucleotides with terminal deoxynucleotidyl transferase
or by nick translation. PCR-generated probes are widely applied
for repeated genomic targets (centromere and telomere repeats,
ribosomal genes, etc.). However, PCR-generated probes for
single-copy genomic targets of several kb in size may require
enhanced detection protocols involving signal amplification
(Bayani and Squire, 2004). One of the strategies is tyramide signal
amplification, which allows identification of targets less than 1 kb
(Schriml et al., 1999). This procedure has certain limitations
when several targets are visualized simultaneously. Moreover,
non-linear and hardly controlled signal amplification for multiple
targets may compromise resolution and quantitative methods
like co-localization analysis. PCR-generated probes, which are
more than 1 kb in size, may require size optimization to improve
penetration into the cell, which is achieved by probe digestion
with restriction enzymes. Another straightforward strategy for
increasing the visibility of single-copy genomic targets is to cover
the whole region by smaller probes, produced by PCR with
multiple pairs of primers. However, careful bioinformatic analysis
of the region and primer selection should be done to exclude
amplification of interspersed repeats. A number of tools for
picking primers for PCR labeling have been suggested, including
PROBER (Navin et al., 2006), webFISH (Nedbal et al., 2012), and
scFISH (Rogan et al., 2001; Figure 3). For human and mouse
genomes, there is a database of specific primers covering the
whole genome but omitting repeated sequences. By using these
primers, it is possible to produce FISH-probes from 100 to 200 bp

amplicons with a density of 80 amplicons per 100 kb (Bienko
et al., 2013; Gelali et al., 2018). This high-definition FISH (HD-
FISH) allows detecting 3 kb targets without signal amplification
(Bienko et al., 2013).

Oligonucleotide Probes and Oligopaints
Oligonucleotides arrived on the FISH scene with the
development of automated oligonucleotide synthesis. However,
their use was limited to identifying repetitive sequences, spanning
large genomic regions and usually found within the centromere,
telomere, and nucleolus organizer regions of chromosomes
(Matera and Ward, 1992). Presently, oligonucleotide probes are
the probes of choice to detect genomic regions down to several
kb, which are clearly smaller than the typical inserts in BAC
clones (Figure 2, right column). Moreover, this type of probe
performs equally well when used to visualize large targets from
extended gene loci to whole chromosomes (Boyle et al., 2011;
Jiang, 2019).

During the last decade, the development of cost-effective
techniques for massive parallel oligo synthesis and accumulation
of genome sequencing data have boosted the application
of oligonucleotide-based FISH-probes and culminated in the
development of Oligopaint technique (Beliveau et al., 2012).
Oligopaints, pools of tens of thousands of oligonucleotides, have
high specificity, controlled complexity and enable a versatile
design matching various detection schemes and microscopy
applications (Beliveau et al., 2017). The basic design of the
Oligopaint includes a region complementary to the genome
target tagged with non-genomic sequences at the 3′ and 5′ ends
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(Figure 4A). At a minimum, these non-genomic tags contain
sequences for primers, required to amplify (and sometimes
simultaneously label) the entire Oligopaint library, since after
synthesis the concentration of any certain oligonucleotide in the
pool is usually low (femtomoles) (Murgha et al., 2014). Oligopaint
3′ and 5′ tag regions could be extended to comprise several
primers allowing amplification of a certain oligo sublibrary,
which may be useful and cost-effective when differential labeling
of several smaller regions within a larger one is needed. Moreover,
the non-genomic tags could be extended with additional
sequences, depending on the labeling and detection schemes
applied in a certain experiment (Figure 4A). Several strategies
were introduced for the amplification, labeling, and modification
of Oligopaint probes depending on the size of the visualized
region, nature of the visualized target (DNA, RNA, or both) and
species (Figure 4B; Beliveau et al., 2012; Chen et al., 2015; Wang
et al., 2016; Fields et al., 2019).

The most straightforward method to obtain double-stranded
Oligopaint probes from the synthesized library is to amplify
the whole library with labeled primers, complementary to tag
regions of Oligopaints (Beliveau et al., 2012; Figure 4B.I). This
approach proved to be productive for the generation of whole
chromosomal paints or probes to large chromosomal regions
(Bi et al., 2020). Amplified double-stranded Oligopaint probes
could be transformed into single-stranded form via introducing
the nuclease digestion site into non-genomic tag for subsequent
nicking, followed by denaturation and gel purification of the
desired strand (Figure 4B.II; Beliveau et al., 2012, 2015; Murgha
et al., 2014). However, when large amounts of single-stranded
labeled probe are needed, a more convenient procedure has been
introduced (Murgha et al., 2014; Chen et al., 2015). In this case,
the whole library of Oligopaints is first amplified, transcribed
in vitro, and then reverse-transcribed with specific labeled
primers (see IVT-RT on Figure 4B.III). To direct enzymatic
reactions, the sequences of the PCR-primers and T7 promoter
for RNA polymerase should be included into the non-genomic
tags of the Oligopaints either during in silico design or via touch-
up PCR to the already amplified oligo libraries (Figure 4B.III).
The IVT-RT method and its modifications have become widely
applied to amplify and label Oligopaint libraries in different
species from plants to human (Boettiger et al., 2016; Gelali et al.,
2019; Jiang, 2019).

The recognized advantage of Oligopaint-based probes is the
flexibility of design in terms of detection issues (Figure 4C).
Fluorochrome or hapten-labeled primer(s), complementary to
one or both tag-regions, are used during PCR amplification
or in vitro transcription to obtain labeled oligonucleotides and
visualize the target in one round of hybridization (Figure 4C.I).
Another scheme relies on using 2-step hybridization: the first
one with an unlabeled Oligopaint probe and the second one
with dye-coupled detection oligo which is complementary to
the tag sequences of Oligopaint (Beliveau et al., 2015; Gelali
et al., 2018; Fields et al., 2019; Figure 4C.II). The second
scheme is more versatile as it allows changing the color for
visualization of the same probe by changing the label of the
detection oligo, without the need of relabeling the entire library. It
is widely applied when multiple locus-specific Oligopaint probes

are visualized in the same cell (Wang et al., 2016; Cardozo Gizzi
et al., 2019; Fields et al., 2019). Complex detection schemes with
activator and photoswitchable reporter dyes should be taken
into consideration during design of the Oligopaint libraries
for high-resolution imaging of small-scale genomic targets
by single-molecule localization microscopy (SMLM) methods,
like STORM (Figure 4C.III) or DNA point accumulation for
imaging of nanoscale topography (DNA-PAINT; Figure 4C.IV;
Boettiger et al., 2016; Beliveau et al., 2017; Bintu et al., 2018;
Nir et al., 2018).

Construction of Oligopaint FISH probes for a certain
genomic region starts with the generation of a database of
oligonucleotides, tiling the primary sequence, and subsequent
optimization of the oligonucleotide pool to ensure the needed
specificity and complexity of the probes (Beliveau et al., 2012).
There lay few pitfalls hindering the application of Oligopaints.
Regions with high repeat content, erroneously or poorly
assembled, could hardly be unambiguously covered by oligos
and are excluded. Moreover, the application of Oligopaints
is confined to popular model organisms with well-assembled
genomes. Another difficulty concerns an extensive bioinformatic
expertise to decide on the essential parameters needed to filter
the initial oligonucleotide pool, even though multiple tools for
designing custom arrays of oligonucleotides for genomic regions
have been suggested, including OligoArray (Rouillard et al.,
2003), PROBER (Navin et al., 2006), Chorus (Han et al., 2015),
OligoMiner (Beliveau et al., 2018), iFISH (Gelali et al., 2019),
AnthOligo (Jayaraman et al., 2020), ProbeDealer (Hu et al.,
2020). The array-synthesized Oligopaint probes are expensive,
compared to BAC- or PCR-based probes for the same-sized
genomic regions; however, the cost of probes per hybridization
could be comparable if high-throughput FISH is performed
(see for discussion Beliveau et al., 2012; Boettiger and Murphy,
2020). Among many other parameters used for optimization
of the Oligopaint library, the density of oligos per kb should
be thoroughly streamlined. It not only influences the size of
the Oligopaint library and therefore its cost, but also specifies
the reliability of target detection during FISH. As a general
principle – the smaller the target region to be visualized, the
denser oligo coverage of the region is required to obtain a robust
FISH-signal. Practically, the highest density of 15–20 oligos/kb
is needed to detect regions from several kb to several dozen
kb (Beliveau et al., 2012; Gelali et al., 2019), 10–15 oligos/kb
sufficiently detect regions from one to several Mb, while only
0.1–5 oligos/kb are shown to be enough for dozen Mb-sized
regions or whole chromosomal paints (Han et al., 2015; Rosin
et al., 2018; Jiang, 2019; Bi et al., 2020).

In summary, FISH probes, based on pools of in silico designed
synthetic Oligopaint libraries progressively displace clone-
based probes in experimental designs where high-throughput
single cell visualization of multiple and small genomic regions
with maximal resolution is required (Figure 2). FISH with
Oligopaint probes is an extremely rapidly evolving field
in terms of Oligopaint design for multiplying the number
of simultaneously targeted regions, protocol adjustments for
detection of RNA and proteins, or both. For these reasons,
Oligopaints are widely applied to assess the organization
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FIGURE 4 | Oligopaint probe design, labeling, and detection schemes. (A) Basic design of an oligo from the Oligopaint library. Each oligo comprises a DNA
sequence complementary to the genomic DNA of the species of interest and non-genomic 5′- and 3′-flanking regions (frequently referred to as the mainstreet and
backstreet correspondingly), needed for amplification, barcoding and detection of Oligopaints. (B) Common strategies for labeling and modification of Oligopaint
libraries. (B.I) Double-stranded Oligopaint probes (dsDNA, labeled or unlabeled) are obtained by PCR with forward (f) and reverse (r) primers. (B.II) Low-to-medium
quantities of single-stranded probes are generated by introducing a recognition site for an endonuclease in one of the non-genomic flanking regions and subsequent
PCR. Endonuclease makes a nick in one strand of the amplified dsDNA; the desired DNA strand is isolated and purified by denaturation gel electrophoresis.
Alternatively, PCR with 5′-phosphate labeled primers (-P) could be used to introduce sites for Lambda exonuclease, which digests the 5′-phosphate labeled strand.
(B.III) High quantities of single-stranded Oligopaint probes are generated by sequential PCR, in vitro transcription and reverse transcription (IVT-RT). T7 promoter
sequences could be included either in the Oligopaint design within the mainstreet region downstream to the primer sequence or added via “touch-up PCR” with one
of the primers bearing T7 promoter sequence. Barcodes with different functionalities (for example, sequences for secondary detection oligos) could be also added to
the mainstreet or backstreet via PCR with barcoded primers. (C) FISH-targeting and detection of double-stranded (dsDNA) and single-stranded (ssDNA) Oligopaint
libraries using one-round probe hybridization (C.I) or two-round hybridization with detection or adaptor/detection oligos (C.II). Detection schemes could be adapted
to implement fluorescent super-resolution microscopy such as STORM (C.III) or PAINT (C.IV).

of TADs, A/B compartments and other chromatin domains
in different model organisms (Boettiger and Murphy, 2020;
Hu and Wang, 2021). Moreover, this type of FISH-probe
is used to address questions of chromatin fiber organization
within highly compacted metaphase chromosomes (Kubalová

et al., 2021). In further sections, we briefly review major
insights from FISH-imaging, which together with 3C-based
methods aided pieces to the puzzle of spatial organization
of chromatin domains in human, mouse, Drosophila and
other model genomes.
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FISH-VISUALIZATION OF CHROMATIN
DOMAINS IN MODEL ORGANISMS

Visualization of Chromatin Domains in
Mammals
In the first papers, conceptualizing A/B compartments and
TADs, FISH was used to visualize regions belonging to contact
domains in mouse and human cell lines (Lieberman-Aiden
et al., 2009; Dixon et al., 2012; Nora et al., 2012). Since then
FISH-based visualization has become a “gold standard” not only
to verify C-based data but to analyze the spatial architecture
of particular chromatin domains (Giorgetti and Heard, 2016;
Bintu et al., 2018). FISH signal evaluation gives an opportunity
to test various domain properties (for instance, self-confinement,
border-insulation, or large-scale association) within the nuclear
context in a single cell. 3D distances between linearly equidistant
genomic targets are shorter when measured in the same TAD
than between neighboring TADs in numerous regions analyzed
so far (Nora et al., 2012). Moreover, BAC-probes covering the
whole TAD or several sequential TADs, such as those in the
mouse HoxD gene cluster, were often discerned as separate
globular domains, still variable in shape (Fabre et al., 2015). For
HoxD gene cluster, it was also shown that the overall morphology
of either the extended or more compacted HoxD regions does
not necessarily correlate with the transcriptional state of the
locus (Fabre et al., 2015). FISH-targeting of genes and regulatory
sequences belonging to TAD within a α-globin locus in mouse
embryonic stem cells (mESCs) and differentiating erythroblasts
showed that distinct domain shapes and specific cis-contacts
are established before transcriptional activation (Brown et al.,
2018). Systematic studies assessing 3D-distances between BAC-
probes to the same or different TADs across many chromosomal
regions clearly demonstrated the local variability of chromatin
folding at the level of TADs in individual cells (Finn et al.,
2019). As it was shown for TADs, regions belonging to the same
compartment tended to be closer in a nuclear space (Lieberman-
Aiden et al., 2009). However, while these studies illuminated the
spatial organization of particular genomic loci, they still gave little
idea on the cytological equivalents of various contact domains.
Recently, many questions regarding the presence of TADs, their
physical parameters, spatial organization, and segregation of A/B
compartments in cis and in trans as well as their relation to other
nuclear domains, were addressed directly due to development
of novel chromatin imaging technologies enabling tracing of
the chromatin paths within the nucleus (Hu and Wang, 2021;
Figure 5).

Chromatin tracing combines Oligopaint probes, multiplexed
FISH-imaging of dozens or even hundreds of small genomic loci
within a contiguous chromosome segment, and image analysis
tools to visualize the chromatin paths from the subTAD to
chromosomal level in individual cells (Figure 5A). Chromatin
tracing also allows measuring pairwise spatial distances between
multiple imaged loci and constructing heatmap matrices (both
for a single cell and averaged between thousands of cells) similar
to contact frequency maps in Hi-C or 5C. These heatmaps reflect
the mean distances between the imaged loci or the frequency

of their proximity (Wang et al., 2016; Bintu et al., 2018; Nir
et al., 2018; Su et al., 2020). Interestingly, on such distance-
and proximity maps, generated for several chromosomes (20,
21, 22, X) in IMR90 human lung fibroblasts, there were distinct
compartments that highly correlated with A and B compartments
on Hi-C maps (Wang et al., 2016; Su et al., 2020). While
the relative spatial distribution of loci belonging to different
compartments varied between cells, the tendency for segregation
of loci into A and B higher order domains were clearly observed.
Similarly, in GM23248 human skin fibroblasts, super-resolution
microscopy demonstrated that segments of the same type of
compartments within the ∼8 Mb region on chromosome 19
clustered together and consisted of more distinct chromatin
bundles (Nir et al., 2018).

Recent coupling of the chromatin tracing technology with
RNA-multiplexed error-robust FISH (RNA-MERFISH) and
immunofluorescence staining made it possible to simultaneously
visualize chromosomal loci, RNA and nuclear domains (for
example, nucleoli and lamina) in mouse embryonic liver cells (Liu
et al., 2020) and human IMR90 cells (Su et al., 2020). This opened
up wide opportunities to relate transcription and chromatin
compartmentalization the individual genomic regions. As it
was shown for mouse chromosome 19, its distance-derived
compartment profile differed among certain liver cell types.
Significant rise in the expression of genes harbored in particular
TADs was associated with an increase in A-to-B compartment
ratio of the locus; however, the increase in A-to-B ratio itself was
not mandatory for changes in gene expression (Liu et al., 2020).
In human cells, A-to-B ratio was higher around transcribed genes,
nascent transcripts of which were visualized along chromosome
21 together with their chromatin walk (Su et al., 2020). Genome-
wide examination of 50 kb loci and transcripts of their genes also
showed that genes experiencing high transcriptional activation
resided in A compartment (Su et al., 2020). In this latter
state of the art study, introducing DNA-MERFISH method
(Figure 5B), concurrent imaging and analysis of more than
a thousand loci from all human chromosomes demonstrated
extensive trans interactions of the loci. More specifically,
interchromosomal and long-range intrachromosomal contacts
occurred preferentially between genomic loci belonging to
A-compartment, while short-range intrachromosomal contacts
(in a scale below 70 Mb) occurred preferentially between genomic
loci belonging to B-compartments. Multiple loci imaging also
confirmed earlier observations on enrichment of genomic
loci belonging to B-compartments near the nuclear lamina
and nucleolus, and enrichment of genomic loci belonging to
A-compartment in proximity to nuclear speckles (Chen et al.,
2018; Quinodoz et al., 2018).

Taking into account the almost decade-long extremely
intense investigation of genome architecture by C-methods,
possibly the most relevant question to ask is whether TADs
could be captured by microscopy as chromatin domains
somehow insulated from neighboring chromatin? Several recent
studies involving chromatin tracing of 5–50 kb regions
and both super-resolution and diffraction-limited fluorescent
microscopy succeeded in quantitative imaging of chromatin
conformation at the level of TADs and other contact domains
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FIGURE 5 | Multiplexed imaging of chromatin domains by chromatin tracing and DNA-multiplexed error-robust FISH. (A) The pipeline of chromatin tracing
techniques with one-color/one locus in a round (shown for simplicity) and “adaptor oligo/detection oligo” detection scheme. A whole library of Oligopaint probes
(primary library), targeting one or several chromatin domains, is divided into multiple sublibraries of oligos with unique mainstreet regions. After initial hybridization of
primary probes, individual loci with locus-specific mainstreets are detected during sequential rounds of hybridization with locus-specific readout probes. Design of
the adaptor oligo, containing regions, complementary to locus-specific mainstreets and to detection oligos, implements the detection scheme, where a universal
dye-labeled detection oligo could be used for sequential imaging of all individual loci. Alternatively, mainstreet-specific dye-labeled oligos could be used (not shown
on a scheme). To ensure detection of a particular locus at a time, readout probes are photobleached after imaging or washed out during the subsequent
FISH-detection round by using additional small oligonucleotides for strand-displacement reactions (not shown on the scheme). (B) The pipeline of DNA-multiplexed
error-robust FISH (DNA-MERFISH). A whole library of Oligopaint probes (encoding probes), targeting chromatin domains is divided into multiple sublibraries of oligos,
bearing locus-specific “barcodes,” encoded in the unique combination of mainstreet and/or backstreet regions (for simplicity shown by different colors of mainstreet
regions only). After initial hybridization of the encoding probe, the individual units (bits) of the locus-specific barcodes are detected during sequential rounds of
hybridization with “bit”-specific readout probes (one-color detection with reading one bit at a time is shown) until all bits are detected. To ensure a detection of a
particular “bit” at a time, dyes are removed or photobleached after imaging. Imaging of all loci in chromatin tracing and decoding of all locus-specific barcodes allow
to identify the spatial coordinates of individual loci and to reconstruct chromatin “folding” within the domain. Generally, due to the combinatorial format of individual
locus identification, fewer rounds of readout hybridization are required for imaging of the same number of loci in DNA-MERFISH, compared to chromatin tracing.

(Bintu et al., 2018; Nir et al., 2018; Liu et al., 2020; Su et al.,
2020; Beckwith et al., 2021). TAD-like chromatin domains
of variable size, compactness, and degree of segregation were
indeed observed in single cells (Bintu et al., 2018; Su et al.,
2020). By analogy with population-averaged TADs, spatial
distances between the foci within microscopically identified
single-cell chromatin domains were shorter than between foci
of neighboring domains. However, the borders separating one
single-cell domain from the others were not permanent and their
positions fluctuated from cell to cell (Bintu et al., 2018; Su et al.,
2020). Surprisingly, these single-cell chromatin domains were
insensitive to cohesin removal (Bintu et al., 2018). Another study
used DNA stains, SIM, electron, and correlation microscopy to
visualize the chromatin network and utilized denaturation-free

RASER (resolution after single-strand exonuclease resection)-
FISH to map the positions of several TADs against chromatin
substructures (Miron et al., 2020). As appeared, TADs could
fall into chains of delineated chromatin nanodomains of 200–
300 nm in size, which were also resistant to cohesin ablation
(Miron et al., 2020).

Highly similar results were obtained in an independent
study that addressed the internal organization of TADs and
utilized Oligopaint-based super-resolution imaging of individual
TADs in mESCs (Szabo et al., 2020). The authors suggested
that chromatin nanodomains are true physical subunits of
TADs, the formation of which is largely stochastic (i.e.,
variable number of nanodomains per TAD in single cells).
Indeed, the histone deacetylase inhibitor trichostatin A disrupted
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chromatin nanodomains, changing their volume and number
(Szabo et al., 2020). While the size range and other properties
of single-cell chromatin domains revealed by chromatin tracing
and chromatin nanodomains observed by microscopy generally
overlaps, how the two types of domains relate to each other
remains to be elucidated.

Nevertheless, chromatin domain profiles, essentially
corresponding to TAD profiles in Hi-C maps, emerged after
averaging spatial distance (or proximity frequency) matrices
between hundreds of cells (Bintu et al., 2018; Su et al., 2020).
Furthermore, borders of the “averaged” single cell chromatin
domains were marked by CTCF and cohesin binding sites and
were sensitive to cohesin depletion. These experiments clearly
showed that in individual cells chromatin folding at the level of
TADs was highly variable, but certain regions exhibited higher
probability of domain border formation. Some evidence indicates
that the relationship between TADs and compartments in
mammalian genomes is more complex than simply hierarchical
and that the formation of TADs and compartments are guided by
different mechanisms (Mirny et al., 2019). In line with this, it was
shown that apart from single-cell chromatin domains of “pure”
A- or B compartment type, a significant number of single-cell
domains comprised different proportions of both types (Su
et al., 2020). How compartmentalization communicates with
loop extrusion-assisted TAD formation remains an expanding
field of research.

Heterogeneity of chromatin-folding structures within distinct
loop domains has also been demonstrated in human cell line
by ISH combined with serial block-face scanning electron
microscopy (3D-EMISH) (Trzaskoma et al., 2020), FISH with
interferometric PALM (iPALM; Jufen Zhu et al., 2019) and
loop tracing with DNA-PAINT in non-denaturing conditions
(Beckwith et al., 2021). In the 3D-EMISH study, BAC-probes
covering the 1.7-Mb region on chromosome 7 in lymphoblastoid
GM12878 cells were detected with 1.4-nm-thick streptavidin-
conjugated fluoronanogold, followed by analysis of density center
distribution in reconstructed ultrastructural serial images of
targeted chromatin region. While BAC-probes used in this
study could not discriminate between three distinct CTCF-
bordered loop domains, identified by ChIA-PET (Chromatin
Interaction Analysis by Paired-End Tag sequencing) within
this region, 3D-EMISH generally captured from one to four
microscopically identified domains, which had highly variable
structure and volume (Trzaskoma et al., 2020). Similarly,
imaging-based models of a single 13 kb loop and its 10 kb
flanking regions in T-cell receptor alpha locus, probed by FISH
and iPALM, showed multiple loop conformations in single
cells. Still, the pairwise distances for most of the conformations
reproduced inverse correlation between frequency of interactions
and distance when compared with Hi-C and ChIA-PET data
(Jufen Zhu et al., 2019).

A recent study, combining non-denaturing RASER-FISH,
DNA-PAINT and chromatin tracing at single-loop scale (kb to
Mb region near the Myc locus), confirmed some conclusions
from a loop extrusion model of TAD formation (Beckwith
et al., 2021). Specifically, while the folding of chromatin fibers
is intrinsically random and variable from cell to cell, structural

elements in CTCF-bound sites interfere with chromatin fiber
random coiling and organize chromatin into loops and
self-interacting domains, seen in cell population averages.

From impressive studies of chromatin domains by direct
imaging it can be suggested that when the scope is shifted from
population-based observations to single cells, stable patterns
appear blurred and chromatin contacts – variable. While being
spotted as compact globular chromatin domains, mammalian
TADs and the loops that build them are something other
than deterministically persistent structures with stable borders.
Structural variability of chromatin organization could be linked
to the variability of functional outcome and adds another level to
genome regulation.

Visualization of Chromatin Domains in
Drosophila
Being for more than a century a model organism in genetic
laboratories, the fruit fly Drosophila has the most thoroughly
characterized genome among invertebrates (Tweedie et al., 2009;
Jennings, 2011). Drosophila genome, examined by C-methods
in different cell types, possesses both TADs and compartments
(Hou et al., 2012; Sexton et al., 2012; Rowley et al., 2017).
This fact led to the conclusion that these levels of chromatin
folding could be common for Metazoa. However, in some respect,
Drosophila TADs are clearly distinct from mammalian ones.
Notably, domain borders and contacts within TADs inDrosophila
generally do not rely on looping interactions promoted by CTCF
and cohesin (Ulianov et al., 2016; Matthews and White, 2019).
In Drosophila, TAD formation is rather driven by transcription
(Hou et al., 2012; Rowley et al., 2017), histone modifications
(Sexton et al., 2012; Ulianov et al., 2016; El-Sharnouby et al.,
2017), insulator elements and bound proteins (Ramírez et al.,
2018; Wang et al., 2018; Bag et al., 2021). Along the Drosophila
genome, large repressed TADs generally alternate with active
regions (also known as boundary regions, inter-TADs or active
TADs), occupied by smaller contact domains (subTADs, mini-
domains) (Rowley et al., 2017; Ramírez et al., 2018; Wang et al.,
2018; Figure 6A). A collective term “compartment domains”
was coined for all identified Drosophila contact domains due to
the correlation of TAD profile with epigenetic profiles and clear
segregation of contact domains into two types, corresponding to
either A or B compartments (Rowley et al., 2017).

Given the small size of both Drosophila genome and
TADs/compartment domains themselves, efficient visualization
of chromatin domains in the interphase nucleus has been
achieved by super-resolution microscopy. In correspondence
with the emerging picture of epigenetically specified
compartment domains, microscopic observations identified
repressed TADs as distinct nanometer-sized domains and active
regions as extended chains of dotted subdomains (Cattoni
et al., 2017; Szabo et al., 2018; Figures 6A–C). According to
the spatial parameters of chromatin folding deduced from
imaging, repressed TADs demonstrate a higher degree of
chromatin compaction (Boettiger et al., 2016; Szabo et al., 2018).
Interestingly, knockdown of several PcG-proteins, associated
with repressed H3K27Me3 epigenetic domains in Drosophila,
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FIGURE 6 | Imaging of TADs in Drosophila interphase cells and polytene chromosomes. (A) Schematic heatmap of two large consecutive TADs from X chromosome
in male embryos and relative positions of PCR-derived and Oligopaint FISH probes. (B) Confocal microscopy images (z-slices) of several nuclei after 3-color FISH
with genomically equidistant probes (red, green, blue), used for inter-probe 3D distance measurement (not shown) and verification of contacts within and between
TADs (adapted with permission from Figure 3B in Szabo et al., 2018). In most cells probes from one TAD are closer in a nuclear space, than probes from neighboring
TADs. (C) 3D-SIM images (maximum projections) of several nuclei after 2-color FISH with Oligopaint probes (magenta and cyan), targeting TAD1 and TAD2
correspondingly (adapted with permission from Figure 3F in Szabo et al., 2018). In most nuclei two large TADs appear as distinct globular nanocompartments.
(D) Schematic heatmap of a region with one large TAD from chromosome 3R in salivary gland cells of wandering third instar larvae and relative positions of
PCR-derived FISH probes. (E) Images of polytene chromosome 3R (fragment) after 2-color FISH with probes covering TAD center (red) and TAD borders (green)
(adapted with permission from Figure 4C in Eagen et al., 2015). Probe to TAD is observed within a band, indicated by arrow and identifier, while probes to border
regions are in the flanking interbands. Nuclei and chromosomes are counterstained with DAPI (B, gray; E-blue). Scale bars: (B,C) –1 µm, (E) –2 µm.

led to partial disassembly of repressed domains to more open
conformations, indicating the role of PcG-proteins in domain
maintenance (Boettiger et al., 2016).

Two cognate approaches to chromatin tracing combined
with RNA detection (Hi-M and ORCA) allowed to visualize
several adjacent TADs in Drosophila embryos (Cardozo Gizzi
et al., 2019; Mateo et al., 2019). Multiplexed sequential imaging
approach (Hi-M) allowed tracing of 21 loci within the ∼350 kb
region of two TADs, one of which contained genes essential
for development and expressed during the early stages of
zygotic genome activation. Averaged distance proximity maps
constructed for this region highly correlated with Hi-C maps and
followed the pattern of mitotic disappearance and reappearance
of TADs during zygotic genome activation. Transcriptional
activation of genes within microscopically identified TADs leads
to perturbation of TAD structure (Cardozo Gizzi et al., 2019). In
another study, optical reconstruction of chromatin architecture
(ORCA) tiled 100–700 kb regions of the bithorax complex (BX-
C) in several differentiating cell types of Drosophila embryos,
discriminated by simultaneous mapping of 30 RNA species.
This approach allowed to track cell type specific changes in the
microscopically identified TAD patterns in BX-C locus and to
correlate them with changes in epigenetic status accompanied
by transcription activation. Upon sequential activation of BX-C
genes, the inactive TAD substantially contracted and its boundary
moved to the right, separating the still inactive H2K27Me3 and
PcG-rich chromatin from the active regions. Importantly, smaller
TADs appeared within the active region, bounding distinct genes

and their regulatory regions. The borders of these TADs were
independent of PcG activity, but contained CTCF and CP190,
indicating that CTCF may also play a role as an insulator of
contact interactions at least in some of the chromatin domains
in Drosophila (Mateo et al., 2019).

Apparently, the most illustrative “cytological” interpretation
of TADs as structural chromatin domains is the banded pattern
of polytene chromosomes in Drosophila. Early light and electron
microscopy observations of polytene chromosomes from salivary
glands and other tissues demonstrated that dense (black and
gray) bands and more diffuse interbands alternate along the
length of these extended interphase chromosomes (Kolesnikova,
2018). Persistent morphology of polytene chromosomes gave
birth to the idea that certain principles of interphase chromosome
folding can be encoded in polytene “barcodes” (Vatolina et al.,
2011). Indeed, Hi-C of polytene chromosomes disclosed TADs
as conserved genome architectural features between polytene
and conventional somatic cell nuclei (Eagen et al., 2015).
Substantial overlapping of TADs with polytene bands and
interTAD regions with interbands has been demonstrated (Eagen
et al., 2015; Ulianov et al., 2016; Stadler et al., 2017). FISH
probes to TAD borders and internal regions perfectly mapped
to interbands and bands correspondingly (Eagen et al., 2015;
Figures 6D,E). Thus, Drosophila genome is characterized by a
large degree of correlation between TADs/compartment domains
seen in population-averaged Hi-C maps and microscopically
visualized chromatin nanodomains in individual cells, as well
as by correlation between TADs/compartment domains and
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polytene bands. In line with this conclusions, drawn from
imaging, single-cell Hi-C of Drosophila BG3 cell line showed
that ∼40% of TADs are conserved between individual cell
nuclei (Ulianov et al., 2021). In comparison, in mammals,
single-cell TADs are highly variable and comprise multiple
nanodomains. Whether this discrepancy in nanoscale chromatin
folding between Drosophila and mammals could be attributed to
the loop extrusion mechanism or the basic differences in genome
size and distribution of regulatory elements and genes remains
to be elucidated. In this respect, imaging of chromatin topology
in various species with differing genome structures seems to
be of great value.

Visualization of Chromatin Domains in
Other Model Organisms
In Hi-C heatmaps of other representatives of Vertebrata,
including fish (Danio rerio) (Kaaij et al., 2018), amphibians
(Xenopus tropicalis) (Niu et al., 2021) and birds (Gallus gallus)
(Fishman et al., 2019), compartments, TADs and loops are
readily discerned. Avian chromatin domains are of special
interest in terms of FISH-visualization since certain cell types
demonstrate dramatic changes in 3D-genome organization.
Indeed, during chicken erythropoiesis, typical TADs disappear,
while long-range interactions between distant genomic loci
come into place (Fishman et al., 2019). Moreover, similar
to polytene chromosomes found in Drosophila ovarian nurse
cells, avian growing oocytes bear giant transcriptionally active
lampbrush chromosomes with a distinct chromomere-loop
structure (Gaginskaya et al., 2009). FISH-based approaches are
now applied to establish a correspondence between meiotic
lampbrush chromomeres and chromatin domains in the
interphase nucleus (Krasikova et al., 2019; Zlotina et al., 2020).

TAD-like self-associating domains and/or compartments
have been found in other widely studied model organisms
from different taxa, including yeasts (Saccharomyces cerevisiae,
Schizosaccharomyces pombe), worms (Caenorhabditis elegans),
plants and even prokaryotes (Rowley and Corces, 2016; Dong
et al., 2017). These TAD-like domains, being much alike
in appearance (triangles along the diagonal in Hi-C maps),
are highly variable in size, chromosomal distribution, and
functional significance and may be shaped by diverse factors and
mechanisms (Dekker and Heard, 2015; Rada-Iglesias et al., 2018;
Dong et al., 2020). For example, in C. elegans, X chromosomes of
XX hermaphrodite animals consist of self-interacting TAD-like
domains. Boundaries of many of these self-interacting domains
are occupied by the dosage compensation complex (DCC), a
condensin placed on rex sites (Crane et al., 2015). FISH-probes
flanking TAD boundaries confirmed the insulation property of
rex sites, which was disrupted upon DCC loss (Crane et al., 2015).

Large-scale interphase organization of plant chromosomes,
segregation of eu- and heterochromatic chromosomal regions
and their positioning relative to nuclear landmarks, such as
nucleolus or nuclear periphery, have been meticulously probed
by FISH and microscopy in several model plants (Pecinka
et al., 2004; reviewed in Schubert and Shaw, 2011). Plant
chromosome territories in nuclei of different species and/or

tissues could display a large variety of spatial conformations
from Rabl configuration to plant-specific “Rosette” configuration
(Rodriguez-Granados et al., 2016). FISH with BAC-clone
derived probes showed that in Arabidopsis each chromosome
territory forms compact heterochromatic chromocenter “core”
surrounded by (sub)megabase-sized euchromatic loops (Fransz
et al., 2002), which could be involved in long-range interactions
(Schubert et al., 2014). Hi-C studies of Arabidopsis, rice (Oryza
sativa), and maize (Zea mays) interphase chromatin, revealed
an important role of repeat content in shaping local chromatin
domains (Dong et al., 2020). In contrast to plants with large
genomes, like rice, that exhibit TAD-like domains (Ouyang et al.,
2020), Arabidopsis features few domain-like structures. At the
same time, rice and Arabidopsis are characterized by additional
functional long-range interacting domains that may be plant-
specific – inactive heterochromatic islands (IHIs) or KNOT
engaged Elements (KEEs). FISH with probes to IHIs confirmed
that KNOT is formed by IHIs that could belong to different
chromosomes (Feng et al., 2014; Grob et al., 2014). Oligopaints
are intensively used in comparative plant cytogenetics for the
development of chromosome-specific painting probes and loci-
specific probe sets (Jiang, 2019), and therefore may serve as
a promising tool for deciphering fine-scale spatial chromatin
architecture in plant nuclei. Given the diversity and peculiar
chromatin domain structures in plant species, the application of
novel methods of chromatin imaging for plant genomes will be of
high priority (Dumur et al., 2019).

CONCLUSION AND PERSPECTIVES

We are currently witnessing large leaps forward in microscopy
tools and FISH-based techniques, which attained genomic and
spatial resolution unimaginable just several years ago. As a
reminiscence of evolution in C-methods, the demand of ever-
growing genomic resolution and higher throughput stimulate
the development of chromatin imaging toward multiplexing the
number of visualized genomic loci together with other nuclear
landmarks, increase in the number of cells analyzed, streamlining
and unifying of protocol and analysis pipelines. Apart from
further expansion of multiplexed sequential FISH (Xiao et al.,
2020; Takei et al., 2021), recent coupling of Oligopaint probes
for targeting genomic loci and fluorescent in situ sequencing
(OligoFISSEQ) demonstrated the potential for imaging more
targets in fewer rounds of sequencing and with higher resolution,
than chromatin tracing and DNA-MERFISH (Nguyen et al.,
2020). The gap between imaging-based and sequencing-based
methods of spatial genome probing is progressively shrinking.
Combination of chromatin imaging by immunofluorescent
staining or fluorescent protein tags and Hi-C on the same single
cell offers hope for direct juxtaposition of data, obtained on
the genome in exactly the same conformation (Lando et al.,
2018). However, the convergence of multiplexed high-resolution
FISH and Hi-C in one experiment faces some difficulties. Heat
denaturation, fixation, and permeabilization may disturb fine-
scale chromatin structures (below 1 Mb) (Solovei et al., 2002;
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Markaki et al., 2012). Large efforts have been taken to develop
probes for hybridization in more physiological and non-
denaturing conditions, which maximally preserve the structure of
small-scale chromatin domains (Hausmann et al., 2003; Schmitt
et al., 2010). Among promising strategies are Cas9-mediated
FISH (CASFISH; Deng et al., 2015), RNA-guided endonuclease
in situ labeling (RGEN-ISL; Ishii et al., 2019) and RASER-FISH
(Brown et al., 2018).

FISH, as Hi-C, is typically performed on fixed cells and
tissues and captures only snapshots of the chromatin in action.
Nevertheless, even in fixed cells, the observed heterogeneity of
chromatin topologies at genomic length scales from tens kb to
several Mb could mirror the constrained dynamics and plasticity
of chromatin fibers (Hansen et al., 2018). Imaging of chromatin in
living cells by expression of fluorescent protein-tagged histones
revealed high dynamics and variability (in terms of size and
shape) of multiple nucleosomal assemblages – chromatin “blobs,”
speculatively corresponding to self-interacting domains on Hi-C
maps (Wachsmuth et al., 2016; Nozaki et al., 2017).

Tracing of individual chromatin contact domains in vivo
would allow more precise analysis of chromatin fiber
behavior, domain persistence time, stochastic and specific
interactions, and other parameters, which are crucial for
understanding the principles behind chromatin domain
formation. Attaining this goal is tightly linked to the
development of probes for in vivo labeling of genomic loci
(both artificially inserted and endogenous), generally based
on the operator-repressor methods (LacO/LacI, TetO/TetR),
ANCHOR/ParB system, transcription activator-like effectors
(TALEs) or clustered regularly interspaced short palindromic
repeats (CRISPR)/nuclease-deactivated CRISPR-associated
protein 9 (dCas9) technology (reviewed by Eykelenboom
and Tanaka, 2020). CRISPR/dCas9 technology utilizes single
guide RNAs (sgRNAs) to target complementary DNA locus
and recruit dCas9 fused with fluorescent protein toward

the DNA/RNA duplex (Chen et al., 2013). CRISPR/dCas9-
based technology evolves exceedingly fast in terms of adapted
labeling strategies to enhance signal-to-noise ratio and single
locus visibility within cell nucleus (Wu et al., 2019). For
instance, multicolor and high-resolution live cell tracking
of loci and monitoring of inter-loci distances was achieved
using either three dCas9 with different sgRNA binding
specificity (Ma et al., 2015) or by engineering sgRNA to
harbor RNA aptamers, recognized by cognate binding proteins
(Clow et al., 2020).

Rapid advances in chromatin imaging and the spreading
of these “hi-end” techniques within the scientific community
hold promise for decoding the mesoscale spatial and temporal
organization of the genome and its multifaceted regulatory
capacity in the near future.
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A Shift in Paradigms: Spatial
Genomics Approaches to Reveal
Single-Cell Principles of Genome
Organization
Andres M. Cardozo Gizzi*

Centro de Investigación en Medicina Traslacional Severo Amuchastegui (CIMETSA), Instituto Universitario de Ciencias
Biomédicas de Córdoba (IUCBC), CONICET, Córdoba, Argentina

The genome tridimensional (3D) organization and its role towards the regulation of key cell
processes such as transcription is currently a main question in biology. Interphase
chromosomes are spatially segregated into “territories,” epigenetically-defined large
domains of chromatin that interact to form “compartments” with common
transcriptional status, and insulator-flanked domains called “topologically associating
domains” (TADs). Moreover, chromatin organizes around nuclear structures such as
lamina, speckles, or the nucleolus to acquire a higher-order genome organization. Due
to recent technological advances, the different hierarchies are being solved. Particularly,
advances in microscopy technologies are shedding light on the genome structure at
multiple levels. Intriguingly, more andmore reports point to high variability and stochasticity
at the single-cell level. However, the functional consequences of such variability in genome
conformation are still unsolved. Here, I will discuss the implication of the cell-to-cell
heterogeneity at the different scales in the context of newly developed imaging
approaches, particularly multiplexed Fluorescence in situ hybridization methods that
enabled “chromatin tracing.” Extensions of these methods are now combining spatial
information of dozens to thousands of genomic lociwith the localization of nuclear features
such as the nucleolus, nuclear speckles, or even histone modifications, creating the fast-
moving field of “spatial genomics.” As our view of genome organization shifts the focus
from ensemble to single-cell, new insights to fundamental questions begin to emerge.

Keywords: chromatin 3D architecture, chromosome conformation, topologically associated domain (TAD),
fluorescence in situ cell hybridization (FISH), oligopaint, transcriptional regulation, genome organization,
stochasticity

INTRODUCTION

In eukaryotes, DNA is arranged in a three-dimensional (3D) packaging within the nucleus. The
genome hierarchical 3D organization conforms a key regulatory layer of gene expression and cell fate
control (Bonev and Cavalli, 2016). Individual chromosomes are spatially partitioned into discrete
“chromosome territories” (Cremer and Cremer, 2001; Bolzer et al., 2005; Cremer et al., 2006). Down
from the chromosomal scale, the genome is partitioned into two types of structural units. On the one
hand, active (A) and inactive (B) compartments are genomic regions spanning several mega-base
pairs (Mb) which tend to engage in homotypic (A-A or B-B) rather than heterotypic contacts. On the
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other hand, topologically associating domains (TADs) are
defined as regions at the sub-Mb scale displaying higher intra-
domain interactions and relatively insulated from neighboring
domains.

The segregation of active and repressed chromatin was
observed for the first time by Emil Heitz, who in 1928
suggested the terms “heterochromatin” and “euchromatin”
(Passarge, 1979). A great deal about chromatin spatial
organization has been learned thanks to the development of
biochemical methods called chromatin conformation capture
(3C) and 3C derivatives (Goel and Hansen, 2021; Jerkovic and
Cavalli, 2021). 3C-based techniques rely on DNA crosslinking to
fix the interacting sequences and nuclease fragmentation to
retrieve the contact frequency of pairs of genomic positions. In
particular, genome-wide maps of chromatin interaction have
been obtained by sequencing-based high-throughput
chromosome conformation capture techniques (Hi-C).
Through initial Hi-C maps, it was found that domains sharing
biochemical properties such as epigenetic marks and
transcriptional status tend to interact with domains of the
same type, to form A/B compartments (size ∼ 1–3 Mb), which
resemble euchromatin and heterochromatin, respectively
(Lieberman-Aiden et al., 2009).

The other genome “structural unit,” TADs, were discovered
due to an increased genomic resolution of 3C-based methods
(Dixon et al., 2012; Nora et al., 2012; Sexton et al., 2012), with an
average size between 185–900 kb in mammals (Dixon et al., 2012;
Rao et al., 2014; Bonev et al., 2017) and 100–150 kb in Drosophila
(Ulianov et al., 2016;Wang et al., 2018). TADs organization is, for
the most part, stable between cell types or through differentiation
(i.e., most TAD borders are invariant) (Dixon et al., 2015; Dixon
et al., 2016). Furthermore, TADs borders coincide to a high
degree with replication domain boundaries (Pope et al., 2014;
Dixon et al., 2016; Ulianov et al., 2016). Even more importantly,
cis-regulatory elements that direct transcription are mostly
restricted to interactions within a TAD (Lupiáñez et al., 2015;
Dixon et al., 2016). All in all, this points to a role of TADs as
conserved genome “units of regulation” or even thought as
physical globular domains present in most cells of a
population. As we will see from single-cell techniques, the
latter is an oversimplification.

Finally, the spatial compartmentalization of nuclear events is
evidenced by the spatially defined localization of processes. The
existence of diverse nuclear bodies, membraneless compartments
with specific tasks, is a key aspect of the nuclear organization
(Misteli, 2005;Mao et al., 2011). For example, nuclear speckles are
subnuclear bodies that contain mRNA processing and splicing
factors (Galganski et al., 2017). It has been shown that highly
transcribed Pol II regions organize around nuclear speckles,
whereas inactive genomic regions are frequently associated
with the nuclear periphery (Guelen et al., 2008) or the
nucleolus (Quinodoz et al., 2018). Inter-chromosomal contacts
are organized around nuclear bodies to create a higher-order
genome organization. Additionally, another principle of non-
random nuclear architecture is the radial organization model
where euchromatic regions (A compartment) organize centrally
with respect to nuclear lamina whereas heterochromatin (B

compartment) is associated with the nuclear periphery and
perinucleolar regions (Buchwalter et al., 2019; Crosetto and
Bienko, 2020). More importantly, the non-random
organization of the genome has meaningful effects on its
function and activity. As technology develops, both imaging-
and sequencing-based, there is a notorious shift in paradigm:
ensemble measurements are just simply not enough to
understand the structure-function relationship. Here I will
discuss the microscopy improvements that lead to new
insights into the stochasticity in genome organization and its
influence on the mechanisms involved.

INTRODUCING “SPATIAL GENOMICS”

Microscopy methods enable the visualization of genomic features
in single cells (Xie and Liu, 2021). Fluorescence in situ
hybridization (FISH) detects the physical position of targeted
sequences by the annealing of labeled DNA or RNA probes. As
genome-wide methods started to be widely used across many
laboratories, single-cell 3D-DNA FISH was used as an orthogonal
method to validate observations (Nora et al., 2012). Therefore,
selected pairs of loci were used to measure physical distances and
compare them with 3C contact frequencies (Giorgetti and Heard,
2016).

Twomajor FISH limitations can be identified when it comes to
extending its throughput. The first is the probe design and
production. Traditionally, FISH probes are derived from
molecular cloning to vectors such as bacterial artificial
chromosomes (BACs) (Roohi et al., 2008) and PCR-based
methods like HD-FISH (Bienko et al., 2013). These methods
are laborious and time-consuming, especially to produce multiple
probes. Due to advances in high-throughput parallel chemical
synthesis, it is now possible to construct FISH probes from
oligonucleotides (oligos), termed Oligopaints (Beliveau et al.,
2012; Beliveau et al., 2015). Oligo-based probes are selected
bioinformatically and allow for great flexibility in terms of
experimental design, targeting from a few kilobases (kb) to
Mbs (Beliveau et al., 2018).

The other limitation is the color channels available to imaging,
restricting FISH to 2–3 loci per experiment. An initial effort using
a sequential color code trace a whole chromosomal arm
(Lowenstein et al., 2004) although it has remained challenging
to unambiguously identify multiple loci. Xiaowei Zhuang’s lab
developed the concept of sequential imaging of target loci
combining the flexibility of Oligopaints with microfluidics in a
regular widefield fluorescence microscope to accomplish the
multiplexed detection of FISH probes (Wang et al., 2016).

The idea is to use a set of oligos (hereafter “barcode”), targeting
a specific locus, that shares the same overhang region that is then
recognized by a fluorescently labeled secondary oligo. After
hybridizing primary probes to all target regions, barcode-
specific secondary probes are injected to then imaged across
multiple fields of view, photobleach and start a new hybridization
cycle (Figure 1A). In each cycle, the barcodes appear as
fluorescent spots whose centroid position is determined with
nanometric precision (Boettiger and Murphy, 2020). Therefore,
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the method enables a direct tracing of the chromatin path with a
genomic coverage and resolution according to the design of the
Oligopaint probes (i.e., size of the barcoded regions and the
distance between barcodes).

The initial approach managed to image ∼30 genomic loci
covering a whole human chromosome with a genomic resolution
around the Mb and revealing that at this scale there is a strong
correlation between mean spatial distance with Hi-C contact
frequency (Wang et al., 2016). Following this study, three
papers appeared within a 6-months window, further
developing the multiplexed methods using “chromatin tracing”
(Bintu et al., 2018), “Hi-M” (Cardozo Gizzi et al., 2019) and
“optical reconstruction of chromatin architecture” (ORCA)
(Mateo et al., 2019) and achieved a resolution of 2–30 kb at
the sub-TAD scale to cover ∼20–70 regions. At this scale, it was
found that TADs, discovered by 3C-based methods, indeed

appeared when averaging the population chromatin spatial
conformation (see below Stochasticity in Genome
Organization). Furthermore, it was then possible to establish,
in the same cells, the transcriptional status by imaging RNA
species (Cardozo Gizzi et al., 2019; Mateo et al., 2019). In
Drosophila, it was shown that active transcription is associated
with the unfolding of the gene-containing TAD at the ensemble
level (Cardozo Gizzi et al., 2019). In eukaryotic cells, transcription
is controlled by cis-regulatory elements (CREs) such as
enhancers, silencers and promoters. By using contiguous
barcodes to achieve a resolution of ∼2 kb, it was possible to
study CRE hubs that regulate gene expression. It was found that
enhancer-promoter (E-P) distance was only a weak predictor of
transcription (Mateo et al., 2019) and that distal CRE hubs are
formed before gene activation (or even TADs) and may reinforce
transcriptional repression (Espinola et al., 2021). Additionally,

FIGURE 1 | Spatial genomics approaches. (A) Schematic diagram of multiplexed DNA barcode detection. DNA loci are detected sequentially through secondary
readout probes complementary to barcode-specific overhang sequences. The centroid of diffraction-limited spots (red X) is determined with nanometric precision. After
each hybridization and imaging round, fluorophores are either removed or photobleached before starting a new cycle. Upon completion of N rounds, the chromatin path
is determined in individual chromosomes across thousands of cells. (B) Schematic diagram of the implementation of a coding scheme using N sequential cycles.
Although the procedure to determine the chromatin path is the same as in (A), a coding scheme is implemented. Every barcode is detected by more than one readout
probe (two in this case) by the use of multiple overhang sequences per barcode. This leads to the detection of the same barcode in several imaging rounds. Detection is
read as a “1” whereas no detection as “0”. Post-signal processing allows decoding the position of 2N barcodes.
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the simultaneous detection of RNA can also be used as a proxy to
perform cell-type specific studies (Mateo et al., 2019; Liu et al.,
2020; Espinola et al., 2021).

The “coding scheme” concept was later introduced to deliver
throughput orders of magnitude higher. It was adapted from
multiplexed error-robust FISH (MERFISH) (Chen et al., 2015) or
sequential FISH (seqFISH) (Lubeck et al., 2014; Shah et al., 2018;
Eng et al., 2019), initially developed for RNA in situ detection.
Xiaowei Zhuang’s DNA-MERFISH and Long Cai’s seqFISH+
were developed in parallel and consist of embedding a particular
barcode with more than one class of readout sequence,
constituting a binary code. In other words, two to five
different overhang sequences are added in each barcode, that
will be then detected with multiple readout fluorescent oligos
(Figure 1B). The “1” or “0” value of each bit corresponds to the
presence or not of a particular barcode in a hybridization round.
This allows for 2N genomic positions to be imaged in N rounds of
hybridization. The vast majority of possible encoded barcodes are
not used to implement an error detection and correction scheme.
Su et al. (2020) employed 100-binary barcodes with two “1” bits

and 98 “0” bits to image 1,041 genomic loci employing 50
hybridization rounds in two channels. In this study, a
particular genomic locus would be decoded after being
detected (on or “1”) in a particular spatial localization in two
out of 100 different hybridization cycles. In Takei et al. (2021a)
2,460 genomic loci were imaged using 80 hybridization rounds in
two channels.

A different spatial genomics approach is the combination of
microscopy and sequencing by adapting and improving
fluorescence RNA in situ sequencing (IGS) or FISSEQ
technology (Lee et al., 2014). Recent developments of IGS
have permitted both targeted (Oligo-FISSEQ) (Nguyen et al.,
2020) or untargeted approaches (Payne et al., 2021). Oligo-
FISSEQ uses barcoded Oligopaints targeting multiple genomic
regions that are sequenced in situ whereas untargeted IGS uses
Tn5 transposase to randomly incorporate DNA sequencing
adaptors into fixed DNA, achieving a resolution of ∼1 Mb
genome-wide. Finally, combining chromating tracing with
multimodal RNA- and immuno-labeling (Liu et al., 2020; Su
et al., 2020; Payne et al., 2021; Takei et al., 2021a) enables the
profiling of genome conformation, nuclear bodies, gene
expression and epigenetic status in the same cell.

In the last 3 years, this revolution kickstarted a new field. These
very recent developments put us within range of genome-wide
spatial maps of chromatin organization, complementing the best
of genomics and microscopy fields. More and more labs are
developing and implementing “spatial genomics” approaches
even if at the present the methodology employs custom-made
setups and requires an in-house knowledge of automated image
analysis. From these approaches, the different contributions of
heterogeneity to chromosome architecture at different scales are
being sorted out.

STOCHASTICITY IN GENOME
ORGANIZATION

Genome organization has a large degree of variability at the
single-cell level (Finn and Misteli, 2019) and the 3D segregation
of chromosomes shows a clear variability between cells.
Accordingly, the relative position of a particular chromosome
to each other is not “predefined” yet the “chromosome territories”
are physical structures present in all cells within a population.
This is not the case for A/B compartments or TADs that arise
from averaging multiple cell conformations in mammalian cells.
In other words, they are statistical features of genome
organization not necessarily present from cell to cell. Here I
will discuss the evidence supporting this claim, mainly obtained
from spatial genomics techniques unless stated otherwise.

The segregation of active and inactive chromatin by the
preferred contacts between chromatin of the same class is
observed in single cells, that display their chromosomes in a
“polarized fashion” in interphase human fibroblasts (Wang et al.,
2016; Nir et al., 2018) and C. elegans embryos (Sawh et al., 2020).
This indicates that compartments, or regions of active/inactive
chromatin, are localized side-by-side with various degrees of
intermixing. Consistent with genome-wide studies, chromatin

FIGURE 2 | Chromatin organization is variable between cells. (A)
Ensemble-averagedmedian spatial distancemap, color-code from red to blue
according to the scale bar. Three eTADs are clearly visible. (B) Single-cell
spatial distance maps indicate the heterogeneity in chromatin 3D
architecture. (C) Chromatin path representation of the single-cell distance
maps, color-coded according to the genomic coordinate scale bar.
Representation based on spatial genomic approaches.
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tracing experiments found a spatial correlation between nucleoli
and nuclear lamina with B-compartment regions (Liu et al., 2020;
Su et al., 2020) or between speckle with A-compartment regions
(Liu et al., 2020). Furthermore, the degree of segregation between
compartments showed a gradual establishment during the cell
cycle, increasing from G1 to G2/S phase (Su et al., 2020) as
previously seen by Hi-C (Abramo et al., 2019). However,
individual chromosomes display a high level of variation, from
the extreme complete segregation of A- and B-clusters to a highly
intermingling configuration (Liu et al., 2020; Su et al., 2020).

Microscopy reports determined a low contact probability
(1–10%) of long-range associations between any pair of loci
and a modest two-fold increase within TADs (Cattoni et al.,
2017; Finn et al., 2019). The single-cell contact maps frequently
exhibit TAD-like structures, as seen in multiple chromatin
tracing studies (Bintu et al., 2018; Mateo et al., 2019; Su et al.,
2020; Payne et al., 2021; Takei et al., 2021b). These are local
physical domains of enhanced contact that are well separated
from one another. The physical properties of domains, such as
size or degree of insulation, displayed a large heterogeneity
(Boettiger et al., 2016; Nir et al., 2018; Szabo et al., 2018;
Luppino et al., 2020; Szabo et al., 2020). This is consistent
with the high variability in TAD formation observed in single-
cell sequencing-based biochemical methods (reviewed in Ulianov
et al., 2017; Galitsyna and Gelfand, 2021), such as Hi-C (Flyamer
et al., 2017; Nagano et al., 2017; Stevens et al., 2017; Tan et al.,
2018), ChIA-Drop (Zheng et al., 2019) or scSPRITE (Arrastia
et al., 2021). Consistently, the boundaries of such domains do not
necessarily correspond to ensemble-averaged TADs (eTADs;
Bohrer and Larson, 2021) (Figure 2).

In mammals, Hi-C-defined eTADs are frequently flanked by
pairs of CTCF binding sites in convergent orientation and serve
as anchors for chromatin loops (Nora et al., 2012; Rao et al.,
2014). TAD-like domain boundaries were preferentially
positioned at CTCF and cohesin binding sites, belonging to
eTADs boundaries, peaking at ∼15% probability. However, all
other genomic loci within a TAD shared a boundary probability
of ∼5–7% (Bintu et al., 2018; Su et al., 2020). In contrast,
Drosophila TADs, whose borders are not enriched in CTCF,
are much more stable from cell-to-cell, observed both by
microscopy (Szabo et al., 2018) and single-cell Hi-C (Ulianov
et al., 2021); although the reasons are under investigation
(Ulianov and Razin, 2021).

A very graphical example of TAD architecture at the single-
cell level is this is the organization of the inactivated X
chromosome, used as a model for chromosome organization
(Galupa and Heard, 2018). In mammalian females, the two copies
of X chromosomes display a very different transcriptional and
epigenetic landscape. At the ensemble level, the inactivated X
chromosome (Xi) displays only two mega domains with the
boundary located at macrosatellite DXZ4. Strikingly, both the
active X chromosome and Xi show TAD-like domains at the
single-cell level (Cheng et al., 2021; Takei et al., 2021b).

The role of TADs in transcription regulation is still an open
question, but evidence supports both a role on facilitating CREs
communication within the TAD and on blocking enhancer-
promoter contacts between TADs (Furlong and Levine, 2018;

Cavalheiro et al., 2021). However, the stochastic nature of TADs
(and compartments) questions the real influence of TADs on
transcription modulation (Bohrer and Larson, 2021). The
timescales involved in chromosome organization and
transcription is a dimension that needs to be considered, and
that is not being addressed by FISH or sequencing-based methods
in fixed cells (Nollmann et al., 2021). The live-cell tracking of loci
gives information on the dynamic nature of regulatory DNA
contacts such as E-P interactions (Brandão et al., 2021), and thus
can bring understanding into the role of 3D genome organization
in CREs regulation (Schoenfelder and Fraser, 2019).

Cell-to-cell variability within a phenotypically
indistinguishable population has also been found in the
transcriptome and epigenome (DNA methylation and histone
modification profile) (Golov et al., 2016). For example, results by
microscopy indicate that mRNA levels of targeted genes fluctuate
from cell to cell due to the intrinsically stochastic, infrequent
events of gene activation (Raj et al., 2006). Transcriptional
activation can reposition genes in space (Zink et al., 2004),
possibly by the action of RNA polymerases (Heinz et al., 2018;
Brandão et al., 2019). Moreover, chromatin marks exhibit high
variability between cells (Takei et al., 2021a), such as the
intensities of H3K4me3 histone mark at different gene bodies
(Woodworth et al., 2021), that at some point may regulate
chromatin compartmentalization (Wang et al., 2019) (see
below). Moreover, H3K4me3 histone mark intensities at
different gene bodies show great heterogeneity (Woodworth
et al., 2021) or that chromatin marks exhibit high variability
in embryonic stem cells (Takei et al., 2021a). Considering that
transcriptional activation can reposition genes in space (Zink
et al., 2004) by the action of RNA polymerases (Heinz et al., 2018;
Brandão et al., 2019) or that histone modifications may regulate
chromatin compartmentalization (Wang et al., 2019) (see below).
Therefore, the variability in gene expression and/or epigenetic
status could have a direct effect on the observed stochasticity in
genome conformation at the compartment and TAD levels
(Ulianov and Razin, 2021). The influence and interdependence
between genome organization, epigenomics and transcription is a
central question in cellular biology. In the next section, I will
address this by dissecting the current knowledge on the cellular
processes directing them.

MOLECULAR MECHANISMS OF SPATIAL
ORGANIZATION

The two types of 3D organization found in mammalian
chromosomes form by independent mechanisms (Schwarzer
et al., 2017; Nuebler et al., 2018). In contrast to what was once
thought, there is no hierarchy between compartments and TADs,
but rather a competition between two different organization
modes. The self-organization principle of the genome (Misteli,
2020) indicates that chromatin of the same type tends to interact
in the space and this is directly related to the polymeric nature of
the genome, although the mechanism remains elusive. Polymer
physics has modeled the genome as consecutive blocks of
alternating active/inactive chromatin (block copolymers), that
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assemble to generate the observed compartmentalization (Jost
et al., 2014; Hildebrand and Dekker, 2020). It has been proposed
that such compartments can arise through polymer phase
separation mediated by associations of chromatin domains of
similar epigenetic and/or transcriptional state (Rowley et al.,
2017; Cook and Marenduzzo, 2018; Erdel and Rippe, 2018).
Furthermore, a recent Hi-C study of outstanding sequencing
deep revealed that median size of A/B compartments intervals is
only 12.5 kb, and that even kilobase-sized domains show
enhanced interactions with regions of the same class (Gu
et al., 2021). However, the molecular bases of these
associations are unknown.

Although spatial genetics approaches established that
interactions between compartments vary from cell to cell, B-B
domain contact frequencies were higher than A-A domains at
distances below 75 Mb but not at higher genomic distances (Su
et al., 2020), consistent with Hi-C studies in mammalian
(Abramo et al., 2019) or Drosophila cells (Ulianov et al.,
2021). The latter indicates that the mechanism of
compartment segregation differs according to chromatin type.
Accordingly, different players have been proposed, such as
HP1alpha-mediated heterochromatin phase segregation
(Larson et al., 2017; Strom et al., 2017) or clustering of active
transcription sites (Hilbert et al., 2021). Based on polymer
simulations, it was proposed that interactions between
heterochromatin regions control compartmentalization over
euchromatin contacts or the interaction of heterochromatin
with the nuclear lamina (Falk et al., 2019). Recently, the role
of homotypic repetitive elements and their RNA products has
also been suggested as a mechanism of chromatin organization
(Lu et al., 2021).

One spatial genomics study was able to establish a “chromatin
profile” based on the multiplexed detection of several histone
marks at specific DNA locus that matched ChIP-seq (Shen et al.,
2012) or SPRITE measurements (Quinodoz et al., 2018) at 1-Mb
resolution, but in this case with single-cell information. This
analysis found “fixed” loci that, despite the variability in genome
organization, are consistently associated with particular
hallmarks (e.g., nuclear speckles, H3K9me3 mark, etc.) in
most of the cells (Takei et al., 2021b). The existence of such
“anchoring” points on each chromosome restricts their possible
conformations. Because the spatial organization of nuclear bodies
is cell-type dependent, they postulate that the nuclear architecture
arises from the interaction between fixed or dominant loci with
them. Moreover, related cell types have similar A/B compartment
organization but very different nucleolar and lamina associations
(Liu et al., 2020).

The loop-extrusion mechanism (Alipour and Marko, 2012) is
to date the most accepted model of TAD formation in
mammalian genomes (Nuebler et al., 2018). It postulates that
the ring-shaped cohesin complex acts as a molecular motor
actively extruding DNA and forming increasingly long
chromatin loops that are stalled at convergent CTCF sites
(Sanborn et al., 2015; Fudenberg et al., 2016; Fudenberg et al.,
2017). Once bound to chromatin, the cohesin ring stochastically
detaches from it, giving rise to highly dynamic structures (Hansen
et al., 2017). This paradigm explains the Hi-C data showing the

existence of chromatin loops between eTAD boundaries that
present CTCF and cohesin complexes (Rao et al., 2014; Bonev
et al., 2017). Moreover, when cohesin-loading factor Nipbl is
removed from mouse cells, eTAD organization is lost (Schwarzer
et al., 2017). However, chromatin tracing indicates that in single
cells pairs of eTADs boundaries do not show a smaller physical
distance distribution compared to control loci (Su et al., 2020) but
rather there is a progressive looping anchored at the stronger
CTCF binding site that progresses to more andmore downstream
loci (Beckwith et al., 2021). More strikingly, TAD-like domains
persist upon cohesin depletion, although the boundary positions
are randomized (Bintu et al., 2018). In line with this, even
genomic regions that do now display eTADs form domain-like
structures indicating that the folding of chromatin into this
architecture is an intrinsic characteristic and that loop
extrusion is a regulator of this process.

The process of compartmentalization and TAD formation
shapes the genome architecture and changes the chromatin
accessibility of genes and regulatory elements, modulating the
functional output of genomes (Rowley and Corces, 2018). Among
different cell types, the general principles of single-cell genome
organization delineated above are conserved. However, cell-type
specific spatial configurations delineate the functional differences
(Liu et al., 2020; Takei et al., 2021b). Based on microscopy
observations, we have proposed through the concept of
“modulated stochasticity” that subtle changes in interaction
frequencies give rise to measurable differences in genome
architecture and could have a meaningful role in gene
regulation (Cattoni et al., 2017). Complementary, nuclear
structures such as speckles, which in practice act as chromatin
scaffolds, might define different cell types and states. The
stochasticity of genome architecture is a consequence of its
polymeric nature, and it is modulated by several mechanisms
mediated by proteins that interact through the sequence
information. These mechanisms include, but are not restricted
to, the processes of compartmentalization and loop extrusion. In
general, sequences encode information for specific protein
binding whose abundance and action will generate/regulate
contacts between genomic loci.

CONCLUSION AND FUTURE
PERSPECTIVES

In this review, I have summarized the technological
improvements and recent discoveries of spatial genomic
approaches. These advances, together with single-cell
sequencing methods, are shifting the focus from ensemble
measurements to the organization of genomes at the single-
cell level to account for the observed high degree of
stochasticity and heterogeneity.

Genome organization is shaped from its polymeric nature
together with biological processes such as loop-extrusion,
which are both stochastic in nature. The question that
emerges is what is the biological relevance of such variable
organization. In other words, how the genome architecture
shapes transcription: the structure/function conundrum.

Frontiers in Genetics | www.frontiersin.org November 2021 | Volume 12 | Article 7808226

Cardozo Gizzi Spatial Genomics Reveals Genome Organization

162

https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/journals/genetics#articles


Maybe the important point here is it not anymore whether
genome conformation is cause or consequence of genome
function but rather what is the relationship between them.
Furthermore, epigenetics and gene expression display a high
degree of cell-to-cell variability. In order to reveal the
contribution of each aspect to the function of genomes, new
technologies capable of simultaneous detection of
transcriptional output, epigenetic state and 3D
conformation in the same cell will have to emerge.
Undoubtedly, live-cell measurements, currently limited in
scope, will also be necessary to understand the temporal
aspects of genome organization. More importantly, despite
the efforts, the function and activity of TADs and nuclear
compartments continue to be unresolved. How are the specific
genomic interactions generated if such heterogeneity is
present? Moreover, how stochasticity is modulated to allow
for precise spatio-temporal regulation of gene expression?
Further developments in microscopy, genome-wide
approaches and polymer simulations hold promise for the
understanding of these key questions.
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Understanding 3D Genome
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The genome of a eukaryotic organism is comprised of a supra-molecular complex of
chromatin fibers and intricately folded three-dimensional (3D) structures. Chromosomal
interactions and topological changes in response to the developmental and/or
environmental stimuli affect gene expression. Chromatin architecture plays important
roles in DNA replication, gene expression, and genome integrity. Higher-order
chromatin organizations like chromosome territories (CTs), A/B compartments,
topologically associating domains (TADs), and chromatin loops vary among cells,
tissues, and species depending on the developmental stage and/or environmental
conditions (4D genomics). Every chromosome occupies a separate territory in the
interphase nucleus and forms the top layer of hierarchical structure (CTs) in most of
the eukaryotes. While the A and B compartments are associated with active (euchromatic)
and inactive (heterochromatic) chromatin, respectively, having well-defined genomic/
epigenomic features, TADs are the structural units of chromatin. Chromatin
architecture like TADs as well as the local interactions between promoter and
regulatory elements correlates with the chromatin activity, which alters during
environmental stresses due to relocalization of the architectural proteins. Moreover,
chromatin looping brings the gene and regulatory elements in close proximity for
interactions. The intricate relationship between nucleotide sequence and chromatin
architecture requires a more comprehensive understanding to unravel the genome
organization and genetic plasticity. During the last decade, advances in chromatin
conformation capture techniques for unravelling 3D genome organizations have
improved our understanding of genome biology. However, the recent advances, such
as Hi-C and ChIA-PET, have substantially increased the resolution, throughput as well our
interest in analysing genome organizations. The present review provides an overview of the
historical and contemporary perspectives of chromosome conformation capture
technologies, their applications in functional genomics, and the constraints in
predicting 3D genome organization. We also discuss the future perspectives of
understanding high-order chromatin organizations in deciphering transcriptional
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regulation of gene expression under environmental stress (4D genomics). Thesemight help
design the climate-smart crop to meet the ever-growing demands of food, feed, and
fodder.

Keywords: Hi-C, ChIA-PET, single-cell 3D genomics, 4D genomics, chromosome territories, A/B compartment,
topologically associating domain, chromatin loop

1 INTRODUCTION

A eukaryotic genome comprises several chromosomes, which
vary along their length, contain supra-molecular complexes of
chromatin fibers, and are intricately folded in a three-
dimensional (3D) structure. The genome is not randomly
positioned in the nucleus, but it is packed into higher-order
chromatin structures that play important functional roles.
Understanding the organization of the nuclear genome is
seeking significant attention nowadays, as several processes
like DNA replication, transcription, genome integrity, etc.
involved in growth, development, and stress tolerance are
regulated through the nuclear genome organization.
Eukaryotic genome organization can be observed at three
levels i) linear genome: the nucleotide sequence deciphered by
DNA sequencing, ii) epigenome: representing the additional
information added due to the modified bases and/or histone
proteins which help regulate gene expression, and iii) 3D
structure of the genome: representing the arrangement of
chromatins/chromosomes in the nucleus (Bonev and Cavalli,
2016). These genome-level organizations are being studied
with the help of recent advances in imaging and molecular
biology techniques. To understand 3D genome structure,
techniques like chromosome conformation capture (3C),
chromosome conformation capture-on-chip (4C), chromosome
conformation capture carbon copy (5C), chromatin interaction
analysis by paired-end tag (ChIA-PET) sequencing, high-
throughput chromosome conformation capture (Hi-C), and
their derivatives are being used.

In eukaryotes, chromatin is packed into nucleosomes wherein
histone proteins make up the largest component. DNA wrapped
around a histone octamer (two units of each of the four core
histones H2A, H2B, H3, and H4) sealed by a linker histone (H1)
builds the structural constituent nucleosome to form chromatin.
The chromatin-related research is progressing with
unprecedented speed and resolution, deciphering the complex
and dynamic chromatin architecture during cellular processes
including DNA replication, recombination, repair, transcription,
mitosis, and meiosis. Chromatin structures are highly dynamic,
which undergo cyclic compaction and de-compaction during the
cell cycle, cell differentiation, developmental processes, and
defense responses. Chromatin accessibility to the regulatory
elements like RNA polymerase II (RNA Pol-II) is affected by
chromatin compaction/de-compaction, which fine-tunes the
regulation of gene expression (Dixon et al., 2015; Boltsis et al.,
2021). Differentiated cells have different cellular functions, and a
different set of genes are expressed under different environmental
conditions which require varying 3D genome architecture (Dixon
et al., 2015). Changing environmental conditions (stresses)

interfere with several cellular processes, which might require
modulation in chromatin architecture to adjust the gene
expression in response to the stress (Sun L. et al., 2020).
Nucleotide sequence alone does not carry the entire regulatory
information, as interactions among the chromosomes and
topological changes in response to the developmental and/or
environmental stimuli affect the expression of genes. Transient
rearrangement of chromatin architecture (the compact
heterochromatin or loosely-packed euchromatin) and
modulation in chromatin composition upon stress exposure
are being demonstrated in animals and plants (Lupianez et al.,
2015; Li X. et al., 2019; Fei et al., 2019; Sun L. et al., 2020).
Interaction of distal regulatory elements with the promoter
through physical proximity mediated by the chromatin
structural proteins like CCCTC-binding factor (CTCF) and
cohesin to regulate the transcription process is being reported
in animals (Eser et al., 2017; Robson et al., 2019).

Being sessile, plants face numerous abiotic and biotic stresses
throughout their life. Our understanding of chromatin
organization in model species has advanced significantly in the
past decade (Sexton et al., 2012; Bonev and Cavalli, 2016; Grob
and Grossniklaus, 2017). Highly condensed chromatin, such as
heterochromatin, prevents accessibility of the transcriptional
machinery (transcription factors, polymerases, and other
nuclear proteins) to the gene. An environmental signal may
cause some alterations in chromatin architecture which make
the gene accessible to transcriptional machinery. Such chromatin
remodeling includes shifting or removal of histones (Perrella
et al., 2020), the introduction of histone variants (Dai et al., 2017;
Wang et al., 2020), or post-translational modifications of histone
proteins, etc. (Eberharter and Becker, 2002; Clapier et al., 2017).
Studies show the hierarchical organization of genomes, wherein
chromosome territories (CTs) are at the top of the hierarchical
structure, followed by the chromosome compartments,
topologically associating domains (TADs) and gene body/
chromatin loops (Pecinka et al., 2004; Amano et al., 2009;
Zhang and Wang, 2021). 3D genomics helps to decipher the
spatial chromatin configurations and investigate their regulatory
roles in gene expression (Gonzalez-Sandoval and Gasser, 2016).

Despite the absence of insulator protein CTCF in plants, TADs
have rarely been observed in Arabidopsis. TAD-like domains and
motifs at the TAD boundaries have been identified in rice (Liu
et al., 2017). Moreover, cohesins subunits have also been
identified in rice (Zhang et al., 2006; Tao et al., 2007; Gong
et al., 2011). However, it is still not clear whether these cohesins
have similar functions in plants. Inactive heterochromatic islands
(IHIs) or KNOT engaged elements (KEEs) were reported to be
present within euchromatin and exhibit strong long-range
interactions in Arabidopsis (Feng et al., 2014; Grob et al.,
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2014; Grob and Grossniklaus, 2019), rice (Dong et al., 2018), and
Brassica (Ting et al., 2019). Therefore, future investigations on the
identification of CTCF-like insulator proteins, KNOT, KEEs and
their functions in plants would be required.

Due to the sessile nature of plants, they deploy highly evolved
mechanisms to manage their growth and development under
varying environmental conditions (abiotic and biotic stresses).
During the last few decades, linear genomes and epigenomes of
eukaryotes have been extensively studied towards understanding
the regulation of gene expression. It is now evident that the
information and function of a genome are modulated under
varying environmental conditions not only by the epigenetic
modifications in the linear DNA sequence but also by altering
the 3D chromatin organization within the nucleus (Dogan and
Liu, 2018; Grob, 2020). Gene activities are controlled/regulated by
alterations in chromatin architecture via DNA methylation
(Kumar et al., 2018; Kumar and Mohapatra, 2021), histone
modifications (Rowley et al., 2017; Park et al., 2018), and
chromatin remodelers (Peterson and Workman, 2000;
Bhadouriya et al., 2021). Different chromatin remodelers such
as CHD, INO80, ISWI, and Switch/Sucrose non-fermenting
(SWI/SNF) have been reported to act upon chromatin under
diverse environmental stresses to convert transcriptionally
inactive chromatin to the transcriptionally active state.
Chromatin architecture at the promoter region is more crucial
for determining the level of gene expression (Tannenbaum et al.,
2018; Barragán-Rosillo et al., 2021). Advances in chromatin
visualization, NGS, and 3C-based techniques have
accumulated evidence for chromosome architecture, chromatin
domains/loops and different epigenetic modifications to be
correlated with transcriptional activities (Zhang and Wang,
2021). Studies suggest a functional correlation among the
changes in nuclear organization, stressful conditions, and the
level of gene expression. Tight coiling of chromatin (a default
state) restricts transcriptional expression of the gene, which gets
expressed when the nearby chromatin is loosened (remodeled)
(Bannister and Kouzarides, 2011). The accumulating datasets on
epigenomics (Kumar and Mohapatra, 2021) and the evident roles
of genome architecture on the regulation of gene expression
(Zhang and Wang, 2021) indicate that 3D genomics would be
an important player in deciphering the key regulators.
Developmental and environmental stimuli affect epigenetic
landscape and chromatin architecture, which are dynamic and
modulate gene expression to cope with stress (Bhadouriya et al.,
2021). Some of the transcriptional repressors communicate with
chromatin remodeler, directly or indirectly, or alter the chromatin
structure. Some of these modifications may get transmitted through
cell division, and help cope with the stress on reoccurrence (Gallusci
et al., 2017). However, further validation of the transmission of
stress-induced changes in chromatin architecture and their role in
stress tolerance would be required.

This review presents the recent advances in 3D genomics
methods and focuses on understanding the 3D genome
organization of plants with reference to the available
knowledge of nuclear genome organization in the animal
system. We also discuss the developments in chromosome
conformation capture technologies, their relevance in

understanding genome structure (genome assembly) and
functions. Future perspectives of 3D genomics, with special
reference to its application in plant/crop improvement, and
the constraints currently being faced are also discussed.

2 UNDERSTANDING NUCLEAR GENOME
ORGANIZATION

The eukaryotic genome is not randomly positioned in the
nucleus, but it is packaged in a higher-order chromatin
structure that plays important role in genome structure/
functions. The spatial organization of chromatins allows an
additional layer of regulatory information for transcriptional
gene regulation that is far from the encoded information in
the 1D genomic sequence (Lanctot et al., 2007). To explore
the regulatory information of such organizational elements,
the 3D structure of the genome has to be deciphered.
Interacting nucleosomes make chromatin fiber, which
physically interacts with the cis-acting elements to form
chromatin loops (Crevillén et al., 2013). Structural proteins
(CTCF, cohesin), transcription factors (TFs), and
heterochromatin-binding proteins stabilize chromatin loops
that form TADs (Wang Q. et al., 2018). TADs further interact
to form chromatin compartments, which merge to constitute CTs
(Lieberman-Aiden et al., 2009; Rao et al., 2014). Understanding
3D genome organization also demands to consider the sub-
nuclear components like nuclear bodies (nucleolus, nuclear
speckles, and Cajal bodies) and nuclear periphery (Mao et al.,
2011; Rowley et al., 2017).

Genome organization is eminently dynamic, as it changes with
the progression of the cell cycle, developmental transition
(photomorphogenesis, flowering), and environmental cues
(Kaiserli et al., 2018). In germinating Arabidopsis seedling,
chromocenters were reported to be produced which could be
visualized as large, bright spots on nuclear staining with DAPI
(Bourbousse et al., 2015). Large chromatin regions associated with
the nuclear periphery to form a network of lamina-associated
domains (LADs), were reported in mammalian cells (Guelen
et al., 2008). Some of the chromatin domains are also associated
with the nucleolar periphery of nucleolus to form nucleolus-
associated chromatin domains (NADs) (Nemeth et al., 2010; van
Koningsbruggen et al., 2010). Although most of the 3D information
on genome organization (e.g., LADs, NADs, TADs, etc.) in animals
is comparable to that of plants, our knowledge of plant chromatin
architecture is still in its infancy. Active and repressed chromatin
regions are separated from each other in animals, and some of the
nuclear compartments like nuclear-periphery and nucleolar-
periphery are enriched with heterochromatin (repressed
chromatin) (van Steensel and Belmont, 2017; Bersaglieri and
Santoro, 2019). The chromatin domains localized at the nuclear/
nucleolar periphery in Arabidopsis have been recently identified (Hu
et al., 2019; Sun L. et al., 2020).

2.1 Deciphering 3D Genome Organization
Experimentation with 3D genome organization reveals that
chromosomes occupy distinct nuclear spaces in the eukaryotic
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FIGURE 1 | Schematic representation of plant chromatin organization in the nucleus. (A) Hierarchical chromatin organization can be studied mainly at four levels:
chromosome territory, chromatin compartments, topologically associating domain (TAD), and chromatin loops. (i) Chromosomes occupy specific territories in the
nucleus. In different territories, chromosomes show different morphology, such as Rabl, Rosette, and Bouquet configuration. In Rabl configuration, telomeres and
centromeres of chromosomes cluster at two different poles in the nucleus, particularly in plants with larger genomes. In the Rosette configuration, the nucleolus is
surrounded by telomeres, while heterochromatin and centromeres are clustered together but euchromatin oozes out freely in the nucleus to form a rosette-like
configuration, observed in plants with smaller genome like Arabidopsis. Bouquet configuration is a transient chromatin configuration observed during meiosis in different
organisms, including plants, wherein telomeres of the chromosomes are co-localized on a specific site of nuclear periphery, while the rest of the chromatin remains
dispersed in the nuclear space. Nucleolus-associated domains (NADs) are chromatin regions that interact with the nucleolus, while the lamina-associated domains

(Continued )
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nucleus (Parada and Misteli, 2002). Additionally, chromosomes
can show different configurations including Rab1, Rosette, and
Bouquet configuration (Fransz et al., 2002; Harper et al., 2004;
Grob and Grossniklaus, 2017). Advances in high-throughput 3C
techniques and their derivatives help decipher the chromosomal
interactions and address the complicated interplay between local
chromatin organization and genome functions (Sexton and
Cavalli, 2015). Individual chromosomes occupy separate CTs
in the nucleus during interphase, which is the top hierarchical
structure in most eukaryotic genomes (Pecinka et al., 2004).
Further, chromosomes can be divided into A and B
compartments wherein the A compartment is associated with
high gene density/active transcriptional activity; the B
compartment has higher transposon density and repressive
epigenetic modifications. In mammals, TADs are enriched
with chromatin loops on the hundreds of kilobase (Kb) scale
which link promoters and cis-regulatory elements to modulate
gene expression by recruiting TFs (Li et al., 2012; Rao et al., 2014;
Rao et al., 2017). Moreover, compartmentalization within TAD
protects the promoters from making ectopic contact with distant
enhancers (Szabo et al., 2019). In contrast, the plant TADs might
play different roles by making regulatory contact between
enhancers and promoters occurring across TAD boundaries
(Dong et al., 2017; Stam et al., 2019). Similarly, other
structures like frequently interacting regions (FIREs),
transcriptional hubs, and repressive loops have also been
observed in plants while exploring the hierarchical chromatin
interactions with the help of Hi-C (Dogan and Liu, 2018; Dong
et al., 2018).

2.1.1 Chromosome Territories
Chromosome territory (CT) was directly visualized by cytological
and microscopy techniques (Lichter et al., 1988; Pinkel et al.,
1988). During mitosis interphase, each chromosome occupies an
exclusive and limited domain in the nucleus called chromosome
territory (CT) (Fransz and de Jong, 2011). Initial study on
genome organization in Drosophila using Hi-C indicated sub-
compartmentalization of chromosome arms (Sexton et al., 2012),
and each chromosome occupies a space in the nucleus (Schubert
et al., 2014) (Figure 1). CT is further subdivided into
chromosomal arm territories, and a contact matrix of
chromosome arms is more intricate than the contact matrix of
the chromosome. Only weaker interaction in the pericentromeric
regions, while strong interactions were reported between
pericentromeric heterochromatin and telomeres in Arabidopsis
(Grob et al., 2014). Studies on the genome of different crop plants

(rice, maize, sorghum, tomato, and foxtail millet) revealed
interactions between the adjacent loci and helped to
understand the chromatin architecture (Dong et al., 2017).
Intra- and inter-chromosomal interactions between the
euchromatic arms resulted in the identification of CTs in all
five plant species. While intense chromosomal interactions
indicated frequent interactions between the chromosomal arms
and centromeric regions of the chromosomes in the Hi-C map of
maize, such interactions were not detected in rice and foxtail
millet (Dong et al., 2020b). However, a signal for such
interactions was reported in barley (Mascher et al., 2017).

In plants, chromosomes show different morphology including
Rabl (in the honor of Carl Rabl), Rosette, and Bouquet
configuration. In Rabl configuration, the chromosomes are
folded at the centromere making a polarized separation of
centromeres and telomeres (Figure 1A). Such configuration is
observed in diverse organisms (animals, yeasts, and plants)
(Huang Y. et al., 2020; Zhang and Wang, 2021). The existence
of different chromosome configurations within an organism
suggested its specificity in different cell types. The emergence
of single-cell 3D genomics techniques would help to assess the
linkage between chromatin organization and cell identity. In
Rosette configuration, pericentromeric heterochromatin forms
a condensed chromocenter from which euchromatic loops
emerge out (Fransz et al., 2002). Traditionally, such
configuration was attributed to the small genome of plant like
Arabidopsis; however, having comparable genome size sorghum
does not present this chromosome configuration (Muller et al.,
2019). Moreover, yeasts having even smaller genomes than
Arabidopsis presents Rabl configuration (Muller et al., 2019),
indicating that genome size is not the determinant of
chromosome configuration in the nucleus. In Bouquet
conformation, telomeres cluster at the nuclear periphery while
the chromatins emanate in the nucleoplasm (Figure 1A), which
has been described in different plant species including rice, maize,
and wheat during meiosis (Tiang et al., 2012; Zhang et al., 2017;
Dogan and Liu, 2018; Hurel et al., 2018). Bouquet configuration
appears to be a universal and transient feature of meiotic cells in
plants, yeast, and animals (Huang Y. et al., 2020).

Recent studies reveal that gene expression is associated with
chromatin positioning (CT) in the nucleus. Some of the
chromatin domains are associated with the nucleolar periphery
and named nucleolus-associated chromatin domains (NADs)
(Pontvianne and Grob, 2020). In addition, the nuclear
periphery is enriched with repressed chromatin associated with
lamin fibers, and named as lamina-associated domains (LADs)

FIGURE 1 | (LADs) are associated with the lamina of the nuclear envelope. Chromosome territories are further divided into (ii) A and B compartments, which correspond
to euchromatic and heterochromatic regions, respectively. While the A compartment is constituted of high gene density, activating epigenetic modifications, and active
transcriptional activity, the B compartment possesses lesser genes, low transcriptional activity, repressive epigenetic modifications, and higher transposon density. (iii)
Topologically associated domains (TADs) are relatively independent local units/regions where chromatins interact with each other at a higher frequency than with the
surrounding regions. (iv) Number of factors/modifications/readers is involved in the formation of chromatin loops that connects regulatory elements to their target loci in
plants. (B) Lower level chromatin interactions (chromatin loops) establish regulatory networks between the distant elements through their physical proximity. The
regulatory function of chromatin loops comes due to the formation of (i) heterochromatin/repressive loop by histone modifiers−H3K27me3−polycomb protein−lncRNAs,
while (ii) silencing chromatin loop is formed by H3K9me2-reader (ADCP1)−ncRNAs. (iii) Different regions (5′–3′ gene looping) of the same gene, (iv) an enhancer and
promoter (enhance–promoter loop) of a gene, (v) the different co-regulated genes (gene-gene loops), (vi) non-coding genomic regions (intergenic loop), and (vii)
transcriptional hub/loop formed by H3K4me3 modifiers, RNA Pol-II and eRNAs.
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(Gonzalez-Sandoval and Gasser, 2016). In plants,
transcriptionally inactive LADs and NADs have been detected.
In Arabidopsis, the LAD-specific protein, crowded nuclei 1
(CRWN1), has been reported to interact with polycombs1
(PWO1) to mediate chromatin tethering at the nuclear
periphery (Poulet et al., 2017; Hu et al., 2019; Pontvianne and
Liu, 2020). However, only limited research on LADs and NADs in
plants have been carried out due to inadequate knowledge of the
proteins required for the formation of these chromatin domains
(Pontvianne and Liu 2020; Sakamoto et al., 2020).

2.1.2 Global and Local A and B Compartments
Chromosomal compartments are formed due to the genome-
wide interactions between TADs and epigenetic signatures, which
have been discovered in both animals and plants while analysing
Hi-C data. Two spatial compartments, namely A and B
compartments, of chromosomes, have been reported. While A
compartment is associated with open/active chromatin, the B
compartment is associated with closed/inactive chromatin
(Lieberman-Aiden et al., 2009; Dong et al., 2017) (Figure 1A).
Apart from the A/B compartments, other compartment-like
domains termed structural domains (SDs) have been reported
in Arabidopsis. While the less compact euchromatin contains
loose structural domains (LSDs), heterochromatin contains
closed structural domains (CSDs) and is enriched in repressive
epigenetic marks (Grob and Grossniklaus, 2017). The A
compartment enriched with euchromatic activation histone
marks, and the B compartment containing heterochromatic
repressive epigenetic marks around the pericentromeric region
have been reported in rice (Dong et al., 2018). Comparative
analysis of rice, maize, and millet tissues using in situ Hi-C
technique reported the existence of global A/B compartments
across the tissues, while the local A/B compartment was reported
to be dynamic and tissue-specific associated with differential
expression of genes (Zhou et al., 2019; Dong et al., 2020a).

2.1.3 Topologically Associating Domains (TADs)
In the eukaryotic genome, TADs are the independent local/
structural units and the regions of high chromatin inter-
connectivity. The A/B compartments can be further segmented
as TADs which are 0.1–1.0 Mb in size (Dixon et al., 2012; Nora
et al., 2012; Sexton et al., 2012; Rao et al., 2014). While the
mammalian TADs are highly conserved in different tissues across
the species (Dixon et al., 2012; Sexton and Cavalli, 2015; Vietri
Rudan, et al., 2015; Grob and Grossniklaus, 2017), plant TADs
are not conserved across the species (Dong et al., 2017). TADs are
contiguous regions with more frequent chromatin interactions
within the region than those with the other region in mammalian
genomes (Dixon et al., 2012) (Figure 1A). TADs allow long-range
chromatin interaction for target specificity of the remote cis-
regulatory elements in plant and the human genome (Jin et al.,
2013; Rao et al., 2014; Dogan and Liu, 2018). TADs are not
reported in Arabidopsis because of the small genome size, as
prominent TADs could not be detected in the species having
smaller (<400 Mb) genomes (Dong et al., 2017; Stam et al., 2019).
However, the effect of genome size on TAD formation is still
under debate (Zhang and Wang, 2021). It is also speculated that

TADs are displayed in plants having lower gene density/larger
genome size (Dogan and Liu, 2018).

Animals TAD boundaries are reported to be bound by the
insulator protein CCCTC-binding factor (CTCF) and specific
epigenetic marks (Dixon et al., 2012; Sexton et al., 2012; Rao et al.,
2014; Tang et al., 2015), which affect chromatin functions and
transcriptional activity (Eser et al., 2017) through promoter-
enhancer interactions. In plants, CTCF homologue has not
been identified, which indicate that it might not be required
for the formation of TAD boundary (Pontvianne and Grob,
2020). Growing evidence suggests that cohesin couple with
CTCF in TAD establishment in mammals (Fudenberg et al.,
2016; Rao et al., 2017; Nuebler et al., 2018). Cohesins are
conserved between animals and plants (Zhang et al., 2004);
however, the cohesins have similar functions in plants is still
not clear (Ouyang et al., 2020). It would be interesting to identify
CTCF-like insulator proteins in plants involved in the formation
of TAD boundaries.

In embryonic stem cells of mice, high-resolution (allele-
specific 4C) mapping indicated that TAD is constituted of
metaTADs and subTADs, which are dynamic to form active
and inactive nuclear compartments (Wijchers et al., 2016).
Wijchers et al. (2016) suggested that trans-associated factors
(SUV39H1, or EZH2) influence 3D compartmentalization
independent of their cis-effect on local chromatin composition
and activity. In Arabidopsis, several local structural features like
positive strips which interact frequently with the neighboring
chromatin were observed (Wang et al., 2015). Such positive strips
enriched with repressive histone marks like H3K27me3 were
reported in Arabidopsis (Liu Z. et al., 2016). In plants, TAD-like
domains lack co-expression behavior and do not possess a
conserved biological function as observed in mammals
(Dekker and Heard, 2015). Moreover, the TADs rich in GC
motifs and positively correlated with transcriptional activation/
gene expression were observed in rice and cotton (Liu et al.,
2017).

Similarly, TAD-like domains enriched in and associated with
highly expressed genes were observed in maize, tomato, foxtail
millet, and sorghum (Dong et al., 2017). Hi-C analysis of diploid
and tetraploid cotton suggested the existence of intra-
chromosomal interactions and TAD-like regions (Wang M.
et al., 2018). In rice, TADs showed increased sequence
variation and meiotic recombination compared to that
observed in the inter-TAD regions (Golicz et al., 2020). In
wheat, the existence of TAD-like structures (termed as
intergenic condensed spacers, ICONS) was reported (Concia
et al., 2020). Therefore, it would be interesting to examine
whether the occurrence of TADs/TAD-like structures is linked
with larger genome size. In general, these observations support
the hypothesis that plant genomes are packaged into TAD-like
structures by yet to be identified molecular mechanism(s). The
cis-regulatory elements of target genes form chromatin loops to
control gene expression.

2.1.4 Chromatin Loops
Another level of hierarchical genome organization that plays
important role in transcriptional regulation of gene expression
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is the chromatin loop. The chromatin loops are formed due to
physical interaction between cis-acting elements and the genes
that are brought into close spatial proximity, which are vital for
gene regulation (Bonev and Cavalli, 2016) (Figure 1B). In plants,
chromatin loops are formed between distal regulatory elements
and promoters to exert their function by providing the
opportunity for enhancers to contact with their genes located
at tens of kilobase-pair away (Dogan and Liu, 2018; Li E. et al.,
2019). In maize, the first chromatin loop was observed between
the promoter and regulatory sequences at b1 locus (Louwers et al.,
2009), and it was reported between 5′ and 3′ flanking regions of
flowering locus C (FLC) in Arabidopsis (Crevillén et al., 2013).
Moreover, chromatin loops of varying sizes (Kb to Mb, small as
well as large loops) have been reported in the eukaryotic genome
(Rao et al., 2014). Generally, transcription start site loops with the
downstream region and transcription termination site loops with
the upstream region. The formation of such loops enhances
promoter−enhancer interaction to initiate the transcription
process. Loop structure has also been reported in the
formation of rosette-like structure in the heavy chain of
immunoglobulin that is required for V(D)J recombination
(Ebert et al., 2015). In situ Hi-C analysis revealed extensive
chromatin loops in the regions enriched with epigenetic marks
and active genes in the larger genomes like maize and tomato,
while such loops are absent in the smaller genome (Dong et al.,
2017). Spatial organization of the regulatory elements revealed by
the construction of high-resolution chromatin interaction maps
in maize deciphered the role of chromatin loops in gene
expression (Peng et al., 2019). The active and repressed
chromatin regions are separated from each other in animals,
and some compartments in the nucleus, like nuclear and
nucleolar periphery, are enriched with repressed chromatin
(van Steensel and Belmont, 2017; Bersaglieri and Santoro, 2019).

Histone modifiers (e.g., H3K9me reader ADCP1) and non-
coding RNAs (ncRNAs) are involved in the formations of
repressive chromatin loop [Figure 1B(i)], while H3K27me3
and long non-coding RNAs (lncRNAs) are associated with
silenced chromatin loop formation [Figure 1B (ii)] (Stam
et al., 2019; Kantidze and Razin, 2020). The 5′−3′ loop bring
together the 5′ and 3′ termini of the same gene [Figure 1B (iii)],
an enhancer-promoter loop occurs between the promoter and
distant enhancer of a gene [Figure 1B (iv)], gene—loop is formed
between different co-regulated genes [Figure 1B (v)], an
intergenic loop is comprised of the intergenic region
(Rodriguez-Granados et al., 2016; Huang Y. et al., 2020)
[Figure 1B (vi)], and transcriptional hub is formed by certain
activation histone marks/modifiers (e.g., readers, writers,
mediators of H3K4me3), RNA Pol-II, and RNAs (Ouyang
et al., 2020) [Figure 1B (vii)].

RNAs and multivalent proteins play vital roles in the
formation of chromatin loops. Enhancer RNAs (eRNAs)
combined with mediator and RNA Pol-II were reported to
promote the formation of enhancer-promoter loops to
modulate transcriptional activity of the target genes in human
cell lines (Lai et al., 2013; Pefanis et al., 2015) [Figure 1B (vii)]. In
Arabidopsis, a Mediator subunit (MED25) was reported to affect
the dynamics of chromatin looping between the promoter and

enhancer to trigger transcriptional programming in the jasmonic
acid signaling pathway (Wang et al., 2019). Activating histone
marks (H3K4me3 and H3K36me3) and histone variants (H2A.Z,
and H2Bub1) were observed at the FLC locus which is bound by
histone modifiers like H3K4 methyltransferase and H3K36
methyltransferase (Li Z. et al., 2018). Binding of these ‘writers’
to FLC results in the formation of 5′-to-3′ loop.

3 3D GENOME MAPPING TECHNIQUES

The advances/improvements in bioimaging and biochemical
methods over the last few decades have unveiled 3D genome
architectures in animals and plants at a rapid speed (Sexton and
Cavalli, 2015; Ouyang et al., 2020). The 3D genome mapping
approaches can be broadly divided into two categories. The first
category of approaches is based on cytology/microscopy, which
utilizes fluorescent dye to label DNA/chromatin and/or
visualization of the spatial chromatin organization using a
microscope (Probst, 2018). Combining microscopy with
fluorescent in situ hybridization (FISH) boosted the progress
in understanding how the spatial organization of CTs affects gene
expression within the nucleus (Zhang and Wang, 2021). The
second group of approaches utilizes next-generation sequencing
(NGS), and they could be ligation-based or ligation-free
(Figure 2). Each of these techniques has certain advantage
over the other, and there is some limitation in using then
individually in 3D genome analysis (Table 1). However, a
combination of techniques provides better opportunity for
improved specificity, sensitivity, and ultrahigh-resolution
analysis.

The cytology/microscopy-based approaches can be further
divided into either microscopy or labeling-based techniques.
For single-cell genome organization study, microscopy is
indispensable. Although fluorescence microscopy has enabled
us to investigate larger chromosome organizations of micron
length scale, the smaller structures remained invisible due to the
limited spatial resolution of fluorescence microscopy
(Lakadamyali and Cosma, 2015). However, the advent of
super-resolution microscopy (SRM) enables us to investigate
nano-scale chromosome organizations in vivo. Such SRM
methods have the potential to enhance our knowledge of
chromatin structure−function relationship. Microscopy-based
techniques include confocal microscopy (CFM) (Carlsson
et al., 1989), wide-field microscopy (WFM) (Wheeler and
Tyler, 2011), chrom-electron microscopy tomography
(ChromEMT) in situ visualization of chromatin using a
fluorescent dye that stains DNA with an osmiophilic polymer
with selectively enhances the contrast in electron microscopy (Ou
et al., 2017), Hi-M (a multiplexed, sequential imaging approach)
simultaneously reveals 3D chromatin organization and
transcriptional activity; thus, enables detecting the spatial
organization of cells and measurement of the changes in TAD
organization during early embryogenesis and upon
transcriptional activation (Cardozo Gizzi et al., 2019), SRM
(Schubert, 2017), electron microscopy imaging (EMI)
(Lobastov et al., 2005), and light-sheet fluorescence
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FIGURE 2 | An overview of 3D genomics techniques. The techniques can be broadly divided into two categories: one is based on cytological/microscopic
examination/imaging; another is based on sequencing. (A) The microscopy-based techniques include WFM (wide-field microscopy), CFM (confocal fluorescence
microscopy), ChromEMT (Chrom-electron microscopy tomography), Hi-M (multiplexed, sequential imaging approach) simultaneously reveals 3D chromatin organization
and transcriptional activity, SRM (super-resolution microscopy), which include SIM (structured illumination microscopy), SEDM (stimulated emission depletion
microscopy), PALM (photoactivated localization microscopy), STORM (stochastic optical reconstruction microscopy), EMI (electron microscopy imaging), and LSFM
(light-sheet fluorescence microscopy). (B)While 3D-EMISH (three-dimensional electron microscopy with in situ hybridization) utilizes the advantages of both microscopy
(electron microscopy) and labeling (in situ hybridization), the labeling-based techniques include 3D-FISH [such as fluorescence in situ hybridization, MB-FISH (molecular
beacon-FISH), Oligo-FISH (oligonucleotides probe-based FISH), GISH (genomic in situ hybridization)], staining with chemical dyes like DAB−DRAQ5 system, immune-
staining, and FP-tagging (fluorescent protein-tagging) including tagging with zinc-finger protein, lacO-LacI-GFP system, CRISPR-dCas9 (clustered regularly interspaced
short palindromic repeats-nuclease-deficient Cas9), TALE (transcription activator-like effectors with a quantum dot labeling technique). The sequencing-based
techniques can be ligation-free or those which require proximity ligation (3C, chromosome conformation capture). (C) While ligation-free techniques include GAM
(genome architecture mapping) that combines micro-cutting and sequencing, SPRITE (split-pool recognition of interactions by tag extension), ChIA-Drop (chromatin
interaction analysis via droplet-based and barcode-linked sequencing), DamC (DNA adenine methyltransferase-based chromosomal contacts), (D) ligation-based
techniques include the advancements in 3C (chromosome conformation capture), like 4C, 5C (chromosome conformation capture carbon copy), methyl-3C
(combination of DNAmethylation detection and 3C technology), Dip-C (combination of single-cell 3C and transposon-based whole-genome amplification method), T2C
(targeted Chromatin Capture), Capture 3C (combination of 3C with oligonucleotide capture technology. Further advancements like ChIA-PET (chromatin interaction
analysis by paired-end tag sequencing) and Hi-C (high-throughput chromosome conformation capture), and their combination Hi-ChIP (chromatin conformationmethod
that combines Hi-C with ChIA-PET technology) have advanced the 3D genome architectures. Combination of techniques like Cut-C (antibody-mediated cleavage by

(Continued )
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microscopy (LSFM) (Santi, 2011). SRM depends on
photoactivated localization microscopy (PALM) (Rust et al.,
2006), structured illumination microscopy (SIM) (Fitzgibbon
et al., 2010), stimulated emission depletion microscopy
(SEDM) (Dyba et al., 2003), stochastic optical reconstruction
microscopy (STORM) (Betzig et al., 2006) (Figure 2A). Intensive
research on microscopic visualization of chromosome
organization using labeling-based techniques like FISH has
greatly improved the sensitivity, specificity and resolution (Cui
et al., 2016). Combining FISH and super-resolution microscopy
further boost the detailed characterization of structural
chromatin domains (Boettiger et al., 2016). 3D-EMISH
(combines serial block-face scanning electron microscopy with
in situ hybridization) visualizes 3D chromatin folding at targeted
genomic regions with ultrahigh-resolution (5 nm × 5 nm ×
30 nm) (Trzaskoma et al., 2020). Depending on the type of
label/dye used, the labeling techniques are divided into four
categories: i) 3D-FISH, which include fluorescence in situ
hybridization (FISH) (Solovei et al., 2002; Koornneef et al.,
2003; Berr and Schubert, 2007; Cremer et al., 2008); Oligo-
FISH, uses oligonucleotide probes (Beliveau et al., 2012;
Beliveau et al., 2012); MB-FISH, uses molecular beacon probes
(Wu et al., 2010; Ni et al., 2017); GISH, genomic in situ
hybridization (Schubert et al., 2012), ii) staining with chemical
dyes, e.g., DAB−DRAQ5 system, (Ou et al., 2017; Poulet et al.,
2017), iii) immuno-staining (Fransz et al., 2002; She et al., 2013),
and iv) fluorescent protein-tagging (FP-tagging) (Matzke et al.,
2005; Lindhout et al., 2007; Deng et al., 2015; Ren et al., 2017;
Nagaki and Yamaji, 2020) which include tagging with zinc-finger
proteins, clustered regularly interspaced short palindromic
repeats−nuclease-deficient Cas9 (CRISPR-dCas9) (Dreissig
et al., 2017; Hong et al., 2018), lacO-LacI-GFP system (Ding
and Hiraoka, 2017), and transcription activator-like effectors
(TALE) coupled with quantum dot labelling technique (Ma
et al., 2017). Chromatin domain can be labeled using
dCRISPR-Cas9 reporter proteins (guided by sgRNA) or green
fluorescent protein-tagged m6A-tracer protein, which allow
tracking the location of chromatin domain in the nucleus (Qin
et al., 2017; Ye et al., 2017; Hong et al., 2018; Wong et al., 2021).
The lacO/LacI-GFP system provides a simple and useful method
to visualize a chromosome locus by inserting lacO repeat arrays
and expressing LacI–GFP fusion protein that binds to the lacO
(Ding and Hiraoka, 2017). A novel bimolecular fluorescence
complementation (BIFC) method, that combines the
advantages of both dCas9-labeling and gRNA-labeling, enables
live cell imaging with high signal-to-noise ratios without non-
specific foci (Hong et al., 2018) (Figure 2B).

Some of the sequencing-based techniques that do not require
proximity-ligation have also been devised for 3D genomics

studies, which include genome architecture mapping (GAM)
(Beagrie et al., 2017), split-pool recognition of interactions by
tag extension (SPRITE) (Quinodoz et al., 2018), DNA adenine
methyltransferase identification of chromosomal interactions
(DamC) (Redolfi et al., 2019), and chromatin interaction
analysis via droplet-based and barcode-linked sequencing
(ChIA-Drop) (Zheng et al., 2019) (Figure 2C). While GAM
utilizes micro-sectioning and sequencing to decipher the
relative location of genes and enhancers for studying the
frequency of genomic interactions in nuclear sections (Beagrie
et al., 2017), SPRITE detects pairwise interactions between two
loci as well as DNA−RNA interactions (Quinodoz et al., 2018),
DamC detects distal chromatin interaction along with the
methylation status wherein DNA adenine methyltransferase
and DNA-binding proteins are recruited to specific genomic
locations (Redolfi et al., 2019). On the other hand, ChIA-Drop
uses a specific antibody to capture the target protein and
interacting DNA by ChIP for multiplex chromatin-interaction
analysis adopting microfluidics to produce gel-bead-in-emulsion
droplets (Zheng et al., 2019).

Another group of techniques that use proximity-ligation and
NGS includes chromosome conformation capture (3C)-based
approaches (Dekker et al., 2002) as well as its derivatives such
as chromosome conformation capture-on-chip (4C) (Simonis
et al., 2006), chromosome conformation capture carbon copy
(5C) (Dostie et al., 2006) (Figure 2D). While 3C-based
techniques rely on enzymatic digestion of DNA and proximity
ligation to capture long-range chromatin interaction between two
specific genomic loci (Dekker et al., 2002), 4C is used to visualize
the interaction between a site of interest and other sites on the
genome (Simonis et al., 2006). Moreover, 5C is used to analyze the
chromatin interactions between multiple genomic loci (Dostie
et al., 2006). A combination of DNA methylation detection and
3C technology (methyl-3C) (Lee et al., 2019), a combination of
single-cell 3C and transposon-based whole-genome amplification
(Dip-C) (Tan et al., 2018), targeted chromatin capture (T2C)
studies chromatin organization for specific genomic regions
(Kolovos et al., 2014), while capture-C combines 3C with
oligonucleotide capture technology (Hughes et al., 2014).
Further developments in 3C sequencing technologies resulted
in Hi-C and ChIA-PET which have been quite helpful in 3D
genomic studies (Fullwood et al., 2009; Lieberman-Aiden et al.,
2009). A protein-centric chromatin conformation method that
combines Hi-C with ChIA-PET technology (Hi-ChIP)
(Mumbach et al., 2016) has improved our understanding of
3D genome architectures. Hi-ChIP improves the informative
reads by over 10-fold and lowers input requirement by over
100-fold compared to ChIA-PET. Being an efficient and sensitive
analysis of protein-directed genome architecture, Hi-ChIP for

FIGURE 2 | tethered nuclease with chromosome conformation capture), Capture Hi-C (combination of Hi-C and hybridization-based capture of targeted genomic
regions), in situ Hi-C (DNA–DNA proximity ligation performed in intact nuclei), Micro-C (chromatin fragmented into mononucleosomes using micrococcal nuclease),
DNase Hi-C (chromatin fragmented by DNase I), DLO Hi-C (digestion-ligation-only Hi-C), BAT Hi-C (bridge linker-Alul-Tn5 Hi-C), BL Hi-C (bridge linker Hi-C), Trac-
looping (transposase-mediated analysis of chromatin looping), Methyl Hi-C (a combination of DNA methylation detection technology and Hi-C), OCEAN Hi-C (open
chromatin enrichment and network Hi-C), and Single-cell Hi-C (Hi-C in an individual nucleus). The techniques that have been successfully used in plants are presented in
the green box (modified from Pei et al., 2021).
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TABLE 1 | Characteristic features of different techniques used for 3D genome organization analysis.

Technique 3D genomics approach Advantage Limitation References

Microscopy-based
techniques

Visualize chromatin conformation
by cytological and microscopy,
indispensable for single-cell
genome organization studies

Cytological expertise can be
exploited for more efficient analysis,
may simultaneously analyze 3D
chromatin organization and
transcriptional activity

Limited resolution of the
traditional microscopic technique
needs to combine with other
technique to improve the
resolution

Lobastov et al. (2005); Wheeler
and Tyler (2011); Cardozo Gizzi
et al. (2019)

Labeling-based
techniques

Label DNA/chromatin to visualize
the spatial chromatin organization

Improve sensitivity, specificity and
resolution; enable the possibility for
live-cell imaging

Repetitive sequence required for
easy visualization; stringent
preparation/protocol

Schubert et al. (2001); Matzke
et al. (2005); Wu et al. (2010); Ma
et al. (2017); Nagaki and Yamaji
(2020)

Ligation-free
techniques

Do not require proximity-ligation
but use sequencing technologies
for in-depth chromosomal
interaction analysis

Can detect distal chromatin
interaction along with the
methylation status, also detect
DNA−RNA interactions

Pairwise interaction between two
loci

Beagrie et al. (2017); Quinodoz
et al. (2018); Redolfi et al. (2019);
Zheng et al. (2019)

Chromosome
Conformation
Capture (3C)

Rely on enzymatic digestion of DNA
followed by proximity ligation to
capture long-range chromatin
interaction between two specific
genomic loci

Captures long-range chromatin
interaction between two specific
genomic loci

Low throughput coverage,
provides chromatin configuration
of population average, presents
one-to-one interaction

Dekker et al. (2002)

Chromosome
Conformation
Capture-on-Chip (4C)

Circular chromosome
conformation capture approach,
detected by inverse-PCR using the
primers for candidate gene

Studies the interaction between a
chromatin site of interest and the
other sites on whole genome

Less efficient to study the
interactions of shorter distance
(<50 Kb); reveals one-to-many
interactions

Simonis et al. (2006); Zhao et al.
(2006); Grob and Cavalli (2018)

Chromosome
Conformation
Capture Carbon
Copy (5C)

Analyses the interactions with in a
limited region like gene clusters,
templates originating from the
region of interest are PCR amplified
and quantified using NGS
approach

Used for chromatin interaction
analysis between multiple genomic
loci (many-to-many interactions);
bioinformatics play important role in
the analysis

Suitable for interaction studies on
relatively smaller genomes only

Dostie et al. (2006); Sati and
Cavalli (2017)

ChIA-PET DNA–protein complex is cross-
linked, fragmented by
ultrasonication, and captured by
the protein-specific antibody (ChIP)
which is analysed by high-
throughput sequencing

Efficient analysis of long-range
chromatin contacts bound by a
protein and provides a high-
resolution map of chromatin
interactions with considerably
fewer sequencing reads

Captures the distal interactions
where specific proteins are
involved; hromatin configuration
of population average; reveals
many-to-many interactions

Fullwood et al., 2009; Li et al.,
2010; Li et al., 2017

Hi-C Relies on restriction enzyme to
break the chromatin into smaller
fragments, uses NGS approach to
investigate both short- and long-
range chromatin interactions at
whole-genome level

Detects “all-to-all” interactions May not be appropriate for the
study of individual locus;
generates abundant unenriched
chromatin contact data

Lieberman-Aiden et al. (2009);
Feng et al. (2014); Wang et al.
(2017); Xie et al. (2019)

Hi-ChIP A protein-centric chromatin
conformation method, Hi-C is
combined with ChIA-PET.

Ten-fold more informative reads
with 100 times lesser input
requirement; generates
significantly better signal-to-noise
ratio

The protein-specific antibody is
required to capture the
DNA–protein interactions;
produces unenriched chromatin
contact data

Mumbach et al. (2016); Ricci et al.
(2019); Concia et al. (2020)

BAT-Hi-C Combines Alul restriction with
biotinylated linker-mediated
proximity ligation analysis

Ideal for genome-wide in-depth
analysis of long-range chromatin
looping; economical and
straightforward technique

Chromatin configuration of
population average; need
optimization for plant studies

Huang et al. (2020a)

Capture Hi-C Combines Hi-C and hybridization-
based capture of targeted genomic
regions

Specific probes are used to
capture the reads related to the
target region, and chromatin
interactions of the region are
deciphered by NGS.

Chromatin configuration of
population average

Mifsud et al. (2015)

In situ Hi-C The intact nuclei are used, instead
of free chromosomes, for ligation

Use of complete nuclei reduces
wrong ligation of DNA fragments
from different nuclei, effectively
reduce the background noise, and
improving the signal-to-noise ratio

Chromatin configuration of
population average

Rao et al. (2014); Liu et al. (2017)

Methyl Hi-C Combination of Hi-C and DNA
methylation detection technology

Simultaneous captures the
chromosome conformation and
DNA methylation

Chromatin configuration of
population average

Li et al. (2019)

(Continued on following page)
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cohesin reveals multi-scale genome architecture with greater
signal to the background than in situ Hi-C (Mumbach et al.,
2016). Capture Hi-C combines Hi-C and hybridization-based
capture of targeted genomic regions (Mifsud et al., 2015), in situ
Hi-C is performed in the intact nuclei with DNA–DNA
proximity-ligation (Rao et al., 2014), micro-C uses micrococcal
nuclease for chromatin fragmentation (Hsieh et al., 2015), while
DNase Hi-C uses DNase I enzyme to fragment the chromatin
(Ma et al., 2015) for chromatin architecture analysis. Similarly,
single-cell Hi-C (Hi-C analysis of nucleus from a single-cell,
Nagano et al., 2013) bridges the gap between genomics and
microscopy studies of chromosome structure, the Bridge
Linker Hi-C (BL Hi-C) combines restriction enzyme (RE)
targeting and two-step proximity ligation (Liang et al., 2017),
while in Digestion-Ligation-Only Hi-C (DLO Hi-C) digestion
and ligation are performed twice without biotin labeling and
pulldown (Lin et al., 2018). The recently developed techniques
like Trac-looping (transposase-mediated analysis of chromatin
looping) for simultaneous detection of multiscale genome-wide
chromatin interactions among regulatory elements and
chromatin accessibility (Lai et al., 2018), and OCEAN Hi-C
(open chromatin enrichment and network Hi-C) for antibody-
independent mapping of global open chromatin interactions (Li
T. et al., 2018) were used to decipher the chromatin architecture.
More recently, Cut-C combined antibody-mediated cleavage by
tethered nuclease with chromosome conformation capture to
identify chromatin interactions mediated by a protein of interest
(Shimbo et al., 2019). Cut-C identifies protein-centric chromatin
conformations along with the genome-wide distribution of target
proteins using a simple procedure. Applying Cut-C to a histone
modification (H3K4me3) enriched at active gene promoters,
Shimbo et al. (2019) could successfully identify the chromatin
loops mediated by H3K4me3 along with the genome-wide
distribution of H3K4me3. Further, methyl Hi-C (DNA
methylation detection combined with Hi-C) for
simultaneous capture of chromosome conformation and
DNA methylome was used to delineate the DNA
methylation profile and chromatin architecture of a cell (Li
G. et al., 2019). A simple technique for economical but efficient
analysis of chromatin conformational features in mouse
embryonic stem cells, BAT Hi-C (Bridge linker-Alul-Tn5
Hi-C), was developed by combining Alul restriction with
biotinylated linker-mediated proximity ligation (Huang
J. et al., 2020). With just one-third sequencing depth, BAT
Hi-C could reveal the same spectrum of chromatin contacts as
in situ Hi-C. Being an economical and straightforward
technique, BAT Hi-C is ideal for genome-wide in-depth
analysis of long-range chromatin looping (Huang J. et al.,
2020). While many of these techniques have been successfully

used in the animal system, some of them need to be optimized
in plants as efficient/economical and simple techniques
(Figure 2).

3.1 Chromosome Conformation Capture
(3C) and Its Derivatives
The 3D genomic techniques have considerably advanced over the
last decade. However, their efficiency in plant 3D genomic studies
is comparatively less probably because of the cell wall. Some of the
derivative techniques have successfully been used in plants for 3D
genomic studies. The basic 3C technique allows “one-to-one”
chromosomal interactions between two loci in the genome
utilizing microarrays. Hence, the 4C technique was developed
as a “one to all” strategy, which allows genome-wide screening for
the interactions between one specific locus with all other loci in
the genome (Zhao et al., 2006) using NGS to determine long-
range chromatin interactions (Splinter et al., 2012). Since 4C is
suitable for long-range interaction studies (Grob and Cavalli,
2018), the 5C technique was developed for the detection of “many
to many” chromosomal interactions among thousands of selected
genomic loci in a single run (Dostie et al., 2006; Simonis et al.,
2007) (Figure 3).

Later, the Hi-C technique was devised for detecting “all-to-all”
interactions between any locus with all other chromosomal loci
with far-reaching impacts (Lieberman-Aiden et al., 2009). Hi-C
uses high-throughput sequencing to investigate both short- and
long-range chromatin interactions at the whole-genome level
(Lieberman-Aiden et al., 2009). Hence, Hi-C has been
extensively used for characterizing chromosomal architecture
in plant species like Arabidopsis, rice, tomato, Brassica, cotton,
foxtail millet, sorghum, and maize (Feng et al., 2014; Grob et al.,
2014;Wang et al., 2015; Wang et al., 2017; Dong et al., 2018; Grob
and Cavalli, 2018; Sotelo-Silveira et al., 2018; Wang M. et al.,
2018; Ting et al., 2019; Xie et al., 2019) (Figure 3). Subsequently, a
derivative of the Hi-C technique like in situHi-C was used in rice,
sorghum, tomato, and Foxtail millet (Dong et al., 2017; Liu et al.,
2017). Other modifications of Hi-C such as Capture Hi-C used in
Arabidopsis, digestion-ligation-only Hi-C (DLO Hi-C) in maize
(Sun Y. et al., 2020; Nutzmann et al., 2020), and single-cell Hi-C
(without biotin purification and pull-down) was used in rice
(Zhou et al., 2019).

3.1.1 Chromatin Interaction Analysis by Paired-End
Tag (ChIA-PET) Sequencing
Chromatin interaction analysis by paired-end tag (ChIA-PET)
sequencing combines chromatin immunoprecipitation (ChIP)
with 3C-type analysis for comprehensive and efficient analysis
of long-range chromatin contacts bound by a protein like

TABLE 1 | (Continued) Characteristic features of different techniques used for 3D genome organization analysis.

Technique 3D genomics approach Advantage Limitation References

Single-cell Hi-C Chromatin conformation of
individual cell is captured and
studied using Hi-C at single-cell
level

Chromatin conformation of an
individual cell is captured; avoids
averaging of chromatin maps for a
population of cells

Still in its infancy for plant studies Nagano et al. (2013); Stevens
et al. (2017); Zhou et al. (2019);
Sun et al. (2021)

Frontiers in Cell and Developmental Biology | www.frontiersin.org December 2021 | Volume 9 | Article 77471911

Kumar et al. 3D Genomics of Plant Under Stress

176

https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org/journals/cell-and-developmental-biology#articles


promoters at lower-kilobase resolution (Li et al., 2010; Li et al.,
2014). In ChIA-PET, the DNA–protein complex is cross-linked,
fragmented by ultrasonication, and captured by the protein-
specific antibody. The captured chromatin is attached with a
biotin-labeled oligonucleotide linker having a MmeI restriction
site. The adjacent linkers are connected and MmeI restriction
enzyme is used to digest the linker to obtain DNA fragments
having paired-end tags (PETs). Then PETs are used for high-
throughput sequencing (Fullwood et al., 2009). ChIA-PET
includes chromatin immunoprecipitation (ChIP) for the
enrichment of chromatin interactions, which provides
functional specificity and efficiency along with a higher
resolution for the detection of chromatin interactions. ChIA-
PET generates enriched data for chromatin interaction utilizing
the antibody specific to the protein that mediated interactions;
hence, it provides a high-resolution map of chromatin
interactions with considerably fewer sequencing reads. ChIA-
PET also provides abundant unenriched chromatin contact data

(similar to that generated in Hi-C) which helps in the plotting of
high-order neighborhood/topological proximity. Thus, ChIA-
PET provides three different types of genomic datasets for 3D
genome analysis: i) the protein binding sites, ii) the enriched
chromatin interactions between the binding sites, and iii)
unenriched chromatin interactions. A modification in ChIA-
PET for long-read was reported with the help of longer
paired-end-tags (up to 2 bp × 250 bp) (Li et al., 2017). The
longer PET reads improve the mapping efficiency and increase
the probability of covering phased single nucleotide
polymorphism to enable the identification of haplotype-
specific chromatin interactions. While Hi-C is used to identify
the spatial/3D proximity (distal interactions) at the genome level
(Dixon et al., 2012), ChIA-PET captures the distal interactions
involving specific proteins in the genome (Fullwood et al., 2009).

However, depending on the scientific needs, several
modifications in Hi-C and ChIA-PET have been adopted.
Recent studies using ChIA-PET unraveled chromatin

FIGURE 3 | An overview of the chromatin conformation capture (3C) and its derivative techniques used for 3D genomic studies. The DNA−protein interactions are
fixed in vivo using formaldehyde and then chromatins are fragmented by restriction endonuclease treatment. The cross-linked chromatins are processed differentially for
one vs one (3C), one vs many (4C), many vs many (5C, ChIA-PET), or all vs all (Hi-C) interaction analysis. The techniques successfully used in plants are presented in
green boxes.
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interactions associated with gene expression in maize and rice (Li
E. et al., 2019; Peng et al., 2019; Zhao et al., 2019). Maize ChIA-
PET studies on chromatin domains with H3K4me3, H3K27ac,
and RNA Pol-II identified the network of promoter-enhancer and
promoter-promoter interactions in maize. Likewise, the ChIA-
PET study on rice revealed the physical interactions between
many expression quantitative trait loci (QTL) and target genes
(Zhao et al., 2019). These studies present the benefits of
identifying/annotating the functional/regulatory chromatin
regions/architectures by combining one-dimensional (e.g.,
epigenetic marks) and 3D genomic (chromatin-chromatin
interaction) features.

Hi-C combined with ChIA-PET (chromatin
immunoprecipitation) known as Hi-ChIP (Mumbach et al.,
2016) was successfully used in maize and wheat (Ricci et al.,
2019; Concia et al., 2020). After using biotin to fill in the ends and
ligation, the target protein-specific antibody is used to precipitate
the DNA–protein complex. Once the specific fragment
containing biotin is captured, a transposase-mediated library
construction method is used to finally obtain the chromatin
conformation bound by the protein of interest. Hi-ChIP
requires a very small amount of tissue compared to that
required for Hi-C, the signal-to-noise ratio is significantly
better, and more informative reads are obtained compared to
that obtained from ChIA-PET

4 SINGLE-CELL 3D GENOMICS

Chromatin configuration generally varies in different tissues and
cells with changing environmental factors. The chromatin
architecture and variations observed by Hi-C/ChIA-PET
indicate the population average of cells. Therefore, the
chromatin conformation of an individual cell should be
captured and studied at the single-cell level. The difference in
the 3D genome architecture of cells could be detected by the
single-cell 3D genome mapping technique (single-cell Hi-C)
(Nagano et al., 2017). Advances in ultra-high resolution
microscopy, cytology, and Hi-C provide opportunities to study
3D genome structure at the single-cell level (Wang et al., 2016;
Szabo et al., 2018; Sun et al., 2021).

Single-cell 3D genome mapping of mammalian cells
demonstrated variation in TADs in different cells, whereas the
chromatin compartments and lamina-associated domains
remained stable (Stevens et al., 2017). Single-cell chromatin
conformation was captured using the Dip-C method by Tan
et al. (2018). They could demonstrate the 3D genome architecture
of a diploid human lymphoblastoid and a primary blood cell at
higher resolution. The cell-specific chromatin organizations like
Rabl configuration in mouse embryonic stem cell and Rosette
configuration in M/G1phase of the human lymphoblastoid cell
line was discovered. Sun et al. (2021) used Hi-C to study 3D
chromatin structures in Drosophila cells at different stages of
embryogenesis. They observed TAD-like structures in >50% of
pre-midblastula transition cells with boundaries at varying
locations, while no detectable TAD structure could be
observed in the corresponding population Hi-C maps.

Although the single-cell 3D genomic study in plants is still in
its infancy, it has been performed successfully in rice wherein rice
single cell was isolated manually for investigations on chromatin
architecture and dynamics during fertilization (Zhou et al., 2019).
The study also deciphered the characteristics of chromatin
compartments and telomere/centromere at the single-cell level
which are distinct from those of mammalian cells (Zhou et al.,
2019). Hence, single-cell 3D genomic methods should be further
developed and utilized to capture the modulation in chromatin
conformation to understand the transcriptional regulation of
gene expression at the single-cell level. Application of single-
cell 3D genomic analysis in plants would enable a better
understanding of the role of chromatin architecture in
epigenetic regulation of growth and developmental processes
at the cellular (egg, sperm, zygote or a mesophyll cell) level,
avoiding the ensemble averaging of folded DNA/chromatin maps
prepared for a population of cells.

5 MODULATION IN 3D GENOME
ARCHITECTURE

Hierarchical 3D genome organization is observed in yeast,
animals, and plants. Higher-order chromatin architectures like
CTs and chromatin compartments are fairly conserved among
the cell types, tissues, and species (Zheng and Xie, 2019).
However, complex modulations in TADs have been observed
under environmental changes. TADs were reported to get
reorganized rapidly through relocalization of structural
proteins from borders of TADs to the interiors in Drosophila
in response to heat stress (Li et al., 2015). However, heat shock to
human K562 and Drosophila S2 cells caused dramatic
transcriptional alterations but no major change in global
chromatin architecture was observed (Ray et al., 2019).
Therefore, it is necessary to investigate the effects of
alterations in chromatin structure on gene expression under
varying environmental conditions.

Similar to the compartments and sub-compartments observed
in animals (Rao et al., 2014; Rowley et al., 2017), the large global
compartment in plants can also be divided into local sub-
compartments like heterochromatin, euchromatin, and
polycomb (Dong et al., 2017; Liu et al., 2017). The TAD-like
domains identified in rice, sorghum, maize, foxtail millet, and
tomato could be further divided into four sub-compartments
depending on their epigenetic signatures, which include active
domain (open chromatin), silenced domain (DNA methylation),
Polycomb-repressive domain (H3K27me3 marks), and
intermediate type (no specific feature) (Dong et al., 2017). The
chromatin-interacting domains (CIDs) identified in rice through
long-read ChIA-PET have also been divided into four groups
including H3K9me2-associated heterochromatic interacting
domains (HIDs), H3K4me3-related active interacting domains
(AIDs), RNA polymerase II (RNA-Pol-II)-mediated
transcriptional interacting domains (TIDs), and H3K4me3-
H3K9me2 mixed interacting domains (Zhao et al., 2019).
Similarly, the CIDs identified by the ChIA-PET study
possessed distinct genomic features. The AID and TID showed
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relatively higher expressed gene and active histone mark
densities, lower DNA methylation levels, and higher
transcription levels. On the contrary, the HID showed the
opposite genomic properties. More than half of the TAD-like
domains aligned with multiple CIDs, which suggest that the
TAD-like domain is a comparatively larger structural unit
containing various CIDs. The chromatin regions with similar
epigenetic features tether together to form higher-ordered
structural units having specific functional consequences
(Ouyang et al., 2020).

Plants must perceive and respond to various environmental cues
including light, temperature, nutrient status, abiotic and biotic
stresses (Kaiserli et al., 2018; Kumar et al., 2021). In response to
illumination, the light-inducible loci in Arabidopsis were reported to
rapidly change their position from the interior to the periphery of the
nucleus (Feng et al., 2014). Such light-induced reorganization of the
genome was reported to be associated with transcriptional activation
of gene expression. Effects of light on the size of the nucleus,
chromatin accessibility, and chromatin organization were
reported in Arabidopsis during seedling establishment
(Bourbousse et al., 2015). Chromatin interaction maps prepared
with in situ Hi-C reported stable genome architecture with
chromosomal decondensation during cold stress in rice seedlings
(Liu et al., 2017). Recently, transposon activation and modulation in
the 3D genome of Arabidopsis under heat stress were reported (Sun
L. et al., 2020). Increased nuclear size, decreased interactions among
KEEs, switching (A→B and B→A) of A/B compartments, and
weakening of chromatin compartmentalization under heat stress
were demonstrated. However, there is a lack of consensus on
modulation in chromatin conformation in response to
environmental cues, which need to be built up to better
understand the roles of 3D genome organization in gene regulation.

5.1 3D Genome Dynamics During Growth
and Development
Dynamic changes in 3D genome organization during growth and
development are being studied using genomemapping technologies.
To better understand 3D genomics and its dynamics over time, a 4D
nucleome project in mammals was conceived (Dekker et al., 2017).
Several high-order structural reorganizations were observed through
chromatin interaction analyses during the development of
embryonic stem cells and fertilized eggs in humans (Dixon et al.,
2015; Flyamer et al., 2017). However, only a fewer report on the
dynamics of 3D genome organization during plant development is
available. Changes in chromatin accessibility during plant cell
differentiation imply that higher-order chromatin organization is
a dynamic process (Wang et al., 2016; Sijacic et al., 2018; Sullivan
et al., 2019). The dynamics of 3D genome folding at different
developmental stages and growth conditions (4D genomics) in
plants need to be explored.

5.1.1 Tissue-Specific Dynamics of Chromatin
Architecture
Tissue-specific comparison of 3D chromatin architecture in rice,
foxtail millet, and maize using Hi-C revealed stability in global
A/B compartments across the tissues with tissue-specific

dynamism in local A/B compartments associated with
differential gene expression (Dong et al., 2020a). Analysis of
mesophyll and endosperm of rice, bundle sheath and
mesophyll of foxtail millet, and bundle sheath, mesophyll, and
endosperm tissues of maize indicated stable global A/B
compartment partitions while dynamic local A/B
compartments. Chen et al. (2020) revealed the features of
chromatin architecture in sex differentiation in Jatropha,
which provides regulatory mechanisms of sex determination in
higher plants. Based on the high-quality reference genome
assembly prepared with the help of Hi-C data, the differences
in chromatin architecture between monoecious and gynoecious
floral buds of Jatropha could be identified. The differentially
expressed genes (DEGs) were observed to be significantly
enriched in altered A/B compartments and TAD regions
which occurred preferentially in the differential contact
regions between monoecious and gynoecious buds (Chen
et al., 2020). The DEGs associated with flower development/
hormone synthesis displayed different genomic interaction
patterns, which demonstrate that chromatin organization plays
important role in the regulation of gene expression during growth
and development in plants.

5.1.2 Chromatin Dynamics During Cellular Processes
Chromatin dynamics is not only associated with transcriptional
regulation of gene expression but also with other essential cellular
processes like DNA replication. The process of DNA replication
is essential for genomic content duplication before the cell enters
mitosis. DNA replication throughout the genome is generally not
a homogeneous process; rather, it is associated with the local
histone marks and 3D chromosome architecture. Euchromatin
(generally localized in the interior of the nucleus) is replicated
earlier than the heterochromatin (localized in the perinuclear
region) in animals (Rhind and Gilbert, 2013). Pope et al. (2014)
reported that TADs are stable units of replication-timing
regulation and replication domain boundaries share a near-
perfect correlation with TAD boundaries in humans and mice.
Similar studies in Arabidopsis suspension cells reported
euchromatin to duplicate early compared to that of
heterochromatin (Concia et al., 2018). Moreover, live imaging
of replisomes in Arabidopsis revealed dynamics in DNA
replication during the S phase of the cell cycle (Yokoyama
et al., 2016). The same correlation was observed on comparing
chromatin regions with different replication timing in the nuclei
of maize root tip indicated open chromatin (euchromatin) to
duplicate early compared to the densely packed heterochromatin
domains during the S phase (Wear et al., 2017).

Hi-C analysis of tomato and maize genomes showed a large
number of long-range chromatin loops to be formed, linking
them with interstitial active chromatin regions and suggesting
spatial clustering of the expressed genes (Dong et al., 2017). The
interaction network of active chromatin by ChIA-PET in maize
revealed the role of such physical interactions on gene expression
(Li E. et al., 2019; Peng et al., 2019). The formation of chromatin
loops connects with active genes, the genes forming long-range
chromatin interactions show higher expression, and the gene
pairs linked with chromatin loops show co-expression. A recent
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ChIA-PET study in rice demonstrated coordinated expression of
the active genes connected by the formation of chromatin loops
(Zhao et al., 2019). These findings suggest that active chromatin
domains in nuclei form extensive physical contacts, and associate
with gene expression as well as certain essential cellular processes.

5.1.3 3D Genome Dynamics During
Environmental Stresses
To ensure survival, proper growth, development, and reproduction,
plants need to adapt to the prevailing environmental conditions,
antedate potential changes, while maintaining the necessary
flexibility to respond to other fluctuations. Light, temperature,
water, etc. fluctuate on a seasonal basis throughout the year.
Long-term adaptation and short-term reaction to environmental
factors are underpinned by the changes in gene(s) expression
(Franklin et al., 2014). The changes in gene expression and
chromatin organization due to histone modifications and nuclear
compartmentalization are vital for plant responses to environmental
cues (Sun L. et al., 2020; Yung et al., 2021). This section focuses on
how environmental factors affect histone modifications, chromatin
architecture, nuclear localization, and their effects on regulation of
gene expression, plant development, and stress tolerance. These
might help to answer some of the questions like: does environmental
stress influence positioning/accessibility of gene/chromatin in the
nucleus, does such chromatin relocalization relate with the changes
in gene expression? These may also help to decipher the structural
determinants that energize chromatin localization and chromosomal
interactions in cells, tissues, and species in response to the
environmental stimuli (4D genomics).

There are two suggested mechanisms, among many other
possible strategies, involving different enzymatic paths to
accomplish chromatin reorganization. One operates through
chromatin remodelers that modulate DNA−histone
interactions via ATP hydrolysis, while the other utilizes
specialized enzymes to (de)methylate DNA or post-
translationally modify histone proteins. The SWI2/SNF2
family of chromatin remodeling complexes (part of a large
superfamily of helicases−translocases) use ATP energy to gain
access to the DNA sequences (Clapier and Cairns, 2009). DNA
(de)methylases and histone (de)acetylases [histone
acetyltransferases (HATs) and histone deacetylases (HDACs),
e.g., BAF60] can regulate the accumulation of methylated DNA
base(s) and H3K27me3/H3K9Ac histone marks to control
chromatin architecture for regulation of gene expression
during the developmental and/or under environmental stresses
(4D genomics) (Jegu et al., 2014; Jegu et al., 2017). Despite the
remarkable/continuous progress being made in decoding the
linear genome, epigenome, and spatial genome architecture
(3D genome), regulation of the functional changes in gene
expression over time and environmental conditions (4D
genome) remains unclear (Aboelnour and Bonev, 2021).

5.1.4 Drought-Induced Chromatin Dynamics
An SWI/SNF chromatin remodeler BAF60 was reported to have
dual regulatory functions in epigenomic modification as well as
on chromatin architecture. BAF60, having histone deacetylase

activity, regulates the level of H3K9Ac histone marks, and
transcriptionally suppresses the downstream genes (Jegu et al.,
2014; Jegu et al., 2017). The nuclear periphery has a proven role in
the regulation of genome topology. Heterochromatic domains
were reported to be enriched at the nuclear periphery and
Crowded Nuclei 1 (CRWN1) interacts with the chromatin
domains in modulating chromatin positioning at the nuclear
periphery in Arabidopsis (Bi et al., 2017; Hu et al., 2019). SWI/
SNF chromatin remodeler subunit OsSWI3C interacts with
OsNMCP1 (a lamin-like protein), which regulates drought
tolerance through modulation in chromatin accessibility in
rice (Yang et al., 2020) (Figure 4A). Rice possesses a distinct
3D genome pattern of chromosomal compartment folding and
spatial distribution which is different from the mammalian 3D
genome (Zhao et al., 2019; Zhou et al., 2019). Integration of
transcriptome, epigenome and other omics data might help better
understand the effects of 3D genome dynamics on the regulation
of gene expression affecting important agronomic traits, and
could lay the foundation for crop improvement.

5.1.5 Salt-Induced Chromatin Dynamics
Chromatin accessibility was reported to be reduced under salt
stress in Arabidopsis (Raxwal et al., 2020). Expressions of some of
the chromatin remodeling complexes (e.g., SNF2 and SWR1
factors) have been reported to be responsive to salt stress (Li
et al., 2011). Chromatin-remodeling complexes are involved in
ATP-dependent repositioning of nucleosomes and changes in the
core histone composition of a nucleosome, which regulates
chromatin accessibility under stressful conditions (Clapier
et al., 2017; Yung et al., 2021). Studies also suggest that
Topless-like/Topless-like protein (TPL/TPR) interacts with
HDAc to regulate stress responses (Tang et al., 2016; Cheng
et al., 2018) (Figure 4B). TPL and Indeterminate Spikelet 1
(IDS1) interact with HDAc to form an IDS1-TPL-HDA1
transcriptional repression complex through histone
deacetylation. Under salt stress, Pickle (PKL), a well-
characterized CHD3-type chromatin-remodeling factor,
mediates the accumulation of H3K27me3 at the target gene
(Yang et al., 2019). Photoperiod Independent Early flowering 1
(PIE1) and Actin-Related Protein 6 (ARP6), the components of
SWR1 chromatin-remodeling complex (Carter et al., 2018),
mediate incorporation of H2A.Z into nucleosomes (Deal et al.,
2007). PKL, PIE1, and APR6 were reported to be involved in salt
stress tolerance in Arabidopsis (Sura et al., 2017; Yang et al.,
2019). As the H2A.Z-enriched nucleosomes are also enriched
with H3K27me3 at specific gene loci, PIE1 was suggested to be
responsible for the incorporation of H2A.Z into nucleosomes.

Histone deacetylase 1 (OsHDAc1) was reported to repress
OsSOS1 in rice through interacting with a recruiter Indeterminate
Spikelet 1 (OsIDS1) (Cheng et al., 2018). In soybean, Plant
Homeodomain 5 (GmPHD5) protein (reader of H3K4me2)
was reported to interact with HAT and Soybean Imitation
Switch (GmISWI) protein (Wu et al., 2011). Acetylation of
lysine residues in the tails of histone proteins neutralizes the
positive charge and reduces electrostatic interaction between
histones−DNA, and helps to loosen the DNA packing,
allowing the access of transcription machinery to the gene(s)
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FIGURE 4 | Modulation in chromatin accessibility under abiotic stresses in plants. (A) Normally, the lamin-like proteins OsNMCP1 regulate drought tolerance
through modulating chromatin accessibility via interaction with a chromatin remodeler OsSWI3C in rice. Switch/Sucrose Non-Fermenting (SWI/SNF) complexes interact
with OsSWI3C to change the structure of nucleosome, resulting in gene silencing. Under drought stress, OsNMCP1 gets induced and interacts with OsSWI3C, which
releases OsSWI3C from the gene-silencing SWI/SNF complexes, resulting in improved chromatin accessibility and higher expression of drought-responsive genes.
(B) Topless-like/Topless-like protein (TPL/TPR) and Indeterminate Spikelet 1 (IDS1) interact with Histone Deacetylase (HDAc) to form an IDS1-TPL-HDA1 transcriptional
repression complex through histone deacetylation. Under salt stress, acetylation of H3K9 and H3K14 by histone acetyltransferase (General Control Non-repressed
Protein 5, GCN5), contributes to salt tolerance by activating salt stress-responsive genes (e.g. SOS1). (C) Under heat stress, SWI1/SNF1 complex interacts with GCN5
and ARP6 to dissociate H2A.Z (and insertion of H2A into the nucleosome), which causes no transcription of heat-responsive genes. On normal weather, the SWI1/
SNF1—ARP6 complex plays important role in placing H2A.Z into the nucleosome. (D) Under cold stress, HOS15, in association with DNA Damaged Binding Protein1
(DDB1) and Cullin 4 (CUL4) acts as E3 ubiquitin ligase which degrades HDAc2C causing hyperacetylation of histone H3 on Cold Regulated (COR) chromatin. This makes
binding of CBF proteins to COR promoter through High-expression of Osmotically Responsive Gene 15 (HOS15) leading to active expression of COR genes. Moreover,
the GCN5 modulates histone acetylation of COR chromatin. At the normal temperature, HOS15 forms a complex with HDAc2C to repress COR expression via
hypoacetylation of the COR chromatin.
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(Bannister and Kouzarides, 2011). In addition, the chromatin-
remodeling factor PKL was reported to modulate chromatin
accessibility to other transcriptional regulators, leading to
altered expression of salt stress-responsive genes (Yung et al.,
2021). The accessibility of a gene was reported to be modulated by
post-translational modifications of histone proteins as well as the
chromatin-remodelling complexes that regulate nucleosome
assembly and spacing (Lusser and Kadonaga, 2003; Hargreaves
and Crabtree, 2011; Clapier et al., 2017).

5.1.6 Heat and Light-Induced Chromatin Dynamics
Varying temperature (low or high temperature) significantly
affects plant growth and crop yield. Chromatin remodeling is
one of the molecular mechanisms implicated in temperature
sensing and regulating gene expression (Tasset et al., 2018).
Repression of histone deacetylation was reported to prevent
hypocotyl elongation under elevated temperatures (Tasset
et al., 2018). Exclusion/integration of H2A.Z nucleosomes has
been another chromatin remodeler that increases chromatin
accessibility leading to changes in gene expression under
elevated temperature (Quint et al., 2016; Cortijo et al., 2017;
Dai et al., 2017) (Figure 4C). The increased temperature was
reported to induce H3K9 deacetylation of nucleosome of PIF4
and YUCCA8 loci (Tasset et al., 2018; van derWoude et al., 2019)
which are involved in temperature responses (Franklin et al.,
2014; Quint et al., 2016). In many higher eukaryotes,
heterochromatin comprises transposable elements (TEs) which
are silenced by epigenetic modifications. Hi-C analysis for
comparative genome-wide high-resolution chromatin packing
under normal and heat stress conditions, the stress was
reported to cause global rearrangement of 3D genome in
Arabidopsis. Heat activation of TEs correlates with reduced
chromosomal interactions engaging pericentromeric, KNOT,
knob, and upstream and downstream flanking regions of
activated TEs (Grob et al., 2014).

Temperature and light influence the developmental trajectory/
morphology of the plant. The light-regulated modulations in
chromatin architecture were initially reported based on the
photomorphogenesis responses (Barneche et al., 2014). Studies
show that shifting from dark to light results in increased nuclear
size and the number of chromocenters in Arabidopsis. Changes in
chromatin architecture and nuclear organization can modulate
gene expression, which leads to short- and long-term plant
acclimatization/adaptation to the environment. Hence, it
becomes important to investigate the changes in chromatin
architecture (composition, structure, and topology) that
modulate the expression of genes in response to the variations
in temperature and light (4D genomics).

5.1.7 Cold Stress-Induced Chromatin Dynamics
In plants, exposure to cold stress has been reported to alter
chromatin configuration through the autonomous pathway and
silencing of theMADS-box transcriptional repressor of Flowering
Locus C (FLC) (Fornara et al., 2010; Wu et al., 2019). When the
temperature returns to normal, FLC is silenced and activates the
flowering genes (Fornara et al., 2010). Other proteins, like Curly
Leaf (CLF) and Swinger (SWN) having H3K27me3 activity,

mediate FLC repression during the vegetative stage of plant
development (Bouyer et al., 2011; Lopez-Vernaza et al., 2012).
Clfmutants were reported to show reduced H3K27me3 repressive
mark causing up-regulated expression of FLC (Lopez-Vernaza
et al., 2012). Some of the members of Polycomb repressive
complex 2, which constitute CLF and SWN proteins, are also
required for silencing of FLC (Berry et al., 2017; Portoso et al.,
2017; Laugesen et al., 2019). When the FLC chromatin is active, it
shows a low level of H3K27me3, and a high level of histone marks
(H3K4me3, H3Ac, and H3K36me3) associated with
transcriptionally active chromatin (Hyun et al., 2017; Wu
et al., 2019). A recent study reported High-expression
Osmotically Responsive gene 15 (HOS15) to work together
with Histone Deacetylase 2C (HDAc2C) by directly binding to
Cold Regulated (COR, e.g.,COR47 andCOR15A) genes’ promoter
(Park et al., 2018). Histone acetylation/deacetylation (by HAT
and HDAc) was reported to play role in cold responses (Kim
et al., 2015). Arabidopsis histone deacetylase (HDAc6) was
reported to be up-regulated by cold stress to positively
regulate cold tolerance (To et al., 2011). Under normal
temperature, HOS15 and HDAc2C make a complex that
represses the expression of COR genes by hypoacetylation at
the chromatin. Under cold stress, HOS15 acts as an E3 ubiquitin
ligase in association with DNA Damaged Binding protein 1
(DDB1) and Cullin 4 (CUL4) to degrade HDAc2C, which
leads to hyperacetylation of histone H3 at COR chromatin.
This promotes CBF proteins binding at the COR promoters
via HOS15 to activate COR genes expression. Moreover, the
GCN5 promotes H3 acetylation at COR genes (Ding et al.,
2019) (Figure 4D).

Although compartmentalization of genome into territories,
compartments, TADs, and loops appears to arise largely
independent of each other, the layers of genome folding is
redundant, at least partially, which help maintain the gene
expression pattern (Aboelnour and Bonev, 2021). Chromatin
loops are highly context-dependent and rely on the cis-acting
elements as well as on the local chromatin environment to
coordinate gene expression in a time environment dependant
manner. How the regulatory loops are established and remodeled
during the developmental processes and environmental stresses,
and what is the functional importance of physical proximity with
the changes in linear epigenome are some of the critical questions
in the field of 4D genomics. Thus, genome architecture is highly
diverse across the cells, tissues, and species suggesting that the
relationship between 3D genome organization and molecular
events like transcription/gene expression is highly dynamic.

6 DIFFERENCE IN PLANT AND ANIMAL
CHROMATIN ORGANIZATION

It is well-established now that spatial organization of chromatin
plays important roles in several biological processes like DNA
replication, repair, gene expression, repression of TE, etc.
Therefore, investigations on the 3D organization of chromatin
architecture would enable a better understanding of the
transcriptional regulation of gene expression/biological process.
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Recent advances in NGS-based 3C technologies have enabled us
to examine the 3D organization of chromatin at unprecedented scale
and resolution. 3D genome organizational studies indicate conserved
but distinct chromatin structures between mammals and plants at
different scales ranging from chromatin loops to chromosome
territories (Dogan and Liu, 2018). Chromatin organization in
mammals could be presented mainly at three hierarchical levels:
compartments, domains, and loops that play important roles in the
transcriptional regulation of genes. Though similar organizational
levels have been reported in plants, these may not have the same
functions as they have in their mammalian counterpart.
Combinations of 3C and high-throughput sequencing techniques
have considerably improved our understanding of the spatial
organization of chromosomes. While Hi-C captures all the
chromatin interactions at low resolution (Lieberman-Aiden et al.,
2009), ChIA-PET (Fullwood et al., 2009) and Hi-ChIP or PLAC-Seq
(Fang et al., 2016; Mumbach et al., 2016) generate high-resolution
interactionmaps of the loci occupied by proteins (modified histones,
transcription factors, and RNA polymerase II) which can be pulled
down by ChIP. These techniques provide extraordinary insights into
3D chromatin architecture and functions, but only a little is known
about the functions of the chromatin structural organization in
plants.

Studies show that active chromatin interacts with other active
regions, and repressive chromatin interacts with other repressed
regions. Thus, a genome is partitioned into two different
compartments: active/euchromatin and repressive/heterochromatin,
which are referred to as A and B compartments, respectively.
Mammalian A compartment is actively transcribed, open chromatin,
enriched with active histone marks like H3K4me3 and H3K27ac
having high GC content. On the other hand, the B compartment is
enriched with repressive histone marks like H3K9me3, associated
with the nuclear lamina, and rich in AT (Lieberman-Aiden et al.,
2009; Ryba et al., 2010). The compartment partitioning is dynamic
and switches frequently in different tissues or at developmental
stages. Dixon et al. (2015) reported that 36% of the human
genome switches for the compartments and the loci that switched
fromA to B showed decreased expression, while those switched from
B to A showed increased expression. In plants, the actively
transcribed euchromatin arms form the A compartment and the
pericentromeric heterochromatin forms the B compartment (Feng
et al., 2014; Grob et al., 2014). This partitioning is largely stable across
tissues (Dong et al., 2020b), and reduced compartment interaction
has been reported in DNA methylation mutants of Arabidopsis
(Feng et al., 2014), and in the endosperm tissues of rice/maize where
DNA demethylation occurs naturally (Dong et al., 2020b). Based on
Hi-C interaction analysis of Arabidopsis chromosome arms, the
regions observed to interact with chromocenter were named
Compacted Structural Domains (CSDs), while the other regions
containing active/expressed genes are called Loose Structural
Domains (LSDs) (Grob et al., 2014). Moreover, CSDs are
associated with the nuclear periphery and require lamina-like
proteins (CRWN1 and CRWN4), as well as DNA methylation at
CHG and CHH contexts (Bi et al., 2017; Grob and Grossniklaus,
2019; Hu et al., 2019).

Chromatin domains are a prominent feature in the
mammalian genome and are referred to as TADs. Interaction

frequency within a TAD is higher than that between TADs, which
reduce significantly at the domain boundaries (Dixon et al., 2012;
Nora et al., 2012). Borders of some TADs were reported to have
CTCF and cohesin to help the formation of chromatin loop,
known as “loop domain” (Figure 5A) (Rao et al., 2014). Cohesin
binding has been reported to be highly mobile, and its binding
often occurs at the inner side of CTCF at the TAD border in the
human genome (Tang et al., 2015). Flipping of CTCF binding site
disrupts the TAD (Guo et al., 2015), and degradation of CTCF/
cohesin subunit also disrupts the TAD structure (Nora et al.,
2017; Rao et al., 2017). Based on high-resolution Hi-C analysis,
human TADs could be further partitioned into subdomains
(subTADs or contact domains) (Rao et al., 2014). Although
TAD is not a prominent feature in Arabidopsis (Feng et al.,
2014; Grob et al., 2014), TAD-like structures could be identified
in Arabidopsis wherein boundaries are enriched with active
genes/active epigenetic marks like open chromatin, H3K4me3,
and H3K9ac (Wang et al., 2015). Compared to the mammalian
TADs, Arabidopsis TAD-like structures are smaller and the
interaction is weaker (Figure 5B). The occurrence of a few
TAD-like structures was also reported in H3K27me3-rich and
H3K9me2-rich chromocenter heterochromatic regions in
Arabidopsis (Feng et al., 2014; Rowley et al., 2017). However,
in plants having larger genomes like maize and tomato more
frequent occurrence of TAD-like structures could be identified
(Figure 5C) (Dong et al., 2017; Liu et al., 2017; Wang Q. et al.,
2018; Dong et al., 2018; Dong et al., 2020a).

Distal regulatory elements can interact physically with genes
through the formation of loops, which is well-studied in the
β-globin gene revealing a causal relationship between looping and
gene activation (Smallwood and Ren, 2013). The most prominent
loops are observed between the loci bound by the CTCF and
cohesion, which show higher interaction frequency and are
relatively conserved (Dowen et al., 2014). Gene-to-gene and
gene-to-distal active chromatin loops were recently identified
in rice and maize (Ricci et al., 2019; Zhao et al., 2019). Such
chromatin loops are often observed for the expression of QTL
(Peng et al., 2019). Unlike the loops observed in animals, plant
domains are not enriched with the loops 10 Kb range, which
support the argument that plant domains do not confine
enhancer-promoter interactions, in contrast to the mammalian
TADs. The distance between two loci joined by a chromatin loop
in maize was observed to be shorter for the syntenic gene pairs in
the related species like rice, sorghum, and millet compared with
those of the non-loop genes (Dong et al., 2020a). Despite a huge
variation in genome size, most of the plant species have similar
numbers of genes/open chromatin regions but due to the
insertion of TEs and repeats between genes and distal
regulatory elements the genome size increases (Dong et al.,
2020b).

7 CONSTRAINTS OF 3D GENOMICS
TECHNIQUES

The discoveries made with the use of 3D genomics techniques
including hierarchical chromatin structures like chromatin loops,
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TADs, A/B compartments and sub-compartments, chromatin
territories have revolutionized structural and functional genomic
analyses. However, there are certain limitations of these
techniques. Most of the 3D genomics analyses indicate
chromatin configuration of population average which varies in
different tissues/cells with changing environmental conditions.
Therefore, the need of the day is to study chromatin
conformation at the single-cell level. Though FISH provides
easy visualization of repetitive sequences and dynamics at an
individual locus (Cui et al., 2016), its stringent preparation/
protocol affects chromatin organization. Similarly, low
throughput coverage of 3C, limitation of 4C to one viewpoint,
and limited coverage of 5C are some of the constraints being faced
by the researchers. Moreover, 5C may not be suitable for
interaction studies on relatively smaller genomes like that of
yeast, Drosophila, and Arabidopsis (Zhang and Wang, 2021).
Similarly, Hi-C can be better used for studying alterations in
TAD/supra-TAD in chromatin organization, but it may not be
appropriate for studies on the individual locus (Sati and Cavalli,
2017). As Hi-C relies on RE to break chromatin into smaller
fragments, the restriction/recognition sites are heterogeneously
distributed in the genome which limits the spatial resolution of
the contact map (Ma et al., 2015). Incomplete digestion by RE,
spurious ligation, and cross-molecular ligation (noise) might
perplex the Hi-C findings (Hoshino et al., 2017). Different
experimental methods result in the identification of different
TAD sizes and numbers (Zufferey et al., 2018) probably because

of the low coverage of the 3C/derived techniques (Xu et al., 2020)
and the different models that each algorithm employs (Boltsis
et al., 2021). In single-cell Hi-C analysis, detection of TADs is
generally not reproducible but reassembled on combining the
maps for a population (Flyamer et al., 2017). This strengthens the
view that a TAD is visible only when many cells are analyzed.
However, further optimization and advances in the techniques
with increased resolution and coverage are expected to make 3D
genomics/Hi-C an exciting discovery.

8 FUTURE PERSPECTIVES

Chromatin conformation has considerable effects on gene
expression and regulation, and regions with strong chromatin
interaction generally show functional dependency (Mendes et al.,
2013). Alterations in chromatin compactness affect the
accessibility of chromatin to TFs, chromatin remodelers, and
transcriptional machinery, which influence gene expression levels
(Rutowicz et al., 2019). Single-gene resolution Hi-C map of
Arabidopsis showed that local chromatin loops (between the
5′ and 3′ ends of the genes) were associated with highly
expressed genes (Liu C. et al., 2016). ChIA-PET and DLO Hi-
C based high-resolution chromatin interaction maps of maize
demonstrated chromatin loops to be formed between the
regulatory elements and the genes (Li E. et al., 2019; Peng
et al., 2019; Sun Y. et al., 2020). Promoter–promoter

FIGURE 5 | Comparison of 3D chromatin organization of animals and plants. (A) Loop domain in the mammalian genome. CTCT loops are formed at the domain
corner, and these domains are located within a compartment. Small adjacent loop domains form larger domains having nested structures. The dynamics of a loop
domain is associated with changes in CTCF binding. (B) In Arabidopsis, chromosome arms are partitioned into loose structural domains (LSDs) and compacted
structural domains (CSDs) which are comparable to the local A/B compartments rather than the mammalian TAD and the global compartment domain of large-
genome plant. (C) Compartment domains in the large-genome plants often overlap with local compartments having active genes located inside the domain associated
with the A compartment. Transposable elements and repressed genes are located in the domain with the B compartment.
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interaction map associated with H3K4me3 and RNA polymerase
II in rice reported co-transcription of the genes (Zhao et al., 2019).
Based on the DNA methylation, histone modification, and
chromatin accessibility data, enhancers are being identified,
which are noncoding DNA elements that function
independently of transcriptional direction, relative position
with the promoter, and participate in gene regulation through
long-distance chromatin interaction through chromatin loop
formation (Zhao et al., 2019).

Until recently, studies on 3D genome organization have been
challenging tasks due to technical difficulties; however,
technological advances have enabled us to take up such studies
with unprecedented resolution and accessibility. Technological
developments in the 3D genomics techniques like ChIA-PET
(Fullwood et al., 2009), Capture-Hi-C (Mifsud et al., 2015), and
Hi-ChIP (Mumbach et al., 2016) have enabled investigating
short- and long-range chromatin interactions with better
resolution for their regulatory roles (Li E. et al., 2019; Ricci
et al., 2019; Concia et al., 2020). With the integration of
robotics and microfluidics, 3D chromatin topology can be
analyzed at a single-cell level for cell-type-specific studies
(Boettiger and Murphy, 2020). Moreover, the resolution limit
imposed by traditional microscopy can be surmounted by next-
generation, super-resolution (optical resolution ≥50 nm)
techniques like structured illumination microscopy (SIM),
photoactivated localization microscopy (PALM), stochastic
optical reconstruction microscopy (STORM), and stimulated
emission depletion microscopy (STED) (Schubert, 2017; Xu
and Dixon, 2020). Such next-generation microscopy for
visualizing chromatin architecture has been used in mammals
Xu and Dixon, 2020); however, these have rarely been used for
plant studies. While 3C-based techniques provide a high-
resolution map of chromatin state/genomic region of interest,
the next-generation super-resolution microscopy complements
the techniques by providing nano-scale imaging. Imaging
resolution can be further improved by using two/multiphoton
microscopy, which allows fast and dynamic imaging of nuclei
(Komis et al., 2018).

Fine structures of the 3D genome are also being investigated by
combining improved CRISPR technologies with ultra-high
resolution microscopy in mammals. Locations of
transcriptionally active and inactive regions in the nucleus
were determined using sgRNAs (targeting 16 MS2 binding
motifs) and catalytically inactive Cas9 (dCas9) protein (Qin
et al., 2017). Moreover, CRISPR technology was also used for
the functional validation of 3D genome folding by knock-out/
knock-in of TAD boundary/structural proteins (CTCF and
cohesins) involved in chromatin loop formation in animals
(Guo et al., 2015; Lupianez et al., 2015; Fei et al., 2019).
Knocking-out of 3D structural elements using CRISPR
technology, TAD, and loop structures could be altered in
plants which affected gene expression (Pei et al., 2021). TAD
boundaries in rice and maize exhibited enrichment of plant-
specific transcriptional factor binding sites, which indicates the
possibility of TFs being involved in the formation of TADs (Liu
et al., 2017), as observed in mammals (Stadhouders et al., 2019).
Enhancers can also be knocked out to explore their effects on gene

expression, which may prove to be an efficient technique for
functional validation of 3D genomic findings. The lack of CTCF
homologs, but the presence of cohesin homolog subunits, and
TADs being not as distinct in plants as in animals (Liu et al., 2002;
Zhang et al., 2020) would require further investigations on plant
3D genomics.

Certainly, there is still a lot to examine and learn, which would
require more contact maps at higher resolution particularly for
the plant genomes differing in size and gene density. To gain
more knowledge, a comparison of the contact maps of the same
genome under different environmental conditions and/or
developmental stages (4D genomics) of a single cell or single
cell type would be desirable. Moreover, the use of synchronized
cells would help to understand the changes in chromatin
architecture during the cell cycle. Furthermore, the
participation of RNAs in the formation/maintenance of
chromatin structures, if any, would also need to be studied.
Finally, several outstanding questions will need to be answered
including, but not limited to: i) do different chromatin structures
exist in a cell type under changing environmental conditions and/
or developmental stages? ii) Do TADs/TAD-like structures exist
only in the nuclei of plant species with larger genome sizes? iii)
Can the changes in gene expression modify chromatin
configuration? As soon as we would get answers to these
questions, several other new questions will be required to be
answered. Indeed, the experiments designed to answer some of
these questions are on the go in laboratories worldwide, and we
believe that the next 5 years of research on 3D genomics would be
more exciting than they had been in the past.

9 CONCLUSION

Sequencing and assembly of genomes for model animal and plant
species were some of the ground-breaking biological research
findings of the second half of the 20th century. After preparing
the draft genome for the model organisms, the scientific attention
moved to annotate and decipher the biological functions of
protein-coding genes to get the answer to many relevant
biological questions. After understanding the biological
function of specific gene/protein and protein complexes, which
has provided better understanding in all the fields of biology, now
it has become clear that the DNA/genome sequence itself is not
the absolute determinant of phenotypic traits. Subsequently,
researchers around the world started investigating the so-
called ‘junk DNA’ (which in some cases embodies the vast
majority of the eukaryotic genome) that might play regulatory
roles in gene expression. Hence, during the last 3 decades, efforts
were made to explore the non-genetic/epigenetic/3D genomic
mechanisms/features responsible for phenotypic plasticity
observed in living beings.

With the advances in 3D genomics technologies, chromatin
loops are being detected with the help of Hi-C/ChIA-PET which
identify enhancer−promoter interactions affecting gene
expression (Liu C. et al., 2016; Wang M. et al., 2018; Li E.
et al., 2019; Peng et al., 2019; Sun Y. et al., 2020). Moreover,
the effects of genetic structural variation (SV) on chromatin
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organization in rice were analyzed which revealed alterations in
chromatin topology and the rate of transcription (Zhao et al.,
2019). Sequence variation and meiotic recombination rate were
reported to correlate with 3D genome structures. TADs showed
more single nucleotide polymorphism, SVs, and higher
recombination compared to that in the inter-TAD regions,
which could be associated with the epigenetic landscape of
TAD, TE composition, and increased incidence of meiotic
crossovers (Liao et al., 2021). Implementation of state-of-the-
art techniques like CRISPR/dCas9 for editing the interacting
regions/regulatory elements and chromatin interactions with
the help of RNA molecules can be of particular interest to
better understand the regulatory functions of chromatin
architecture. Understanding the spatial organization of the
genome in the nucleus and their functional implications have
become a fundamental pursuit in the post-genomic era (Kong
and Zhang, 2019), as this allows integration of the knowledge of
linear genome with epigenomic/3D genomic regulatory networks
and phenotypic data. Future 3D genomic studies will greatly
benefit from the investigations at the single-cell level with the help
of advancing long-read sequencing techniques and live-cell
imaging which would be the key to deciphering the
importance of 4D genomics for manipulation of gene
regulation/expression towards the development of climate-
smart crops.
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Deciphering the Role of 3D Genome
Organization in Breast Cancer
Susceptibility
Brittany Baur1†, Da-Inn Lee1†, Jill Haag2, Deborah Chasman1, Michael Gould2‡ and
Sushmita Roy1,3*

1Wisconsin Institute for Discovery, University of Wisconsin-Madison, Madison, WI, United States, 2McArdle Laboratory for Cancer
Research, University of Wisconsin-Madison, Madison, WI, United States, 3Department of Biostatistics and Medical Informatics,
University of Wisconsin-Madison, Madison, WI, United States

Cancer risk by environmental exposure is modulated by an individual’s genetics and age at
exposure. This age-specific period of susceptibility is referred to as the “Window of
Susceptibility” (WOS). Rats have a similar WOS for developing breast cancer. A previous
study in rat identified an age-specific long-range regulatory interaction for the cancer gene,
Pappa, that is associated with breast cancer susceptibility. However, the global role of
three-dimensional genome organization and downstream gene expression programs in
the WOS is not known. Therefore, we generated Hi-C and RNA-seq data in rat mammary
epithelial cells within and outside theWOS. To systematically identify higher-order changes
in 3D genome organization, we developed NE-MVNMF that combines network
enhancement followed by multitask non-negative matrix factorization. We examined
three-dimensional genome organization dynamics at the level of individual loops as
well as higher-order domains. Differential chromatin interactions tend to be associated
with differentially up-regulated genes with the WOS and recapitulate several human SNP-
gene interactions associated with breast cancer susceptibility. Our approach identified
genomic blocks of regions with greater overall differences in contact count between the
two time points when the cluster assignments change and identified genes and pathways
implicated in early carcinogenesis and cancer treatment. Our results suggest that WOS-
specific changes in 3D genome organization are linked to transcriptional changes that may
influence susceptibility to breast cancer.

Keywords: window of susceptibility, breast cancer, 3D genome organization, gene regulation, matrix factorization

INTRODUCTION

A major goal of breast cancer research is to prevent cancer. Breast cancer susceptibility by
environmental exposure is modulated by an individual’s genetics and age at exposure. For
example, environmental or diagnostic radiation exposure poses a high risk to women in early
childhood to young adult stage and is significantly reduced starting in the mid-30s (Terry et al.,
2019). This age-specific period of high susceptibility is referred to as the window of susceptibility
(WOS). Large scale consortia efforts in breast cancer research have significantly advanced our ability
to identify genomic loci and molecular pathways that contribute to breast cancer susceptibility
(Koboldt et al., 2012; Welter et al., 2014). However, the gene regulatory mechanisms in the WOS
remain poorly characterized.
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Three-dimensional (3D) organization of the genome, which
defines how the DNA is packaged inside the nucleus has emerged
as a major component of the gene regulation machinery in
mammalian genomes (Bonev and Cavalli, 2016). Three-
dimensional genome organization enables long-range
interactions between distal regulatory sequences, such as
enhancers, and target gene(s) through chromosome looping
that brings the regulatory element in close spatial proximity to
the target gene. In addition to looping patterns, the chromatin is
organized into high-order structural units such as topologically
associating domains (TADs) within the cell (Dixon et al., 2012;
Hou et al., 2012; Sexton et al., 2012). TADs refer to groups or
clusters of genomic regions that preferentially interact among
themselves (Bonev and Cavalli, 2016; Rowley and Corces, 2018).

Changes in 3D genome organization, both at the loop and the
TAD levels, have been associated with developmental and disease
processes (Chakraborty and Ay, 2018; Zheng and Xie, 2019). In
particular, genome-wide chromatin looping has been shown to
occur in a stage-related manner in the developing limb (Andrey
et al., 2017) and in blood cell differentiation (Javierre et al., 2016).
TAD-level changes have been associated with timepoint-specific
regulatory interactions during differentiation and development
(Hug and Vaquerizas, 2018; Paulsen et al., 2019; Zheng and Xie,
2019). Disruptions in TADs have also been associated with
numerous diseases including cancer. Delayed replication of
large genes near TAD boundaries underlies common fragile
sites, hotspots of chromosome instability in cancer (Sarni
et al., 2020). Furthermore, disruptions to the TAD-level
interaction patterns have been implicated in oncogenesis
(Hnisz et al., 2016; Taberlay et al., 2016; Rhie et al., 2019).

Genome architecture has been implicated in cancer
susceptibility due to environmental factors (Henning et al.,
2016; García-Nieto et al., 2017). For example, lamina-
associated heterochromatin at the nuclear periphery is more
susceptible to ultraviolet radiation, an environmental
carcinogen that causes skin cancer, compared to accessible
euchromatin (García-Nieto et al., 2017). At the individual loop
level, a 8.5 kb regulatory element, called the temporal control
element (TCE) was shown to interact with the Pappa gene via
long-range chromatin looping of 517 kb (Henning et al., 2016) in
both breast cancer resistant rats and susceptible rats. This element
lies within the 170 kb mammary cancer susceptibility (Mcs5c)
locus, a gene desert on rat chromosome 5 which is conserved in
the human genome. Furthermore, this interaction was dependent
upon the age of the rat, being stronger in young rats (in WOS)
versus old rats. Correspondingly, Pappa expression was increased
in susceptible rats compared to resistant rats within WOS and
there was no difference between the two alleles in the adult phase.
The Pappa gene is a breast cancer-associated gene, which
positively regulates the IGF signaling pathway and is
important for normal mammary gland development. This is
the first validated example of WOS-specific chromatin looping.
However, the contribution of the loops and TADs on a genome-
wide scale to breast cancer risk from enviromental factors in the
window of susceptibility is poorly understood.

To gain mechanistic insight into age-dependent,WOS-specific
chromatin looping on a genome-wide scale, we generated Hi-C

(Lieberman-Aiden et al., 2009) and RNA-seq data for rats within
WOS and outside WOS. We compared the temporal changes in
looping to those in expression and found that genes up-regulated
within the WOS are associated with interactions that are higher
within WOS, and a similar trend exists for genes outside the
WOS. We developed a computational approach that combined
network enhancement and non-negative matrix factorization
(NMF) to identify “dynamic” blocks representing larger scale
topological changes between the two time points. We found that
network enhancement was important for reliable detection of
dynamic blocks, many of which harbored genes implicated in
cancer-related pathways and processes. Finally, we mapped
human breast cancer GWAS SNPs to loci in rat and found
conserved interactions with genes between human and rat.
Taken together, these results identified individual loop level
and larger-scale topological differences between within-WOS
and outside-WOS, many of which are related to
transcriptional differences.

METHODS

Tissue Collection and Hi-C Assay
Fresh mammary glands from the abdominal/inguinal regions of
6-week-old and 12-week-old female mammary cancer susceptible
Wistar-Furth rats were individually collected, scissor minced and
digested for 2 h at 37°C in 10 ml of GIBCO Dulbecco’s modified
Eagle’s medium/F12 (DMEM/F12; ThermoFisher) containing
0.005 g/ml of type 3 collagenase (Worthington-Biochem).
Centrifugation was used to remove fat and collect the cell
pellets. Individual cell pellets were washed and resuspended in
DMEM/F12 media. Each cell suspension was filtered using 40 μm
nylon to enrich the mammary ductal fragments and remove
stromal cells. The filter was inverted and rinsed to collect the
fragments, and the resulting cell pellet containing mammary
epithelial cells (MECs) was diluted in PBS and treated for
10 min with 1.5% formaldehyde for DNA/chromatin fixation.
After a series of washes, the final cell pellets were collected using
centrifugation and stored at −80°C. A total of 6 samples were sent
to Arima Genomic, Inc. (n � 3 for 6-week-old and n � 3 for 12-
week-old) for Hi-C analysis, consisting of complete sample
processing for Hi-C and library preparation and Illumina
Next-Generation sequencing.

Hi-C Data Processing and Differential
Interactions
Hi-C data was generated with ∼430 M reads per replicate. Hi-C
reads were processed using HiC-Pro version 2.7 (Servant et al.,
2015) with the default BowTie2 parameters (--very-sensitive -L
30 --score-min L,-0.6,-0.2 --end-to-end–reorder) and aligned to
the rn6 genome and 10 kb contact maps were generated. The 6
and 12 weeks samples were aggregated to one 6 weeks and one
12 weeks contact count matrix, respectively. HiC-Pro’s
implementation of ICE normalization (Imakaev et al., 2012)
with default parameters was performed on the two resulting
Hi-C matrices.
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In order to determine a set of differential chromatin
interactions (DCIs), we used both Selfish (Ardakany et al.,
2019) and Fit-Hi-C (Ay et al., 2014). Selfish uncovers DCIs
between two contact maps directly using a novel self-similarity
measure (Ardakany et al., 2019). We obtained 453,513
differential interactions from Selfish (p-value cutoff 10−4). We
also used Fit-Hi-C with one pass and a mappability threshold of
1 to determine significant interactions (q-value < 0.05) within
WOS and outside WOS. We took differential interactions as
those that were significant in one but not the other, resulting in
1,306,601 interactions. We took the union of the resulting
FitHiC and Selfish interactions to generate a total of
1,447,082 interactions. We filtered these interactions by
computing the mean and standard deviation for all within
WOS DCI and all outside WOS DCIs separately for each
distance bin (bins at 50 kb intervals from 0 to 1 Mb). Only
differential interactions with a z-score greater than one and a
distance equal to or less than 1 Mb were considered, for a final
set of 1,072,652 interactions. The Fit-Hi-C approach tended to
yield pairs with greater differences at longer distances while
Selfish tended to yield pairs with greater differences at shorter
differences (Supplementary Figure S1).

Tissue Collection, RNA Extraction and
RNA-seq Experiments
To examine the transcriptional differences associated with WOS
on a genome-wide scale, we measured gene expression levels in
the MEC from 6-week-old (entering WOS) and 10-week-old
(exiting WOS) susceptible rats (n � 6 for 6-week-old, n � 7
for 10-week-old) using RNA-seq following a similar protocol as
described in Henning et al. (2016). Briefly, mammary glands were
removed, minced, digested with collagenase, followed by
differential centrifugation to collect mammary ductal
organoids, which are mainly composed of epithelial cells along
with stromal fibroblasts and immune cells. To isolate RNA, cells
were homogenized in TRI Reagent (Ambion), followed by RNA
extraction using the MagMAX-96 for Microarrays Total RNA kit
(Ambion). RNA was extracted using the RNeasy Mini Kit
(Qiagen). The fastq files were processed by the UW Biotech
center. Counts were obtained using RSEM v1.2.22 (Li and Dewey,
2011).

For all samples, we calculated Transcripts per Million (TPM)
for 14,792 genes in the rat genome using RSEM v1.2.22 (Li and
Dewey, 2011). We applied several algorithms to determine
differential expression: DESeq (Love et al., 2014), EBSeq (Leng
et al., 2013) and EdgeR (Robinson et al., 2010). EBSeq was the
most conservative with 461 genes. DESeq (3401) and EdgeR
(2547) had an intersection of 2071 genes (Supplementary Figure
S2). We therefore took EBSeq plus the intersection of DESeq and
EdgeR as the total set of 2533 differentially expressed (DE) genes.

Network Enhancement and Multiview
Non-Negative Matrix Factorization
We developed the NE-MVNMF approach to analyze multiple
Hi-C datasets. NE-MVNMF applies Network Enhancement

(NE) followed by Multiview Non-negative Matrix
Factorization (MVNMF) (Liu et al., 2013) to our Hi-C
datasets.

Network Enhancement (NE) is a method for denoising a
biological network (Wang et al., 2018). We consider a Hi-C
dataset as a weighted network of genomic regions, where each
node in the network corresponds to each genomic region and the
weighted edges connecting the nodes represent the interaction
frequency between genomic regions. NE takes a noisy Hi-C
matrix as input and applies iterative graph diffusion process to
strengthen edge weights that are well-supported by strong
neighboring edges and weaken poorly supported edges. The
output of NE is a denoised, enhanced, symmetric matrix
which can be used as input to the next step in our pipeline,
MVNMF.

Multiview Non-negative Matrix Factorization (MVNMF) is a
multi-task non-negative factorization (NMF) method which
allows us to find a common underlying structure in multiple
matrices (Liu et al., 2013), each task corresponding to a matrix.
MVNMF does this by finding low-dimensional factors of multiple
matrices such that the factors are regularized towards a common
consensus. These factors can then be used as latent features for
clustering to reveal the underlying shared or divergent structure
in the data. Formally, given t ∈ {1, . . . , T} tasks, each with input
matrix X(t) ∈ R

nt×m
≥ 0 , the objective is to find task-specific factors

U(t) ∈ R
nt×k
≥ 0 , V(t) ∈ Rm×k

≥ 0 and the consensus factor V(c) ∈ Rm×k
≥ 0

such that:

minU(t) ,V(t) ,V(c)∑
T

t�1

����X(t) − U(t)V(t)T����2F + α
����V(t) − V(c)����2F

Here k, is the number of factors or reduced dimensions and is
much smaller than nt or m. The regularization term, α, will
constrain factor V(t) of task t to be similar to the consensus V(c).
Liu et al. originally proposed an iterative multiplicative update
algorithm for MVNMF. However, multiplicative updates
algorithm is often slow to converge. Therefore, we
implemented an algorithm that optimizes this objective using
hierarchical alternating least squares (HALS) with convergence
guarantee to a local minimum (Kim et al., 2014).

In our application of MVNMF, we have two tasks, each
corresponding to an input Hi-C matrix at 10 kb resolution, for
each chromosome: one matrix from week 6 and another one from
week 12. The rows and columns of this matrix correspond to a
10 kb bin. Since intra-chromosomal Hi-C matrices (as well as
their network-enhanced versions) are symmetric,
X(t), U(t), V(t), V(c) take on the dimensions of
n × n, n × k, n × k, and n × k, respectively.

We use a simple heuristic to pick k, the number of the factors,
which also is the number of clusters. Based on our previous work
on single-task NMF to Hi-C data, we set k such that the expected
size of each cluster is about 1 Mb in length, which corresponds
to the average size of TADs (Lee and Roy, 2021). For example,
for an input matrix that corresponds to a chromosome of size
10 Mb, we set k � 10. Here, we used 56-282 factors to capture
TAD like structures, corresponding to the size of the rat
chromosomes.
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We verified that network enhancement (NE) and downstream
NMF does not overcorrect the underlying structure of the input
matrix by comparing NMF results on Hi-C data of different
depths. Briefly, we first downsampled high-depth Hi-C matrices
from the GM12878 cell line (Rao et al., 2014) to four different
lower depth levels (equivalent to the read depth of cell lines
HMEC, HUVEC, NEHK, and K562 from the same study). We
then applied NE to the downsampled matrices, and then applied
NMF to the original high-depth matrices, downsampledmatrices,
and downsampled + NEmatrices. When we compared to original
Hi-C data, downsampled Hi-C data + NE does not lead to
significant differences in the number of regions in each cluster
Supplementary Figure S3A). However, downsampled + NE does
lead to significantly larger number of regions in each cluster when
compared to downsampled without NE (t-test p-value < 0.05 for
all downsampled depths). Additionally, when compared to the
original data, downsampled + NE does not lead to significant
differences in the length of contiguous regions with the same
cluster assignment (Supplementary Figure S3B). Furthermore,
we measured the similarity of the clustering results from the high-
depth matrices to those from the downsampled matrices, as well
as between the high-depth matrices and the downsampled + NE
matrices. The cluster similarity was measured with Rand Index,
which measures the concordance between a pair of clustering
results. Rand Index ranges from 0 to 1; Rand Index value of 1
means all data points found in one cluster in one result are also in
one cluster in the other result, and those in distinct clusters in one
result are also kept separate in the other result. We find that the
cluster similarity between the original high-depth matrices versus
the downsampled matrices is comparable to the cluster similarity
between the original and NE matrices (Supplementary Figure
S3C), suggesting that NE does not overcorrect the underlying
structure of the data.

MVNMF, like NMF can converge to different local optima.
Therefore, we verified the stability of our results to different
random initializations. Briefly, we applied MVNMF to
chromosomes 7, 11, 15 and 19 on the within-WOS and
outside-WOS matrices with 5 different random initialization
seeds. We evaluated the stability of the clusters from different
random initializations using Rand Index. We measured the Rand
Index between every pair of clustering results from different
random initialization seeds (Supplementary Figure S4). We
find that the mean Rand Index across these comparisons is
around 0.9 suggesting that the clustering results are stable to
the random initialization seeds.

Identification of Static Versus Dynamic
Blocks
Once we have the factors, we use them to identify genomic
regions dynamically changing their interaction profile across
tasks, which we refer to as “dynamic blocks.” First, we assign
all regions to a cluster based on the factors from MVNMF, then
find regions whose cluster assignment changes. We take
advantage of the fact that column j in V(t) of task t
corresponds to the latent feature or column j in V(s) of task s.
Since X(t) is symmetric in Hi-C data, either U(t) or V(t) can be

used to define the clusters of regions. Assuming we use U(t), we
assign each row i (corresponding to genomic region i) to its most
dominant latent feature, c(t)i � argmaxj ∈{1,...,k}U(t)[i, j], where
U(t)[i, j] represents the entry in the i th row and the j th column/
latent feature of U(t). We repeat this procedure across all tasks. A
dynamic block between task t and s is a contiguous stretch of
10 kb regions, at least 50 kb in length, whose cluster assignment
changed between them, i.e., c(t)i ≠ c(s)i . Furthermore, all regions
within the block have to have the same cluster ID within a task.
Conversely, a static block is one where c(t)i � c(s)i . To further
assess if a dynamic block is indicative of a changing interaction
frequencies, we compared the count differences within the block
across time points. We expect a dynamic block to exhibit
significantly greater count differences compared to static
blocks. We further verified these trends using a t-test to assess
the difference in counts between time points among regions
inside a static block as well as among regions inside a
dynamic block.

Human GWAS Study Integration
We downloaded supplementary table S15 from Zhang et al. which
contains gene-SNP interactions from the INQUISIT software
(Zhang et al., 2020) and supplementary table S5 from Baxter et al.
which contains Capture Hi-C SNP-gene associations (Baxter
et al., 2018). We used liftOver (Kuhn et al., 2013) to map
these SNPs from the human hg19 assembly to a locus in the
rn6 rat assembly, with a minimum base overlap ratio of 0.1. Since
the position of the SNP in human may not be a SNP in the
corresponding lifted over position in rat, we refer to the position
as a ‘locus’ in rat. We intersected the rat locus with differential
chromatin interactions (DCIs) by checking if the SNP was within
the boundary of either 10 kb bin in the interaction. We mapped
the other 10 kb end to a gene if it overlapped any 10 kb bin within
the genomic coordinates of the gene provided by Ensembl release
96 (Yates et al., 2020). We referred to resulting gene locus pairs as
locus-gene DCIs. We used the common names to match genes
from human to rat.

RESULTS

Differential Looping is Associated With
Differential Expression of Within WOS
Versus Outside WOS Rats
To globally characterize chromatin looping and examine its role
in establishing WOS and associated gene expression programs,
we generated Hi-C and RNA-seq datasets for rat mammary
epithelial cells within WOS (6-weeks) and outside WOS (10-
weeks RNA-seq, and 12-weeks Hi-C, Figure 1A). Hi-C data was
generated with ∼430 M reads per replicate. We aggregated reads
to 10 kb resolution and used Iterative Correction and Eigen vector
decomposition (ICE) (Servant et al., 2015) to normalize the Hi-C
matrices from the two time points (Methods). We used ICE for
normalization because it is recommended for Fit-Hi-C (Ay et al.,
2014), however, our approach is applicable to data from other
normalization methods as well (Hu et al., 2012).
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FIGURE 1 | Characterizing WOS-specific chromatin interactions and gene expression. (A) Hi-C and RNA-seq data was generated to globally characterize the
three-dimensional genome organization and transcriptome within and outside the window of susceptibility (WOS). We first characterized these changes at the level of
individual interactions or loops. Within WOS, we identified 538,199 differential chromatin interactions (DCIs) across all chromosomes and 534,454 DCIs outside the
WOS. Here CIs refer to those pairs with significantly high counts within and/or outside WOS, whereas DCIs refer to interactions exclusively higher in one of within-
WOS or outside-WOS context. (B) Contact counts for DCIs (red) compared to non-DCI (gray) for within WOS (above x-axis) and outside WOS (below x-axis) in rat

(Continued )
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We first identified differential chromatin interactions (DCIs)
between the WOS and outside the WOS by taking the union of
results from two approaches: Selfish (Ardakany et al., 2019) and the
difference in significant chromatin interactions (CIs) identified by
applying Fit-Hi-C individually to each sample (Ay et al., 2014). We
then filtered these DCIs based on a distance-stratified absolute value
of z-score of 1.0 (Methods) to focus on the differential interactions
with the greatest magnitude of change in and out of the WOS
(Figure 1B). In total we identified 538,199 DCIs with counts higher
in the WOS (within WOS DCIs) and 534,454 DCIs with counts
lower in the WOS compared to outside the WOS (outside WOS
DCIs). Among the DCIs, we recapitulated several TCE-Pappa gene
interactions that are higher in the WOS compared to outside the
WOS (Figure 1C), which is consistent with previous observations
that the TCE interacts with Pappa in a WOS-dependent manner
(Henning et al., 2016). In parallel, we applied DESeq2 (Love et al.,
2014), EBSeq (Leng et al., 2013) and EdgeR (Robinson et al., 2010) to
identify differentially expressed (DE) genes between the WOS and
outside theWOS (FDR corrected p-val < 0.05, Methods). In total we
identified 2300 DE genes, 1,358 of which were up-regulated within
the WOS and 942 were down-regulated within the WOS compared
to outside.

To examine the relationship between differential expression
and chromatin organization we linked DE genes, regardless of
direction of expression change, to Fit-Hi-C CIs either in and/or
out of the WOS (Figure 1D; Table 1). We computed the average
difference in contact count, stratified by distance, for genes
upregulated in WOS compared to outside. We found that at
all distance bins compared, genes upregulated in WOS have a
higher average contact count in WOS compared to outside WOS
for significant interactions (t-test p-value � 3.8e-107, Figure 1D).
Likewise, genes upregulated outside WOS (or downregulated in
the WOS) have a higher average contact count outside WOS
compared to within WOS. We performed a similar analysis for
DCIs that are significant within or outside WOS and found a
similar result (Supplementary Figure S5). These results show
that changes in gene expression between the two time points is in
part due to differences in 3D genome organization.

We next examined the biological processes associated with
WOS-specific changes. Genes that are up-regulated within the
WOS (1,358 genes) are enriched for cell cycle and DNA
replication (Hypergeometric test with FDR<0.05, Figure 1E).
We also examined genes that are up-regulated in the WOS and
associated with 5 or more within WOS DCIs (355 genes). We
chose this threshold since many DE genes are associated with at
least one DCI in WOS (Table 1). Genes that are up-regulated
within the WOS and are additionally associated with 5 or more
DCIs in the WOS are enriched for these processes as well as
DNA packaging and conformation. Genes that are up-
regulated outside the WOS (942 genes) are enriched for
general transcriptional regulation, and RNA metabolism
processes. Genes up-regulated outside WOS and interacting
with 5 or more outside WOS DCIs (316 genes) were enriched
for similar terms. We also found that within WOS upregulated
genes with long-range interactions were enriched for similar
terms as all upregulated genes within the WOS, while genes
upregulated within WOS and interacting with DCIs were
enriched with markedly different terms compared to all
upregulated genes in the WOS (Figure 1E). Taken together,
these results suggest that DCIs are likely involved with the
regulation of cell cycle and DNA packaging in younger rats,
while in mature rats, DCIs may be more involved with
maintaining transcriptional control.

Matrix Factorization-Based Approach to
Examine Higher Order Organization
Dynamics
In addition to changes at the level of individual interactions,
higher-order structural changes in chromatin organization within
and outside the WOS could be important for molecular changes
associated with breast cancer susceptibility. However,
identification of higher-order structural changes, such as in
TADs, poses two challenges: (1) handling the noise and
sparsity in the input Hi-C matrices and (2) the difficulty in
matching TADs across datasets or conditions so that changes

FIGURE 1 | chromosome 1. (C) Visualization of contact counts a −250 kb to +1 Mb around the temporal control element (TCE, green dotted line) within WOS (top) and
outside WOS (bottom). We plot the interaction count between the TCE region and neighboring regions by distance. Blue and pink dots are DCIs that are higher within
WOS. Gray dots are all others. Pink dots are additionally associated with the Pappa gene. (D)Mean count difference (within-WOS count – outside-WOS count) for Fit-Hi-
C significant interactions associated with genes that are up-regulated within WOS (i.e., within-WOS DE genes, blue) and up-regulated outside WOS (outside-WOS DE
genes, orange). (E) Gene Ontology (GO) enrichment of DE genes within/outside WOS, those associated with DCIs, and those associated with significant chromatin
interactions (CI). Intensity of red is associated with the -log (q-value) of the GO enrichment.

TABLE 1 | Number of interactions associated with genes differentially up-regulated within WOS and outside WOS.

# Of within
WOS genes (total = 1,358)

# Of interactions
assoc. With within

WOS genes

# Of outside
WOS genes (total = 942)

# Of interactions
assoc. With outside

WOS genes

FitHiC interactions 1,331 118,169 925 151,845
DCI interactions (total) 1,310 45,385 919 59,158
DCI interactions (within WOS) 1,245 23,591 886 27,257
DCI interactions (outside WOS) 1,262 21,794 907 31,901
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between them can be pinpointed. To address these two
challenges, we developed and applied an approach, Network
Enhancement with Multi-view Non-negative Matrix
Factorization (NE-MVNMF), which first applies network
enhancement (NE) to smooth the noisy and sparse Hi-C
matrices (Wang et al., 2018) and then performs multi-view
non-negative matrix factorization (MVNMF) (Liu et al., 2013)
on these matrices to identify large-scale conserved and
differential structural units (Figure 2, Methods).

The first component of our pipeline, network enhancement
(NE) was developed originally for denoising biological networks
(Wang et al., 2018) (Figure 2B, Step 1). In our application, we
treat a Hi-C dataset as a weighted network of chromatin regions:
each node in the network corresponds to a region and the edge
weights between nodes represent the interaction counts between a
pair of regions. NE iteratively enhances edge weights that are
well-supported by strong neighboring edges and weakens those
that are poorly supported, then outputs a denoised matrix which
is then used as input to the next step in our pipeline, MVNMF.
We verified that NE does not overcorrect the underlying structure
of the input matrix by comparing results on Hi-C data of different

depths before and after smoothing (Supplementary Figure S3,
Methods).

MVNMF combines Non-negative Matrix Factorization
(NMF) (Lee and Seung, 2001) with multi-task learning (Zhang
and Yang, 2021). NMF is a powerful dimensionality reduction
method that can be used to recover interpretable, lower-
dimensional patterns from large, high-dimensional data in
imaging, text, and biomedical domains (Lee and Seung, 2001).
Applying NMF to a Hi-C matrix yields low-dimensional factors
or latent features which can be used to cluster the row or the
column entities, i.e., genomic regions. These clusters of genomic
regions correspond to densely interacting regions of the genome
such as topologically associating domains (TADs) (Lee and Roy,
2021). MVNMF extends NMF to a multi-task setting with
multiple input matrices, each corresponding to a task or a
time point (e.g. within WOS). It jointly factorizes the input
matrices such that their lower-dimensional factor
representations are similar to a single common factor, and
clusters derived from these factors can be matched across
tasks (Methods). MVNMF identifies clusters that are matched
across tasks. This cluster correspondence across tasks allows us to

FIGURE 2 | Overview of NE-MVNMF. (A) The goal of NE-MVNMF is to find higher-order, e.g., TAD-level changes between the two timepoints denoted as red-
dashed diamond. (B) Steps of NE-MVNMF. First, network enhancement (NE) smooths out the within-WOS and outside-WOS Hi-C matrices. Then MVNMF is applied to
jointly factor the twomatrices. By clustering the factor matrices, regions that are switching cluster assignments between within and outsideWOS can be identified. These
contiguous blocks of such regions represent domain-level changes which we call “dynamic blocks.”On the dynamic blocks, we do downstream analysis, such as
check for association with DCIs or DE genes.
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easily identify genomic regions whose cluster assignment has
changed in different contexts (Figure 2B, Step 2). From these
matched clusters, we define a “dynamic block” as a stretch of 5 or
more contiguous 10 kb bins (50 kb region) that have a different
cluster assignment between a pair of conditions (Figure 3A). A
“static block” is similarly defined but for contiguous 10 kb bins

that have the same cluster assignment between the conditions
compared. Regions that do not have contiguous cluster
assignments for 5 or more regions are considered noisy.

We first compared the effect of network enhancement on the
ability to detect higher-order topological units and the quality of
the dynamic versus static blocks based on different metrics. We

FIGURE 3 | Identification and characterization of dynamic 3D genome blocks with NE-MVNMF. (A) Schematic of how dynamic blocks of regions involved in large-
scale topological changes are identified from the NE-MVNMF clusters. The NE-MVNMF clusters are depicted at the bottom of the exemplar Hi-C count matrix, with
regions in the same cluster to have the same color. Regions in dynamic blocks (magenta line) are regions whose cluster assignment switched between within WOS and
outside WOS. Conversely regions in static blocks (gray) are those whose cluster assignment stayed the same. (B) Distribution of the number of regions in each
cluster within and outsideWOS (i), length of contiguous blockswithin and outsideWOS (ii), and length of contiguous dynamic or static blocks (iii), with andwithout NE. (C)
Difference in interaction counts among regions within dynamic blocks and static blocks. Top, for each dynamic or static block, we summed up the absolute value
difference between interactions from within WOS and those form outside WOS. We plot the mean of the absolute value difference by block length with NE (i) and without
NE (ii). The shaded area represents the 95% confidence interval. iii, Mean absolute value difference for DCIs only is plotted for dynamic and static blocks, with and without
NE (iii).

Frontiers in Genetics | www.frontiersin.org January 2022 | Volume 12 | Article 7883188

Baur et al. 3D Genome and Cancer Susceptibility

200

https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/journals/genetics#articles


applied both MVNMF and NE-MVNMF at different
regularization values (α ϵ {1e5, 1e6, 1e7, 1e8} Methods) to
within and outside the WOS Hi-C matrices at 10 kb
resolution. Higher regularization values will constrain the
factors from each task to be more similar to the consensus
factor (Methods). We examined the distribution of the cluster
sizes with and without NE (Figure 3Bi), the extent to which they
were contiguous (Figure 3Bii) and the distribution of sizes of
static and dynamic blocks (Figure 3Biii). When comparing the
overall size of the clusters, without NE tends to obtain on
average “smaller” units compared to with NE (Figure 3Bi).
Furthermore, when we consider the number of contiguous
regions with the same cluster assignment before reaching a
different cluster assignment, the lengths of such contiguous
regions are larger for NE versus no NE in both within and
outside WOS (Figure 3Bii). When comparing the dynamic
versus static blocks, we see a similar trend in the size
distribution (Figure 3Biii): network enhancement and higher
levels of regularization tended to increase the number of static
blocks and decrease the number of dynamic blocks overall
(Supplementary Table S1). These results show that network
enhancement led to more contiguous larger blocks, which are
indicative of less noisy clustering assignments. Finally, we
hypothesized that there would be a larger difference in
overall contact count in dynamic blocks compared to static
blocks. We took the overall difference for each block as the sum
of the absolute value of the difference for all contact counts
within WOS and outside WOS. We compared these count
differences for blocks of different sizes (Figures 3Ci,ii) as
well as across all blocks (Figure 3Ciii). We find that for the
same α regularization value, dynamic blocks have a greater
overall difference than static blocks when using network
enhancement (Figure 3C for α � 1e8, Supplementary Figure
S6 for α ϵ {1e5, 1e6, 1e7}). For blocks with 3 or more regions,
the overall difference for dynamic blocks was significantly
greater than static blocks for 6 out of the 10 bins (t-test
p-value <0.05). When comparing across blocks of all sizes,
the count difference of DCIs between static and dynamic
blocks was much more dramatic compared to without NE
(Figure 3Ciii). Taken together, NE-MVMF allows us to
reliably identify regions involved in higher-order topological
changes across multiple biological contexts.

NE-MVNMF Reveals Large-Scale
WOS-Specific Changes
We next examined the dynamic blocks obtained from NE-
MVNMF to gain insight into the 3D genome organizational
properties within and outside the WOS. There were 168
dynamic blocks in total across all chromosomes, which ranged
in size from 50 to 320 kb. We prioritized blocks for interpretation
based on the difference in counts of blocks between the two
conditions as well as based on visual inspection. Of the total 168
blocks, we identified 35 blocks that had a significant change in
count between the two conditions when considering all pairs of
regions in these blocks (T-test and Rank sum p-value <0.05).
These blocks ranged from 50 to 180 kb in size and included blocks

spanning genic regions (28) and those spanning non-coding
regions (7, Figure 4 and Table 2).

For ease of interpretation, we focused on blocks that harbored
genes, regardless of their differential expression status. For
example, one block (#31,110 kb, Figure 4A), included the
genes Pdlim1 and Sorbs1, of which Sorbs1 exhibited a
significantly lower expression within WOS (6 weeks), while
Pdlim1 exhibited a relatively higher, expression in the WOS.
Pdlim1 is expressed in fibroblasts and involved in cell polarity and
migration (Stelzer et al., 2016) and has been shown to be
associated with breast cancer progression (Liu et al., 2015).
Sorbs1 is involved in signaling pathways and low expression of
Sorbs1 is associated with poor prognosis of breast cancer (Song
et al., 2017). Another block (#50, 60 kb, Figure 4B) spanned two
genes, Kif18a andMettl15 of which Kif18a has a significantly high
expression within WOS. Kif18a is a kinesin protein involved in
chromosomal stability, low expression of kinesin proteins has
been associated with cell proliferation of chromosomally unstable
genes (Marquis et al., 2021) and is a candidate target for cancer
treatment (Sabnis, 2020). Another block harboring a down-
regulated gene within the WOS was #38 (50 kb, Figure 4C),
containing Dnajc21 a heat shock protein and Brix1 involved in
ribosome biogenesis. Over-expression of heat shock proteins has
been associated with a large number of cancers (Calderwood and
Gong, 2016). Another block (#78, 90 kb, Figure 4D) was
associated a number of zinc finger proteins, including Zfp871,
which was shown to be part of the P53 pathway (Mohibi et al.,
2021) and cytochrome P450, an enzyme that metabolizes several
pre-carcinogens and is broadly involved in both cancer formation
and treatment (Rodriguez-Antona and Ingelman-Sundberg,
2006). Finally, blocks 143 (160 kb, Figure 4E) and 162 (80 kb,
Figure 4F) had several genes that either encoded chromatin
remodeling factors (Supt16h and Chd8), genes representing
families often mutated in cancers (Tox4, Yu and Li, 2015),
genes that have been implicated as oncogenes as well as tumor
suppressors (Sall2, Hermosilla et al., 2017; Mettl3, Zeng et al.,
2020) and involved in glycosylation (Large1, block162) which is
used as a marker and offers novel therapeutic targets (Costa et al.,
2020). Overall, our analysis identified dynamic blocks that
harbored genes implicated in cancer and related pathways
including chromosomal stability, ribosome biogenesis and
stress response.

WOS-Specific Looping can be Leveraged to
Examine Regulatory Variation
Many studies have identified disease associated variants inside
distal regulatory elements that loop to genes, for example, in
autoimmune disorders (Javierre et al., 2016) and cancer (Zhang
et al., 2019) including breast cancer susceptibility (Baxter et al.,
2018). What is less explored is the context-specificity and timing
of these long-range interactions, which can impact when a variant
modulates a target gene’s expression. The Temporal Control
Element (TCE) interaction with the Pappa gene is an example
of a time window-specific interaction and is present in young rats
(within WOS), but not older rats (Henning et al., 2016). In the
susceptible genotype, Pappa expression levels are increased
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relative to the resistant genotype leading to increased breast
cancer susceptibility, indicating a genotype-specific effect on
gene expression. A similar model could underlie other SNPs
associated with breast cancer susceptibility, where the SNP occurs
in an enhancer region that loops to regulate a gene’s expression in
a condition-specific manner (e.g. in the WOS but not outside the

WOS). The SNP may disrupt the binding site of a transcription
factor which may result in aberrant expression of the target gene,
but the loop itself is operational only in a particular condition. It
is also possible that the SNP effects the loop strength, for example
by perturbing the binding site of an architectural protein, e.g.
CTCF, which may affect the regulation of a gene (de Wit et al.,

FIGURE 4 | Visualization of regions surrounding 6 dynamic blocks of interest in the window of susceptibility. Within each panel, the top and the bottom heatmaps
visualize the interaction counts from within and outside WOS, respectively. The horizontal bars associated with Cluster below each heatmap are colored by cluster ID;
dynamic blocks are highlighted with a dark blue box outline. Gene expression (RNA-seq in TPM) is visualized in a horizontal purple heatmap, with darker purple
representing higher expression. Finally, the gene track in the middle denotes gene locations; within-WOS and outside-WOS DE genes are colored with blue and
orange, respectively. Gray indicates the gene is not DE. The dynamic blocks of interest are found within (A) #31, chr1 259260000-259510000, (B) #50, chr3
100330000-100660000, (C) #38, chr2 60400000-60730000, (D) #78, chr7 14930000-15660000, (E) #143, chr15 28590000-28930000, (F). #162, chr19 12830000-
13090000.

Frontiers in Genetics | www.frontiersin.org January 2022 | Volume 12 | Article 78831810

Baur et al. 3D Genome and Cancer Susceptibility

202

https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/journals/genetics#articles


2015; Tang et al., 2015; Guo et al., 2018). The TCE-Pappa
interaction was conserved in human and rat. Therefore, we
asked if we could examine additional variants associated with
breast cancer for their participation in condition-specific long-
range interactions (Figure 5).

We considered two studies for this problem, one that mapped
SNPs to genes using a computational tool, INQUISIT (Zhang
et al., 2020), and two, that used Capture-Hi-C (Baxter et al.,
2018). We obtained 26 SNPs from a recent human breast cancer
GWAS study that were linked to potential target genes in 201

interactions using INQUISIT (Zhang et al., 2020). We mapped
these SNPs to loci in rn6 using liftOver and then identified target
genes with the DCIs (Methods), (Kuhn et al., 2013). Since the
lifted over position in rat likely does not correspond to a SNP in
rat, we refer to the interactions as SNP-gene interactions in
human and locus-gene interactions in rat. A total of 11 SNPs
mapped to a locus in rat corresponding to a total of 101 human
SNP-gene associations. Of these 11 SNPs, we identified 15 locus-
gene DCIs, connecting 6 SNPs and 9 genes in total across these
interactions (Zhang et al., 2020) (Table 3). Of these interactions,
7 locus-gene DCIs were within WOS (5 SNPs, 5 genes) and
8 locus-gene DCIs were outside WOS (4 SNPs, 6 genes). Of the 5
genes connected to within WOS locus-gene interactions, Jag1 is
differentially up-regulated within WOS (Figure 5A). Jag1 is part
of the notch signaling pathway involved in the renewal of stem
and progenitor cells in mammary glands and has been associated
with poor overall survival in breast cancer (Reedijk et al., 2005).
Of the 6 genes connected to outsideWOS locus-gene interactions,
Trps1 and Phf1 are differentially up-regulated outside the WOS.
Knockdown of Trps1 results in reduced tumor growth in shRNA

TABLE 2 | Number of genic and non-genic dynamic blocks. A genic block is one
which has genes.

All blocks Significant (t-test and
rank sum)

Total 168 35
Genic 95 28
Non-genic 73 7

FIGURE 5 | Visualization of interactions involving SNPs associated with human breast cancer mapped to rat genome. Within each panel, shown are the interaction
counts from within WOS (left) and outside WOS (right) between the mapped-SNP region (green dotted line) and neighboring regions by distance. Pink dots are DCIs
associated with the gene of interest; blue dots are other DCIs; gray dots are all others. Gene tracks denote gene locations; the gene of interest is highlighted in green.
Gene expression (in TPM) is plotted below the gene tracks. (A) Interactions involving human breast cancer SNP (chr20 11502618 A- > AAC) mapped to a region in
rat. The region is involved in within-WOS DCI with the gene Jag1. (B) Interactions involving human breast cancer SNP (chr6 33239869 C- > T) mapped to a region in rat.
This region is involved in outside-WOSDCI with gene Phf1. (C) Interactions involving human breast cancer SNP (chr3 156535958 AT- > A) mapped to a region in rat. This
region is involved in within-WOS DCI with gene Igfbp5.
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screens and Trps1 has been shown to repress transcription by
interacting with multiple components of the nucleosome
remodeling deacetylase complex (Witwicki et al., 2018). Phf1 is
part of the polycomb group of proteins that maintain repressive
chromatin states and has been shown to be an activator of the p53
signaling pathway (Figure 5B) (Yang et al., 2013). p53 is a tumor
suppressor that regulates cell growth and apoptosis (Yang et al.,
2013). Both Trps1 and Phf1 have tumor suppressor properties, are
associated with repressive chromatin and are up-regulated
outside WOS.

We performed a similar analysis by leveraging a study that
used Capture Hi-C to link breast cancer GWAS SNPs to genes
(Baxter et al., 2018). The study investigated 41 breast cancer
GWAS SNPs connected to genes. Of these 41, 16 mapped to a
locus in rat and participated in 63 SNP-gene interactions in the
human Capture Hi-C data. Seven of these SNP-gene interactions
mapped to a corresponding locus-gene DCI in rat, one in a within
WOS DCI and six in outside WOS DCIs (5 SNPs, 6 genes,
Table 4). For the within WOS DCI, the locus corresponded to
human SNP rs13387042 and gene Igfbp5 (Figure 5C). Igfbp5, like
the WOS-associated gene Pappa gene, is involved in IGF
signaling and plays an important role in mammary
development (Wyszynski et al., 2016). The interaction between

rs13387042 and Igfbp5 is supported by previous studies in
humans (Ghoussaini et al., 2014; Baxter et al., 2018). This
result suggests that the mechanism by which variants interact
with the Igfbp5 promoter may be related to WOS.

Of the 6 genes that are interacting with SNP-associated loci
outside WOS, two are differentially expressed, Ovol1 (up-
regulated outside WOS) and Olfml3 (up-regulated inside
WOS). Ovol1 has been shown to induce mesenchymal to
epithelial transition in human cancers (Roca et al., 2013) and
is associated with rs3903072. This association is also supported
by human eQTL studies in breast cancer, suggesting that
rs3903072 may alter Ovol1 expression (Li et al., 2014).
Targeting Olfml3 has been shown to suppress tumor growth
and angiogenesis (Stalin et al., 2021). Of the non-DE genes,
Zmiz1 is a prognostic marker of multiple cancer types (Mathios
et al., 2019), Rpl37a is a biomarker for response to neoadjuvant
chemotherapy in non-metastatic locally advanced breast cancer
(Carrara et al., 2021), and Hipk1 has been shown to act as a
tumor suppressor by activating p53 (Rey et al., 2013). In the
outside WOS DCI locus-gene interactions, Hipk1 interacts with
rs11552449. This interaction is also supported in human
follicular helper T cell Capture Hi-C data (Su et al., 2020).
Infiltration of follicular helper T cells has also been shown to

TABLE 3 |Rat loci-gene interactions that recapitulate human breast cancer GWAS SNP-gene interaction from Zhang et al. (2020). Shown is the name of the human SNP, the
rat 10 kb bin that has the gene and the variant of the conserved loop. The human SNP is named to show the chromosome ID and the genomic coordinate.

Gene name Human SNP Chr GeneContainingBin SNPContainingBin Within or
outside WOS

Hnf1a rs17215231 12 47430000 47420000 Within
Trps1 rs13277568 7 90150000 90310000 Within
Jag1 rs141526427 3 130090000 131090000 Within
Jag1 rs141526427 3 130100000 131090000 Within
Jag1 rs141526427 3 130110000 131090000 Within
Lekr1 rs34052812 2 157570000 157440000 Within
Mrps35 chr12_29140260 4 181430000 182340000 Within
Phf1 rs2464195 20 5530000 5440000 Outside
Cuta rs2464195 20 5530000 5440000 Outside
Sppl3 rs17215231 12 47310000 47420000 Outside
Hnf1a rs17215231 12 47410000 47420000 Outside
Trps1 rs13277568 7 90190000 90310000 Outside
Trps1 rs13277568 7 90200000 90310000 Outside
Trps1 rs13277568 7 90300000 90310000 Outside
Tiparp rs34052812 2 157340000 157440000 Outside

TABLE 4 |Rat loci-gene interactions that recapitulate human breast cancer GWAS SNP-gene interaction from Baxter et al. (2018), identified with Capture-Hi-C. Shown is the
name of the human SNP, the rat 10 kb bin that has the gene and the variant of the conserved loop.

Gene name Human SNP Chr GeneContainingBin SNPContainingBin Within or
outside WOS

Igfbp5 rs13387042 9 80160000 80440000 Within
Zmiz1 rs704010 16 1890000 1760000 Outside
Zmiz1 rs704010 16 1930000 1760000 Outside
Gtpbp3 rs8170 16 19900000 19790000 Outside
Rpl37a rs16857609 9 80000000 80810000 Outside
Olfml3, Hipk1 rs11552449 2 206220000 206290000 Outside
Ovol1 rs3903072 1 220930000 220910000 Outside
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predict breast cancer survival (Gu-Trantien et al., 2013).
Overall, we were able to recover several human SNP locus-
gene interactions in our dataset, which connected to genes
implicated in cancer. The conservation of these long-range
interactions in human and rat enable leveraging our dataset
to study the human loci in rat as a model system.

DISCUSSION

The window of susceptibility (WOS) of breast cancer is an
important period during which cancer risk due to
environmental exposure is higher in women. The three-
dimensional organization of the genome likely plays an
important role in the transcriptional programs underlying the
early stages of carcinogenesis (Henning et al., 2016; García-Nieto
et al., 2017). However, little is known about these mechanisms
within the WOS and how it differs outside the WOS. Here, we
generated unique Hi-C and RNA-seq datasets for rats in and
outside WOS and developed a computational approach, NE-
MVNMF, that can unravel these differences.

Dynamics in three-dimensional genome organization can be
studied at the level of individual loops as well as higher-order
organizational units. However, the immediate impact on
downstream gene expression due to these changes remains
debated (van Steensel and Furlong, 2019). We demonstrated
that differential chromatin interactions (DCIs) are associated
with transcriptional differences between within WOS and
outside WOS. Upregulated genes associated with differential
interactions, which are higher in strength within WOS are
specifically enriched for cell-cycle related terms compared to
all up-regulated genes or genes associated with DCIs with
counts higher outside the WOS. The cell cycle has been
implicated in breast cancer susceptibility (Deng, 2006) and is
often deregulated in breast cancer (Bower et al., 2017). Our results
suggests that long-range regulation or deregulation of cell cycle
genes could be important avenues for functional studies of breast
cancer susceptibility.

A significant challenge in studying dynamics in 3D genome
organization is detecting reliable changes between time points.
This is difficult because of high sparsity of the data. To address
this challenge, we developed a multi-view NMF approach with
network enhancement to first enhance the Hi-C signal followed
by identification of large-scale topological changes within WOS
and outside WOS. The network enhancement smooths the
matrix, which strengthens well-supported interactions and
weakens poorly supported interactions. This allows MV-NMF
to be more robust to noise and bias. Our results show that
network enhancement to smooth the matrices before NMF
leads to the identification of dynamic blocks that have larger
changes in contact count overall and specifically larger changes in
DCIs compared to static blocks. Closer inspection of dynamic
blocks revealed many genes that are involved in mammary
development and cancer-associated pathways.

We previously identified a WOS-specific interaction
between the TCE and the Pappa gene (Henning et al.,
2016). This interaction is conserved across human, rat and

mouse. Therefore, we asked if we can identify similar
conserved interactions by mapping human SNP-gene
interactions to rat, which can then be followed up with in-
depth molecular characterization in a model organism. We
identified several examples of conserved locus-gene
interactions by comparing our DCIs to two previous studies
connecting breast cancer susceptibility SNPs to genes in
human (Baxter et al., 2018; Zhang et al., 2020). For
example, the SNP rs13387042, which falls in an enhancer
region in human loops over a distance of 400 kb to Igfbp5
(Wyszynski et al., 2016). We were able to map this locus onto a
DCI within WOS rats connected to the rat ortholog of Igfbp5.
Notably, similar to the previously validated WOS-associated
Pappa gene, Igfbp5 is also involved in mammary development
and IGF signaling. This interaction, along with the other
interactions identified in this study, will be a valuable
resource for enabling deeper characterization of genetic
variation and breast cancer that may have a similar age-
specific window of susceptibility.

Our work can be extended in several ways. First, the addition
of more time points would be useful in identifying more fine-
grained dynamics of chromatin for entry and exit from the
WOS. Second, the addition of one-dimensional regulatory
signals would be beneficial in determining which enhancers
and promoters are active within and outside WOS. In general, a
more robust dataset can aid in gaining a more complete picture
of the molecular mechanisms underlying WOS. On the
methodological side, our approach could be extended to
identify more complex patterns of change in 3D genome
organization to handle more time points and heterogeneous
samples. Taken together, our transcriptomic and 3D genome
profiles of within WOS and outside WOS and our
computational pipeline should be a useful resource for
studying the role of 3D genome organization in the window
of susceptibility for breast cancer.
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It is now evident that DNA forms an organized nuclear architecture, which is essential to
maintain the structural and functional integrity of the genome. Chromatin organization can
be systematically studied due to the recent boom in chromosome conformation capture
technologies (e.g., 3C and its successors 4C, 5C and Hi-C), which is accompanied by the
development of computational pipelines to identify biologically meaningful chromatin
contacts in such data. However, not all tools are applicable to all experimental designs
and all structural features. Capture Hi-C (CHi-C) is a method that uses an intermediate
hybridization step to target and select predefined regions of interest in a Hi-C library,
thereby increasing effective sequencing depth for those regions. It allows researchers to
investigate fine chromatin structures at high resolution, for instance promoter-enhancer
loops, but it introduces additional biases with the capture step, and therefore requires
specialized pipelines. Here, we compare multiple analytical pipelines for CHi-C data
analysis. We consider the effect of retaining multi-mapping reads and compare the
efficiency of different statistical approaches in both identifying reproducible interactions
and determining biologically significant interactions. At restriction fragment level resolution,
the number of multi-mapping reads that could be rescued was negligible. The number of
identified interactions varied widely, depending on the analytical method, indicating large
differences in type I and type II error rates. The optimal pipeline depends on the project-
specific tolerance level of false positive and false negative chromatin contacts.

Keywords: epigenetics, gene regulation, computational pipeline, capture Hi-C, chromatin organization

1 INTRODUCTION

The DNA fiber within the nucleus is assembled into an organized, multi-level architecture. During
interphase, chromosomes occupy distinct territories that rarely interact (Cremer and Cremer 2010).
Chromatin is further partitioned into hubs of active and inactive compartments, determined by their
chromatin accessibility status, gene density and bound proteins (Rao et al., 2014). These compartments
are built from smaller topologically associated domains (TADs), which serve as regulatory units, enclosing
most chromatin loops within their boundaries (Dixon et al., 2012; Nora et al., 2012). Chromatin loops
facilitate the communication of distant genomic regions by bringing them into physical proximity,
including enhancers and their target promoters. Substantial evidence supports the importance of this
organization in maintaining genome integrity and driving key biological processes, such as transcription
(Osborne et al., 2004; Rao et al., 2014; Rhie et al., 2019; Akdemir et al., 2020; Cai et al., 2021). For instance,
3D genomic rearrangements allow genes to alternate between areas of active and repressed chromatin
environments to regulate the circadian rhythm (Furlan-Magaril et al., 2021).
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The 3D genome architecture can be investigated using either
imaging or chromosome conformation capture (3C)-based
methods. Imaging techniques are traditionally limited to
studying a handful of loci at a time, even though recent
developments in the field allow genome-scale studies (Su et al.,
2020). 3C-based methods, on the other hand, have been used to
study interactions genome-wide for more than a decade. 3C is a
proximity ligation-based method, which was developed by
Dekker et al. to study ‘one to one’ contacts using PCR
amplification for detection (Dekker et al., 2002). Subsequently,
several large-scale methods emerged, including the unbiased,
genome-wide method, Hi-C, which leverages high-throughput
sequencing to quantify all interactions simultaneously
(Lieberman-Aiden et al., 2009). While Hi-C can provide
information for all contacts, it requires deep sequencing to
confidently identify true genomic interactions at higher
resolution (Rao et al., 2014). To overcome this limitation and
to focus on regulatory loops, library enrichment strategies, such
as Capture Hi-C (CHi-C) (Mifsud et al., 2015) and Capture-C
(Davies et al., 2016), have been applied. CHi-C uses sequence-
specific RNA baits to further select regions of interest from a pool
of ligated Hi-C contacts prior to sequencing. It has been widely
used to capture promoter interactions with regulatory elements
(Furlan-Magaril et al., 2021; Jung et al., 2019) and it has also been
employed to assess disrupted genomic interactions of disease risk
loci (Baxter et al., 2018; Song et al., 2019).

A typical Hi-C data analysis workflow includes the
following steps: quality control and alignment of sequenced
reads (Servant et al., 2015; Wingett et al., 2015; Zheng et al.,
2019), optional binning of interactions, bias-correction (Imakaev
et al., 2012) and performing a statistical test to identify
valid (Mifsud et al., 2017) or functional interactions (Heinz
et al., 2010; Hwang et al., 2015; Durand et al., 2016; Ron et al.,
2017; Wolff et al., 2018; Kaul et al., 2020), which can be
interrogated in downstream analyses (Lajoie et al., 2015). For
each step, there is a growing selection of tools. While systematic
comparisons of Hi-C analytical pipelines exist (Forcato et al.,
2017; Pal et al., 2019), there is a lack of similar comparisons for
CHi-C data.

Data from CHi-C experiments requires specialized software
because CHi-C-specific biases, such as variable capture efficiency,
are not accounted for by most Hi-C analysis tools. Furthermore,
bait-bait interactions need to be treated separately from bait-
other interactions. Ligation fragments that are targeted by baits
on both ends have different capture probabilities compared to
those targeted only on a single end.

The main decision points for CHi-C data analysis are
choosing the method for alignment and filtering of the
sequenced read-pairs and choosing the method for
identifying interactions of interest. For alignment, most
methods will utilize read pairs, where both ends are aligned
uniquely to the genome, e.g., HiCUP and HiC-Pro (Servant
et al., 2015; Wingett et al., 2015). Zheng et al. proposed an
alternative method that rescues those multi-mapping read
pairs that can be unambiguously assigned to an interaction,
however, the benefit of this method for CHi-C has not been
assessed (Zheng et al., 2019). For identification of interactions

of interest, there are a number of distinct strategies. GOTHiC
aims to identify those interactions that are not experimental
artefacts, but represent real contacts in the nucleus. It does not
take genomic distance between the interacting fragments into
account and it does not infer biologically relevant interactions
(Mifsud et al., 2017). Although it was originally developed for
Hi-C data, its visibility correction method, which uses all reads
mapping to a fragment as the basis of correction, is applicable
to bait-other interactions of CHi-C data as well. In
combination with a random ligation sample, a modified
version of the algorithm can be applied to bait-bait
interactions, which uses a mixed additive/multiplicative
model for visibility correction (Mifsud et al., 2015). Other
methods aim to find functional interactions by assuming that
contacts, which occur more often in the nucleus than other
contacts spanning similar genomic distances, are biologically
relevant. CHiCAGO’s goal is to identify functional
interactions by pinpointing those that show higher contact
frequencies than would be expected by Brownian motion of the
chromatin. It also corrects for visibility of a fragment by
separating baits and other ends into groups of fragments
with similar coverage (Cairns et al., 2016). CHiCANE
calculates the significance of an interaction taking into
account both the genomic distance between two bins and
the “interactibility” of bait fragments. “Interactibility” is
defined as the number of trans reads a bait fragment has
(Holgersen et al., 2021). The above mentioned methods use
global background measures to identify real or functional
interactions, which do not take into account the local
chromatin environment of a given bait fragment. In
contrast, CHiCMaxima does not take into account the
global properties of the CHi-C data set, but treats the
contacts of each bait as a virtual 4C instead. It smoothes
the read count profile of the bait and uses local maxima to
find those fragments that form functional chromatin loops
(Zouari et al., 2019). Here, we compare the performance of
these various CHi-C data analysis pipelines in detecting
reproducible interactions that are of potential biological
relevance.

2 MATERIALS AND METHODS

2.1 CD34+ CHi-C
2.1.1. CD34+ Cell Collection, Purification and Fixation
CD34+ cells were collected from the femoral heads of healthy
donors who underwent total hip replacement surgery (in a
consented study approved by the London - Westminster
Research Ethics Committee - IRAS#220344). Bone marrow
was extracted and irrigated in Iscove Modified Dulbecco
Medium/10% Fetal calf serum. CD34+ cells were isolated from
the cell suspension using a Dynabeads CD34 Positive Isolation
Kit (Invitrogen cat# 11301D). PBS-EDTA washed cells were fixed
with 2% final concentration of formaldehyde for 10 min at room
temperature. After quenching the fixation with 0.125M final
concentration of glycine, CD34+ cells were purified using
CD34+ MicroBeads (Miltenyi) according to manufacturer’s

Frontiers in Genetics | www.frontiersin.org January 2022 | Volume 13 | Article 7865012

Aljogol et al. Comparison of Capture Hi-C Pipelines

210

https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/journals/genetics#articles


instructions. A 1 ml aliquot was used to assess the CD34+ purity
by FACS and the purity was determined to be above 90%.

2.1.2. Promoter Capture Hi-C
Hi-C library generation was carried out as described previously
(Mifsud et al., 2015), with minor modifications. Briefly, after
overnight digestion with HindIII at 37°C, DNA ends were labelled
with biotin-14–dATP (Life Technologies) using a Klenow end-
filling reaction. In nucleus ligation was performed by ligating
together biotinylated DNA ends overnight using T4 DNA ligase
(Invitrogen). After phenol: chloroform/ethanol purification DNA
was quantified using Qubit, with a maximum of 40 μg taken
forward. DNA was sheared to a peak concentration of ∼ 400 bp,
using the manufacturer’s instructions (Covaris). Sheared DNA
was then end-repaired, polyadenylated, and double size selected
using AMPure XP beads to isolate DNA ranging from 250 to
550 bp in size. Ligation fragments marked by biotin were
immobilized using MyOne Streptavidin C1 DynaBeads
(Invitrogen) and ligated to paired-end adaptors (Illumina). Hi-
C libraries were then amplified using PE PCR 1.0 and PE PCR 2.0
primers (Illumina) with 6 PCR amplification cycles.

Promoter capture was carried out with SureSelect target
enrichment, using a custom-designed biotinylated RNA bait
library and custom paired-end blockers according to the
manufacturer’s instructions (Agilent Technologies). The 120-
mer baits were targeting both ends of HindIII restriction
fragments that overlap with Ensembl promoters of protein-
coding, noncoding, antisense, snRNA, miRNA and snoRNA
transcripts, had a 25–65% GC content, their sequence
contained no more than two consecutive Ns and were within
330 bp of the HindIII restriction fragment terminus. After library
enrichment, a post-capture PCR amplification step was carried
out using PE PCR 1.0 and PE PCR 2.0 primers with 4 PCR
amplification cycles. CHi-C libraries were sequenced on the
Illumina HiSeq 2000 platform for paired-end sequencing.

2.2 Tools and Datasets
Three replicates of GM12878 in solution ligation promoter
capture Hi-C and three replicates each of iPSC and iPSC-
derived cardiomyocyte in nucleus promoter capture Hi-C data
were downloaded from ArrayExpress (E-MTAB-2323 and
E-MTAB-6014, respectively) using fasterq-dump v2.9.6.
GRCh37 reference genome and chromosome sizes were
obtained from the UCSC genome browser.

H3K27ac, H3K4me1 and H3K4me3 peaks and DNase I
hypersensitivity sites (DHS; GM12878, H1) from the Roadmap
Epigenomics Consortium (2015), heart DHS from the ENCODE
project (Consortium 2012) and Nuclease accessible sites (NAS;
CD34+) from Gargiulo et al. (2009) were downloaded using the
AnnotationHub v2.22.1 R BioConductor package for GM12878
(record numbers “AH29709”, “AH29060”, “AH29061”, and
“AH30743”, respectively) and CD34+ cells (record numbers
“AH42424”, “AH42192”, “AH42194”, and “AH5085”,
respectively), H1 cells (record numbers “AH29891”,
“AH28878”, “AH28880”, and “AH29873”, respectively) and
left ventricle/heart (record numbers “AH30592”, “AH29554”,
“AH29555”, and “AH25530”, respectively). Significant

H3K27ac, H3K4me1, H3K4me3 and DHS peaks were defined
as q-value< 0.05.

HiCUP v0.7.2 (Wingett et al., 2015), mHiC (Zheng et al.,
2019), GOTHiC++ (based on (Mifsud et al., 2017), CHiCAGO
(Cairns et al., 2016), CHiCANE ((Holgersen et al., 2021) and
CHiCMaxima (Zouari et al., 2019) were downloaded from links
summarized in Figure 1A.

2.3 Read Alignment and Filtering
2.3.1 HiCUP
An in silico 1-based HindIII digest profile of the hg19 reference
genome was created using hicup_digester. This file represents all
possible HindIII fragments in the genome and was used to
identify CHi-C artifacts. HiCUP v0.7.2 was used with bowtie2
v2.4.2. (hg19) for the alignment step, and minimum and
maximum di-tag ranges were set to 150 and 800 for the
filtering step. All other parameters were kept as default. The
final BAM output was filtered to include only read pairs where
both ends have a mapping quality ≥10.

2.3.2 mHiC
mHiC was applied at four different resolutions: Restriction
fragment level (RF), 10 kb, 100 kb and 1 MB with the default
BWA aligner (v0.7.17-r1188). The 0-based HindIII digest profile
supplied by mHiC was used for mapping the reads to restriction
fragments. Parameters were adjusted to be consistent with the
parameters used for HiCUP. We used 150 for the minimum and
800 for the maximum di-tag length. The chimeric read length
threshold was adjusted to 20. The mapping quality threshold was
reduced to 10. The unique and multi-read valid pairs (those that
map to unique bins) were concatenated for further processing.
The final normalization steps of mHiC were omitted. Valid read
pairs were kept from the SAM output of step 2 and the SAM file
was converted to BAM using samtools v1.9. for GOTHiC,
CHiCAGO and CHiCANE input.

2.4 Identifying Significant Interactions
Significant chromatin contacts were identified at fragment
resolution using four different software. Three compare the
observed read counts for each interaction to a global
background and one identifies significant contacts based on
the local interaction profile (Figure 1B). Additionally, since
the GOTHiC algorithm does not aim to identify functional
interactions among those present in the nucleus, we defined
bait-specific q-value thresholds for the GOTHiC results. Bait-
specific q-value thresholds filter for interactions that are more
significant than the majority of contacts a given bait makes. These
are likely to represent functional loops.

2.4.1 CHiCAGO
CHiCAGO requires five input files: Rmaps represent all the
possible fragments in the genome. Baitmaps represent intervals
of fragments that were baited, as well as their bin ID relative to the
rmap, and gene names within each captured fragment. The
remaining three input files were created using chicagoTools
makeDesignFiles.py script with its default settings for HindIII.
For MboI-digested fragment we used binsize 1,500, minFragLen
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75, maxFragLen 12,000 and maxLBrownEst 97,500. We
converted BAM files to chinput format using chicagoTools
bam2chicago.sh. Lastly, runChicago.R was executed with the
same settings mentioned above. The significance threshold was
set to a score ≥5. We also tested ≥10 and ≥15.

2.4.2 CHiCANE
Interactions files were created using prepare. data () with the
default parameters and three input files: HiCUP/mHiC BAM
files, and the baitmaps and rmaps created previously. We then
executed chicane() using the interactions file as input.
Significance threshold was set to q-value < 0.05. We also
tested <0.01 and <0.001.

2.4.3 GOTHiC++
We executed gothic using the BAM files with default settings.
Significance threshold was set to q-value < 0.05. We also tested
<0.01 and <0.001. GOTHiC identifies interactions that are not
due to random ligation events. In order to identify which one of
the non-random interactions might be biologically relevant, we
defined a per bait q-value threshold based on the slope of the
cumulative significance [-log10 (q-value)] curve of the
interactions each bait made. Briefly, significance values of all
significant interactions of the bait were rounded and for each
value we calculated the number of interactions with equal or
higher significance. We took the derivative of this cumulative
curve to set the threshold for the bait to the significance level,
where the absolute slope is above 1.

2.4.4 CHiCMaxima
Interactions input files were created in the format specified in
CHiCMaxima. IDs were defined as their bin ID relative to the
rmap file. CHiCMaxima was used with default settings with a
window size of 20 and 100 for HindIII- and MboI-digested
samples, respectively. CHiCMaxima excludes genes with

insufficient coverage. Therefore, the output includes only valid
interactions.

2.5 Downstream Analyses
We assessed the reproducibility of significant interactions two-
fold. First, we overlapped the non-bait captured fragments for
each bait across all replicates, then we investigated those that
overlap with active chromatin. Interactions that were present in at
least two replicates were considered reproducible. We also
calculated the number of interactions, which pass a joint mean
q-value or score threshold in at least two replicates for each tool.

To assess whether significant interactions are of biological
relevance we calculated the proportion of identified promoter
interacting fragments that harbour active chromatin regions. We
overlapped the fragments, or the fragments extended on both
sides with either 2.5 kb or 20 kb, with H3K27ac, H3K4me1,
H3K4me3 and DNase I hypersensitivity sites using the
GenomicRanges v1.42.0 R package.

3 RESULTS

3.1 The Effect of Multi-Mapping Reads
We analysed eleven promoter capture Hi-C (PCHi-C) data sets.
Three replicates of the GM12878 cell line were in solution-
ligation PCHi-C data sets with 93 million to 188 million
sequenced read pairs. Two replicates prepared by in nucleus
ligation from CD34+ hematopoietic stem cells were sequenced
more deeply and had 359 million and 579 million read pairs.
Three replicates each of iPSC and iPSC-generated cardiomyocyte
in nucleus ligation PCHi-C libraries were sequenced at similar
depth with 368 million to 475 million reads (Figure 2A,
Supplementary Table S1). Raw sequencing reads were
mapped and filtered either by HiCUP, which only considers
uniquely mapping reads, or by mHiC, which rescues those

FIGURE 1 | Research summary. (A). CHi-C analytical tools used and their sources. (B). Strategy overview. HiCUP and mHiC were compared for their performance
in mapping read pairs and filtering experimental artefacts. GOTHiC, CHiCMaxima, CHiCAGO and CHiCANE were compared for their ability to identify reproducible,
biologically relevant interactions. Yellow boxes indicate the type of background model used by each tool. GOTHiC local filtering (LF) is an optional downstream filtering of
GOTHiC globally significant interactions based on the local interaction profile of each bait.
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multi-mapping reads that map to unique restriction fragments or
interaction bins, depending on the resolution. HiCUP returned a
slightly higher number of valid read-pairs than mHiC, which
difference became more prominent in the MboI-digested
samples. Each sample had 52–64% valid mapped read-pairs
using HiCUP and 45–62% using mHiC. The difference
remained the same when only those read-pairs were kept,
where both ends had a good mapping quality (MAPQ ≥10)
(Figure 2A, Supplementary Table S1.).

Zheng et al. showed that mHiC can rescue up to 20% of reads
in Hi-C samples (Zheng et al., 2019), but we did not observe
higher valid read counts when mapping these PCHi-C samples.
In order to explore whether the lack of improved valid read
proportion was due to the high, fragment-level resolution of
PCHi-C, we calculated the number of valid unique and rescued
multi-mapping reads at fragment level, 10 kb, 100 kb and 1 Mb
resolutions (Figures 2B,C, Supplementary Table S2). The
number of uniquely mapping reads decreased as the resolution
decreased, because a larger proportion of the read pairs fell on the
diagonal of the contact matrix, into a single bin, and those read

pairs were filtered out. The decrease was more pronounced for
deeper sequenced samples and for shorter fragments (Figure 2B).
The number of rescued multi-mapping read pairs was negligible
at restriction fragment level resolution; at most 32,239 read pairs
were rescued in the largest MboI-digested sample. This number
did increase with the use of larger bins, however, it did not exceed
1.9M reads at 1 Mb resolution, which was only 0.6–1.6% of the
uniquely mapping read pairs in the same samples (Figure 2C).

3.2 Reproducibility of Interactions
The numbers of identified significant interactions using HiCUP-
or mHiC-aligned and filtered reads were similar. In general, there
were up to 10% fewer interactions using mHiC-aligned reads
(Figure 3A, Supplementary Figure S1). There was a 2–500-fold
difference in the number of interactions identified by GOTHiC
and CHiCANE. CHiCMaxima identified slightly more
interactions than CHiCAGO and they both returned ∼
5–20 times as many interactions as CHiCANE (Figure 3A,
Supplementary Table S3A). These differences were also
apparent in the proportion of baited fragments with at least

FIGURE 2 | Valid read pairs. (A). Number of identified valid pairs using HiCUP and mHiC. Black bars indicate the total number of raw read pairs. Read pairs were
filtered to keep only those with a mapping quality (MAPQ) ≥10. BF: number of mapped read pairs before MAPQ filtering. AF: number of mapped reads after MAPQ
filtering. (B). Number of uniquely mapping read pairs using mHiC at different resolutions. (C). Number of rescued multi-mapping read pairs using mHiC at different
resolutions. RF: restriction fragment.
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one identified interaction, which was 99–99.9% and 79–82% with
GOTHiC and only 13–89% and 7–13% with CHiCANE for
HindIII- and MboI-digested samples, respectively (CHiCAGO:
71–78.9% and 45–52%, CHiCMaxima: 86–99.6% and 32–36%)
(Supplementary Table S4). The proportion of bait-bait
interactions was highest in CHiCAGO, in the local-filtered
GOTHiC and in CHiCMaxima for MboI-digested samples
(Figure 3A, Supplementary Figure S1). The number of
significant interactions in the 4-cutter-digested samples was
equivalent to or lower than the number in the GM12878
datasets by GOTHiC, CHiCMaxima and GOTHiC (LF),
despite the deeper sequencing of the iPSC and cardiomyocyte
samples. CHiCAGO identified a similar number of significant
interactions to those in the larger HindIII samples (Figure 3A,
Supplementary Figure S1).

Reproducibility of exact interactions across replicates ranged
from 4 to 8% using CHiCMaxima. It was 44–50% for GOTHiC
(41–57% after local filtering). CHiCAGO showed 16–20% and
CHiCANE interactions showed 22–32% reproducibility
(Figure 3B, Supplementary Table S5A). However, when
interactions between the exact fragments are not observed, it has
been noted that interactions with neighbouring fragments are
present in the replicates, therefore we calculated the
reproducibility of interactions by extending the non-baited

fragments with 2.5 kb or 20 kb on each side. This resulted in a
higher proportion of overlapping interactions in all tools, especially
for 4-cutter digested samples. The most prominent increase was
observed for GOTHiC, the proportion of reproducible interactions
increased to 61–71% with the 2.5 kb extension (Supplementary
Table S6A) and 70–83%%with the 20 kb extension (Supplementary
Table S7A). CHiCMaxima showed the lowest reproducibility after
extension as well (Figure 3B). In order to test whether the choice of
threshold affected our results, we also filtered at q-values < 0.01 and
0.001 for CHiCANE, GOTHiC and GOTHiC (LF), and at scores ≥
10 and 15 in CHiCAGO. CHiCMaxima does not have a scoring
system and returns only local peaks. Using the second threshold, the
number of significant interactions decreased by 11–22% in
GOTHiC, 85–96% in CHiCAGO, 41–50% in CHiCANE and
0.3–7% in GOTHiC (LF). Using the third threshold, the number
of identified interactions decreased by 28–34% in GOTHiC,
95–99.5% in CHiCAGO, 67–80% in CHiCANE and 0.5–13% in
GOTHiC (LF) (Supplementary Tables S3B,C). These had a
negligible effect on the reproducibility as the maximum increase
was 0–5% in GOTHiC, 1–13% in CHiCAGO, 0–5% in CHiCANE
and 0–4% in GOTHiC (LF) at the restriction fragment level
(Supplementary Tables S5B,C). The increase was lower when
extending for 2.5 kb (Supplementary Tables S6B,C) or 20 kb
(Supplementary Tables S7B,C).

FIGURE 3 | Reproducibility of HiCUP-preprocessed significant interactions. (A). Number of HiCUP-preprocessed significant interactions using GOTHiC (with and
without LF), CHiCAGO, CHiCANE and CHiCMaxima. (B). Bar plots represent the percentage of non-baited fragments that overlap in at least two replicates for each bait.
Overlaps were studied for exact fragment-level interactions and interactions where non-baited fragment-ends were extended by 2.5 kb or 20 kb.
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The reproducibility of potentially functional interactions,
where the non-baited fragments overlapped with DNaseI
hypersensitivity sites (DHS), H3K4me1, H3K4me3 or
H3K27ac peaks, was higher than it was for all identified
interactions using GOTHiC and its local-filtered
interaction list but was equal or lower using the other
methods (Supplementary Figure S2, Supplementary
Tables S8–S10).

All Hi-C-type data, including capture Hi-C, are known to be
prone to undersampling, therefore we tested the utility of using
a joint mean q-value (GOTHiC, CHiCAGO and CHiCANE)
and score (CHiCAGO) threshold for replicates. This resulted
in a 0–17% increase in the total number of unique interactions
identified across single replicates, the highest being in
CHiCAGO. It indicates that, especially in CHiCAGO, many
interactions that are significant in one replicate only, are near
the threshold in another replicate (Supplementary
Table S5D).

3.3 Interactions With Potential Biological
Function
Finally, we assessed whether the identified interactions are of
potential biological function, by overlapping the non-baited
fragments with DHS (open chromatin), H3K4me1 and
H3K27ac peaks (enhancer) and H3K4me3 (active promoter)
from the respective cell types. A larger proportion of
interactions overlapped with DHS peaks (13–64%) compared
to H3K27ac (5–39%), H3K4me1 (5–56%) and H3K4me3
(5–30%) peaks. GOTHiC interactions had the lowest
proportion of interactions overlapping with these features.
CHiCAGO- and CHiCMaxima-identified interactions had on
average a 1.6-fold higher proportion of functional interactions
than GOTHiC-identified interactions and 1.2-fold higher than
local filtered GOTHiC interactions. In general, CHiCANE
showed the highest percentage of interactions overlapping
active chromatin (Figures 4A,B). These differences are
diminished when the non-baited fragments are extended.
2.5 kb-extended CHiCMaxima interactions have a higher
proportion of functional interactions in 4-cutter digested
samples than CHiCANE, but lower in 6-cutter digested ones
(Supplementary Tables S11–S13).

Interactions made by the baited BCL2 promoter demonstrate
the above observations. Most methods identified a low number of
interactions for this promoter, while GOTHiC, even after local
filtering, found several interacting fragments. GOTHiC-identified
interactions also spanned further than those pinpointed by other
methods. CHiCANE interactions were the fewest and shortest.
The bottom tracks show DHS, H3K4me1 and H3K27ac profiles
in this region. Magenta highlights an interaction that was
identified in all methods, blue highlights peaks overlapped
with an interaction that was identified by all methods except
CHiCANE, while yellow highlights those in GOTHiC-only
interacting fragments (Figure 4C).

4 DISCUSSION

Recent advances in chromosome conformation capture
technologies have enabled us to systematically investigate the
spatial arrangement of chromatin within the nucleus. The
increasing number of experimental approaches were
accompanied by the development of computational pipelines
to analyze resulting data and ensure reproducibility of
research, but there is no standard method for the analysis of
CHi-C data.

Here, we compared two software for the alignment and
filtering of reads, HiCUP and mHiC. The former uses
uniquely mapping reads only, while the latter keeps those
multi-mapping reads that come from a single restriction
fragment or genomic bin. At restriction fragment
resolution the use of mHiC was not advantageous, in fact
HiCUP returned more valid read pairs. This difference might
have come from the different aligners used by the two
methods, as HiCUP uses Bowtie2, while mHiC uses BWA.
For this set of samples, we did not observe substantial benefit

FIGURE 4 | Biologically relevant interactions. Bubble heat maps
represent the proportion of interactions that overlap (A). DHS or (B).
H3K4me1 peaks. The size of the circle represents the log10 number of
promoter-other interactions identified by the different methods.
(C). A comparison between BCL2 promoter interactions in GM12878
cells within ± 1 Mb as reported by each method. Dashed lines
represent examples of interactions that are identified in all tools
(magenta), all tools except CHiCANE (blue), only in GOTHiC (yellow).
ENCODE ChIP-seq profiles for DHS, H3K4me1 and H3K27ac in
GM12878 cell lines are shown in the bottom tracks. DHS: DNase I
Hypersensitivity sites.
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from rescuing multi-mapping reads by mHiC at lower
resolutions either. However, it might be useful with
samples of lower sequencing quality as reads with
mismatches are more prone to be misaligned.

Next, we compared methods used for identification of real or
functional interactions. In addition to identifying interactions,
CHiCAGO and CHiCANE provide R code for functional
enrichment and visualization of the data and CHiCMaxima has
a graphical interface which facilitates its use for less experienced
users. These additional features might also influence the choice of
tool. Here we focused on the reproducibility and specificity of
regulatory interactions identified.

The most striking difference between these methods was the
number of interactions identified. GOTHiC, which identifies
those interactions that are not due to spurious ligation of DNA
ends, unsurprisingly returns a magnitude higher number of
interactions than the other methods, which define interactions
as those that are more enriched than their local environment or
than other interactions with similar genomic distance. When
we aim to find functional interactions and filter GOTHiC
results based on the local interaction profiles, there is about
0.1–0.69 of those interactions left, which is still much more
than what we found by any other method. It is likely that this
method has the highest false positive rate for functional
interactions, but examples showed that many regulatory
chromatin features are linked to promoters solely by
GOTHiC. CHiCANE is the strictest of all four methods
tested and a very high proportion of the interacting
fragments is overlapping active chromatin, but it is likely to
have a very high false negative rate, also indicated by the low
proportion of baits with at least a single interaction.
CHiCAGO and CHiCMaxima can be a good compromise
between false positive and false negative rates, as these
identify 4–18 times as many interactions as CHiCANE, and
the proportion of those significant interactions that overlap
with regulatory features is not much below CHiCANE’s.
Extending the interacting fragments with 2.5 kb or 20 kb on
each side, increased both reproducibility and the proportion of
regulatory interactions. However, the 20 kb-extension reduces
the resolution of CHi-C beyond the size of an average
regulatory element, which is not recommended for studying
promoter-enhancer interactions.

In summary, the choice of method should depend on the
tolerable level of false positive and false negative interactions, and
this systematic comparison will help researchers identify the
method best applicable to their projects.

DATA AVAILABILITY STATEMENT

The datasets presented in this study can be found in online
repositories. The names of the repository/repositories and
accession number(s) can be found below: https://www.ebi.ac.
uk/arrayexpress/, E-MTAB-10701 https://www.ebi.ac.uk/
arrayexpress/, E-MTAB-2323 and https://www.ebi.ac.uk/
arrayexpress/ E-MTAB-6014.

ETHICS STATEMENT

The studies involving human participants were reviewed and
approved by London - Westminster Research Ethics Committee.
The patients/participants provided their written informed
consent to participate in this study.

AUTHOR CONTRIBUTIONS

DA and BM. conceptualized the project. IT. developed C++
version of GOTHiC. CO. performed promoter capture Hi-C
on CD34+ cells. DA. performed the analyses under BM’s
supervision. DA and BM. wrote initial draft of the manuscript.
DA, CO, and BM. revised the manuscript.

FUNDING

The project is funded by internal funding at Hamad Bin Khalifa
University. Part of the HPC resources and services used in this
work were provided by the Research Computing group in Texas
A&M Universtiy at Qatar. Research Computing is funded by the
Qatar Foundation for Education, Science and Community
Development (http://www.qf.org.qa).

ACKNOWLEDGMENTS

The authors acknowledge the use of Qatar Environment and
Energy Research Institute (QEERI) HPC under Project ID HPC-
P20006.

SUPPLEMENTARY MATERIAL

The SupplementaryMaterial for this article can be found online at:
https://www.frontiersin.org/articles/10.3389/fgene.2022.786501/
full#supplementary-material

Supplementary Figure S1 | Number of mHiC-preprocessed significant
interactions using GOTHiC (with and without LF), CHiCAGO, CHiCANE and
CHiCMaxima.

Supplementary Figure S2 | Reproducibility of HiCUP-preprocessed regulatory
interactions. Bar plots represent the percentage of (A). DHS, (B). H3K27ac, (C).
H3K4me1 or (D). H3K4me3 overlapping non-baited fragments that overlap in at
least two replicates for each bait. Overlaps were studied for exact fragment-level
interactions and interactions where non-baited fragment-ends were extended by
2.5 kb or 20 kb. DHS: DNase I Hypersensitivity sites.

Supplementary Figure S3 | Biologically relevant interactions. Bubble heat maps
represent the proportion of interactions that overlap (A). H3K27ac or (B). H3K4me3
peaks. The size of the circle represents the log10 number of promoter-other
interactions identified by the different methods.

Supplementary Table S1 | Number of mapped valid read pairs using HiCUP and
mHiC. Read pairs were filtered to keep only those with a mapping quality
(MAPQ) >�10.
Supplementary Table S2 | Number of unique and multi-mapping read pairs using
mHiC at different resolutions. RF: Restriction fragment.
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Supplementary Table S3 | Number of significant interactions identified (A) at the
default thresholds (q<0.05, CHiCAGO score>�5) and at stricter (B) q<0.01, score
>�10 or (C) q<0.001, score >�15 thresholds.

Supplementary Table S4 | Number of baits with at least one significant interaction
identified. Total number of baits used was 19,022 and 70,545 in HindIII- and MboI-
digested samples, respectively.

Supplementary Table S5 | (A-C). Percentage of exact non-baited fragments
detected at different significance thresholds that overlap in at least two
replicates for each bait. (D). Percentage of reproducible interactions, where
the average q-value or CHiCAGO score of at least two replicates is below the
default threshold.

Supplementary Table S6 | Percentage of non-baited fragments detected at
different significance thresholds, where both ends have been extended by 2.5
kb, that overlap in at least two replicates for each bait.

Supplementary Table S7 | Percentage of non-baited fragments detected at
different significance thresholds, where both ends have been extended by 20
kb, that overlap in at least two replicates for each bait.

Supplementary Table S8 | Percentage of regulatory interactions that overlap in
at least two replicates for each bait. DHS: DNase I Hypersensitivity sites.

Supplementary Table S9 | Percentage of regulatory interactions, where both
ends have been extended by 2.5 kb that overlap in at least two replicates for each
bait. DHS: DNase I Hypersensitivity sites.

Supplementary Table S10 | Percentage of regulatory interactions, where both
ends have been extended by 20 kb that overlap in at least two replicates for each
bait. DHS: DNase I Hypersensitivity sites.

Supplementary Table S11 | Proportion of interactions which overlap (A). DHS, (B).
H3K27ac, (C). H3K4me1 or (D). H3K4me3 peaks. DHS: DNase I Hypersensitivity sites.

Supplementary Table S12 | Proportion of interactions, in which both ends are
extended by 2.5 kb that overlap (A). DHS, (B). H3K27ac, (C). H3K4me1 or (D).
H3K4me3 peaks. DHS: DNase I Hypersensitivity sites.

Supplementary Table S13 | Proportion of interactions, in which both ends are
extended by 20 kb that overlap (A). DHS, (B). H3K27ac, (C). H3K4me1 or (D).
H3K4me3 peaks. DHS: DNase I Hypersensitivity sites.
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A detailed understanding of the principles of the structural organization of genetic material
is of great importance for elucidating the mechanisms of differential regulation of genes in
development. Modern ideas about the spatial organization of the genome are based on a
microscopic analysis of chromatin structure and molecular data on DNA–DNA contact
analysis using Chromatin conformation capture (3C) technology, ranging from the
“polymer melt” model to a hierarchical folding concept. Heterogeneity of chromatin
structure depending on its functional state and cell cycle progression brings another
layer of complexity to the interpretation of structural data and requires selective labeling of
various transcriptional states under nondestructive conditions. Here, we use a modified
approach for replication timing-based metabolic labeling of transcriptionally active
chromatin for ultrastructural analysis. The method allows pre-embedding labeling of
optimally structurally preserved chromatin, thus making it compatible with various 3D-
TEM techniques including electron tomography. By using variable pulse duration, we
demonstrate that euchromatic genomic regions adopt a fiber-like higher-order structure of
about 200 nm in diameter (chromonema), thus providing support for a hierarchical folding
model of chromatin organization as well as the idea of transcription and replication
occurring on a highly structured chromatin template.

Keywords: higher-order chromatin folding, euchromatin, replication, transcription, electron tomography

INTRODUCTION

In the interphase nucleus of higher eukaryotes, DNA displays up to 1,000-fold linear compaction by
forming a complex with histones and a set of non-histone proteins—a chromatin. Despite many
efforts aiming at elucidation of the DNA folding path in the nucleus, our understanding of how DNA
is packaged into chromatin and adopts its conformation is still incomplete. The source of
contradiction is rooted from the diversity of experimental techniques used to study chromatin
organization at high spatial resolution. Initial attempts were made by analyzing permeabilized cells in
order to improve chromatin contrast by removing soluble non-chromatin nuclear material
(Zatsepina et al., 1983; Belmont et al., 1989). These studies revealed organization of chromatin
into higher-order fibers of 100–130 nm in diameter—chromonema both in interphase and mitotic
chromosomes. Careful ultrastructural analysis of cells entering and exiting mitosis demonstrated that
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mitotic chromosome compaction/decompaction is achieved by
sequential folding/unfolding of chromonema into the fibers of
even higher thickness supporting the idea of hierarchical DNA
compaction (Belmont and Bruce 1994; Kireeva et al., 2004). These
data were criticized on the grounds of possible artifactual
chromatin aggregation caused by chromatin-compacting
agents (divalent cations and/or polyamines). In contrast,
various alternative approaches including live nucleosome
tracking (Maeshima et al., 2014), ChromEMT (Ou et al.,
2017), and cryo-electron microscopy (Eltsov et al., 2008, 2018;
Nishino et al., 2012) that better maintain native chromatin
structure failed to demonstrate any signs of hierarchical
folding motifs beyond a nucleosome fiber. This has led to
formulation of a “polymer melt” model of chromatin
organization further supported by the concept of phase
separation as a driving force of chromatin organization (Erdel
and Rippe, 2018; Mirny et al., 2019). However, regardless of the
exact way of DNA folding in the nucleus, it is generally accepted
that the local ratio of DNA packaging tightly correlates with
transcriptional activity, rendering chromatin subdivided into two
fractions—transcriptionally active and centrally located
euchromatin and permanently silent or transcriptionally
repressed heterochromatin, which preferentially occupies
perinucleolar and peripheral areas of the cell nucleus (Solovei
et al., 2016; van Steensel and Belmont, 2017). Different chromatin
fractions bear specific molecular signatures, such as characteristic
histone post-translational modifications, sets of non-histone
proteins, and patterns or DNA methylation, which
cumulatively contribute to the maintenance of their structural
and functional states.

To facilitate transcription, euchromatin is maintained in a
more decondensed (“open”) state relative to heterochromatin as
shown by both microscopy and biochemical assays, yet the degree
of its “openness” apparently varies depending on the
transcription level. On one extreme of the range lay highly
transcribed chromosomal loci demonstrating complete
chromatin unfolding, such as puffs in Diptera polytene
chromosomes or loops in lampbrush chromosomes (Björk and
Wieslander, 2015; Morgan, 2018). On the other hand, the
majority of transcribed genes display much lower activity,
raising the question whether euchromatin packaging displays
variability depending on the transcription activity and what
degree of compaction is most typical for it.

Direct imaging of euchromatic genomic loci at high resolution
would make an ideal tool to answer this question. However, this
approach faces several complications. First, identification of
euchromatic loci merely by their relative positioning in the
nucleus or by overall compaction state (Ou et al., 2017) may
be misleading. Second, traditional ways of chromatin labeling
[either by immunocytochemical approaches or by FISH
(Boettiger et al., 2016)] require relatively mild fixation
conditions required for probe penetration and antigene
preservation, which are incompatible with maintenance of
native chromatin structure, especially with FISH with its
intrinsic harsh denaturation steps, while optimal fixation
renders specific labeling ineffective and complicates the 3D
analysis if applied to electron microscopy. Using an alternative

approach based on analysis of transgenic loci labeled by the LacO/
lac-repressor system and in vivo immunogold staining seems to
preserve chromatin ultrastructure much better (Belmont et al.,
2010). However, the artificial chromosomal loci may not
faithfully recapitulate the behavior of endogenous genes upon
transcription activation, while binding of tagged proteins to
chromatin at high density required for good structural
resolution may potentially disturb chromatin structure.

Previously, we adapted replicative labeling of DNA with 5-
ethynyl-2′-deoxyuridine (EdU, Salic and Mitchison, 2008) to
ultrastructural studies of chromatin reorganization during and
after replication (Deng et al., 2016). Here, to specifically
investigate structural organization of euchromatin with high
spatial resolution and optimal structure preservation, we
modified this approach based on prolonged replicative labeling
to visualize long stretches of DNA (Visser and Aten, 1999)
combining EdU labeling with biotin-streptavidin-mediated
Nanogold detection scheme and electron tomography. We
demonstrate here that the majority of early replicating
euchromatin is arranged into higher-order fiber-like structures.

MATERIALS AND METHODS

Cell Labeling and Fixation
HT1080 cells were plated on glass coverslips 1 day before the
experiment. For labeling of replicated DNA, cells were incubated
in 10 μM EdU (Thermo Fisher Scientific) for 2 h. Cells were fixed
with prewarmed (37°C) 2.5% glutaraldehyde on cacodylate buffer
(pH 7,2) for 1 h. After washing in PBS with 5 mMMgCl2 (PBSp)
three times for 5 min, free aldehyde groups were quenched with
20 mM glycine in PBSp (2 × 10 min). Cells were next
permeabilized in 0.1% Triton X-100 in PBSp (PBSpT) twice
for 20 min and blocked in 1% BSA in PBSp for 1 h.

EdU Detection
EdU was detected according to the Click-IT EdU Imaging Kit
protocol with AlexaFluor488-azide or biotin-azide for
40 min. After EdU detection, cells were washed again with
BSA-PBS*T buffer 3 times for 5 min, and then washed with
deionized water 3 times for 5 min. Streptavidin-Nanogold
(Nanoprobes) in BSA-PBS* T buffer (1:500) was then added
to biotin-azide samples overnight and thoroughly washed
with BSA-PBS*T buffer. For cells stained with
AlexaFluor488-azide, processing for TEM included
detection of AlexaFluor488 with mouse monoclonal
antibodies against AlexaFluor488 (Thermo-Fisher) and
Nanogold-conjugated goat anti-mouse Fab-fragments
(Nanoprobes) at 1:400 dilution for 24 h with the same
washes as for streptavidin-Nanogold staining. Cells were
post-fixed with 1% glutaraldehyde in PBS buffer for
30 min, washed with 20 mM glycine in PBS* and deionized
water and then free aldehyde groups were additionally
quenched with NaBH4 (1 mg/ml) for 20 min and cells were
extensively washed with several changes of deionized water.
Fluorescently labeled samples were imaged with Eclipse Ti-E
inverted microscope (Nikon) using 60 x 1.4 NA objective and
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appropriate filter sets. Z-stacks were recorded with Neo
sCMOS camera (Andor) and deconvolved using NIS-
Elements 5.3 software package.

Ag-Amplification
Nanogold particles (1.4 nm) were silver-enhanced as described
previously (Hainfeld and Furuya, 1992; Kireev et al., 2008). This
procedure results in deposition of silver on the surface on
Nanogold particles and formation of larger (10–20 nm) silver
particles with an Au core, which are readily detected at low-
magnification TEM. Briefly, 5 ml of 30% acacia powder solution
in deionized water was mixed with 2 ml of 1 MMES (pH = 6.1) in
a foil-wrapped 50-ml tube and mixed thoroughly for 30 min by
slowly rocking the tube. Right before the procedure, 1.5 ml of
freshly prepared 0.2% N-propyl gallate (Fisher) in deionized
water was added to acacia powder mix and tube rocked for
about 3 min, then 1.5 ml of freshly prepared 0.7% silver lactate in
deionized water was added and a mix was rocked for another
2 min. In a dark room, the reaction mix was applied to the cells
for 3–4 min and immediately washed out with several changes of
deionized water.

Dehydration, Epon Embedding, and
Sectioning
Samples were dehydrated in a series of graded ethanol solutions
and embedded in Epon 812 (Sigma-Aldrich). Coverslips were
then removed by repetitive placement of the samples in liquid N2

and boiling water. The cells in early S-phase (replication pattern 1
or 2) were located under the bright-field microscope with 20 x
lens and the blocks were manually trimmed with the razor blade.
Sections that are 250–350 nm thick were cut on the Ultracut E
ultramicrotome (Leica) in that serial sections were picked onto
Formvar-coated 1-mm single-slot grids. Grids were either stained
with 5% aqueous uranyl acetate for 20 min or left unstained, and
then carbon-coated.

Electron Tomography
Electron tomography data were acquired with a JEOL JEM-2100
200kV LaB6 transmission electron microscope, equipped with a
Gatan GIF Quantum ER energy filter and SerialEM software
(Mastronarde, 2005). Images were recorded in EFTEM mode
with 20 eV energy-selecting slit, positioned at zero loss, near-
parallel condenser illumination conditions, and 0.8 µm defocus.
The tilt series was one-axis and one-directional from −60 to +60°

with 2° steps. No dose-limiting procedures were carried out, but
the tomography region was pre-illuminated with high electron
dose. To estimate the resolution, we generated the pair of
tomograms from even and odd tilt series subsets
independently. The worst resolution estimate is 9 nm at 0.143
FSC criterion. The FSC was calculated across all tomograms
including low SNR areas that do not contain nanoparticles.

Tomogram Analysis
The tomogram reconstruction was performed with IMOD
software (Kremer et al., 1996) following the standard
workflow. Some Ag particles were selected as fiducials for

accurate image alignment. All the subsequent steps were
performed in ImageJ. During the first step, the default
threshold was applied to the reconstructed tomogram to
convert grayscale 3D-stack into a binary image. Then, the
“3D Simple segmentation” plugin of the binary image was
applied (with default threshold) to a binary image to identify
3D particles as objects.

Subsequent clusterization of those objects is necessary for
further analysis of chromatin structure. First, local density was
calculated with the “3D Density” plugin. This plugin requires two
parameters: “number of neighbors” determines the number of
closest neighbors to compute for each pixel, and “radius”
determines the radius of expansion from the particle center
(hence the radius of resulting fiber). 3D density was calculated
for different radii with the number of neighbors set to 40
(variation of both parameters lead to somewhat similar results,
so we chose to fix the number of neighbors and iteratively adjust
the radius). The number of individual clusters was then plotted
against the density calculation radius. The plateau on this plot
indicates drastic change in density of golden particles, which can
be interpreted as an edge of the object. Usually, two obvious
thresholds could be clearly seen. 3D density maps calculated with
those threshold radii were further converted to binary images
using default brightness threshold. The resulting objects were
considered as required chromatin structures.

In order to obtain some metrics of those fibers, first the “3D
Distance map” plugin was used. It calculates minimum distance
to the edge of the objects for every pixel and assigns it as
brightness of this pixel. Since we were interested in overall
fiber diameter, we needed to extract central pixels—axis—of
the objects. This was achieved by the “Skeletonize 3D” plugin.
Then, the skeletonized image and 3D distance map were
combined, so that the final image contains only central axial
pixels with their intensities indicating the radius (distance from
the center to the edge of the object). Density histograms of these
images show the distribution of fiber radii.

RESULTS

An important feature discriminating eu- and
heterochromatin is replication timing. Microscopic analysis
of the spatial distribution of replication foci during S-phase
identified a set of specific patterns. These patterns appear in a
rather strict temporal order during the genome replication
with early patterns colocalizing with euchromatin while late
patterns are similar to the distribution of heterochromatin
(Nakamura et al., 1986; Manders et al., 1996; Zink et al.,
1999). Tight correlation of the replication timing and
replication patterns with transcriptional state was further
confirmed by molecular approaches (Pope et al., 2013;
Zhao et al., 2020). It was also shown that replicative
domains (RDs) overlap with topologically associating
domains (TADs) identified by Hi-C approach and
representing DNA packaging units. The neighboring RDs
replicate sequentially so that replication waves started at
multiple points along the chromosome at the onset of the
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S-phase spread bidirectionally involving first euchromatic
regions and then heterochromatin (Pope et al., 2014;
Dileep et al., 2015).

In our previous works, we adopted EdU labeling protocol
to electron microscopic detection of replicated DNA by using
anti-AlexaFluor488 antibodies (Zhironkina et al., 2015; Deng
et al., 2016). Using this approach, we obtained high-density
labeling of replication foci after permeabilization. We used
high-Mg buffer for stabilization of higher-order chromatin
structure (Belmont et al., 1989), which allowed us to visualize
chromonema fibers with high contrast and demonstrate that
replication occurs on highly condensed chromatin template
(Deng et al., 2016).

We also noted that early S-phase replication foci at the
ultrastructural level represented densely labeled segments of
chromonema fiber, suggesting that transcriptionally active
chromatin might also fold into higher-order structures.
However, since pre-fixation permeabilization of cells in
chromatin-condensing conditions may possibly induce
chromatin hyper-condensation or even artifactual aggregation,
we decided to further investigate this question by developing an
experimental approach for ultrastructural replicative labeling
under conditions that maximally preserve native chromatin
structure.

First, we explored the possibility of application of antibody-
mediated EdU labeling on cells fixed directly with gluteraldehyde.
We found that gluteraldehyde fixation is widely used for electron
microscopy of cells and tissues and superbly preserving cellular
ultrastructure does not interfere significantly with Click-reaction
if special care is taken to quench free aldehyde groups
(Figure 1B). However, direct application of anti-fluorochrome
antibodies demonstrated that glutaraldehyde fixation creates a
diffusional barrier to antibodies as we observed clear gradient of
labeling efficiency with peripheral chromatin labeled rather
densely but the labeling density rapidly fading towards the
nuclear interior (Supplementary Figure 2). To avoid this
problem, we substituted fluorochrome-azide with biotin-azide
and used Streptavidin-Nanogold for labeling. Reduction of the
probe size and introduction of one-step labeling procedure
allowed to obtain a uniform labeling throughout the nucleus
while maintaining labeling intensity roughly at the same level
with substantial gain in S/N ratio even in glutaraldehyde-
crosslinked cells (Figures 1A,B).

Next, we decided to test the hypothesis whether early-replicated
euchromatin is organized into higher-order fibrillar structures. Since
direct fixation does not allow to easily identify loosely packed
chromatin on the background of non-chromatin nuclear
components, we relied upon prolonged replicative labeling in order

FIGURE 1 | Comparison of labeling efficiency and probe penetration into EdU-labeled cells. (A) 10 min formaldehyde fixation, detection with AlexaFluor-azide. (B)
1 h glutaraldehyde fixation, detection with biotin-azide–streptavidin-AlexaFluor. Bar, 10 μm. (C,D) DAPI staining. Bar 10 μm.
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to visualize long DNA stretches representing several neighboring RDs
and trace its folding based exclusively on amplified Nanogold particle
distribution. For this reason, we chose 2-h EdU pulses, which would
give a continuous labeling of at least three neighboring RDs [provided
an average replication timing of a single domain in early-S estimated
between 45 and 60min (Ma et al., 1998)] while staying within a time
frame of euchromatin replication that occurs during the first 3 h of
S-phase in HT1080 cells (Deng et al., 2016). Since the estimates of a
chromonema fiber (and RDs) size fall in the range between 100 and
200 nm (Zatsepina et al., 1983; Belmont et al., 1989; Belmont and
Bruce 1994; Kireeva et al., 2004; Kireev et al., 2008; Rego et al., 2008;
Cseresnyes et al., 2009; Baddeley et al., 2010; Su et al., 2020), in order to
accurately measure the size of higher-order chromatin structures in
3D, we employed electron tomography of 300-nm plastic sections.
The cells in early S-phase were selected for sectioning based on the
pattern of RD distribution (Supplementary Figures S1A–E). The
corresponding patterns are easily detected by bright-field microscopy
after Ag amplification (Figure 2) and angular projections were
collected from equatorial sections of the nuclei. Already on raw
images, distribution of replicative label over the higher-order
fibrillar chromatin structures becomes clearly seen (Figures 3A,B).
The fibers were almost uniformly distributed over the nuclear interior
excluding the nucleolus, as expected for euchromatin. Provided high
labeling density, we could measure the fiber thickness by first
calculating the silver-enhanced Au nanoparticle 3D density map
on tomographic reconstructions using the ImageJ 3D Density
plugin (Figure 4). The radius for counting the neighboring
particles was determined by iteratively calculating 3D density map
and measuring the number of objects after segmentation of the
resulting map using the default threshold. A plateau on plots of
the number of objects as a function of the radius chosen indicates a
drastic change in density of golden particles (Supplementary Figure

S3), which can be interpreted as an edge of the object. These radii were
subsequently used for further calculations. In the majority of samples
collected from five tomograms, two plateaus were detected
(Supplementary Figure S4), indicating the existence of either two
size classes or, most probably, variability in thickness within a single
fibrillar structure.

Next, local thickness of the 3D objects representing segments
of labeled chromatin higher-order structures was calculated by
applying 3D Distance map and Skeletonize2D/3D plugins
(Figure 4). The resulting histograms demonstrate the modal
radius of the labeled fibers, calculated separately for two
neighborhood radii, to be 74,5 nm (S.D. 26,77 nm, SE 0.2 nm)
and 90,02 nm (S.D. 28,71 nm, SE 0.2 nm), which correspond to
~150–180 nm fiber diameter.

DISCUSSION

In our previous work aimed at the analysis of transcription-dependent
chromatin rearrangement using engineered chromosome loci
containing inducible genes, we observed expected unfolding of
BAC arrays upon transcription induction (Hu et al., 2009).
However, estimations of linear compaction ratios based on
measurements of FISH signals and direct immunoelectron
visualization of the transgenes suggested that overall packing ratio

FIGURE 2 | EdU pulse-labeled HT1080 cells after biotin-azide
streptavidin-Nanogold detection and embedding demonstrate clear
replication patterns en bloc under a transmitted light microscope, enabling
selection of cells with early-S patterns (arrow) for sectioning. Bar, 10 μm.

FIGURE 3 | Raw zero-tilt image of a 250-nm-thick section of HT1080
cell in early S-phase labeled with 2 h pulse of EdU with subsequent detection
with biotin-azide–streptavidin-Nanogold (A). Segments of labeled fiber-like
chromatin structures (arrows) are randomly distributed throughout
nuclear interior. Bar, 1 μm (A) and 0.5 μm (B).
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(400- to 1,000-fold) of the transcribed loci remains well above
expected for nucleosome fiber. This suggests that transcription
may occur on highly condensed chromatin template. Obvious
technical limitations of the approaches used and a desire to extend
our study to endogenous loci have inspired us to design amethod that
would (1) allow for selective labeling of total euchromatin, (2)
minimally perturb native chromatin structure, and (3) be easily
compatible with high-resolution 3D analysis.

We decided to make use of metabolic DNA labeling with alkyne
derivatives of nucleotides (EdU; Salic and Mitchison, 2008). When
applied in the early S-phase, EdU is incorporated into
transcriptionally active DNA, thus labeling euchromatin fraction.
Since EdU detection with Click-chemistry does not require any
DNA-perturbing treatments (denaturation enzymatic digestion,
etc.), it is more compatible with high-resolution imaging
compared to previously used halogenated nucleotides (Visser
et al., 2000; Jaunin and Fakan, 2002). In our first attempt, we
used a rather mild fixation protocol on pre-extracted nuclei and

found that replication label in euchromatin at sites of replication and
well after the replication is completed is distributed over distinct
higher-order fiber-like structures (Deng et al., 2016). However,
suboptimal fixation conditions used may potentially generate
artifacts (Amiad-Pavlov et al., 2021) despite the attempts to
stabilize chromatin structure with Mg++, so we decided to switch
to more robust fixation protocol using glutaraldehyde in order to
reproduce this label distribution in nearly intact chromatin.
Generation of electron contrast for visualization of the label by
TEM may be problematic since glutaraldehyde fixation, while
optimally preserving nuclear ultrastructure (Fussner et al., 2012),
limits large probe accessibility to the nuclear interior. Indeed, we
mentioned dramatic differences in probe penetration between small
fluorescently labeled azides and secondary gold-conjugated
antibodies. DAB photooxidation as an alternative to gold particles
(Ngo et al., 2016), although offering more uniform distribution in
glutaraldehyde-fixed cells, gives much lower contrast and requires
higher density labeling, which may disturb native chromatin

FIGURE 4 | Tomographic slice of HT1080 cell nucleus labeled with 2 h pulse of EdU and detected with biotin-azide and streptavidin-Nanogold (A) and main steps
of image analysis. (B–F) (B) Segmentation of Ag-enhanced Au particles. (C) 3D density calculation for different radii. The plot demonstrates total number of clusters
depending on density calculation radius, green lines indicating the thresholds used for further calculations. (D) 3D density map. (E) Thresholded 3D density map. (F) 3D
Distance map; Bar, 500 nm. (G) Histograms of local thickness distribution, calculated for two clustering thresholds show modal radii of higher-order chromatin
fibers between 75 and 90 nm.
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organization. Thus, we switched to a multi-step protocol, which
employs smaller-size components at each step, cumulatively
achieving uniform labeling of chromatin throughout the nucleus.
For this purpose, we used the biotin-streptavidin system to link EdU
to Nanogold particles with subsequent silver enhancement for high
contrast labeling detectable both at low-magnification optical
microscopy and TEM. The ability to discern label distribution
with bright-field optical microscopy greatly facilitated pre-
selection of nuclei with labeled euchromatin for sectioning and
tomography. This protocol has several advantages over previously
published ones (Vogel et al., 1990; Jaunin and Fakan, 2002;
Philimonenko et al., 2004; Koberna et al., 2005; Deng et al.,
2016). Glutaraldehyde fixation ensures optimal preservation of
chromatin near-native structure. Click-chemistry provides simple
and extremely selective labeling of replicated DNA, without the need
of DNA denaturation prerequisite for BrdU detection with
antibodies used in previous reports. The use of streptavidin-
Nanogold conjugates provides better penetration efficiency even
into glutaraldehyde-fixed samples due to the relatively small size of
the probe. Overall our protocol allows for high-contrast high-
efficiency pre-embedding labeling compatible with various 3D-
electron microscopy techniques.

This protocol has allowed us to visualize continuously labeled
segments of the genome corresponding to euchromatin, in three
dimensions. Although relatively large size of silver particles does not
allow for tracing nucleosome chain folding paths as offered by
ChromEMT (Ou et al., 2017) or cryoET (Eltsov et al., 2018), we
achieved a satisfactory labeling density for visualization of higher-
order chromatin structures more than 100 nm thick. Surprisingly,
we found that the majority of chromatin labeled in early S-phase is
forming fiber-like structures of the thickness ranging from 130 to
200 nm. These estimations closely correlate to the measurements
obtained in the cells permeabilized in chromatin-stabilizing
conditions (Belmont and Bruce 1994; Kireeva et al., 2004; Rego
et al., 2008), as well as both in vivo and in situ labeled engineered
chromosome loci (Strukov et al., 2003; Kireev et al., 2008; Hu et al.,
2009), further supporting the idea of hierarchical folding principle of
chromatin organization and suggesting that this multi-step folding is
characteristic not only for highly condensed repressed
heterochromatin, but also for transcriptionally active
euchromatin. At the first glance, this idea contradicts a generally
accepted principle of correlation between transcription activity and
chromatin compaction. However, various experimental approaches
have demonstrated that chromatin displays a high degree of local
dynamics, which would allow for both accessibility of the genes for
transcription-related trans-factors and local and temporal DNA
conformational changes required for transcription and, more
broadly, for any type of activity involving DNA (replication,
repair, etc.) (Deng et al., 2016; Nozaki et al., 2018). We can
propose this dynamics to occur within higher-order chromatin
domains, which are aligned in the cell nucleus into chromonema
fibers. One can argue that apparent fiber-like structures may result
from an exclusion of euchromatic domains from chromosome
territories, as proposed by the model of interchromatin domain
(Cremer et al., 2020). However, high-resolution FISH analysis of
contiguous DNA segment containing transcriptionally active genes

rather suggests a fiber-like folding (Volpi et al., 2000; Muller et al.,
2004; Goetze et al., 2007; Hu et al., 2009).

Chromatin dynamics experiments, as well as high-resolution
tracing of nucleosome chains in situ and x-ray scattering, suggest
the absence of any regular folding of 10-nm nucleosome fiber
(Fussner et al., 2012; Nishino et al., 2012; Ricci et al., 2015;
Nozaki et al., 2017; Ou et al., 2017). Yet, higher-order chromatin
fiber-like structures may be formed by irregularly packed
nucleosome chains, represented by a series of DNA loops of
varying size, whose state of compaction is controlled by phase-
separation mechanisms and/or a combination of loop-forming
activities. Recent studies including Hi-C and single-molecule
imaging suggested the dynamic nature of the loops with cohesin
complex serving as both a loop-forming and a loop-maintaining
factor (Gassler et al., 2017; Wutz et al., 2017; Nuebler et al., 2018;
Davidson et al., 2019). A dynamic loop extrusion process further
contributes to the variability in overall linear parameters of the
chromonema fibers, partially explaining a rather wide range of
thicknesses measured on electron tomograms. Fluctuations of
local transcription activity may represent another source of
variability in chromonema structure, which would require more
accurate assessment of chromatin folding of individual genes at high
resolution and maximal structural preservation.
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A transition from one developmental stage to another is accompanied by activation of
developmental programs and corresponding gene ensembles. Changes in the spatial
conformation of the corresponding loci are associated with this activation and can be
investigated with the help of the Chromosome Conformation Capture (3C) methodology.
Application of 3C to specific developmental stages is a sophisticated task. Here, we
describe the use of the 3Cmethod to study the spatial organization of developmental loci in
Drosophila larvae. We critically analyzed the existing protocols and offered our own
solutions and the optimized protocol to overcome limitations. To demonstrate the
efficiency of our procedure, we studied the spatial organization of the developmental
locus Dad in 3rd instar Drosophila larvae. Differences in locus conformation were found
between embryonic cells and living wild-type larvae. We also observed the establishment
of novel regulatory interactions in the presence of an adjacent transgene upon activation of
its expression in larvae. Our work fills the gap in the application of the 3C method to
Drosophila larvae and provides a useful guide for establishing 3C on an animal model.

Keywords: chromatin conformation capture, distal interaction, larvae, chromatin, enhancer, promoter, Drosophila

1 INTRODUCTION

The study of the basis of changes in the repertoire of active genes associated with the implementation
of specific development programs is an important task of modern developmental biology. One of the
basic changes of gene expression lies in the events that occur with a chromatin template. Current
views on gene activity suggest that significant changes in chromatin conformation of corresponding
loci accompany the developmental processes regardless of whether the development is discrete, like
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in Drosophila, or continuous, like in mammals, and can be
investigated using Chromosome Conformation Capture (3C)
methods (Du et al., 2017; Flyamer et al., 2017; Ke et al., 2017;
Ogiyama et al., 2018; Sun et al., 2019; Collombet et al., 2020).

Cell cultures and embryos are the focus of many studies
performed on Drosophila using C-methods. 3C protocols
suitable for cell cultures are widespread, while experiments
with embryos are less common (Sexton et al., 2012; Webber
et al., 2013; Stadler et al., 2017; Hug and Vaquerizas, 2018; Erceg
et al., 2019), and only a few experiments have been performed
with individual tissues, for example, salivary glands of wandering
3rd instar larvae (Eagen et al., 2015), wing imaginal discs (Li, 2016;
Vizcaya-Molina et al., 2018), eye–antennal imaginal discs
(Loubiere et al., 2020), imaginal discs (not specified)
(Bernardo et al., 2014), fat body (Bernardo et al., 2014), and
larval brain (Tolhuis et al., 2011). The same situation is observed
in studies where whole larvae are used. There is a significant gap
regarding the 3C procedure for the whole 3rd instar Drosophila
larvae. This stage is of special interest since 3rd instar larvae have
the largest and best developed imaginal discs and histoblast nests,
which can be considered as non-specialized precursors of
terminally differentiated adult cells that give origin to tissues
of an adult fly during metamorphosis (Gilbert, 2010). Thus,
understanding the differences in the state of genes between the
last larval stage and adult flies, including the level of the spatial
organization of chromatin, is very important for understanding
how one stage of development turns into another, the terminal
stage of an adult insect.

The study of the larval stages is a separate and rather difficult
task. For example, Drosophila larvae of the 1st, 2nd, and middle
3rd instars live in fly food, and larvae of the late 3rd instar appear
on the walls of fly tubes only transiently, before pupation. It is,
therefore, difficult to collect a large amount of 3rd instar larvae. It
is also difficult to collect large amounts of 1st and 2nd instar
larvae, which are rather small in size.

A common feature of the abovementioned experimental
works with Drosophila tissues is that the step of tissue fixation
and homogenization yields a cellular material (cell suspension),
which can further be processed using any type of the 3C protocol,
including an in situ/in-nucleus ligation protocol (Comet et al.,
2011; Rao et al., 2014; Nagano et al., 2015a, Nagano et al., 2015b,
Nagano et al., 2017; Flyamer et al., 2017; Stadler et al., 2017;
Bylino et al., 2021; Ulianov et al., 2021), a tethered ligation
protocol (Kalhor et al., 2012; Eagen et al., 2015, Eagen et al.,
2017; Gabdank et al., 2016), or a dilution ligation protocol
(Dekker et al., 2002; Tolhuis et al., 2002; Lieberman-Aiden
et al., 2009; Comet et al., 2011; Stadhouders et al., 2013;
Ulianov et al., 2016; El-Sharnouby et al., 2017; Vermeulen
et al., 2020). Therefore, it is of primary interest, first, to
carefully consider the initial stages of the 3C procedure,
including extraction of larvae from fly food, sorting them by
age, and preparing a cell material from them.

Here, we described for the first time a detailed procedure of the
3C experiment with whole Drosophila larvae. Important initial
steps of handling larvae, selecting the developmental stages, and
preparing a cell material, were thoroughly considered. Next, the
subsequent stages of preparation of experimental 3C and control

BAC libraries, preparation of a calibration curve, and analysis of
interactions are carefully described. To validate the results,
electrophoretic pictures of the resulting 3C libraries are shown
and raw qPCR data are provided to demonstrate that the libraries
are well-amplified. Finally, to prove the efficiency of our
procedure, we provided the experimental results obtained to
determine the interactions between regulatory elements of the
developmental locus Dad in S2 cells and wild-type (WT) and
transgenic larvae. Our work fills the gap in the application of the
3C method to Drosophila larvae and provides a useful guide for
establishing 3C on an animal model.

2 RESULTS

2.1 Collection, Sorting, and Homogenization
of Drosophila Larvae and Preparation of a
Larval Cell Material
2.1.1 Extraction of Total Larvae From Fly Food
Individual collection of late 3rd instar larvae from the walls of fly
cultivation tubes is laborious and requires a large number of tubes
with flies of the same developmental stage. It is more rational to
extract all larvae from food with the help of 20% (585 mM) or
0.8 M sucrose. Upon adding 20% sucrose, the larvae float up with
the liquid part of the food and can be collected individually from
the surface after stirring the contents with a spatula with a groove
to facilitate the process.

If a large amount of larvae is required, a system of three sieves
of different sizes can be used (Figure 1A). The sieves make it
possible to separate larvae of different stages and, most
importantly, to isolate the largest larvae of the 3rd instar,
which precedes the adult stage. These larvae are the principal
focus of this study. A 125-µm sieve retains 1st instar larvae,
embryos, and water. An 800-µm sieve retains raisins, pieces of
agarized food, dead adult flies, and the largest 3rd instar larvae. A
315-μm sieve retains early 3rd instar larvae and 2nd instar larvae.

2.1.2 Mass collection of 3rd and 2nd Instar Larvae for
Homogenization
If it is not necessary to separate the 3rd and 2nd instar larvae,
larvae can be picked up from a 315 μm sieve using a spatula with a
groove into a little glass with 20% sucrose. Then the larvae are
transferred from the glass into a 100-µm nylon cell strainer
(Corning Falcon, cat. no. 352360) and washed with the EW
buffer. After washing, the entire mass of the 3rd and 2nd
instar larvae are transferred using a paintbrush to a Dounce
homogenizer of an appropriate volume and homogenized with
pestle A to produce a cell material.

A disadvantage of this approach is that some amount of
semolina or corn meal particles (depending on what cereal is
used to prepare fly food) is collected together with the larvae
when collection is carried out with a spatula with a groove from a
315-μm sieve. The particles sediment with cell material after
homogenization to produce a uniform mixture of fixed cells and
cereal particles. Experiments end in failure when performed with
such a mixture.We concluded that it is necessary to separate fixed
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cell material from cereal particles after homogenization or,
alternatively, to cleanly separate larvae from fly food before
homogenization. Accordingly, we tried first to separate cell
material from cereal particles after homogenization and found
at the post-homogenization step that this method is inefficient, be
it performed with a sucrose cushion (not shown) or a
discontinuous sucrose gradient (Figure 1B); that is, the larval
cell material and homogenized cereal particles co-sedimented
simultaneously in both cases. Thus, it is necessary to separate
larvae from fly food at an earlier stage before homogenization.

Next, we tried to separate larvae from fly food before
homogenization and observed that when a mixture of larvae and
cereal particles was left to stand for 20–30min in a glass with 20%
sucrose, but not the EW buffer or water, the cereal particles sank to
the bottom, while live larvae float on the surface of 20% sucrose
(Figure 1C). Then the larvae can be collected from the surface of
20% sucrose with a spatula with a groove in a 100-µm nylon cell
strainer and washed with EW before homogenizing. In order to
speed up the separation process, the larvae in 20% sucrose can be
transferred from a glass into 50-ml tubes and centrifuged at 2,500 g

FIGURE 1 | Initial stages of the 3C protocol: collection, sorting, and separation of larvae from fly food before and after homogenization. (A) TEST SIEVE Retsch
GmbH 200 mm×50 mm, 800 μm, 315 μm, 125 µm in comparison with standard vials forDrosophila cultivation. (B) Separation of larval cell material from cereal particles
after homogenization. Total larvae were extracted from fly food as described in Section 2.1.1. Then the sucrose solution containing the liquid part of the food with the
larvae was poured from fly vials into a set of 3 sieves depicted in Figure 1A, and the larvae were processed to obtain a cell material as described in Processing of
larvae extracted from fly food and preparation of cellular material inMaterials andMethods. After dissolving the cell material in ice-cold 1X PBS, the larval cell material was
either i) applied onto a discontinuous sucrose gradient (0.8, 1.6, and 2.3 M sucrose steps) and centrifuged at 1,000 g at +4°S or ii) centrifuged through a 20% (0.584 M)/
0.8 M sucrose cushion at 5,000 g. (C) Separation of larvae from fly food before homogenization. Larvae were extracted from fly food, as shown in (B), and collected as
described in Section 2.1.2. Then the larvae were transferred with a paintbrush from a 100-µm cell strainer into 3 different solutions: water, 20% sucrose, and EW buffer.
The larvae floating on the surface of a liquid or deep in the solution are marked with a red rectangle; the density of the rectangle shading symbolizes the number of larvae.
A blue rectangle shows the particles of cereal that sunk to the bottom. A purple rectangle shows a mixture of larvae and particles of cereal. In this experiment, the
separation of larvae and cereal particles was performed by letting the solutions with larvae and cereal particles stand at RT for 30 min. (D) Chromatin integrity control
obtained from WT Canton S larvae at different stages of development. Larvae were extracted from fly food, as shown in (B). Then 3rd instar larvae were individually
collected and washed as described in Individual collection of 3rd instar larvae for homogenization. A mixture of early 3rd and 2nd instar larvae was collected, as shown in
(C). The 2nd instar larvae were collected individually with tweezers from the mixture of 3rd and 2nd instar larvae from a 315-µm sieve. After that, the larvae were
processed, as shown in (B). Larval cell material (25 mg) was taken and centrifuged, the supernatant was removed, and the 3C protocol was performed until obtaining the
chromatin integrity control (see Protocol of the 3C experiment with Drosophila larvae in the SupplementaryMaterial). 1/10 of the sample volume (2.5 mg) was taken as
a control, and the control was processed according to the 3C protocol except that, to isolate DNA, 500 µl of an extraction buffer (EB) (see Materials and Methods)
containing 30 mM EDTA and 0.2 mg/ml Proteinase K was added in each tube instead of 1X T4 DNA ligase buffer and the DNAwas dissolved in 25 µl of 10 mM Tris-HCl,
pH 8.0. Five µl of the DNA preparation was examined by electrophoresis. Two biological replicates were performed for each type of larvae.
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for 1min. In this case, the larvae slightly sink into the thickness of
20% sucrose and quickly float back to the surface after
centrifugation, while the precipitated cereal particles do not. We
concluded that the approach of separating larvae and cereal particles
before the stage of larva homogenization proved to be efficient.
Another option that would help to separate larvae from cereal
particles is using fly food cooked without semolina or corn meal
and, preferably, without raisins (the addition of cereals and raisins to
fly food does not affect the total number of flies produced nor their
rate of development, unpublished data).

2.1.3 Individual collection of 3rd Instar Larvae for
Homogenization
In the case where only 3rd instar larvae are required, but not a
mixture of 2nd and 3rd instar larvae, 3rd instar larvae are
individually collected with tweezers from an 800-μm sieve in a
100-ml beaker glass with 20% sucrose. The solution with larvae
was poured into a 100-µm cell strainer, and the larvae were
washed with EW buffer. Approximately 100 larvae or a little more
(no more than 150) were necessary to collect. This number of
larvae is easy to homogenize in a 7-ml Dounce homogenizer with
pestle A, which disrupts tissues into individual cells. Filtration
through a 40-µm cell strainer yields ~50 mg of cell material,
which can serve to make two replicates of 25 mg each. We
observed that 200 or more larvae were hardly homogenized in
a 7-ml Dounce homogenizer (there was risk of breaking the
homogenizer or pestle), and a 15-ml Dounce homogenizer should
be used with this number of larvae.

As shown in Figure 1D, 50 mg of cell material obtained from
2nd instar larvae contained a lower amount of DNA than 50 mg
of cell material obtained from 3rd instar larvae; a mixture of 2nd
and 3rd instar larvae contained an intermediate amount of DNA.
Since larval growth and an increase in cell size are achieved
primarily via endoreplication in Drosophila larvae, that is, cell
growth and DNA replication occur in the absence of cell division,
most larval tissues are composed mainly of polyploid cells (Edgar
and Orr-Weaver, 2001; Edgar and Nijhout, 2004; Lee et al., 2009;
Zielke et al., 2013; Ren et al., 2020). Therefore, a higher degree of
cell polytenization in 3rd instar larvae is apparently responsible
for the extraction of a greater DNA amount from the same
amount of cell material. We used only 3rd instar larvae in
subsequent experiments.

Alternatively, embryos can be grown in large jars of a large
volume, for example, 200 ml, and 3rd instar larvae that have crawled
onto the walls can be collected with a paintbrush or tweezers or
rinsed off the walls with water. Extraction with sucrose will be
especially convenient for those who want to get larvae of earlier
instars and separate them into size fractions by age.

2.2 Processing of Larvae Extracted From Fly
Food and Preparation of Cell Material
This chapter is given in the beginning of the Materials and
Methods section (see Supplementary Material).

Two important methodological observations were made while
preparing 3S libraries from wild-type (Canton S) and mutant
(transgenic) larvae:

(i) The DNA yield from 10 mg of WT larval cell material pellet
was approximately 10–15 times lower than from the same
quantity of S2 cells. Although most Drosophila larval tissues
are composed mainly of polyploid cells (Edgar and Orr-
Weaver, 2001; Edgar and Nijhout, 2004; Lee et al., 2009;
Zielke et al., 2013; Ren et al., 2020), we suppose that the pellet
that forms after filtration through a 40-µm cell strainer and
that is analyzed may contain a sufficiently large number of
cells of the imaginal disc and histoblast nest (mitotic cells),
diploid in nature, as well as extracellular material, such as
remnants of the milled cuticle. This may be one of the reasons
that cell material obtained from larvae contains less DNA
than the same quantity of S2 cells. Another reason is that S2
cells have an altered karyotype and their ploidy varies from 1
to more than 8, with an average karyotype of 2X; 4A
corresponding to tetraploids (Zhang et al., 2010; Lee et al.,
2015). Therefore, it is very likely that a tetraploid cell culture
of the same quantity contains more DNA than milled larval
tissues.

(ii) The amount of DNA isolated from the same quantity of cell
material obtained from mutant lines carrying transgenic
insertions significantly varied from line to line and was
generally reduced (at least by a factor of 2–3) as
compared with the WT Canton S strain. This may be due
to the poor genetic background in the mutant lines or
impaired expression of the Dad gene. Dad expression is
required for inhibiting the BMP/Dpp/TGF-β signal
transduction pathway (Tsuneizumi et al., 1997; Marquez
et al., 2001; Sharifkhodaei and Auld, 2021). Direct
suppression of endomitosis and endoreplication has been
found to occur upon stimulation of the BMP/Dpp/TGF-β
pathway (Kuter et al., 1992), although an opposite situation is
observed, for example, in nematodes, where the BMP/Dpp/
TGF-β pathway stimulates endoreplication (Nystrom et al.,
2002; Lozano et al., 2006). Nevertheless, these data taken
together implicate the BMP/Dpp/TGF-β pathway in
controlling endoreplication

2.3 Processing of the Cell Material Prepared
From Drosophila Larvae
Taking into account the abovementioned observations, the
amount of starting cell material to prepare a 3C library should
be at least 25 mg in the case ofWT larvae and at least 50 mg in the
case of mutant larvae. It is necessary to check the DNA yield for
each particular mutant line since the yield may be significantly
lower than that for WT larvae. A comprehensive protocol of the
3C experiment withDrosophila larvae, from the processing of cell
material to obtain a purified 3C library to statistical analysis of the
3C experiment results, is presented in the Supplementary
Material. The part devoted to processing cell material covers
steps 1 through 25 of the protocol and comprises the following
sections:

I. Cell lysis
II. Nucleoplasm release and chromatin treatment with heat
III. Digestion of DNA in nuclei
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IV. Ligation of DNA in nuclei
V. Reversion of cross-links and isolation of a 3C library
VI. Treatment of the 3C library with RNase
VII. Purification of the 3C library on magnetic beads and DNA

analysis

The stages of reversion of cross-links and isolation of a 3C
library, treatment of 3C library DNA with RNase, and
purification of the 3C library on magnetic beads and DNA
analysis can be used as independent protocols and have been
thoroughly discussed by Bylino et al. (2021).

2.4 Preparation of a Control Library
(Random Ligation Library) for Constructing
a Calibration Curve
The next step in the 3C procedure is to obtain a control library
consisting of Sau3A (BspI)-digested and then randomly ligated
DNA fragments of BAC(s) overlapping the locus (loci) of
interest. If the locus contains transgenic sequences, the BAC
can be mixed in an equimolar ratio with a plasmid carrying
such sequences. A control library is necessary for constructing
a calibration curve, which is used to calculate the relative
ligation frequencies (RLFs) of the fragments of interest in 3C
samples. We studied the conditions of BAC cultivation,
isolation, purification, restriction digestion, and random
ligation of the resulting restriction fragments. These stages
are described in detail in section 2 of the Supplementary
Material (subsections 2.1, 2.2, 2.3, and 2.4). This section
can be used as an independent protocol to grow and purify
BAC and to prepare a random ligation library. The part
devoted to the preparation of a random ligation BAC
library covers steps 26 through 34 of the protocol in the
Supplementary Material and comprises the following
sections:

VIII. Preparation of a random ligation BAC library for
constructing a calibration curve

The main conclusions from our experiments and optimization
of the above stages of the protocol are as follows:

(i) Induction of BAC replication (CHORI321 library pCC1BAC
series) occurs in the presence of L-arabinose in the culture
medium but not in the presence of inactivated tetracycline
hydrochloride or chlortetracycline.

(ii) In the absence of a replication inducer, the BAC behaves as
an ordinary multicopy plasmid despite the presence of a
single-copy origin of the F-factor, increasing in copy number
in the presence of chloramphenicol (Cm). The BAC copy
number rapidly decreases when Cm is absent or consumed
in the medium, and the BAC yield becomes very low.

(iii) The BAC can be efficiently isolated with a usual plasmid
isolation kit.

(iv) Purification of the BAC on AMPure XP beads appears to be
more efficient than standard EtOH precipitation (without
the addition of glycogen).

(v) Equimolar mixing of the BAC and the plasmid leads to an
equally represented ligation of the transgene and the BAC
fragments in the resulting control library.

2.5 Construction of a Calibration Curve and
Analysis of the 3C Library
The next step of the 3C procedure is analyzing the ligation
frequencies in the experimental 3C library (described in detail
for S2 cells by Bylino et al. (2021) and for larvae in the
Supplementary Material). Measurement of the number of
ligation events between spatially adjacent DNA regions in
genome-wide 3C (Hi-C) (Lieberman-Aiden et al., 2009; Rao
et al., 2014; Belaghzal et al., 2017; Akgol Oksuz et al., 2021;
Lafontaine et al., 2021) or in 3C covering a few (Capture-C)
(Hughes et al., 2014; Davies et al., 2016; Golov et al., 2020a;
Hua et al., 2021) or more (promoter capture Hi-C) (Mifsud
et al., 2015; Schoenfelder et al., 2018a) regions of interest is
based on the results of sequencing on the Illumina platform
(Davies et al., 2017; Grob and Cavalli, 2018). Its prohibitive
cost means that such datasets are reasonable to obtain when a
large number of interactions is to be analyzed or when
interaction partners are unknown. However, when a limited
number of interactions between several DNA regions is of
interest, the ligation frequency can be determined using real-
time qPCR. To achieve a greater sensitivity of the method,
TaqMan probes are used instead of SYBR Green–based
detection. A qPCR analysis of the ligation frequencies
utilizes a calibration curve, which is obtained from 10X
dilutions of a random ligation mixture of control DNA
digested with the same restriction endonuclease (RE) or a
RE that has the same cleavage site. The calibration curve can be
quantitative, that is, based on purified PCR products, which are
used in known concentrations, overlap the restriction sites of
interest, and are mixed in equimolar amounts before random
ligation, or semi-quantitative, that is, based on random
ligation of a digested BAC that covers the region of interest
(relative ligation frequencies) (Gavrilov et al., 2013). When a
transgenic construct is present in a region of interest, a
plasmid(s) containing the cloned region(s) or PCR
amplicons of transgenic regions can be combined with the
BAC in equimolar amounts before preparing a random
ligation library mix (Shidlovskii et al., 2021).

Before analyzing the ligation frequencies between restriction
fragments of interest in experimental 3C samples, several
important preliminary experiments should be performed: 1) to
optimize the conditions of qPCR with TaqMan probes, which will
be used to determine the ligation frequencies in experimental 3C
libraries (optional); 2) to study the ligation frequencies in random
ligation libraries (optional); 3) to determine the linear range of
amplification by testing several dilutions of a random ligation
library; and 4) to establish the amount of 3C DNA libraries
required to fit the calibration curve (in our case, this was done
with a model of S2 cells and then with a model of WT larvae).
These stages are described in detail in section 3 of the
Supplementary Material (subsections 3.1, 3.2, 3.3, and 3.4).
The part devoted to the preparation and preliminary testing of
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the calibration curve covers steps 26 through 35 of the protocol
and comprises the following sections:

IX. Preparation of the calibration curve based on a random
ligation library

X. Preliminary testing of dilutions of 3C samples against the
calibration curve

The main conclusions that can be drawn from our
experiments and optimization of the above stages of the
protocol are as follows:

(i) The detection threshold of the PCR product in the reaction
increases in direct proportion to the amount of the TaqMan
probe added to the reaction. The greater the probe amount,
the earlier occurs the threshold of 3C product detection (an
increase in probe concentration from 0.05 to 1 pM/µl leads
to the appearance of a signal 4.5 ± 0.5 Ct earlier). Therefore,
if the DNA content in the 3C library is low and a limited
amount of the starting material is available for preparing the
3C library, then increasing the concentration of the TaqMan
probe in the reaction up to 1 pM/μl makes it possible to
detect the product without generating additional amounts of
the 3C library.

(ii) When a plasmid containing the transgene and a BAC
containing a genomic locus of interest are combined in
equimolar proportion, a mixture of restriction fragments is
obtained, in which the ligation products of different regions
are equally represented.

(iii) A calibration curve prepared in a range from 1 ng/μl to
100 fg/μl from 10X dilutions of a random ligation library as
described in section 4 and in the protocol for larvae in the
Supplementary Material (step 35) can be routinely used to
determine the cross-linking frequency in an experimental
3C library. Each dilution is used in 4 technical replicates in
an amount of 5 μl per PCR mixture (then the template DNA
concentrations will be 5 ng–500 pg–50 pg–5 pg–500 fg per
PCR mixture, respectively). A linear amplification region
corresponds to a 10X dilution range from 10 ng/μl to 100 fg/
μl. The step between two calibration dilutions is 3.5–4.0 Ct.
It is convenient to select 4 dilutions to be used in the
experiment in parallel with the 3C samples.

(iv) 3C libraries prepared from 10mg of S2 cells according to the
protocol described by Bylino et al. (2021) are possible to dilute
by a factor of 10–15 (to a concentration of 1.24–6.23 ng/μl)
without impairing the reliability of contact determination.
With such a concentration of 3C libraries in the PCR
mixture, the calibration curve is built from dilutions of
100 pg–10 pg–1 pg–100 fg per μl (the product appears
between the 10 pg/μl and 1 pg/μl dilutions of the calibration
curve). The quantity of S2 cells required for the preparation of a
3C library is 10mg and may be diminished even to 5mg if
necessary. A twofold increase in the DNA concentration of the
3C library in PCR gives an increase of 1.75–2.0 Ct for S2 cells
and for WT larvae.

(v) At least 5–10 ng of the 3C library per PCR mixture prepared
from WT larvae is sufficient for detecting the ligation

products between DNA regions of interest at
100 pg–10 pg–1 pg–100 fg dilutions of the calibration
curve per µl (the product appears between the 1 pg/μl
and 100 fg/μl dilutions). For additional depth of the
calibration curve in the case of a limited amount of 3C
library DNA from larvae, a 10 fg/μl dilution can be
introduced into the range of the calibration curve. The
dilution is set in 8, rather than 4, technical replicates.
However, the dilution does not always fall within the
linear range of amplification.

(vi) At least 12–46 ng of 3C library DNA prepared from mutant
larvae is necessary to take in a PCR mixture for reliable
detection of ligation products (the product appears between
the 1 pg/μl and100 fg/μl or between the 10 and 1 pg/μl
calibration curve dilutions, depending on the mutant line
and the amount of DNA taken into the PCR mixture).

X. The stages of preparation of the qPCR master mix and the
general arrangement of a qPCR experiment with 3C
samples, normalization of ligation frequencies,
calculation, and statistical analysis of the 3C experiment
results are described in detail in section 4 of the
Supplementary Material (subsections 4.1, 4.2, and 4.3).
The part devoted to the preparation and preliminary
testing of the calibration curve covers steps 36 through
39 of the protocol in the Supplementary Material and
comprises the following sections of the protocol:
Preparation of the PCR master mix and the general
arrangement of a qPCR experiment with 3C samples.

XI. Normalization of ligation frequencies
XII. Calculation and statistical analysis of the 3C experimental

results

2.6 Critical Analysis of the Existing 3C
Protocols for Whole Drosophila Larvae.
Optimal Parameters, Peculiarities, and
Advice on Preparing and Processing Cell
Material Obtained From Larvae
Although a sort of universal 3C protocol has been previously
published to describe the processing of collected adult flies,
pupae, and embryos and to prepare cell material from them
(Comet et al., 2011), no detailed procedure has been reported yet
to allow 3C investigations inDrosophilawhole larvae. Prior to our
study, only one study was published to describe 3C with whole
Drosophila larvae (Bieli et al., 2015). A critical analysis of the very
brief procedure described by Bieli et al. (2015) revealed several
issues that would require significant changes. Based on our own
experience with larva processing and treatment of the cell
material obtained from them and from S2 cells (Bylino et al.,
2021; Shidlovskii et al., 2021), we suggest the following important
improvements to the previously published procedure:

(i) Fix larvae simultaneously with homogenization in a
Dounce homogenizer with FA used at a concentration
not exceeding 0.5% for 10 min (we found that fixation
with 1.8% FA for 20 min is excessive). We observed that
tissues of larvae are over-fixed even when fixation is
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performed with 0.5% FA for 25 min and that DNA of
over-fixed cells is poorly cut by a restriction
endonuclease (RE) and is not extracted with Ph/Chl,
remaining in the non-lysed cells (Bylino et al., 2021).

(ii) Quench FA with glycine used at an equimolar
concentration or in a slight excess to FA (Comet
et al., 2011; Sexton et al., 2012), keeping in mind two
reactive groups of FA vs. one group of glycine. For
example, we used glycine at 666 (equimolar) and 800
(slight excess) mM for 1% FA (666 mM molarity by the
number of reactive groups). Do not quench with a strong
molar deficiency of glycine to FA (with 0.125 M glycine)
since quenching is not likely to be complete in these
conditions (Splinter et al., 2012) or, if doing so,
immediately proceed to the next step after quenching
without storing the material (even after flash freezing
since cell fixation may still proceed during thawing).

(iii) Do not store fixed larval cell material inactivated with
glycine and washed with ice-cold 1X PBS on ice for
several days, for example, until controls #1 (chromatin
integrity) and #2 (chromatin restriction digestion) are
ready to understand if chromatin is not degraded and
well digested. Fixation followed by keeping the cell
material on ice does not allow maintaining the DNA
integrity. Degraded DNA was isolated from the cell
material and formed a smear, which disappeared after
treatment with bovine RNase A, which digests DNA,
especially in a degraded form, according to our results
(discussed by Bylino et al. (2021)). Instead, proceed to
the cell lysis stage immediately without storing the cell
material.

(iv) Do not use a too high RCF (10,000 g and higher), but
centrifuge larvae and cells at an RCF not exceeding
5,000–7,500 g. It has been shown that centrifugation
at more than 8,000 g leads to broken, sheared nuclei
(Louwers et al., 2009).

(v) Do not use mechanical force when treating the nuclei,
and handle the nuclei gently. For example, do not pass
the nuclei through a syringe needle because this can
affect the integrity of the nuclei and DNA. Instead, use a
40-µm cell strainer to filter the homogenate to obtain a
cellular material (Bylino et al., 2021).

(vi)Use chromatin treatment modes at 65°C (65°C with SDS
for 5–10 min and 37°C with Triton X-100 for 15 min) as it is
preferable for larval cells. We observed that the regimens of
chromatin treatment with SDS at 37°C (37°C with SDS for
10 min and Triton X-100 for 15 min or 37°C with SDS for 1 h
and Triton X-100 for 1 h), which provide for more efficient
ligation in the case of S2 cells (Bylino et al., 2021), did not give
the same improvement in the case of larval cell material.
(vii) After chromatin heat treatment at 37/65°C in the

presence of SDS/Triton X-100, wash the nuclei with
1X restriction buffer (RB) before restriction digestion
(Flyamer et al., 2017) since, even sequestrated with
Triton X-100, SDS is able to hamper the RE function
at high concentrations (Louwers et al., 2009) and only a
few REs can tolerate the conditions of 0.3% SDS

sequestrated with 1.8–2% Triton X-100 (Splinter et al.,
2012; van de Werken et al., 2012).

(viii) Omit the step of inactivation of RE at 65°C for 10 min in
the presence of high SDS concentrations (~1.2–1.3%) as
it negatively affects the structure of nuclei (Nagano et al.,
2015b). Instead, wash off the nuclei from RE with 1X T4
DNA ligase buffer before DNA ligation (Nagano et al.,
2013; Nagano et al., 2015a; Nagano et al., 2015b, Nagano
et al., 2017).

(ix) Do not ligate chromatin in the presence of 0.1% SDS
even sequestered with 1% Triton X-100. We observed
that 0.1% SDS even sequestered with 1% Triton X-100
gives strong inhibition during in-nucleus DNA ligation
(Bylino et al., 2021), although ligation in a solution of
plasmid DNA cleaved by 6 bp cutter in the presence of
0.1% SDS sequestered with 1% Triton X-100 appear to be
efficient (Gavrilov et al., 2013). It has previously been
proposed to wash the nuclei before DNA ligation
(Flyamer et al., 2017; Golov et al., 2020b). We
examined this important issue and found that at least
a triple washing of larvae nuclei suspension with 1X T4
ligase buffer at this stage efficiently prevents inhibition
and does not lead to DNA degradation (Bylino et al.,
2021).

(x) After Ph/Chl extraction, process 3C library preparations
with RNase I and then purify them on AMPure XP
paramagnetic beads (SPRI technology) in order to
remove RNase and to additionally purify the libraries
before PCR determination of ligation frequencies. We
observed that RNase I is efficient in removing RNA
impurities from DNA preparations and the «safest»
RNase for DNA treatment (Bylino et al., 2021). Use a
T4 DNA ligase concentration of at least 0.025WeissU/µl.
We determined that the T4 DNA ligase concentration of
0.0025 WeissU/μl is inefficient during in-nucleus
ligation and that an efficient concentration range is
from 0.025 to 0.25 WeissU/μl (Bylino et al., 2021).

The abovementioned steps were tested in our previous studies
(Bylino et al., 2021; Shidlovskii et al., 2021) and in this work and
were found to ensure the preservation of DNA integrity at all
stages. Our improvements allow the stable detection of distant
DNA site interactions in 3C libraries prepared from at least 25
(WT larvae) or 50 (transgenic mutant larvae) mg of starter
material. For a more detailed discussion of the steps described
earlier, see the main part and the supplementary in the study by
Bylino et al. (2021).

2.7 Analysis of Distal Interactions in the
Developmental Locus Dad in Drosophila
Larvae
2.7.1 Detection of the Dad Enhancer Interactions in
Drosophila Wild-type Larvae. Comparison of the 3C
Profiles in Wild-type Larvae and S2 Cells
To validate our optimizations of the 3C procedure for Drosophila
larvae, we chose the developmental locus Dad (daughters against
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decapentaplegic) as a model (Figure 2A). The Dad gene is a
regulatory response gene in the BMP/Dpp/TGF-β pathway and
encodes the receptor-binding protein important for negative
feedback in the transmission of the signal from receptors
activated by the Dpp ligand (Tsuneizumi et al., 1997; Marquez
et al., 2001; Sharifkhodaei and Auld, 2021). The BMP/Dpp/TGF-
β signal transduction pathway is important for the growth,
proliferation, and differentiation of cells of imaginal discs

(Peterson and O’Connor, 2014; Upadhyay et al., 2017). The
Dad gene has two enhancers, the proximal Dad13 enhancer
(the main enhancer) and the distal DadInt52 enhancer
(shadow enhancer) (Weiss et al., 2010; Neal et al., 2019). Both
enhancers are located in the introns of the gene (Figure 2A). We
studied the interactions of the enhancer Dad13 with the regions
inside theDad locus in WT larvae and compared the resulting 3C
profile with the profile obtained for S2 embryonic cells.

FIGURE 2 | Comparison of the 3C profiles of live wild-type Drosophila larvae and S2 cells. (A) The model locus Dad with an anchor on the enhancer Dad13 in WT
Drosophila larvae and S2 cells is shown. Designations are as shown in Supplementary Figures S3A. Exons are highlighted grey; introns are shown white. (B) A
representative example of the 3C libraries prepared from WT larvae and S2 cells. Larvae were extracted from fly food, as shown in Figure 1B. One hundred WT larvae
were individually collected and washed, as shown in Figure 1D, and then processed to obtain a cell material, as shown in Figure 1B. Larval cell material (25 mg)
was taken for 3C library preparation. The cell material was centrifuged, the supernatant was removed, and a 3C library and controls #1 and 2were prepared as described
in Protocol of the 3C experiment with Drosophila larvae in the Supplementary Material. The 3C libraries and controls of S2 cells were prepared as shown in
Supplementary Figure S6 except that control #1 and the ligationmixture were purified using a 1.5X volume of AMPure XP beads and control #2 was purified using a 2X
volume of AMPure XP beads. For electrophoresis, in the case of S2 cells, 200 ng of DNA was used for controls #1,2 and the ligation mixture. In the case of larvae, the
DNA amount resolved in the gel was 25 ng for control #1, 50 ng for control #2, and 75 ng for the ligation mixture. Lane 1, control #1 (chromatin integrity control); lane 2,
control #2 (chromatin digestion control); lane 3, ligation mixture (3C sample). (C) Comparison of the 3C profile between live WT Canton S larvae and S2 embryonic cells.
Six independent biological replicates of the 3C library were analyzed for larvae and for S2 cells. The concentrations of all 3C libraries were made equal according to Qubit
readings before measurements. The frequency of ligation of the anchor fragment with the adjacent fragment (point #6) was arbitrarily taken as 100%, and the values of all
other experimental points were calculated proportionally. The relative ligation frequencies (RLFs) of experimental samples were normalized to RLFs within the
constitutively expressed RpII locus. Error bars indicate SEMs from six independent biological replicates of the 3C library. Each experimental point for each 3C library was
studied in 4 technical PCR replicates, and the data were averaged. One-tailed Student’s t-test was used for comparison between groups to calculate the reliability of the
revealed differences. An asterisk indicates the significance level: *p < 0.05, n = 12. (D) A model illustrating spatial differences in the location of regulatory elements of the
developmentalDad gene in cultured cells and liveDrosophila larvae. (E) Evaluation of the expression level of theDad gene in S2 cells and wild-type larvae. Total RNAwas
prepared, and the mRNA level was measured as described in the Isolation of total RNA and RT-qPCR section of Materials and Methods. For reverse transcription, the
same amount of RNA was taken from S2 cells and wild-type Canton S larvae. The Dad gene expression level was normalized to the β-tubulin 56D gene expression level.
The two genes showed similar amplification efficiencies. The Dad mRNA content was calculated using the ΔΔCt method. In addition to the ΔΔCt, a calibration curve
prepared from S2 cell DNA as described in Materials and Methods was used in the experiment. The results obtained using the calibration curve and ΔΔCt were similar.
The Dad expression level in S2 cells was arbitrarily taken as 1. Three independent total RNAs were prepared from S2 cells and from larvae, and each RT was studied in 4
PCR technical replicates. Error bars indicate SDs of 4 PCR technical measurements from three independent biological replicates of total RNA. One-tailed Student’s t-test
was used to evaluate the reliability of differences in between-group comparisons. An asterisk indicates the significance level: *p < 0.001, n = 6.
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FIGURE 3 | General scheme of the experiment with transgenic larvae, screening of crossovers, and 3C libraries obtained from the transgenic larvae. (A) Genetic
structure of transgenic flies and a general arrangement of the experiment with transgenic larvae used to determine the role of SAYP or the BAP170 Brahma/SWI/SNF
subunits in enhancer–promoter interactions. The SWI/SNF subunits BAP170 and SAYP tethered to the reporter promoter induce activation of the reporter in an adjacent
enhancer-dependent manner. (B) 3C libraries prepared from larvae carrying the reporter PlexAop-hsp70-lacZ transgene in the presence of either Ptub-lexA-BAP170 or
PBAP170-lexA-SAYP driver. The combinations of transgenes are indicated above the electrophoretic pictures. The experiment was performed as shown in Figure 2B for
larvae except that 150 larvae were collected and 50 mg of larval cell material was taken for 3C library preparation. Lane 1, chromatin integrity control; lane 2, chromatin
digestion control; lane 3, ligation mixture (3C sample). At least seven independent 3C libraries were prepared for each genotype. A representative example is shown for
two 3C libraries. (C) 3C libraries prepared from larvae carrying the PlexAop-hsp70-lacZ reporter only. 3C libraries and controls were prepared as shown in (A). Lane 1,
chromatin integrity control; lane 2, chromatin digestion control; lane 3, ligation mixture (3C sample). At least seven independent 3C libraries were prepared. Three
biological replicates obtained after fixation with different FA concentrations are presented. (D) Electrophoretic analysis of chromatin integrity controls and restriction
digestion controls prepared from larvae carrying the PlexAop-hsp70-lacZ reporter with or without the Ptub-lexA-BAP170 or PBAP170-lexA-SAYP driver. The controls were

(Continued )
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Individually collected 3rd instar Canton S larvae were used. 3C
libraries were prepared and analyzed as described earlier.
Electrophoretic analysis of the 3C libraries is given in Figure 2B.

When we addressed the 3C profile, we found that the profile of
Dad13 enhancer interactions in larvae differed from that obtained
for cultured cells. Although the upstream and downstream
regions interacted with the enhancer weakly in both larvae
and S2 cells, the promoter region was significantly closer to
the enhancer in larvae than in S2 cells (Figure 2C,
Supplementary Figures S10 and S11). The situation did not
differ when a smaller amount of larval cell material was used to
prepare the 3C library (Supplementary Figure S12C). This
means that our data fall within the linear sensitivity range of
the 3C method. Thus, our data suggest that there are differences
in the proximity of the enhancer to the promoter between WT
larval cells and cultured embryonic S2 cells (Figure 2D). The
differences may be associated with the Dad expression level.
Indeed, Dad is expressed at a low level in cultured cell lines
and is active in 3rd instar larvae, according to databases
(Chintapalli et al., 2007; modENCODE Consortium et al.,
2010; Larkin et al., 2021). To check this experimentally, we
performed RT-qPCR using equal amounts of S2 and WT 3rd
instar larval cell material and found that the Dad expression level
in cultured S2 cells was approximately 10 folds lower than in
larval cells. Thus, the differences in the enhancer–promoter
proximity within the Dad locus correlate with the gene
activity. The inactive state of the Dad locus in S2 cells can be
accounted for by its localization in the B compartment in S2 cells
and embryos (Sexton et al., 2012; Li et al., 2015; Cubeñas-Potts
et al., 2017; Eagen et al., 2017).

2.7.2 3C Profile of the Dad Locus in the Presence of an
Adjacent Transgene
Description of the experimental reporter system. We have
previously described the enhancer-trap system in flies that
contains a reporter transgene PlexAop-hsp70-lacZ activated by a
nearby enhancer in a Brahma complex (SWI/SNF)-dependent
manner (Shidlovskii et al., 2021). The flies carry a P-element
insertion of the reporter lacZ gene into the 5′ region of the Dad
gene in the 3R arm of the third chromosome (Figure 3A). The
reporter was placed under the control of the minimal hsp70
promoter fused with the operator sites for the DNA-binding
domain (DBD) of the LexA protein (PlexAop-hsp70-lacZ). The flies
also have a second transgene, which is integrated in the attP2 site
in the 3L arm of the same chromosome (Markstein et al., 2008;
Pfeiffer et al., 2008, Pfeiffer et al., 2010), thus expressing a fusion

protein that consists of one of the signature subunits of the
Brahma complex (SAYP or BAP170) and DBD of the LexA
protein (Figure 3A). These subunits are conservative (SAYP is a
homologue of PHF10 in humans; BAP170 is a homologue of
ARID2 in humans and RSC9 in yeast) and specify the PBAP/
PBAF subtype of the Brahma (SWI/SNF) chromatin remodeling
complex. The driver transgene in 3L was placed under the control
of Ptub (BAP170 fusion) or PBAP170 (SAYP fusion) promoter. As
was previously shown, targeted recruitment of the SAYP-lexA or
BAP170-lexA fusion to the LexA operator sites in the lacZ
promoter was accompanied by reporter gene activation in an
enhancer-dependent manner with a pattern similar to that of the
endogenousDad gene (Shidlovskii et al., 2021). In this regard, it is
of interest to elucidate whether such activation is accompanied by
spatial convergence of the captured enhancer and the reporter
gene promoter. For this purpose, a 3C library was prepared from
3rd instar larvae of fly lines carrying the PlexAop-hsp70-lacZ reporter
transgene with any of the two other transgenes that coded for a
fusion of either SAYP or BAP170 with the LexA DBD (Ptub-lexA-
BAP170 or PBAP170-lexA-SAYP driver transgenes). Larvae that
carried only the PlexAop-hsp70-lacZ reporter transgene were used as
a control.

Genetic background affects digestion by restriction enzyme in
3C procedure. The chromatin of the Ptub-lexA-BAP170- and
PBAP170-lexA-SAYP-containing lines was digested normally with
DpnII and efficiently ligated after that (Figure 3B), whereas the
chromatin of the line containing only the PlexAop-hsp70-lacZ
transgene was inefficiently digested with DpnII in parallel
experiments, leading to poor ligation in the case of this line
(Figure 3C, left and central panels). Halving the concentration of
the fixing agent did not significantly improve digestion and
ligation (Figure 3C, right panel). Moreover, the yields of DNA
and especially total RNA were significantly reduced in the case of
the PlexAop-hsp70-lacZ-only line as compared with the driver-
containing lines (compare Figure 3B, two left and two right
panels). We concluded that the genetic background prevents
efficient digestion and ligation of chromatin in the case of the
PlexAop-hsp70-lacZ-only line. It is possible that the RE site is
methylated at A or C in this line and its digestion is thus
blocked (Kunert et al., 2003; Zhang et al., 2015; Deshmukh
et al., 2018), but this assumption requires further study. Thus,
these important observations suggest that the genetic background
can influence the success of the 3C procedure with different fly
lines. To overcome the difficulties with the genetic background of
the control PlexAop-hsp70-lacZ line, we used meiotic crossing over
between chromosomes as a powerful genetic technique for

FIGURE 3 | prepared as shown in (B) except that they were not treated with RNase. The top row of pictures shows the same samples but resolved electrophoretically for
a shorter time. Lane 1, chromatin integrity control; lane2, chromatin digestion control. Two independent replicates are shown for each genotype. (E) PCR analysis of the
crossover lines carrying the Ptub-lexA control driver and PlexAop-hsp70-lacZ reporter transgene in the same chromosome. A representative analysis is given in comparison
with other lines. Genomic DNA was extracted from flies as described in the section Genomic DNA isolation from fly lines for screening of crossover flies ofMaterials and
Methods. Lane 1, Ptub-lexA-BAP170 driver + PlexAop-hsp70-lacZ reporter; lane 2, PBAP170-lexA-SAYP driver + PlexAop-hsp70-lacZ reporter; lane 3, reporter transgene PlexAop-

hsp70-lacZ only; lane 4, control driver transgene Ptub-lexA (insertion in chromosome 3 #1); lane 5, control driver transgene Ptub-lexA (insertion in chromosome 3 #2); lane 6,
WT Oregon R; lane 7, crossover #2 (insertion from lane 4 was combined with the reporter transgene from lane 3); lane 8, crossover #6 (insertion from lane 5 was
combinedwith the reporter transgene from lane 3); lane 9, control PCRwith water instead of DNA (negative control #1); lane 10, control reaction with 50 mMTris-HCl, pH
8.0 instead of DNA (negative control #2). (F) Representative examples of 3C libraries prepared from crossover lines. Larvae, 3C libraries, and controls were processed as
shown in (B). Designations of lanes are as shown in Figure 2B. One replicate is shown for each crossover line.
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FIGURE 4 | Comparison of the 3C profiles in the Dad locus in the presence of an adjacent transgene. (A) The model locus Dad with the adjacent transgene is
shown. Designations are as shown in Supplementary Figures S3A and S6. A red circle and oval encompass the points under study. An anchor icon indicates the
location of the anchor primer at theDad13 enhancer. (B) Interaction profiles for indicated positions inDad locus with the adjacent reporter transgene were obtained in the
presence of the Ptub-lexA-BAP170, PBAP170-lexA-SAYP, or control Ptub-lexA driver transgene with the anchor at the Dad13 enhancer. Extraction, collection, and
processing of larvae and 3C library preparation were done as shown in Figure 2B for larvae except that 150 larvae were collected and 50 mg of larval cell material was
taken for 3C library preparation. Seven independent 3C libraries were prepared and analyzed for Ptub-lexA-BAP170 and PBAP170-lexA-SAYP larvae and 4, for control
Ptub-lexA larvae (two for each crossover line #2 and #6, respectively). The 3C experiment was done as shown in Figure 2C except that error bars indicate SEMs from 7 or
4 independent biological replicates of the 3C library for each case, respectively. Each experimental point for each 3C library was studied in 2–4 technical PCR replicates,
and the data were averaged. Point 10 was excluded from the analysis since points 9 and 10 are adjacent. The RLFs of experimental samples were normalized to RLFs
within the constitutively expressed RpII locus and to point #13 (intergenic spacer). The values between the two normalizations were averaged. An asterisk indicates the
significance level: *p < 0.05, n = 12. (C) The same as shown in (A), but the anchor is at the PlexAop-hsp70-lacZ promoter and the points under study are encompassed in
green. (D) The same as shown in (B), but the anchor is at the PlexAop-hsp70-lacZ promoter. The number of the prepared and analyzed 3C libraries is the same as shown in
(B). The frequency of ligation of the anchor fragment with the adjacent fragment (point #8) was arbitrarily taken as 100%, and the values of all other experimental points
were calculated proportionally. An asterisk indicates the significance level: *p < 0.05, n = 12. (E) RT–qPCR analysis of the expression level of the driver transgenes in
mutant larvae. mRNA expression of Ptub-lexA-BAP170, PBAP170-lexA-SAYP, and control driver Ptub-lexA was studied using primers annealing to the LexA domain-
coding sequence. The following genotypes were studied: PlexAop-hsp70-lacZ, Ptub-lexA-BAP170; PlexAop-hsp70-lacZ, PBAP170-lexA-SAYP; PlexAop-hsp70-lacZ, Ptub-lexA.
RT–qPCR was carried out as shown in Figure 2E except that only the ΔΔCt method was used for calculation and four independent total RNAs were prepared for each
driver line. The expression level in the line carrying the PlexAop-hsp70-lacZ reporter and the PBAP170-lexA-SAYP driver was arbitrarily taken as 1. An asterisk indicates the
significance level: *p < 0.05, n = 8. (F) RT–qPCR analysis of the expression level of the reporter transgene lacZ in mutant larvae. RT–qPCRwas done as shown in (E). The
following genotypes were studied: PlexAop-hsp70-lacZ, Ptub-lexA; PlexAop-hsp70-lacZ, Ptub-lexA-BAP170; PlexAop-hsp70-lacZ, PBAP170-lexA-SAYP, and PlexAop-hsp70-lacZ
only. RT–qPCR was done as shown in Figure 2E except that only the ΔΔCt method was used for calculation and 4 independent total RNAs were prepared for each line.
The expression level in the line carrying the PlexAop-hsp70-lacZ reporter and Ptub-lexA driver was arbitrarily taken as 1. N.S., non-significant (p > 0.05). An asterisk indicates
the significance level: *p < 0.05, n = 8. (G) A model illustrating the role of the tethered (t) SAYP/BAP170 in distal interactions in the Dad locus carrying an adjacent
transgene. The endogenous Dad promoter is regulated by the endogenous Dad enhancer, the two elements always forming a contact. In the absence of tSAYP/
BAP170, the transgene does not establish contact with the Dad gene. Recruitment of SAYP/BAP170 to the reporter promoter induces its recruitment into a joint
regulatory hub with the Dad enhancer and Dad promoter.
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separating harmful mutations and diluting the genetic
background (see a recombination scheme in Supplementary
Figure S13). Two independent lines carrying the PlexAop-hsp70-
lacZ reporter transgene in the presence of the Ptub-lexA control
driver were obtained. The presence of both transgenes in
crossover flies was confirmed by PCR (Figure 3E). Then 3C
libraries were prepared in parallel for each new control line.
Representative examples of the resulting 3C libraries are given in
Figure 3F.

Recruitment of SAYP and BAP170 to the reporter
promoter induces its convergence to the endogenous
enhancer. To verify that LexA-BAP170/LexA-SAYP-
mediated activation of the lacZ reporter is accompanied by
spatial convergence of the captured enhancer and the reporter
gene promoter, we compared the 3C profiles of the Dad locus
with the adjacent PlexAop-hsp70-lacZ transgene in the control
line, in the presence of the Ptub-lexA driver, with the 3C
profiles obtained for the two experimental lines, in the
presence of the Ptub-lexA-BAP170 or PBAP170-lexA-SAYP
driver. We observed that the ligation frequency between the
lacZ reporter promoter and Dad enhancer in the control line in
the presence of Ptub-lexA driver transgene was significantly
lower than in lines with the LexA-SAYP/BAP170 drivers,
either in direct (the anchor primer was located on the Dad
enhancer) (Figures 4A and B) or in reciprocal (the anchor
primer was located on the reporter transgene promoter)
(Figures 4C and D) experiments. We concluded that
transcription activation mediated by the tethering of the
Brahma complex subunit SAYP or BAP170 to the reporter
promoter is accompanied by spatial convergence of the
captured enhancer and the reporter lacZ gene promoter.
This correlates well with a Dad-like expression pattern of
lacZ in the presence of the LexA-BAP170 or LexA-SAYP
(Shidlovskii et al., 2021).

Increased expression of the driver is accompanied by an
increase in the ligation frequency of the enhancer with the
promoter and enhanced reporter expression. When comparing
the 3C profiles of the Ptub-lexA-BAP170- and PBAP170-lexA-
SAYP-containing driver lines in a direct experiment, no
significant differences were found between the lines and, in
both the lines, the strongest interaction of the Dad13 enhancer
was observed with the endogenous Dad promoter, which is closer
to the Dad13 enhancer, than the lacZ promoter is (Figures 4A
and B), much the same as in WT larvae (Figure 2C). When
comparing the 3C profiles of the Ptub-lexA-BAP170 and PBAP170-
lexA-SAYP lines in a reciprocal experiment, a significant
difference in the ligation frequency of the lacZ promoter and
Dad13 enhancer was found between the lines (point #5). The
difference might result from different expression levels of the
driver under the control of different promoters, Ptub (constitutive
strong promoter of the α1-tubulin gene) or PBAP170 (−373/+135
bp). To check, we measured the abundance of the driver mRNA
in the Ptub-lexA-BAP170 and PBAP170-lexA-SAYP lines and the
control Ptub-lexA line by RT-qPCR. We observed that the
expression of Ptub-lexA-BAP170 was indeed significantly
higher than that of PBAP170-lexA-SAYP and was comparable to
that in the control Ptub-lexA line (Figure 4E). Thus, there is a

direct relationship between the level of lexA-SAYP/BAP170
drivers and the ligation frequency of the lacZ promoter with
the Dad13 enhancer.

To verify that the difference in expression of the Ptub-lexA-
BAP170 and PBAP170-lexA-SAYP transgenic constructs results in
differences in expression of the lacZ reporter gene, we measured
the lacZ mRNA level in the Ptub-lexA-BAP170/PBAP170-lexA-
SAYP lines, the control Ptub-lexA-containing line, and the
PlexAop-hsp70-lacZ only line. Indeed, transcriptional activation of
lacZ correlated with the driver type: significant differences in lacZ
mRNA expression level were found between the Ptub-lexA-
BAP170 and PBAP170-lexA-SAYP lines (Figure 4F). Both Ptub-
lexA-BAP170 and PBAP170-lexA-SAYP driver lines differed in
lacZ expression from the control Ptub-lexA-containing line, and
no significant difference was found between the Ptub-lexA-
containing line and the PlexAop-hsp70-lacZ only line. The control
line, which carried only the PlexAop-hsp70-lacZ transgene, showed
almost no activation of transcription (Figure 4F). We concluded
that greater expression of the driver results in more pronounced
upregulation of reporter gene expression. At the same time, low
expression of the PBAP170-lexA-SAYP driver was enough to
induce interactions between the lacZ reporter promoter and
the Dad13 enhancer.

Thus, recruitment of the SAYP/BAP170 subunit to the
reporter gene promoter mediates its interaction with the
enhancer, and this is accompanied by changes in chromatin
fiber conformation.

We hypothesized that the activation of expression is
apparently accompanied by the association of compatible (co-
regulated in our case) regulatory elements into a complex
(chromatin hub), which probably shares transcription factors
and other common components of the transcription machinery
(Figure 4G). Our data also suggest that recruitment of the PBAP
chromatin remodeling complex to the promoter may be a
prerequisite for establishing the interaction with enhancers in
Drosophila.

3 DISCUSSION

The principles of developmental gene functioning are an
important problem in current biology. The expression of
developmental genes is tightly linked to their conformation.
Conformational changes in developmental genes can proceed
simultaneously with the activation of their expression
(Schoenfelder et al., 2015a; Bonev et al., 2017; Freire-Pritchett
et al., 2017; Rubin et al., 2017; Schoenfelder et al., 2018b; Novo
et al., 2018), or a specific conformation can pre-exist and serves as
a scaffold to facilitate the activation (Jin et al., 2013; Ghavi-Helm
et al., 2014; Schoenfelder et al., 2015b; Bonev et al., 2017; Cruz-
Molina et al., 2017; Rubin et al., 2017; Comoglio et al., 2018; Ing-
Simmons et al., 2021). Interactions between cis-regulatory
elements in both cases can be investigated using 3C-based
methods. In the present work, we investigated the 3C
procedure for whole Drosophila larvae using a developmental
geneDad (daughters against decapentaplegic) as a model. We give
a complete description of the 3C experiment on Drosophila

Frontiers in Genetics | www.frontiersin.org July 2022 | Volume 13 | Article 73420812

Bylino et al. 3C for Drosophila Larvae

239

https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/journals/genetics#articles


larvae, including isolation of larvae from fly food, their sorting by
age, fixation, homogenization, preparation of cellular material,
preparation of experimental 3C and control libraries, analysis of
interactions, and calculation of the experimental results.

3.1 The 3C Procedure for Whole Larvae and
a Dad Gene Model
The 3C protocol has previously been optimized with S2 cells
(Bylino et al., 2021). Here, we applied the procedure toDrosophila
3rd instar larvae. The steps that we adapted from the protocols
previously developed for cultured cells and zygotes of mammals
(Rao et al., 2014; Flyamer et al., 2017; Golov et al., 2020b) (see
Supplementary Figure S6 legend) also proved applicable to
Drosophila primary cells obtained from whole 3rd instar
larvae. The quality of the resulting 3C libraries was acceptable,
as demonstrated by electrophoresis (Figure 2B and Figures 3B
and F). To further validate our procedure, we used it to study the
conformation and distal interactions between regulatory
elements in the developmental locus Dad in WT larvae. We
observed that the conformation differed between cultured S2 cells
(a repressive conformation) and live larvae (an active
conformation) (Figure 2D), and this observation correlated
well with Dad expression level in larvae and S2 cells
(Figure 2E). The Dad gene codes for a negative feedback
regulator of the BMP/Dpp/TGF-β signaling pathway. Its low
expression in S2 cells is in good agreement with the literature
data that S2 cells produce a weak response to treatment with the
Dpp ligand since these cells do not express some components of
the BMP/Dpp/TGF-β pathway (Cherbas et al., 2011; Neal et al.,
2019). Low or altered expression of developmental genes in
cultured cells is a general problem typical not only for
Drosophila but also for mammals and can be overcome at
least partly by using primary cell cultures (Antequera et al.,
1990; Kitsis and Leinwand, 1992; Zaitseva et al., 2006).

3.2 Enhancers of the Dad Locus
The Dad locus contains two functional enhancers: Dad13 is the
first enhancer in the chain (a primary enhancer) and the
DadInt52 enhancer downstream (a shadow enhancer) (Weiss
et al., 2010). The Dad13 enhancer is thought to be the primary
element that drives the expression of the gene (Weiss et al., 2010;
Neal et al., 2019). According to our data, a two-humped curve is
absent in the graph in Figure 2C, when an anchor is on theDad13
enhancer, indicating that the Dad13 enhancer is not in complex
with the Dad promoter and DadInt52 enhancer. This is in good
agreement with the leading role that the first enhancer in a chain
of gene enhancers plays in regulating expression in higher
eukaryotes and their evolutionary precursors (Song et al.,
2019; Bylino et al., 2020). The finding additionally correlates
well with observations by Weiss et al. (2010) and Neal et al.
(2019), who showed that the Dad13 enhancer provides a proper
transcriptional response and drives the expression of the reporter
gene in a pattern virtually identical to that of endogenous Dad,
while DadInt52-driven expression is weak and only partially
overlaps that of Dad13. Altogether, our data emphasize that
the DadInt52 enhancer is a shadow enhancer and plays an

auxiliary or redundant role in comparison with the Dad13
enhancer. However, it cannot be ruled out that DadInt52 is
involved in the regulation at a developmental stage other than
embryos (Weiss et al., 2010) or 3rd instar larvae (this work). Our
results concerning the leading role of the first enhancer are in
good agreement with the results by Bieli et al. (2015), who have
studied the enhancer–promoter interactions in whole larvae for
the developmental gene apterous. They have similarly found that
the apterous enhancer closest to the promoter (the first in the
chain) interacts with the promoter more strongly than the second
enhancer (the second in the chain). Moreover, the leading
enhancer interacted with the promoter more strongly than
with the control region situated downstream of the apterous,
like in our case (point #13). This suggests that the mode of
regulation is universal for developmental genes and emphasizes
the leading role of the first enhancer in a chain of enhancers.

3.3 3C Experiment With WT and Mutant
Larvae
Having studied the interactions in cultured cells and WT larvae,
we applied our procedure to the mutant fly lines that carried a
reporter transgene adjacent to the Dad gene and demonstrated
conformational changes in the Dad locus upon activation of
transgene expression (Figures 4B and D). The induction of
expression was achieved through the recruitment (targeted
tethering) of SAYP or BAP170 subunits of the SWI/SNF
remodeling complex to the reporter promoter and subsequent
assembly of the SWI/SNF complex (Shidlovskii et al., 2021).
Recruitment of SAYP/BAP170 to the lacZ promoter leads to
the discrimination of this promoter among the other promoters
of the transgene (P-element promoter and mini-white promoter)
and specific activation of lacZ expression following a Dad-like
pattern (Shidlovskii et al., 2021), thus, providing an example of
specificity of enhancer–promoter communication (Galouzis and
Furlong, 2022). Accordingly, we hypothesized that the targeted
recruitment of the specific SWI/SNF subunits to the promoter is
accompanied not only by an increase in gene expression but also
by spatial convergence of the regulatory elements. We observed
that this was the case (Figures 4B and D). At the same time,
surprisingly, the recruitment of the SAYP/BAP170 resulted in
more pronounced interactions of the Dad13 enhancer not only
with the reporter promoter but also with the Dad promoter
(Figure 4B) and enhanced interaction of the two promoters
with each other (Figure 4D). We hypothesized that both
promoters and the Dad13 enhancer combine to form a ternary
complex (chromatin hub), which possesses a more stable
conformation compared with a dual Dad promoter-enhancer
complex and provides a basis for a higher ligation frequency
(Figure 4F). Alternatively, increased ligation between regulatory
elements may be interpreted as an activation chromatin hub,
where enhancement of both promoter activation might take place
due to the looser chromatin structure induced by targeted
recruitment of SAYP/BAP170 and subsequently of Brahma
complex. However, we do not know whether the Dad13
enhancer activates both promoters simultaneously or
sequentially or whether this activation occurs in different cells
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[discussed in (Peng and Zhang, 2018)]. The first scenario is
supported by many observations of the co-localization of
regulatory elements of co-expressed genes within the same
transcription factory (Osborne et al., 2004; Mitchell and
Fraser, 2008; Sutherland and Bickmore, 2009; Rieder et al.,
2012). Such genes usually share the components of the
transcription apparatus, and co-expression of two transgenes/
endogenes closely located in the genome and regulated with the
same enhancer and competition between two promoters for one
enhancer is well-documented in the literature (Raj et al., 2006;
Papantonis et al., 2010; Bartman et al., 2016; Fukaya et al., 2016;
Lim et al., 2018; Stavreva et al., 2019).

3.4 Competition Between Two Promoters
for the Same Enhancer
Competition between the lacZ and Dad promoters can also occur
in order to establish separate contacts with the enhancer. Indeed,
mutually inhibitory co-expression of genes has been
demonstrated when two different sequentially located globin
genes are regulated by one enhancer (LCR) in cis (Deng et al.,
2014; Bartman et al., 2016). It strongly resembles the organization
of the Dad locus under study. In this model, one would expect an
“enhancer hijacking” phenomenon. In the case of hijacking of the
Dad13 enhancer by the transgenic promoter, the 3C profile would
show a decrease in interaction with the endogenous Dad
promoter, which would be accompanied by a corresponding
increase in interaction with the transgenic promoter. However,
it was not detected. Moreover, in our case, lacZ is apparently
expressed at a significantly lower level than the Dad gene (data
not shown). Due to this, it is not possible to reliably determine by
RT-qPCR whether an increase in lacZ expression in the presence
of SAYP/BAP170 is accompanied by a corresponding decrease in
Dad endogene expression. The presence of the lacZ transgene has
just a slightly negative effect on Dad expression (data not shown)
and may be caused by disruption of Dad promoter structure
(hypomorphic mutation) rather than by enhancer hijacking.
Thus, our data indicate that, even if the reporter promoter
hijacks some of the Dad13 enhancer activity, it does so in a
very weak manner.

3.5 Activation of RNAPII Promoter by RSC/
PBAP/PBAF Complex Depends on Natural
Genomic Context
Our previous data showed that targeted recruitment of the SAYP/
PHF10 PBAP signature subunit fused with GAL4 DBD to the
hsp70 promoter [−259/+198, containing GAF and six HSF sites
(Ingolia et al., 1980; Steller and Pirrotta, 1984, 1985; Weber et al.,
1997; Wu et al., 2001; Kwak et al., 2013)] under the control of
UAS strongly induces reporter gene expression in a PBAP-
dependent manner (Vorobyeva et al., 2009). These
experiments were performed with a transient transfection
model and a model of a reporter transgene integrated into the
genome in multiple copies in a Drosophila S2 cell culture. In our
experiments described in this work and in the study by
Shidlovskii et al. (2021), the upstream LexA binding sites were

combined with the minimal hsp70b core promoter (−45/+207
bp), lacking upstream GAF and HSF binding sites, and this
reporter transgene was placed in genomic context in a single
copy. Targeted recruitment of the SAYP/BAP170 subunits to the
promoter was insufficient for reporter activation, required an
active enhancer to occur in the genomic vicinity, and was
accompanied by the convergence of the enhancer and the
hsp70 promoter. Although the hsp70 promoters used in the
previous and current models differ in length, our data may
point to the importance of the genomic context: a reporter
located in a plasmid or in the genome may show different
behaviour. Apparently, the chromatin environment and its 3D
conformation make a significant contribution to the reporter
gene activity.

Previously, the effect of targeted Brahma subunit recruitment
on gene activity was tested in yeast and human cells. Recruitment
of the RSC/PBAP/PBAF complex subunits Sth1 or Swh3/Rsc8
(MOR/BAF155/170) to the core promoter did not induce
expression of the RNAPII promoter (Laurent et al., 1992;
Treich and Carlson, 1997), whereas recruitment of the ySWI/
SNF/BAP/BAF complex subunits SNF2, SNF5, SNF6, and SNF11
to the same promoter sufficed to induce expression (Laurent et al.,
1990; Laurent et al., 1991; Laurent et al., 1992; Treich et al., 1995).
Thus, these data may indicate that different roles are played by the
ySWI/SNF and RSC complexes in RNAPII promoter regulation
in yeast. Subunits of the human BAF complex, hBRM and
hDPF3a (D4/TTH/BAF45B/C/D), induced expression of
several RNAPII promotes upon their targeted recruitment in
human cell cultures (Muchardt and Yaniv, 1993; Trouche et al.,
1997; Cui et al., 2016). All of these promoters possess a long
enhancer/promoter region, and their BAF-driven activation
depends on cell activators. However, the reporter was in a
plasmid in all of these cases; therefore, the data cannot
provide direct evidence that the test proteins act similarly in
the natural genomic context.

Genome-wide data show that BAF occupies enhancer regions,
while PBAF is found on both enhancers and promoters
(Nakayama et al., 2017; Carcamo et al., 2022). We also found
that PBAP occupies both Dad enhancer and promoter
(Shidlovskii et al., 2021). We hypothesized that, in addition to
the catalytic function, PBAP/PBAF mediates interactions
between enhancers and promoters in a non-catalytic mode
(Kwok et al., 2015; Jordan-Pla et al., 2018).

3.6 Role of SWI/SNF in Establishing
Long-Range Contacts Between Enhancers
and Promoters
Since the targeted recruitment of the SWI/SNF subunits to the
reporter promoter and its activation is accompanied by changes
in the conformation of the chromatin fiber, we hypothesized that
SWI/SNFmay facilitate the organization of long-range regulatory
gene contacts in the interphase in Drosophila. This mechanism of
gene regulation might be basic, more ancient, and more universal
than the regulation via cohesin-dependent loop extrusion, which
is absent in Drosophila (Rowley et al., 2017; Eagen, 2018;
Gambetta and Furlong, 2018; Matthews and White, 2019;
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Bylino et al., 2020; Kaushal et al., 2021). The hypothesis about the
role of SWI/SNF in the spatial regulation of gene expression is
strongly supported in the literature. For example, loop formation
mediated by the SWI/SNF complexes was found in microscopic
(Bazett-Jones et al., 1999), real-time in vitro (Lia et al., 2006;
Zhang et al., 2006; Sirinakis et al., 2011), biochemical, and genetic
studies (Ni et al., 2008; Kim et al., 2009a, Kim et al., 2009b; Shi
et al., 2013; Jégu et al., 2014). Even in mammals, where cohesin
brings together distant regions of immunoglobulin genes,
regulating the switching of types of antibodies by the loop
extrusion mechanism (Thomas-Claudepierre et al., 2013;
Zhang et al., 2019), it has been shown that SWI/SNF assists
this process (Kwon et al., 2000; Bossen et al., 2015). The interplay
between SWI/SNF and CTCF on their DNA binding sites has also
been detected (Euskirchen et al., 2011; Barutcu et al., 2016; Wood
et al., 2016); similar data have been reported for condensin II and
SWI/SNF (Wu et al., 2019). Thus, in organisms where loop
extrusion appears to be the main regulatory mechanism of
distant interactions, SWI/SNF also contributes to the
organization of this type of regulation. Our data indicate that
SWI/SNF is necessary for establishing enhancer–promoter
communication in Drosophila.

4 CONCLUSION

(i) The 3C procedure optimized using S2 cells as a model can be
successfully applied to studying the chromatin conformation
and interactions between regulatory elements of
developmental genes in living Drosophila larvae.

(ii) Whole larvae can be used to study not only ubiquitous
intragenomic interactions but also tissue-specific ones. Our
results indicate that, even if an interaction is specific for a
limited set of cells in larvae, the 3C procedure using whole
larvae allows its quantitative measurement and comparison
in different lines.

(iii) The genetic background may affect the overall DNA yield
and digestion with a restriction enzyme in the 3C procedure.

(iv) The model locus Dad exists in different conformations in
3rd instar larvae and cultured S2 embryonic cells. The active
conformation correlates with the transcriptional activity of
the gene in living larvae.

(v) Targeted recruitment of SAYP and the BAP170 subunits
(SWI/SN and PBAP) to a reporter promoter induces the

convergence of the promoter and endogenous enhancer.
This is accompanied by an increase in reporter gene
expression.
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