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Editorial on the Research Topic
The role of high-order chromatin organization in gene regulation

It is now accepted that high-order chromatin packaging is non-random and
essential for genome functioning. However, details of mechanisms underlying
chromatin folding and its role in epigenetic regulation remain to be discovered.
One of the most actively studied problems in this field is understanding the molecular
basis of correlations between gene expression and chromatin architecture. Although
causal relationships between these processes are still not well established, information
about genome folding can already be employed for functional interpretation of
genomic variants. For example, spatial proximity between gene promoters and
regulatory elements can be instructive for linking GWAS variants with their
putative target genes. An article by Thiecke et al. published in this Research Topic
describes how information about genome folding was employed for prioritization of
candidate genes underpinning COVID-19 host genetic traits. Similarly, chromatin
architecture can help to understand cancer genomics. Studies by Adeel et al. and Baur
et al. groups show how to infer connections between genome architecture and disease
susceptibility by profiling chromatin contacts in multiple cancer samples. This
approach allows authors to identify chromatin alterations specific for cervical and
breast cancer development.

Several papers published in this Research Topic allow more comprehensive review
of known mechanisms and new hypothesis explaining connections between changes
of chromatin architecture. The paper by Boltsis et al. published in this article Research
Topic, describes general principles connecting genome architecture with
development and disease. Another review by Daghsni and Aldiri discusses this
problem in the context of mammalian retina development, and reviews Tchurikov
and Kravatsky and Malashicheva and Perepelina highlights the important role of
ribosomal genes clusters and lamin proteins in global epigenetic regulation. Finally, a
review by Kumar et al. extends the subject to the area of plant genomics.
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Articles mentioned above show the importance of studying
chromatin architecture in cancer and other human tissues.
However, in many experimental systems, application of
conventional chromatin profiling techniques is challenging
due to a limited amount and/or peculiar properties of the
available biological material. Several articles in this Research
Topic describe new methodologies aiming to overcome this
limitation. Research by Animesh et al. shows how to apply
Hi-C method to nasopharyngeal cancer needle biopsy patient
samples. In the article by Bylino et al. perform critical analysis of
the chromosome conformation capture procedure to provide a
useful guide to the 3C procedure. Another research from the
same group Bylino et al. describes application of this updated 3C
method to study the developmental genes in Drosophila larvae.
Finally, Aljogol et al. compare computational methods of capture
Hi-C-data analysis and highlight their advantages and
disadvantages.

Whereas some of the aforementioned methods aim to
modify the original Hi-C protocol to make it suitable for
low-input samples, a very important direction of research is
single-cell analysis of genome folding. Complementary to
these new molecular methods, recently developed high-
resolution microscopy approaches extend our
understanding of genome architecture in individual cells.
Cardozo Gizzi discusses how new molecular technologies
developed in the rapidly evolving single-cell genomics field
change our view of chromatin architecture. And two articles
Maslova and Krasikova and Zakirov et al., discuss how the
structures revealed by molecular and modern microscopy
analysis correspond to each other.

Overall, this article Research Topic shows how using new
computational and molecular tools can extend our
understanding of mechanisms underlying chromatin folding
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and transcription dynamics, and how this knowledge can be
used in solving problems in fundamental biology, agriculture,
and molecular medicine.
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Human papillomavirus (HPV) integration is the major contributor to cervical cancer (CC)
development by inducing structural variations (SVs) in the human genome. SVs are
directly associated with the three-dimensional (3D) genome structure leading to cancer
development. The detection of SVs is not a trivial task, and several genome-wide
techniques have greatly helped in the identification of SVs in the cancerous genome.
However, in cervical cancer, precise prediction of SVs mainly translocations and their
effects on 3D-genome and gene expression still need to be explored. Here, we have
used high-throughput chromosome conformation capture (Hi-C) data of cervical cancer
to detect the SVs, especially the translocations, and validated it through whole-genome
sequencing (WGS) data. We found that the cervical cancer 3D-genome architecture
rearranges itself as compared to that in the normal tissue, and 24% of the total
genome switches their A/B compartments. Moreover, translocation detection from Hi-C
data showed the presence of high-resolution #(4;7) (q13.1; g31.32) and #(1;16) (g21.2;
g22.1) translocations, which disrupted the expression of the genes located at and
nearby positions. Enrichment analysis suggested that the disrupted genes were mainly
involved in controlling cervical cancer-related pathways. In summary, we detect the
novel SVs through Hi-C data and unfold the association among genome-reorganization,
translocations, and gene expression regulation. The results help understand the
underlying pathogenicity mechanism of SVs in cervical cancer development and identify
the targeted therapeutics against cervical cancer.

Keywords: cervical cancer, gene expression, Hi-C, SVs, translocation detection, topologically associating
domains

INTRODUCTION

Cervical cancer (CC) is the fourth most common cancer affecting women worldwide. With an
estimated 570,000 cases and 311,000 deaths in 2018, this disease accounts for 3.3% of all cancer-
related deaths (Bray et al., 2018), and there is a wide variation in incidence and mortality in
various regions. In general, cancer is characterized by uncontrolled growth and cell proliferation
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due to several genomic changes such as gene mutations,
insertion/deletions, and chromosomal rearrangements (Engreitz
et al, 2012). In China, oncogenic HPV infection in women has
been reported as 5-20%, depending on location and age (Miinger
et al., 2004; Dai et al., 2006; Zhao et al., 2012). Several studies
have suggested that human papillomavirus (HPV) is the leading
cause of cervical cancer and HPV genome integration is the key
mechanism. Previously reported studies had suggested that the
HPV integration hotspots, molecular pathogenesis, the role of
episomal HPV E6/E7 expression, and HPV integration in human
genome 3D structure (Fudenberg et al., 2011; Koneva et al., 2018;
Cao et al., 2020) play a vital role in cervical cancer development
(Garraway and Lander, 2013).

Structural variations (SVs) such as deletions, duplications,
insertion, inversions, and translocations are majorly associated
with disease development. Chromosome conformation capture
techniques such as Hi-C and ChIA-PET have revealed that SVs
alter the three-dimensional (3D) genome and gene regulations
in the cancer genome (Dixon et al., 2018). SVs, specifically
translocations that occur at specific hotspots in the genome,
cause a significant impact on the 3D structure and gene
expression (Lawrence et al., 2013). The detection of SVs and their
effects on chromosomal architecture and gene expression has
significantly increased our understandings of tumor development
(Dixon et al., 2018). Multiple conventional techniques such as
Microarray (Alkan et al., 2011), fluorescence in situ hybridization
(FISH) (Cui et al., 2016), and PCR are already available to identify
SVs (Sanchis-Juan et al., 2018). However, these methods have
some drawbacks because they required prior knowledge (Mardis
and Wilson, 2009); most of the techniques cannot accurately
locate the sequence of breakpoints, making it more challenging
to monitor the impact of specific SVs on gene structure (Hu
et al., 2020). Nowadays, several studies have been designed to
apply the most advanced high-throughput techniques such as
whole-genome sequencing (WGS), RNA-seq, and chromosome
conformation capture (Hi-C) data to study the SVs effectively
(Dixon et al., 2018).

Despite the massive ongoing progress in cancer studies, there
is still plenty of room to devise comprehensive research that uses
an integrative approach to study SVs and their consequences
in the cervical cancer genome.

Here, we have used normal and cervical cancer tissue data
high-throughput chromosome conformation capture (Hi-C),
transcriptome (RNA-seq), and WGS to identify SVs, specifically
translocations. We monitored their local and global effects on
the chromosomal 3D organization and gene expression. The
results will help us to get a better insight into the correlation
between SVs, specifically translocations and expression of
oncogenes in cervical cancer.

MATERIALS AND METHODS

Data Source

Hi-C data generated from Digestion Ligation Only Hi-C
(DLO Hi-C) technique (Lin et al, 2018), WGS, and RNA-
sequence data for normal and cervical cancer tissues were

downloaded from Genome Sequence Archives' under accession
number CRA001401.

Hi-C Data Processing and Breakpoint

Detection

For Hi-C data processing, we used human genome hgl9 and
HPV-16 genome merged assembly as a reference genome. First,
quality control of raw fastq files was performed with FastQC
v0.11.8 (Andrews, 2010). The DLO Hi-C tool (Hong et al,
2019) was used to process the Hi-C data generated by the
Digestion-ligation-only Hi-C technique (Lin et al., 2018). This
tool removes pair end tags (PETs) of self-ligation, re-ligation,
and dangling pairs. The contact matrices at different resolutions
were normalized using ICE method (Imakaev et al, 2012).
Topologically associated domains (TADs) and TAD boundaries
at 40 kb resolution were identified using TopDom R-Package at
default parameters (Shin et al., 2016). Juicer eigenvector was used
to define A/B compartment, and bins with positive values were
considered as A compartments, while bins with negative values
were defined as B compartment at 500 kb resolution (Durand
et al., 2016b). HiTC Bioconductor Package was used for quality
control analysis of Hi-C data (Servant et al., 2012).

As we know, Hi-C data represent the contact probabilities
between two regions of interacting chromosomes in a matrix
form, which enables the detection of translocation. So, we used
publically available pipelines such as HiCtrans (Chakraborty
and Ay, 2018) and hic_breakfinder?, which use Hi-C data to
find translocations. HiCTrans takes Hi-C contact matrices as an
input to find translocation breakpoints based on change point
values obtained by calculating the contact probability across
each chromosomal contact pair (Chakraborty and Ay, 2018).
hic_breakfinder uses mapped file (*.bam file) as an input and
human genome assembly-based filtering list of false positives
and reports refined translocations at different resolutions (1 Mb,
100 kb, and 10 kb). Moreover, we used an in-house build script
that uses a valid-pairs file of Hi-C data in bedpe format and detects
chromosomal breakpoints. The resulted breakpoints of all tools
were compared by using bedtools pairToPair to find overlapped
and unique translocated regions.

Whole-Genome Sequence Data Analysis

and Structural Variation Detection

After quality control check of cervical cancer tissue and normal
blood WGS data (Experiment ID: CRX040585 and CRX101064),
through FastQC (Andrews, 2010) and Trimmomatic (Bolger
et al, 2014), refined raw reads were aligned against proxy
genome (hgl9 + HPV16) using Burrows-Wheeler Alignment
(BWA) tool (Li and Durbin, 2009) at default parameters, and the
duplicates were marked and removed using Picard’. SAMtools
was used for alignment quality estimation and sorting bam
reads (Li et al., 2009). For SV detection in cervical cancer tissue
WGS data (Experiment ID: CRX040585), we used Manta-tumor

Uhttps://bigd.big.ac.cn/gsa/s/P371FNi0
Zhttps:/ /github.com/dixonlab/hic_breakfinder
3http://broadinstitute.github.io/picard/
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only (Chen etal., 2016). SV caller at default settings, additional
refinement “PASS” parameter was applied, and results were
visualized by Integrative Genome Viewer (IGV) (Robinson et al.,
2011). ANNOVAR was used to annotate the SVs detected by
Manta (Wang et al, 2010). Copy number variation (CNV)
analysis was carried out by Control-FREEC software (Boeva
et al., 2012). WGS data of cervical cancer tissue (Experiment ID:
CRX040585) were used as an input. The ploidy parameter was set
to 2 and other parameters were set as “default.”

RNA-Sequence Analysis

RNA-Seq data of three normal (Experiment ID: CRX040582,
CRX040583, and CRX040584) and two cervical cancer data
(Experiment ID: CRX040580 and CRX040581) biological
replicates were pre-processed as described (Andrews, 2010;
Bolger et al., 2014) and mapped against Y-Chromosome less,
HPV-16 and hgl9 merged genome using HISAT2 tool (Kim
et al,, 2015). Gene expression abundance was quantified through
featureCounts (Liao et al., 2014), and the gene expression level
was calculated in RPKM value. Differentially expressed genes
(DEGs) were detected by using DESeq2 R-package (Love et al.,
2014). For enrichment analysis of DEGs, we used PANTHER
online resource* gene ontology (GO) tests, and statistical
enrichment tests. To gain an overview of the gene pathway
networks, web-based Kyoto Encyclopedia of Genes and Genomes
(KEGG) server was recruited’. Furthermore, we used EnrichR
(Chen et al,, 2013) to assess the TF-lof enrichment, ENCODE
TF ChIP-Seq enrichment, and Virus-Host Protein-Protein
Interactions of selective genes list.

RESULTS

Comparative 3D-Genome Structural
Analysis

In order to find the genome-wide structural architecture
variations, we compared the cervical cancer and normal tissue
Hi-C data. Four replicates of two cervical cancer experiments
(Experiment ID: CRX040576 and CRX040577) and one replicate
of normal tissue DLO Hi-C data (Experiment ID: CRX040578)
were used for analysis (Supplementary Table 1). DLO Hi-
C tool first filtered out the same (AA, BB) as well as the
different (AB, BA) linkers, ~285 million for normal tissues
~146, ~142, ~156, and ~162 million reads were obtained from
four cervical cancer tissue replicates (Supplementary Table 2).
Hi-C results showed the numbers of valid reads of normal
sample CRX040578, cervical cancer tissue CRX040576, and
cervical cancer tissue CRX040577 as 60,929,741, 28,518,853,
and 36,389,304, respectively (Supplementary Table 3). Next, we
visualized the whole-genome interaction map of normal and
cervical cancer tissues to detect the differential arrangements. The
higher order genomic organization was observed; apparently, the
chromosomal architecture was consistent between normal and
cervical cancer tissue heatmaps, but some chromosomes showed
differential organizations (Figures 1A,B; Cao et al.,, 2020). We

“www.pantherdb.org

>http://www.genome.jp/kegg/kaas/

visualized the whole-genome contact matrices for both samples
through juicebox (Durand et al., 2016a) and found that various
regions showed the differential interactions frequency between
different chromosomes (Figure 1C). The cis-interaction ratio
between both samples was very similar, but the trans-interactions
showed a significant increase (Fisher’s exact test p-value = 2.2e-
10) (Supplementary Table 3 and Figure 1D). Several differential
genomic organizations were detected in different chromosomes
(Supplementary Figure 1). For example, in chromosome 7,
higher order rearrangements were observed, and variable regions
were found at 10-45 and 75-110 Mb regions (Figure 2A).
Another variable region was present at 75-110 Mb position.
A distinctive interaction pattern (enlarged and highlighted with
the black square) appeared in cervical cancer tissues, but it
was missing at the normal sample’s corresponding chromosomal
region. In chromosome 4, two significant arrangements were
observed from 0-50 and 55-191 Mb (highlighted with the
black squares). The more dense architecture was observed at
55-191 Mb region in chromosome 4 of the cervical cancer
sample (Figure 2B).

Further, we also checked the A/B compartments in both
samples at 500 kb resolution. 76% of the total genome
remained conserved, and only 13 and 11% of the genome
showed compartment switching from A to B and B to A,
respectively (Fisher’s exact test p-value < 2.2e-16) (Figure 2C).
Moreover, we also monitored the A/B compartment switching at
a chromosomal level such as in chromosome 7, 4 (Figures 2A,B),
1, and 16 (Supplementary Figure 1) several regions showed
A/B compartment switching. It has been demonstrated that
tumor development is associated with the alterations of TADs
(Valton and Dekker, 2016). TADs at 40 kb resolutions were
detected in each Hi-C experiment data; a total of 6,468, 6,033,
and 6,268 TADs were found in normal tissue (CRX040578),
cervical cancer tissue 1 (CRX040576), and cervical cancer tissue 2
(CRX040577), respectively. The comparison of TAD boundaries
between experimental samples was calculated with bedtools
intersect -f 0.70 -r parameters and represented in the bar-graph
(Figure 2D). We identified that 2,260 TADs were shared between
all samples, 817 TADs were conserved, 1,998 and 2,342 were
unique between cervical cancer tissue 1 (CRX040576) and normal
tissue (CRX040578), respectively (Fisher’s test p-value = 0.00629),
and 1,049 TADs found overlapped, 2,001 and 2,343 TADs were
found as unique between cervical cancer tissue 2 (CRX040577)
and normal tissues (CRX040578), respectively (Fishers test
p-value = 0.003128). We also detected and compared the number
of TADs between both cervical cancer samples (CRX040577 and
CRX040576) and found 958 overlapped and 2,001 and 1,998
unique TADs which were statistically non-significant (Fisher’s
test p-value = 1). Collectively, these results suggested that 3D-
genome architecture shows differential behavior from normal to
a cancerous condition.

Translocation Identification in Cervical
Cancer Hi-C Data

We observed a large inter-chromosomal interaction region
during Hi-C data analysis that suggests a translocation event
in the cervical cancer sample (Experiment ID: CRX040576 and
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FIGURE 1 | Hi-C data showing genome-wide variations in cervical cancer 3D-genome. Genome-wide Hi-C interaction map at 1 Mb resolution. Heatmap
representing normal (A) and cervical cancer (B) tissues chromosomal interactions, respectively. Black squares indicate the inter-chromosomal rearrangements. (C) A
heatmap shows the difference of higher order chromatin interactions between normal tissue (red color) and cervical cancer (blue color) tissue Hi-C data. (D) Hi-C
quality analysis indicating the number of inter- and intra-chromosomal interactions between both samples. Red bars depict intra-chromosomal interactions, while
sky-blue bars denote inter-chromosomal interactions.

CRX040577). To predict the translocated area in a cervical
cancer tissue sample, we further analyzed the Hi-C data through
available tools such as hic_breakfinder (Dixon et al., 2018)
and HiC-trans (Chakraborty and Ay, 2018). hic_breakfinder
uses bam input and detects translocations by creating sub-
matrices of the original matrix that potentially contains
chromosomal rearrangements (Dixon et al., 2018). It predicted
seven breakpoints in cervical cancer sample 1 (CRR045289)
and 3 (CRR045291) each, and eight breakpoints in cervical
cancer sample 2 (CRR045290) and sample 4 (CRR045288).
A total of seven chromosomal pairs were observed that
undergo translocations, such as chr2-chr12, chr3-chrl2, chr4-
chr7, chrl6-chrl, chr6-chr5, chr17-chrll, and chr3-chr6; the
breakpoint boundaries for each pair are given in Supplementary
Table 4. HiC-trans detected several chromosomal pairs with
the translocations at different bin sizes 40, 80, and 120 kb;

in cervical cancer Hi-C sample 1 (CRR045289) 25, in cervical
cancer Hi-C sample 2 (CRR045290) 35, in cervical cancer Hi-C
sample 3 (CRR045291) 49, and in cervical cancer Hi-C sample
4 (CRR045288) it predicted 54 breakpoints (Supplementary
Table 5). We observed that hic_breakfinder and HiC-trans
use different detection approaches by considering different
biases that resulted in more false positive detections. To
overcome that issue, we build an In-house script that detects
the obvious breakpoints using interacting pair files as input.
It predicted six translocated chromosomal pairs in cervical
cancer Hi-C sample 1 (CRR045289) in such a way that
two in chr4-chr7 and four breakpoints in chrl-chrl6 pair
that show translocations (Supplementary Figure 2). In other
cervical cancer Hi-C samples (CRR045290, CRR045291, and
CRR045288), our script predicted two breakpoints in chr4-chr7
pair each (Supplementary Table 6). The translocation between
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chr7:123,374,769-123,376,789 and chr4:63,481,072-63,483,072
is shown in Figure 3A. The translocated region between
chrl: 144,816,374-144,826,374 and chr16:70,838,537-70,848,537
is shown in Supplementary Figure 2.

We compared the translocation boundaries detected by
publically available tools with our script; we used bedtools
pairToPair to find the overlaps and unique translocations. Here,
we took one sample as an example in which hic_breakfinder
detected eight breakpoints, HiCtrans 25, and our script
detected six breakpoints. After comparison, we found that eight
breakpoint regions were overlapped between hic_breakfinder
and HiCtrans. Five breakpoint regions were similar between the
results of in-house script and hic_breakfinder. Neither had we
detected any overlap between HiCtrans and our script nor in all
other tools (Figure 3B).

Structural Variation Detection in
Whole-Genome Sequence Data

We analyzed WGS data of the corresponding cervical cancer
tissue data of patients (Experiment ID: CRX040585) to find
the novel SVs such as deletions, translocations, insertions, and
duplications, and to evaluate the precision of translocations
detected in Hi-C data. Sequence quality was determined by

FastQC (Andrews, 2010). Sequence contaminations such as
overrepresented sequences and low-quality reads were clipped
using appropriate sequence clipper in Trimmomatic (Bolger
et al., 2014). Total 99.66% reads were used for mapping, and
97.82% read pairs were adequately aligned against the customized
reference genome (hgl9 + hpvl6). The average read depth
of the cervical cancer sample was calculated by SAMtools (Li
et al,, 2009), which was ~45X. Manta Tumor-Only Analysis was
performed to find the structural variants (Chen et al., 2016).
Manta predicted that 3,579 reads have maximum depth, 301 reads
did not match with default filtration score or aligned to multiple
locations around the breakpoints, and 16,712 variants passed the
filtration threshold score of Manta.

Further, we split the genome-wide SVs into their respective
types, such as 7,858 inter-chromosomal translocations
breakpoints (BND), 5,799 deletions (DEL), 1,185 duplications
(DUP), and 1,870 inversions (INV). Our primary focus was
to check the consistency of translocation results of Hi-C
data, such as chr4-chr7 and chrl-chrl6, with variations
identified by the Manta tool. We found that the positions
of chr7-chr4 and chrl-chrl6 breakpoints were coherent
with inter-chromosomal translocation identified from WGS
data (Figure 3C). Additionally, we have also inspected
the WGS paired read analysis, and found the presence of
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(C) Circos plot representing the chromosomal rearrangements between chri, chr4, chr7, and chr16 detected by Hi-C and WGS. Deep pink- and green-colored arcs
show the overlapped results of Hi-C and WGS, while blue color represents WGS-based translocations. (D) The translocation event between t(4;7) (q13.1; g31.32) in
cervical cancer data visualized by IGV tool, showing WGS paired reads supporting the translocation results of Hi-C data. Breakpoints are labeled by “BND” in the
upper panels of both IGV windows. Upper IGV window represents Chr4 reads, and the lower window shows Chr7 reads. Green and red colors depict the first and

second read of mate-pairs.

translocated mate-pair reads in chrl-chrl6 (Supplementary
Figure 2) and chr4-chr7 (Figure 3D). Moreover, we detected the
protein-coding genes at the translocated regions, specifically in
chr4:61,875,072-61,895,072 and chr7:123,370,769-123,376,769
and chrl:144,816,374-144,826,374 and chrl6:70,838,537-
70,848,537 region. WASL gene was found at chromosome 7
(q31.3) (Figure 3A), NBPF20 at 1 (q21.1), and HYDIN gene was
present at chromosome 16 (q22.2) (Table 1 and Supplementary
Figure 2). WGS annotation results suggested that translocation
between chr4-chr7 has a very “high” impact on this WASL
gene. Copy number variation is another key phenomenon
that contributes to cancer development. So, Control-FREEC
identified several copy number variations (CNVs) in multiple
chromosomes such as chromosome 1, 2, 4, 8-11, 16, 18, and 21.

A total 249 “gain” and 32 “loss” events occurred (Supplementary
Figure 3 and Supplementary Table 7). These results collectively
showed that translocations identified by Hi-C data are consistent
with the WGS data. Additionally, we found several protein-
coding genes at the translocated region directly involved in
female cancer development.

Effects of Translocations on Gene

Expression

Previously, it is reported that SVs play a significant role in
changing gene expression, leading to cancer development.
To explore the effect of SV mainly the translocations on the
expression of surrounding genes, we used the transcriptome
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TABLE 1 | Translocation breakpoints and neighboring genes around translocated pairs.

Karyotype Breakpoint Disrupted genes Neighboring
coordinates genes
t(4;7) (913.1; g31.32) Chr4.61,875,072— Intergenic region ADGRL3
61,895,072 WASL NDUFA5
Chr7:123,370,769-
128,376,769
t(1;16) (921.2; g22.1) Chr1:144,816,374— NBPF20 VAC14
144,826,374 HYDIN SF3B3
Chr16:70,838,537— COG4
70,848,537 CALB2
ZNF23
ZNF19

of cervical cancer and normal cervix tissue. A total of ~8,000
genes were detected as DEGs (Supplementary Table 8) that
fulfill the criteria of false discovery rate (FDR) < 0.05 and
absolute Log2 fold change (Log2 FC) > 1 (Figure 4A). Next,
we were curious to determine the effects of translocation
on the expression of genes present within translocated
regions and in their vicinity. In #(4;7) (q13.1; q31.32),
WASL gene (7q31.3) underwent translocation, showed
expression disruption, and was significantly downregulated,
while at chromosome 4 (4q13.1), an intergenic region was
observed. We further extended our analysis in the neighboring
(within & 1 Mb region) genes at chromosome 4, such as
ADGRL3 and NDUFA5, and found that both genes were
downregulated (Figure 4B). We also monitor the gene
expression changes in f(1;16) (q21.2; q22.1) and nearby
regions. This translocation occurred within NBPF20 and
HYDIN genes located at 1q21.2 and 16q22.1, respectively
(Supplementary Figure 2). The former was upregulated, and the
latter was downregulated. The neighboring genes such as ZNF23
showed downregulated expression, while VAC14, SF3B3, COG4,
CALB2, and ZNF19 appeared as upregulated genes (Figure 4B
and Table 1).

Since our Hi-C results showed a significant A/B compartment
switching, previous studies have already reported the correlation
between compartments switching and gene expression changes
(Wu et al., 2017). So, here we aimed to check how many
genes were affected by compartment switching in translocated
chromosomes (1, 4, 7, and 16). In A to B compartment change,
a total of 239 and 36 genes were found as down- and upregulated,
respectively, while in B to A, 69 genes were downregulated and 49
were detected as upregulated genes. In the no-change category,
688 genes showed upregualted and 691 showed downregulated
expression. Fisher’s exact test suggested that gene expression
changes between A to B and B to A category were fairly significant
(Fisher’s exact test p-value = 6.502e-12). In B to A and no-change
category, a significant (Fisher’s test p-value = 0.0564) number
of genes were found to be changing gene expression, while the
number of genes changing expression in A to B and conserved
genome category was found as highly significant (Fisher’s exact
test p-value < 2.2e-16) (Figure 4C).

In GO analysis, we predicted the overall enrichment of
DEGs in cellular components and molecular functions. Results

suggested that the DEGs were involved in maintaining different
cellular components and regulating various molecular functions
such as structural constituent of ribosome (18%), immune
receptor activity (12%), cytokine binding (12%), structural
molecular activity (8%), and signaling receptor binding (8%)
(Supplementary Figure 4).

Additionally, we extracted the list of genes around the
translocation and performed GO using TF-lof expression,
ENCODE TF ChIP-seq, and Virus-Host PPI enrichment libraries
by enrichR annotation platform. Results showed that in TF-
lof expression library enrichment, all genes except ZNF23,
NDUFA5, and HYDIN were controlled by previously reported
ETS transcription factor (up expression) of ovarian cancer
(Llaurado et al., 2012). NDUFAS5 gene was significantly enriched
with the transcription factor YYI (down-expression) of HeLa cell
line consistent with the previous studies of human (Rizkallah
and Hurt, 2009). ZNF23 showed myb TF enrichment in primary
monocytes of humans (Huang et al., 2007; Figure 4D). Virus-
Host PPI enrichment analysis suggested that WASL and ZNF19
genes were highly enriched in interacting with HPV E7 and
HPV type 144 proteins, respectively (Figure 4E; White et al,,
2012). ENCODE TF ChIP-Seq data library enrichment results
showed that SF3B3 and COG4 were enriched by transcription
factor ZZZ3 and WASL, ZNF23, VAC14, and CALB2 genes
were controlled by MAZ TF of HeLa-S3 (cervical cancer) cell
line (Figure 4F; Dolfini et al., 2016). Several other TFs were
also detected that potentially influence the transcription of the
genes mentioned above. Pathway enrichment analysis showed the
association of these genes in carcinomal pathways such as TP53
pathway (Tommasino et al., 2003), tumor suppressor pathway
(Cohen et al., 2003), PDGF pathway (Li et al., 2017), p38 MAPK
signaling pathway (Kang and Lee, 2008), G13 signaling pathway
(Yuan et al, 2016), and Notch signaling pathway (Rodrigues
etal., 2019; Figure 5). Overall, we concluded that gene expression
significantly changed around translocated region in cervical
cancer samples and A/B compartment changes lead to change
in gene expression; moreover, the enrichment analysis suggested
that the regulation of genes present at translocation regions
was controlled by previously reported transcription factors of
cervical cancer/ovarian cancer studies. Additionally, we have also
predicted the direct role of newly identified genes in cervical
cancer-related pathways.
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expression changes. (B) Expression changes of the genes (log2FC) present around t(4,7) (q13.1; g31.32) and t(1;16) (q21.2; g22.1); each gene is represented with a
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DISCUSSION

Cervical cancer is the leading type of female cancer caused by
HPV genome integration (Li et al., 2021). HPV integration has
complex effects on the phenotype, and the mechanism driving
these effects is poorly understood. Some studies have reported
that structural rearrangements are also the driving force behind
tumorigenesis (Zhang et al, 2018). These SVs cause higher
order disorganizations, which we assume play a significant role
in changing gene expression and ultimately result in tumor
development and progression around the cervix tissues. Several
studies have shown that SVs, including duplications, deletions,
translocations, insertions, and inversions, can disrupt the 3D-
genome specifically the TAD boundaries, in a way that they
can produce neo-TADs, fused-TADs, or can cause the deletion
of TADs (Valton and Dekker, 2016). In HPV-induced cervical
cancer, the remodeling of TADs is associated with the enhancer-
hijacking (Cao et al, 2020), which leads to the change in
gene expression followed by the deleterious phenotypes such

as developmental disorders and cancer (Melo et al., 2020).
Moody and Laimins (2010) have reported that in HPV + state,
viral E6 and E7 oncogenes are predominantly attributable to
the SVs/instability of the host genome. Previous research has
reported that HPV-integrations sites are prone to change in
the local structure of host loci and gene expression (Cao et al.,
2020). The detection of SVs is still a burning issue in cancer
research. This study used Hi-C, RNA-Seq, and WGS data of
cervical patients to perform a comparative analysis between
cervical cancer and normal tissue. Here, we identified the
genome-wide SV, specifically the translocations away from the
HPV-integration point using Hi-C-based translocation detection
methods, and to monitor their effects on gene expression
around the breakpoints. Hi-C data from four cervical cancer
patients were used to detect the chromosomal interactions
and rearrangements; comparative results showed that overall
3D-genome architecture appeared to be consistent between
normal and cervical cancer tissue data consistent with the
findings of the previous study (Cao et al, 2020), although
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some chromosomes showed higher order chromatin structure
variations, including a significant change in the number of TADs
and A/B compartment switching.

Furthermore, we have observed some translocations in the
genome-wide interaction map. HiC-Trans (Chakraborty and Ay,
2018) and hic_breakfinder (Dixon et al., 2018) were used to
locate the translocations precisely. Both tools produced a higher
number of breakpoints, and a higher number suggested the high
false discovery rate (FDR) (Wang et al., 2020). To overcome this
problem, we have designed in-house script that only detected
the obvious translocation breakpoints at the highest resolution
and less computational cost. Two translocations such as #(4;7)
(q13.1; g31.32) and #(1;16) (q21.2; q22.1) were detected. WGS
data validated the presence of translocations detected by the
in-house script.

Additionally, WGS paired read analysis found the presence
of translocated reads in chrl-chrl6 (Supplementary Figure 2)
and chr4-chr7. WGS results were coherent with the breakpoints
detected by the newly designed script in Hi-C data. The
coherence of Hi-C and WGS results confirmed the sensitivity
and specificity of our in-house script output. Further, annotation
results suggested the presence of intergenic regions and
coding genes such as WASL, NBPF20, and HYDIN at the
breakpoint region. Previous studies have suggested the
active role of NBPF20 in gene fusion in cervical cancer

patients (Li et al., 2021). Mutagenesis studies of gynecological
cancers have revealed that HYDIN gene undergoes frequent
mutations in both ovarian and cervical cancer (Guo et al,
2020). Published research has demonstrated that the WASL
(Wiskott-Aldrich  Syndrome-Like) gene belongs to the
oncogenes category and plays a significant role in tumor
progression and metastasis in cervical cancer (Hidalgo-Sastre
et al, 2020). CNV analysis depicted that chromosomes 1,
4, 7, and 16 were among the chromosomes which undergo
copy number variations consistent with the previous
cervical cancer studies (Adey et al, 2013). Collectively,
3D-genome structure, WGS, and CNVs results showed a
strong association between the chromosomal architecture
and breakpoints.

Chromosomal translocations lead to the disruption of gene
expression and cause proto-oncogenes activation (Rabbitts,
1994). Some studies also reported that SVs in general have
multiple local and global effects on chromosomal structure,
chromatin interactions, and gene expression (Zhang et al., 2018).
Here, we aimed to study the potential impact of translocations
on gene expression. The transcriptome data of cervical cancer
suggested many upregulated and downregulated genes compared
to the normal tissue sample. We obtained the neighboring genes
around the breakpoints regions in chromosomes 1, 16, 4, and 7
and found the disrupted gene expression. GO analysis depicted
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that DEGs were involved in various molecular functions and
cellular processes.

Furthermore, we performed various enrichment analyses
using different GO libraries such as TF-lof expression of
GEO enrichment, Virus-Host Protein-Protein Interaction
enrichment, and ENCODE TF ChIP-seq enrichment libraries.
TF-lof expression of GEO enrichment results showed that the
most of the detected genes were enriched with the previously
reported transcription factors YY1 of Hela-cells (cervical-cancer
cell line) (Rizkallah and Hurt, 2009) and ETS transcription
factor of ovarian cancer (Llauradd et al., 2012). Virus-Host
PPI enrichment results suggested the interaction enrichment of
disrupted genes such as ZNF19 with HPV-E7 and WASL with
HPV-E2 (Cohen et al., 2003). Next, we examined the regulatory
network of detected genes through ENCODE TF ChIP-Seq
enrichment library and found that these genes were enriched with
the previously reported TFs of Hela-S3 (cervical cancer) cell lines.

Pathway analysis results also showed that the genes located in
breakpoint regions are strongly associated with various cancer-
mediated pathways such as TP53 network, GPCRs Class B
Secretin-like pathway, p38 MAPK signaling pathway, apoptosis-
related network in ovarian cancer, Notch signaling pathway,
PDGF pathway, and IGF1-Akt signaling (Steller et al., 1996;
Serrano et al., 2008; Chen, 2015; Wu et al., 2017). Overall, these
findings provide strong evidence that breakpoints occurred in
the genes that have a strong correlation with HPV-mediated
cervical cancer.

Although we have predicted some novel translocations, there
are some limitations associated with this study, for example, the
limited availability of a dataset used to carry out the analyses.
Increasing the size of cohort will help to get better understandings
about cervical cancer development mechanism. Another major
limitation is the heterogeneous nature of cervical cancer making
the study more challenging. Combining all analyses, we unveil
that in cervical cancer, multiple genomic alternations such as
translocations, CNVs, and 3D reorganization occur that affect the
gene expression.

These findings shed light on the importance of studying the
effects of SVs on the 3D genome and finding candidate genes
in cervical cancer. We believe that this will help us to improve
our understandings of the HPV-mediated cervical cancer
mechanism and identify the targeted clinical therapeutics against
cervical cancer.
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Supplementary Figure 1 | Hi-C results showing the comparative analysis for
chromosome 1 and chromosome 16 in both normal and cervical cancer samples.
Differential chromosomal architecture: (A) Chromosome 1 of normal tissue (left)
and cervical cancer tissue (right) Hi-C heatmaps. A/B compartments between
both samples have been shown in the lower panel of A. (B) Chromosome 16 of
the normal sample (left) and cervical cancer tissue (right). A/B compartments are
shown in the bottom panel. Dark Green; A compartment, Red; B compartment.

Supplementary Figure 2 | Hi-C-based translocation detected in chromosome 1
and 16 was coherent with the WGS mate-pairs analysis. (A) Enlarged Hi-C
interaction map shows the breakpoint position corresponding to translocation
t(1;16) (021.2; g22.1). NBPF20 and HYDIN genes were found at the translocation
region. RNA-seq peaks are also visualized, red-colored peaks indicate cervical
cancer RNA, and green color shows normal sample gene expression. (B)
Visualization of translocated read pairs in translocation event #(1;16) (g21.2;
g22.1). Red: translocated read mate-pairs.

Supplementary Figure 3 | Copy number variations detected in cervical cancer
sample showing that translocations containing chromosomes also undergo CNVs.
Estimated genome-wide copy number variations (CNVs) from cervical cancer
whole-genome sequence (WGS) data. Red dots represent “gains,” blue dots
show “loss” events, and green dots show “normal” events.

Supplementary Figure 4 | Gene ontology analysis of DEGs. Enrichment of genes
in various (A) cellular components; red bars indicate the cellular component term
and length represents the —log10 (FDR). (B) Molecular functions; each slice of the
circle depicts the molecular function and gene involvement percentage.

Supplementary Table 1 | Data source for cervical cancer. The table shows the
experiment ID, sequencing run accession number, sequence type, and total reads.

Supplementary Table 2 | Linkers filtering information. Linkers detected by DLO
Hi-C tool from normal tissue and cervical cancer tissues (1, 2, 3, and 4)
DLO Hi-C dataset.

Supplementary Table 3 | Hi-C data analysis stats for normal and cervical cancer
samples. Hi-C results for each experiment; each table shows the information of

Frontiers in Cell and Developmental Biology | www.frontiersin.org

16 July 2021 | Volume 9 | Article 706375


https://github.com/Adeel3Dgenomics/In-house-script-for-translocation-detection
https://github.com/Adeel3Dgenomics/In-house-script-for-translocation-detection
https://www.frontiersin.org/articles/10.3389/fcell.2021.706375/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fcell.2021.706375/full#supplementary-material
https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cell-and-developmental-biology#articles

Adeel et al.

Cervical Cancer Development Mechanism Identification

self-ligated and non-ligated pairs, valid reads, intra-inter chromosomal
interactions, and long- and short-range chromatin interactions.

Supplementary Table 4 | Translocations detected by hic_breakfinder.
Translocations detected by hic_breakfinder in cervical cancer samples, the table
showing the translocation boundaries along with the strand information.

Supplementary Table 5 | Translocations identified by HiC_Trans. Translocations
detected by HiC_Trans in cervical cancer samples, the table showing the
breakpoint boundaries along with the z-score.
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Chromatin domains and loops are important elements of chromatin structure and
dynamics, but much remains to be learned about their exact biological role and nature.
Topological associated domains and functional loops are key to gene expression and
hold the answer to many questions regarding developmental decisions and diseases.
Here, we discuss new findings, which have linked chromatin conformation with
development, differentiation and diseases and hypothesized on various models while
integrating all recent findings on how chromatin architecture affects gene expression
during development, evolution and disease.

Keywords: chromatin conformation, TAD, development, differentiation, disease, cancer, gene regulation,
regulatory element

INTRODUCTION

All eukaryotic species share the ability to reproduce and transmit their genetic information to their
offspring. Mammals originate from single cells, with all the hereditary information stored in the
DNA. The 2 meters of chromatin, consisting of DNA plus associated proteins must be compacted
to fit in a nucleus with a diameter that varies between 2 and 10 pm.

The chromatin fiber is a highly dynamic polymer undergoing cycles of de-compaction and
re-compaction during the cell cycle and proliferation/differentiation of the cells (Woodcock and
Ghosh, 2010). Compaction impacts on chromatin accessibility to transcription factors (TF) and
RNA polymerases (RNAPs) and is one of the parameters that fine-tunes the regulation of gene
transcription. Thus, different cell fates require a different three-dimensional genome architecture
that is closely related to gene expression and cellular function (Dixon et al., 2015). The nuclear
genome appears to be organized non-randomly, through a variety of chromatin loops and rosettes
and suggests that transcription is also architecturally organized (Lanct6t et al., 2007). Recent data
suggest that alterations in chromatin architecture could be causal in diseases and cancer (Spielmann
etal., 2018). Here, we describe recent findings about the relation between chromatin conformation
and gene regulation in development and diseases and propose a model for chromatin architecture
and the formation of loops during development.

HIGH-ORDER CHROMATIN STRUCTURES

Chromosomal Territories

Although the sequence of many genomes has been elucidated, the study of its 3D organization
is subject to increasing endeavors using a variety of techniques, most prominent of which are
3C related technologies and high-resolution microscopy. Chromatin is divided into a dark and a
light electron-dense region, representing heterochromatin and euchromatin, respectively and gene
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activity is related to the position of the genes in the 3D
chromatin architecture (Shachar and Misteli, 2017). The sub-
nuclear space occupied by a chromosome is called “chromosomal
territory” (CT) (Figures 1A,B; Cremer and Cremer, 2001; Dixon
et al, 2016). On a smaller scale, the genome contains two
levels of topological organization, one at a megabase level (A/B
compartments) and one at sub-megabase level (topologically
associated domains, TADs) (Dixon et al., 2016).

While chromosomes generally reside in distinct territories,
CTs sometimes overlap (Branco and Pombo, 2006). These
overlapping areas have been suggested to have a functional role
in gene regulation suggesting that co-transcription of multi-
gene complexes is hierarchical and may require intra and inter-
chromosomal interactions (Fanucchi et al., 2013).

Chromosomal Compartmentalization

and Its Dynamic Nature

Inside CTs, chromosomes are thought to be divided
in two compartments. The large multi-Mb euchromatic
A-compartments occupy the internal regions of the nucleus with
generally actively transcribed genes, while the heterochromatic
B-compartments occupy the periphery of nuclei containing
inactive genes (Figure 1C; Lieberman-Aiden et al., 2009; Denker
and de Laat, 2016; Szabo et al., 2019). However, in some cases,
the positions of A and B compartments inside the nucleus
are inverted, indicating the dynamic relationship between
heterochromatin and euchromatin (Falk et al., 2019).

DNA regions interact more frequently with regions in
the same compartment rather than with regions in other
compartments (Figure 1D; Robson et al., 2019). Every cell type
expresses a different set of genes and therefore the content of
A/B compartments is cell-type specific. A/B compartments are
highly dynamic and change according to the requirements of the
cell (Corces et al., 2016; Javierre et al., 2016; Schmitt et al., 2016;
Azagra et al., 2020), and the availability of transcription factors
and chromatin-modifying enzymes (Therizols et al., 2014; van
Steensel and Belmont, 2017), although ~40% has little variability
among different human tissues and cell types (Schmitt et al,
2016). Various studies suggest that genes reposition from the
periphery to the nuclear interior and vice versa during cell
differentiation to activate or repress genes (van Steensel and
Furlong, 2019). Such a compartment switch from B to A is
observed during T-cell differentiation, where BCL11B is activated
and the entire locus moves from the periphery to the center
of the nucleus (Isoda et al., 2017). Another example is the
rearrangement of the Igh locus in mice from the periphery to
the center of the nucleus during B cell maturation (Kosak et al.,
2002). The opposite switch also occurs, e.g., during neuroblast
formation in D. melanogaster where the hunchback (hb) gene
moves to the nuclear lamina (Kohwi et al., 2013). Interestingly,
36% of A/B compartments of human genome switched from
an open to closed state and/or vice versa during differentiation,
while maintaining their TAD boundaries (Dixon et al., 2015).
The number of B compartments increases during differentiation
from embryonic stem cells to differentiated cells (Xie et al., 2013).
Nevertheless, the expression patterns of the majority of genes

did not change (Dixon et al., 2015). Thus, compartmentalization
seems to be dependent on the levels of transcription in a
genomic region, and not the expression patterns of each gene
(Zheng and Xie, 2019). Recently, an intermediate compartment
termed T was identified in maturing B-cells, which contains
mainly poised promoters and Polycomb-repressed chromatin
states (Vilarrasa-Blasi et al., 2021).

Nature, Topology and Role of
Topologically Associated Domains

The second sub-megabase level of topological organization
comprises compartments which are organized in self-associating
domains and are divided by linker regions. These compartments
are called “topologically associated domains” (TADs) (Figure 1E;
Dixon et al., 2012). This organization facilitates physical contacts
between genes and their regulatory elements (Nora et al., 2012;
Sexton et al., 2012) and range between 0.2 to 1 Mbp (Dixon et al.,
2012; Nora et al.,, 2012; Sexton et al., 2012). Contacts between
regulatory elements are more frequent inside a particular TAD
rather than between two different TADs (Figure 1F; Nora et al.,
2012).

TADs are highly conserved upon stem cell differentiation,
reprogramming, stimulation and in different cell types (Bonev
and Cavalli, 2016; Andrey and Mundlos, 2017; Flyamer et al,,
2017; Sauerwald and Kingsford, 2018; Zheng and Xie, 2019).
Many differentiated cell types contain hundreds of TADs similar
to those of human ESCs (Dixon et al., 2015; Schmitt et al., 2016).
Thus, TADs are regarded as the basic unit of the folded genome
and are considered as structural elements of chromosomal
organization (Cremer and Cremer, 2001; Dekker and Heard,
2015; Sexton and Cavalli, 2015). TADs may also not appear as
stable structures in single cells, but rather as a mix of chromatin
conformations present in a population of cells (Nora et al,
2012; Flyamer et al., 2017; Zheng and Xie, 2019). A multiplexed,
super-resolution imaging method identified TAD-like structures
in single cells, although these were not stable (Bintu et al.,
2018). Similar observations were made even between individual
alleles (Finn et al., 2019). Interestingly, a number of studies have
indicated that TADs could also be conserved between species
(Rudan et al., 2015; Harmston et al., 2017; Krefting et al., 2018),
while others come to the conclusion that that TADs certainly have
some functional conservation but that specific TAD structures
and their location may not be conserved (Eres and Gilad,
2021).This difference in conclusions suggests that the observed
various sorts of conservation could be the result of study designs
and/or different analytical choices.

As discussed in recent reviews (Sexton and Cavalli, 2015;
van Steensel and Furlong, 2019), TADs could affect gene
expression in various ways. TADs play an important role in
regulation of gene expression by either acting as barriers or
by facilitating or preventing loop interactions, because two
points (regulatory elements) tethered on a string interact more
frequently (Figure 1F; Dillon et al., 1997; Lieberman-Aiden et al.,
2009; Symmons et al., 2014; Bonev and Cavalli, 2016; Bompadre
and Andrey, 2019; Robson et al., 2019; Schoenfelder and Fraser,
2019; Sun et al, 2019). Importantly TADs appear to be lost
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FIGURE 1 | The 3D organization of chromatin. (A) Schematic representation of the arrangement of chromosomes in nucleus, all chromosomes are in contact with
the nuclear envelop i.e., the nuclear lamina. Each chromosome resides in its territory (multicolor areas), but there are areas of overlapping. (B) Schematic illustration
of Hi-C maps at the genomic scale of chromosomes. When compared to inter-chromosomal connections, intra-chromosomal interactions are found to be more
prevalent. (C) Chromatin is organized in “A” (yellow) and “B” (green) compartments, with “B” compartments being at the nuclear lamina. (D) Schematic illustration of
Hi-C maps at the compartmental scale, where distal chromatin contacts generate a distinctive plaid pattern with A and B compartments. (E) TADs are formed via
loop extrusion, and architectural proteins are found near the TAD boundaries. Within each TAD, cohesin-mediated loops contribute in chromatin folding.

(F) Schematic illustration of Hi-C maps at the sub-megabase scale, TADs appear as interaction-rich triangles separated by TAD borders. Through loops, enhancers

are brought into closer to the promoters that they control.

during mitosis and cell division and to be re-established only
after the formation of cis regulatory interactions, which suggests
they are not driving but rather maintaining genome structure
(Giorgetti et al., 2013; Naumova et al., 2013; Espinola et al., 2021).
Disruption of TAD boundaries can nevertheless alter promoter-
enhancer interactions by allowing new or preventing normal
interactions (Lupidfiez et al., 2015; Flavahan et al., 2016). While

TAD boundaries are generally conserved across cell types, a
small fraction exhibit cell-type specificity with changes observed
within boundaries during differentiation (Dixon et al, 2012,
2015; Zheng and Xie, 2019). It is worth mentioning here, that the
location of boundaries in single-cells varies from cell-to-cell but
is always located close to CTCF and cohesin binding sites. Stable
TAD boundaries could only be observed in population averaging
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studies (Bintu et al., 2018). Changing the enhancer-promoter
distance within a TAD has little effect on the gene’s expression
level (Symmons et al., 2016), unless multiple genes compete for
interactions with the enhancer (Dillon et al., 1997). However,
inversions, that disrupt the TAD structure alters expression
levels (Lupiafiez et al, 2016; Symmons et al, 2016; Robson
et al,, 2019). Potentially TAD boundaries could be as barriers to
prevent the spread of heterochromatin to active regions (and vice
versa) and/or the spread of proteins tracking on the chromatin
(Austenaa et al., 2015; Narendra et al., 2015). One of the main
roles of TADs is to provide an insulation for the enhancer-
promoter interactions and contain them within the TAD (Dixon
et al,, 2012; Rao et al., 2014; Zhan et al., 2017; Gong et al., 2018),
although there are cases where enhancer-promoter interactions
cross over the TAD boundaries, such as in human hematopoietic
cells (Javierre et al., 2016) and between Polycomb-bound regions
in mouse ESCs (Schoenfelder et al., 2015b; Bonev et al., 2017;
Schoenfelder and Fraser, 2019).

The position of TADs in the nucleus relative to each other,
or to the nuclear periphery or substructures is under intense
investigation. Localization has been proposed to influence gene
expression, such as the observation that TADs containing
repressed genes at a particular developmental stage are localized
at the nuclear lamina (Guelen et al., 2008). Some heterochromatic
TADs correspond to lamina associated domains (LADs) or parts
of the genome with repressive histone marks (Nora et al., 2012).
This agrees with studies suggesting that LADs are poor in genes
and that their transcription is suppressed (Lanctot et al., 2007;
Guelen et al., 2008). LAD and heterochromatic TAD regions
overlap, albeit incompletely (van Steensel and Belmont, 2017).
Euchromatic TADs are transcriptionally active and correspond
to regions with active histone marks (Dixon et al., 2012; Nora
etal,, 2012; Sexton et al., 2012). Erasing the histone modifications
did not affect TAD conformation, possibly because these histone
marks are formed in pre-existing TADs (Nora et al, 2012;
Dekker and Heard, 2015). LADs and euchromatic TADs are
clearly separated by defined borders of CTCF or active promoters
(Guelen et al., 2008). Interestingly, in D. melanogaster, most
of the TAD borders correspond to regions of active promoters
rather than CTCF-binding sites (Ramirez et al., 2018). Similar
observations were also made in mESCs (Bonev et al., 2017).

The Important Regulators of Genome

Organization

Several key proteins are involved in the establishment of
chromatin loops and domains with CTCF and cohesin being
among the most studied (Dixon et al., 2012; Rao et al., 2014;
Fudenberg et al, 2016; Kim et al, 2019). Proper chromatin
interactions require convergent pairs of CTCF bound regions,
marking the boundary sites of a TAD (Phillips-Cremins et al.,
2013; Zuin et al, 2014; de Wit et al, 20155 Guo et al,
2015; Jia et al, 2020). Inverting or deleting the CTCF sites
could affect chromatin conformation, leading to an increase of
inter-domain contacts and a decrease of intra-domain contacts
(Dixon et al., 2012; de Wit et al.,, 2015; Hanssen et al., 2017).
CTCF is enriched in TAD boundaries (Dixon et al., 2012;

Nora et al, 2012), although its presence is not limited to
boundary sites (Zuin et al., 2014). It is also important to note
that while CTCF loops define a subset of TADs (Dixon et al.,
2012; Nora et al., 2012; Sexton et al., 2012), not all TADs are
surrounded by CTCEF sites (Rao et al., 2014). Importantly, CTCF
disruption changes TAD structure (de Wit et al, 2015; Guo
et al.,, 2015; Narendra et al., 2015; Sanborn et al., 2015; Nora
et al., 2017), while TADs dramatically disappear after depletion
of cohesion and compartmentalization is increased (Haarhuis
et al., 2017; Rao et al., 2017; Schwarzer et al., 2017; Wutz et al,,
2017). Interestingly, these results were corroborated by polymer
simulations (Nuebler et al., 2018). Moreover, CTCF interacts
with the cohesin complex, which was proposed to organize
the genome based on loop extrusion (Fudenberg et al., 2016).
It should be noted though that it has not been shown yet
that cohesin loops are formed through extrusion in vivo. The
extrusion mechanism of cohesin is an asymmetric process, which
would have certain implications on gene expression. Interestingly
recent data indicate that cis regulatory loops are already formed
after mitosis before TADs are formed (Espinola et al., 2021).

An example of a topological organization of a locus that
could be explained based on the loop extrusion model is
that of the a-globin locus (Brown et al, 2018). The self-
interacting domain is not present in mES cells, but is formed
in differentiating erythroblasts with no apparent change in the
binding of CTCF (Brown et al., 2018). Upon perturbations that
abolish the expression of a-globin, the domain conformation
was unaffected, although interactions within the domain were
significantly altered. The convergent pair of CTCF bound
regions do not appear as a unique contact, but a broader
area of tissue specific contacts was observed around the
CTCF borders (Brown et al.,, 2018). Other mechanisms such
as transcription could also lead to loop extrusion. Different
cohesin complexes with different subunits (SA1, SA2) seem
to act in a different manner mediating different aspects of
DNA conformation. SAl-containing complexes promote TAD
formation/stabilization while SA2-containing complexes mediate
intra-TAD enhancer-promoter contacts (Kojic et al,, 2018),
suggesting that transcription and transcription factors are
important in the formation of those domains. Loop extrusion
is also supported by computational modeling (Fudenberg et al.,
2016) and also by perturbation assays of important factors of 3D
chromatin conformation, such as CTCF and cohesin (Sofueva
et al., 2013; Haarhuis et al., 2017; Nora et al., 2017; Rao et al,,
2017; Schwarzer et al., 2017; Wutz et al., 2017; Schoenfelder and
Fraser, 2019; Thiecke et al., 2020).

DNA is thought to asymmetrically slide through the cohesin
ring until it reaches a CTCF site where cohesin is stalled to
stabilize the loop (Nuebler et al., 2018). It has been proposed that
loop extrusion initiates where cohesin is loaded on DNA through
the NIPBL protein. Experiments in vitro have shown that human
cohesin-NIPBL complexes extrude loops in an ATP-dependent
manner (Kim et al., 2019; Golfier et al., 2020).

The removal of NIPBL highlighted two different mechanisms
for the genome organization. One is independent of cohesin
and organizes the genome into fine-scale compartments
(compartmentalization), while the other is dependent on cohesin
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FIGURE 2 | An example of genome architecture: TADs and sub-TADs. T2C interaction frequencies are displayed as a two-dimensional heatmap, where intra-TAD
contacts (in fact proximities) are more frequent than inter-TAD contacts. TADs confine cis-regulatory elements and target gene promoters in space like two elements
tethered on a string. This facilitates regulatory interactions within the TAD and prevents unwanted regulatory activity across TAD regions. Sub-TADs and TADs are

and contributes to the formation of TADs (Schwarzer et al., 2017;
Thiecke et al., 2020). In fact, depletion of CTCF had little effect on
A/B compartments, while depletion of cohesin even strengthens
it (Nora et al., 2017; Rao et al., 2017; Schwarzer et al., 2017; Wutz
et al., 2017; Cremer et al., 2020). This is further supported from
experiments where RAD21, a subunit of cohesin complex, was
degraded, which disrupted all CTCF loops indicating that CTCF
alone cannot stabilize the loops. After restoring RAD21, the
majority of CTCF loops appeared within 40 minutes (Fudenberg
et al., 2016; Hansen et al., 2017). These findings contradict the
hierarchical organization model that suggests that TADs are
the compartmental building blocks and suggests that the loop
extrusion may change compartmental features (Nuebler et al.,
2018). The unloading of cohesin is ensured by other proteins
such as WAPL and PDS5 (Wutz et al., 2017). Lack of WAPL
contributes to loop collision, with an increase of interactions
between distal CTCF sites due to an incremental aggregation of
loop domain anchors, and thus, creating a “cohesin traffic jam”
(Allahyar et al., 2018). Whether cohesin is “fixed” at CTCF sites
remains elusive. It was shown that CTCF and WAPL bind to
the same cohesin pocket, with CTCF stabilizing cohesin at TAD
boundaries and thus blocking WAPL action (Li et al., 2020).
The binding signals at CTCF binding sites are higher than at
other position in the genome (Sanborn et al., 2015), but the low
general background signal could indicate that cohesin is loaded
and extruding continuously and only has a longer dwell time at
CTCF sites (Fudenberg et al., 2016, 2017).

CTCF mediated RNA interactions are essential for the proper
genome organization (Saldana-Meyer et al., 2019). Furthermore,
many long non-coding RNAs (IncRNAs) have been found to
interact with chromatin (Chu et al., 2011; Simon et al., 2011;
Engreitz et al., 2013; Li et al., 2017), suggesting that IncRNAs

are involved in structural organization of the genome, like Xist
and Firre. During X chromosome inactivation, the IncRNA
Xist controls the conformation of the inactive X chromosome
(Splinter et al., 2011; Engreitz et al., 2013; Chen et al., 2016),
while Firre facilitates the colocalization of genomic regions from
different chromosomes (Yang et al., 2015). Moreover, T-cell fate
is determined by the IncRNA ThymoD and its role to promote
promoter-enhancer interactions (Isoda et al., 2017). Nonetheless,
further research is needed in order to conclude, whether IncRNAs
play a role in structural organization of the genome.

Higher/Lower Levels of Genome

Organization

Topologically associated domains are further divided into
smaller organizations, the sub-TADs which have a median
size of ~185 Kbp and are characterized by higher interaction
frequencies (Figure 2; Rao et al., 2014; Rowley et al., 2017).
Sub-TADs should not to be confused with the compartmental
domains, which are not formed by CTCF loops but the
segregation of A/B compartments (Rowley et al., 2017; Rowley
and Corces, 2018). Compartmental domains have been proposed
as a model for the organization of chromatin, with architectural
proteins and TAD boundaries contributing in the fine-tuning
of the transcriptome or regulating a subset of the genes
(Stadhouders et al., 2019). On the other hand, a sub-TAD could
contain one (or more) gene(s) with its/their regulatory elements,
leading to their transcriptional activation or repression (Phillips-
Cremins et al., 2013; Rao et al., 2014; Symmons et al., 2014; Bonev
etal., 2017). TADs may also contact each other on a higher scale,
forming meta-TADs in which inter-TAD interactions are favored
(Fraser et al., 2015). sub-TADs and/or meta-TADs exhibit more
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tissue specific interaction patterns than the tissue invariant TADs
(Dixon et al., 2016; Andrey and Mundlos, 2017).

Other levels of chromatin organization are loop domains
and insulated neighborhoods (Rao et al,, 2014; Hnisz et al,
2016a; Andrey and Mundlos, 2017). Loop domains are
regions with enriched interactions marked by a loop at their
border (Rao et al, 2014). A loop domain can represent
a whole TAD, but also only a part of it. The current
mainstream hierarchical model of chromatin organization
promotes, that compartments contain several TADs and
subsequently contain several sub-TADs, suggesting that if TADs
are the building blocks of the genome, sub-TADs would be
the cement holding them together (Bonev and Cavalli, 2016).
Insulated neighborhoods are genomic domains, encompassing
at least one gene and forming chromatin loops, which are
sealed by a CTCF homodimer and co-bound with cohesin
(Hnisz et al., 2016a).

Limitations of Methods Unveiling TADs

At present, genome-wide identification of both TADs and sub-
TADs relies on the resolution of 3C related technologies and
at least 22 different computational methods, contributing to
the argument that TADs may not be a “discrete” level of
organization of the genome (Fudenberg and Mirny, 2012; Rao
et al, 2014; Xu et al, 2020). Nevertheless, genes within the
same TAD show similar expression patterns across multiple
types of cells and tissues, a trait that is substantially lower
at other levels of organizational. This observation favors the
role of TADs as a functional level of organization where gene
regulation takes place. It is however worrying that different
experimental methods result in different estimates of TAD size
and numbers (Zufferey et al., 2018), possibly due to the low
coverage of the 3C related technologies (Xu et al., 2020) and
the different models that each algorithm employs. Adding to
this, in single-cell Hi-C experiments, TADs are not reproducibly
detected at individual loci, but may be "reassembled" when the
individual maps are combined to create a whole population
(bulk) experiment (Flyamer et al., 2017). The inherent problem
here is that each fragment has only two ends and thus, it could
be ligated with four only other fragments. Moreover, contacts
are dynamic, created and lost all the time, with TAD borders
seeing each other more frequently, strengthens the notion that
a TAD is only visible when many cells are analyzed. Thus, the
need of improved chromatin conformation capture techniques
with increased resolution and coverage as well as algorithms
identifying consistently TADs is of prime importance.

ENHANCER-PROMOTER CONTACTS AS
THE DRIVING FORCE OF
TRANSCRIPTION

Looping (de novo Contacts)

Gene transcription is tightly regulated by regulatory elements
(enhancers, insulators, silencers), which can be located at
various distances from their cognate gene(s) on the linear

DNA strand (Figure 3A; Kolovos et al, 2012; Schoenfelder
et al,, 2015a; Sun et al, 2019). In order to carry out their
function, regulatory elements have to be in close proximity to
their target gene(s) (Stadhouders et al., 2019). Loops™ between
enhancers and promoters usually result in local interactions, as
opposed to CTCF-mediated long-range chromatin loops (TADs),
which could facilitate enhancer-promoter interactions either by
bringing them closer or by segregating the genome according
to its chromatin state (Figure 3B; Zheng and Xie, 2019).
Recently it was shown that TFs (e.g., YY1 and LDB1), ncRNAs,
the Mediator complex, p300 acetyltransferase and the cohesin
complex proteins play key roles in the stabilization of chromatin
looping or transcription factories (Kagey et al., 2010; Stadhouders
et al., 2012; Phillips-Cremins et al., 2013; Fang et al., 2014; Zuin
et al., 2014; Schoenfelder et al., 2015a; Boija et al., 2018; Cho
etal., 2018; Spielmann et al., 2018; Pefialosa-Ruiz et al., 2019). The
function of cohesin varies between various promoter-enhancer
interactions. Some promoter—enhancer interactions could also be
established only by transcription factors without the involvement
of cohesin (Rubin et al., 2017). Four models have been proposed
to explain how promoters and enhancers may regulate gene
expression with the looping and the transcription factory model
being the most prominent (Kolovos et al., 2012; Papantonis and
Cook, 2013). Notably, the general notion of the looping model is
that an enhancer is in close proximity to its target promoter(s)
leading to gene activation, while the gene is silenced when the
enhancer and promoter are not in close proximity.

Gene regulation from distal regulatory elements through
local looping is now a commonly accepted concept (Lupianez
et al., 2015; Flavahan et al.,, 2016; Hnisz et al., 2016a; Bonev
et al., 2017; Stadhouders et al., 2018). Before the development
of chromosome conformation capture technologies, which are
essentially biochemical techniques, there was already strong
evidence from biochemical and genetic type experiments that
loop formation mediates transcription in both prokaryotic and
eukaryotic systems. That was depicted in vitro with the lac
repressor system (Hochschild and Ptashne, 1986). In eukaryotic
systems, in vitro assays using a plasmid suggested that an
enhancer and a gene could be separated by a protein bridge
invoking looping (Miieller-Storm et al., 1989). Strong evidence in
eukaryotes, with genes in the normal genome environment, was
obtained at the B-globin locus after discovery of the Locus Control
Region (LCR, (now called super-enhancers), which is located
70 kb upstream of the B-globin gene(s). Changing the distance or
order of the p-globin genes and the LCR could only be explained
by looping (Grosveld et al., 1987; Hanscombe et al., 1991; Dillon
et al,, 1997). A few years later, the effect of natural mutations by
defective enhancers located at very long distance, like in the case
of polydactyly, was very difficult if not impossible to explain by
mechanisms other than looping (Lettice et al., 2003).

The regulation of the B-globin like genes by its LCR, was
and still is the best-studied example for the looping model
(Figure 3C; Grosveld et al., 1987). In adults, the LCR and the
B-globin promoter are located in close proximity contributing
to the formation of new chromatin loops by the recruitment
of specific TFs such as LDB1, TAL1, GATA1 and KLF1 to the
LCR (Noordermeer and de Laat, 2008; Palstra et al., 2008a).
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FIGURE 3 | A simplified example of the two models regulating transcription. (A) Linear distance of a regulatory element (RE) and a gene. (B) The addition of active or
repressive histone marks will determine if the gene will be placed in an A or B compartment. (C) Looping model. Describes the classic model of activation of a gene
upon looping. An enhancer is not in close proximity with its target gene and therefore it is not transcribed. Upon the binding of different TFs, looping of the enhancer

to the target gene takes place and the gene is expressed. (D) Pre-looping model. The gene is in close proximity (looped) with the enhancer but not actively
transcribed. However, recruitment of an additional (crucial) TF to the enhancer (depicted in a dark blue hexagon) initiates transcriptional activation of the promoter
while preserving their close proximity. (E) The gene is in close proximity (looped) with the enhancer but not actively transcribed. The gene is placed in a (B)

compartment, bound by the PCR complex.

The different enhancer elements and the gene appear to form a
regulatory hub where all the different elements appear to interact
with each other (Allahyar et al., 2018). Interestingly, even though
the individual enhancers appear to interact, the overall activity of
the LCR usually appears to be the result of an additive effect of
the individual enhancer elements rather than a synergizing effect,
with the individual enhancers exhibiting different properties
(Fraser et al., 1993; Bender et al., 2012). Absence of crucial TFs
in the LCR results in the disruption of chromatin conformation
and in gene mis-expression.

Recent allele specific interaction studies indicate that the LCR
interacts with more than one of the (mouse) B-globin genes
simultaneously (Allahyar et al., 2018), whereas previous studies
showed that only the (human) $-globin gene can be active at any
given moment in time in the situation where two genes are in
contact with the LCR at the same time (the y- and B-globin genes
in human and the pmaj- and Bminor-globin in mouse) (Wijgerde
et al, 1995; Trimborn et al., 1999). These observations lead
to the conclusion that transcription is a discontinuous process
and that the frequency and stability of the promoter-enhancer
interactions is a very important parameter in determining the
level of transcription. The observation that the mouse LCR would

interact with two B-globin genes simultaneously, but that only one
would be expressed, sets up the interesting question whether this
is perhaps particularly prevalent among genes “competing” for
the same enhancers.

Looping interactions are not limited only to enhancers and
promoters. Subsequent studies suggest that enhancers make
contacts also with gene bodies following the elongating RNAPII
(Lee et al., 2015). In parallel, Polycomb proteins (PRC1, PRC2)
facilitate the regulatory topology by repressing genes through
chromatin interactions and keep them under tight control
(Schoenfelder et al., 2015b; Cruz-Molina et al., 2017; Cai et al,,
2021). Moreover, some promoters (E-promoters) can act as bona-
fide enhancers and are in close proximity with others to activate
gene expression (Dao et al., 2017).

An interesting debate is whether gene activation precedes
locus conformation or vice versa (van Steensel and Furlong,
2019). In a previous study, during neuronal differentiation,
promoter—enhancer interactions appeared along with changes
in gene expression (Bonev et al, 2017). However, during
erythropoiesis, chromatin structure precedes expression and does
not require the presence of TFs, but TFs are essential for the
advancement to, or maintenance of, a fully functioning active
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chromatin hub (Drissen et al., 2004). Moreover, chromatin
loops are not altered in the B-globin locus upon transcriptional
inhibition, suggesting that structure precedes function (Palstra
et al., 2008b). Interestingly, the recruitment of LDBI to the
B-globin promoter depends on GATAl, in contrast to its
recruitment to LCR. In GATA1-null cells that do not express
B-globin, its expression can be rescued by the tethering of
LDBI via a zinc finger domain to its promoter, mediating its
interaction with the LCR, and thus supporting the hypothesis that
conformation comes first (Deng et al., 2012). In another study
LDBI1 was directed to the silenced promoter of the embryonic -
like globin (Bh1) gene in adult mice erythroblasts (Deng et al,
2014). In parallel, during the zygotic genome activation, the
formation of TADs coincides with the onset of gene expression
(Hug et al., 2017).

Pre-looping (Pre-determined Contacts)
Recent studies propose an additional way on how chromatin
conformation controls gene transcription. Genes are often in
close proximity to their cognate enhancers without being actively
transcribed. Although their cognate enhancer is often bound by
various TFs, it lacks the binding of a crucial TF required for
gene activation (Kolovos et al., 2016). At the same time, RNAPII
is stalled at the promoter (Ghavi-Helm et al., 2014). In that
case, when a developmental or a differentiation signal triggers
the additional recruitment of crucial TF(s) to the enhancer,
looping is maintained and transcription is induced. This model is
termed pre-looping (Figure 3D; Ghavi-Helm et al., 2014; Kolovos
et al., 2016; Rubin et al., 2017). During mouse development,
pre-existing chromatin contacts of the Hox genes could help in
the recruitment of the necessary transcription factors, in order
tissue-specific promoter-enhancer interactions to occur (Lonfat
et al., 2014). Moreover, loops mediated by the PRC1 and PRC2
complexes in pluripotent cells are not only repressing the genes
inside such loops, but also maintain them in close proximity with
their regulatory elements permitting a fast response (activation)
to specific differentiation signals (Figure 3E; Schoenfelder et al.,
2015b; Cruz-Molina et al,, 2017). Similarly, the CTCF and
cohesin complex bring the Shh promoter and ZRS enhancer in
close proximity in posterior and anterior limbs (Paliou et al.,
2019). Although they are in close proximity, the Shh gene is
differentially expressed in these tissues (Williamson et al., 2016).
An even closer proximity is observed when Shh is activated in
the posterior limbs (Williamson et al., 2016). As it is clear from
the previous examples, specific topological features are not a
sufficient criterium to initiate transcription (Ghavi-Helm et al.,
2014; Hug et al., 2017).

Most of the interactions of the pre-looping model are not
mediated or predicted by CTCE but by TFs and RNAPI], e.g,,
in HUVEC cells, SAMD4A is not expressed while its promoter
is in close proximity with its enhancers. Upon activation by
TNFa signaling, the TF NFkB is released from the cytoplasm,
enters the nucleus and binds to the enhancer leading to
looping maintenance and the activation of SAMD4A expression
(Kolovos et al., 2016). Other examples of pre-looping were later
reported in macrophages, upon adipogenesis, differentiation of
the epidermis, during differentiation of mouse embryonic stem

cells (ESCs) to neural progenitors, in the mouse HoxB locus
and in hypoxia, but also as a mechanism of action for specific
transcription factors like PAX5 (Barbieri et al., 2017; Cruz-Molina
et al., 2017; Rubin et al., 2017; Siersbak et al., 2017).

Thus, there is an interesting conundrum. How could
transcription be controlled by two different chromatin
conformations; looping and pre-looping. According to the
pre-looping model, loops formed by CTCE cohesin, PRC1
or PRC2 could contain poised enhancers and promoters in
close proximity only to activate them with subsequent tighter
contacts, e.g., after post translational modifications of essential
for activation TFs take place (Figures 3D,E; Drissen et al,
2004; Robson et al., 2019). According to the looping model,
loops appear and disappear dynamically during development,
in parallel with transcriptional activation and could flexibly
fine-tune transcription (Javierre et al., 2016; Bonev et al., 2017).
Another explanation could be that most of the looping paradigms
are studied in steady-state systems or when comparing only
two stages of differentiation or development (Grosveld et al.,
1987; Palstra et al., 2008a; Deng et al., 2012; Kolovos et al,
2014). Maybe some genes have been selected evolutionary to
use one of the two ways of chromatin conformation. However,
studying more than two stages of differentiation, development
or embryogenesis could unveil which of the two mechanisms is
used mostly (Stadhouders et al., 2018; Di Stefano et al., 2020).
Although the dynamics of nuclear organization have been
studied so far during mitosis (Naumova et al., 2013), meiosis
(Patel et al., 2019), hormone treatment, differentiation (Bonev
et al, 2017) and cell reprogramming (Stadhouders et al., 2018),
there is an immediate need for methods that are precisely tailored
for the study of time-dependent conformational changes (4D)
(Di Stefano et al., 2020).

TRANSCRIPTION FACTORIES AS THE
DRIVING FORCE OF TRANSCRIPTION

The established transcription model claims that the polymerase
moves along the DNA sequence to produce the transcript.
Nowadays, it is believed that transcription takes place in
nucleoplasmic hot spots (called “transcription factories”
Papantonis and Cook, 2013, see above), mediated by a high
local concentration of all the necessary transcription factors.
This notion suggests that the polymerase is located primarily,
but not fixed in “transcription factories” (Ghamari et al,
2013; Papantonis and Cook, 2013). In the traditional model of
transcription, RNAPII leaves the promoter and moves along the
DNA template. In “transcription factories”, the RNAPII is present
these nucleoplasmic hotspots, while genes and their respective
promoters diffuse to them, as transcription takes place through
the movement of the DNA template via transcription factories
(Jackson et al., 1981; Iborra et al., 1996; Papantonis et al., 2010;
Cho et al., 2018). Notably a similar type of mechanism/principle
has been proposed for “loop extrusion”, the mechanism by
which loops are formed and where the DNA moves through
the cohesion complex (see above). Time course experiments
indicated that the enhancer and the promoter of the Cd47 and
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Kit genes are in close proximity during transcription (Lee et al.,
2015). “Transcription factories” are most likely a collection of
several “active chromatin hubs,” that merge in a phase transition
type process containing several polymerase complexes, each
transcribing a different template (de Laat and Grosveld, 2003;
Larson et al., 2017).

Current interests are focused on liquid-liquid phase separation
(LLPS) as the driving force to concentrate the necessary elements
(e.g., enhancers, transcription factors, RNAPII, etc.) at active
chromatin hubs or transcription factories (Sabari et al., 2018;
Guo et al, 2019; Nair et al., 2019). The concept of phase
transition, LLPS is a mechanism to generate “structures” without
membranes (Hildebrand and Dekker, 2020). Molecular seeds
are thought to start the process of phase transition leading to
a local enrichment of protein-protein complexes. Intrinsically
disordered protein domains are thought to play a major role
by their ability to have multivalent interactions (multi-modular
features) (Li P. et al., 2012). It has been shown that artificial
condensates are able to physically pull together specific loci, and
thus, LLPS generate mechanical force to the chromatin (Shin
et al., 2018). Such compartmentalized hydrogel-like states would
have a reduced fluidity and movement of proteins, which would
for example fit with the concept that the DNA moves through the
polymerase in a transcription factory rather than the polymerase
moving along the DNA. Subsequent research has revealed that
the Mediator complex, along with other transcription factors,
coactivators, and RNAPII, form condensates during transcription
(Boija et al., 2018; Cho et al.,, 2018; Chong et al., 2018; Sabari
etal., 2018; Guo et al., 2019). Phase-separated HP1o and RNAPII
showed the ability to create phase-separated heterochromatin
and euchromatin droplets, respectively (Larson et al., 2017; Lu
et al., 2018). Condensation of bound TFs and coactivators is
induced by multivalent enhancer sequences via LLPS (Shrinivas
et al., 2019). Although this idea has not been thoroughly tested,
it has been observed that LLPS causes enhancers that would
typically dwell in distant TADs to migrate closer (Nair et al.,
2019). The local concentration of RNA can impact condensate
formation and dispersion, acting as a transcriptional feedback
mechanism (Henninger et al., 2021).

It has also been proposed that the outer edge of phase-
separation droplets acts as a barrier that proteins could not
pass through (Strom et al., 2017), despite the quick recovery of
CDK9-mCherry signal after photo-bleaching, suggesting that
CDK9-mCherry is constantly recruited to the stably positioned
transcription factories (Ghamari et al., 2013), Chromatin
compartmentalization might be the reason that activating
transcription factors are not present in B compartments
(Laghmach and Potoyan, 2021). Phase separation could
explain several confusing observations, like how transcriptional
activation occurs without direct physical contact between
enhancers and promoters through eRNAs (Cai et al., 2020),
or multi-enhancer and multi-promoter contacts (Li G. et al,
2012; Jin et al, 2013), or simultaneous regulation of more
than one gene by a single enhancer (Fukaya et al.,, 2016). In
parallel, recent data suggest that forces other than the ones
derived from LLPS could also stabilize transcription factories
(Ulianov et al., 2021).

The B-globin active chromatin hub, containing Hbb-b1, its
LCR (60 Kbp upstream of Hbb-bl) and Eraf (encoding an
a-globin stabilizing protein, located ~25 Mbp far from Hbb-blI)
is the best example of different genes in the same transcription
factory. Various assays, like 3C-like methods, RNA and DNA
FISH coupled to immuno-labeling, confirmed that Hbb-bl, its
LCR and Eraf are found together in sites rich with RNAPII
(Bender et al., 2012; Mitchell et al., 2012). As mentioned
above, another property of transcription factories is that they
encompass groups of genes (located in cis or in trans), which
are co-regulated by specific signaling pathways or activators
leading to the idea that co-regulated genes are expressed in
“specialized” transcription factories (Schoenfelder et al., 2010).
This is corroborated by ChIA-PET of active RNAPII, which
uncovered spatial associations between co-regulated and co-
transcribed genes in response to various stimulations (Papantonis
etal., 2012; Li et al,, 2015). Moreover, RNAPII transcribed genes
are located in separate factories than RNAPIII genes. TNFa
responsive genes and erythropoietic genes are also located in
distinct factories (Pombo et al., 1999; Papantonis et al., 2010;
Schoenfelder et al., 2010; Bau et al., 2011; Monahan et al., 2019).
Therefore, it is tempting to conclude that there are “specialized”
transcription factories.

THE INTERPLAY BETWEEN STRUCTURE
AND FUNCTION THROUGH
DEVELOPMENT, DIFFERENTIATION AND
EVOLUTION

Loops within the genome can be separated into two categories
according to their role (Kolovos et al., 2014); structural and
functional. Structural loops are forming the building blocks
of the 3D conformation of the genome. They can take place
between DNA segments (none of which is a promoter or an
enhancer) through CTCF or cohesin binding, forming large
TAD domains with their base defining the domain boundaries
(Dixon et al., 2012; Rao et al., 2014; Zuin et al., 2014). Various
chromatin conformation capture results suggest that these
structural loops are the same between different cell types (Dixon
et al., 2015; Schmitt et al., 2016). Therefore, structural loops
could contribute indirectly to the regulation of gene expression,
via the formation of TADs confining genes and their respective
regulatory elements in a dedicated 3D nuclear space. Functional
loops, which often appear within structural loops, are the ones
bestowing a function/task (activation/repression/poised) to a
gene and often correspond to sub-TADs (Grosveld et al., 1987;
Splinter et al., 2006; Palstra et al., 2008a; Wendt et al., 2008;
Kagey et al, 2010; Schoenfelder et al., 2010; Kolovos et al,
2012; Phillips-Cremins et al.,, 2013; Sofueva et al., 2013; Fang
et al., 2014; Ghavi-Helm et al., 2014; Rao et al, 2014; Zuin
et al., 2014; Ji et al., 2016; Kolovos et al., 2016; Phanstiel
et al,, 2017; Rubin et al., 2017). These interactions could be
direct or indirect. The direct interaction is between two DNA
segments with one containing a regulatory element (an enhancer
or a silencer) and the other the promoter of the target gene
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(de Laat and Grosveld, 2003; Palstra et al., 2008a; Stadhouders
et al,, 2012; Kolovos et al., 2014; Kolovos et al., 2016). The
indirect interaction is between an enhancer/silencer and a DNA
segment which is not the promoter of the target gene, which
subsequently interacts with the promoter creating an active
regulatory hub (Stadhouders et al., 2012; Schuijers et al., 2018;
Quinodoz et al., 2018). An example is the Myc loci where its
super-enhancer interacts with its promoter through a CTCEF site
located 2 Kbp upstream of the Myc promoter (Schuijers et al.,
2018), similar to the way Myb is regulated in mouse erythroid
cells (Stadhouders et al., 2012).

In this part, we describe how functional and structural loops
are formed, as well as the shape of the 3D chromatin organization
at different stages of development and differentiation (Figure 4).
As already mentioned before, loops are critical for proper gene
expression and the integrity of these loops is indispensable
for the development of various tissues, differentiation of cells,
diseases and cancer. Hence, it is important to understand how
or even when they are formed in order to decipher how the local
chromatin architecture contributes to different phenotypes.

The chromatin architecture changes significantly during
gametogenesis and early embryonic development (Li et al., 2019;
Zheng and Xie, 2019). In short, during spermatogenesis A/B
compartments and TADs vanish in pachytene spermatocyte
and then reappear in round spermatid and mature sperm
stages (Wang et al.,, 2019).The transcriptionally inactive mouse
sperm displays chromatin conformation features, with CTCF
and cohesin occupying positions similar to those in mESCs,
implying the important role of these factors in shaping chromatin
conformation even in the absence of transcription (Carone et al.,
2014; Du et al.,, 2017; Jung et al., 2017). Those features, albeit
weaker, were also detectable in oocytes (Gassler et al., 2017).
During oogenesis, the oocyte shows the typical higher-order
structures until the germinal vesicle (GV) stage (Flyamer et al.,
2017). The strength of those features declines dramatically from
the immature oocytes to mature oocytes (Flyamer et al., 2017),
and from this point forward oocytes lack the typical interphase
chromatin structures (Du et al., 2017; Ke et al., 2017). Chromatin
structure at this point resembles the chromatin structure during
mitosis (Naumova et al., 2013).

After fertilization, chromatin conformation undergoes
dramatic reprogramming (Zheng and Xie, 2019). Since TADs
and A/B compartments are very weak in early-stage mouse
embryos, some studies have shown that chromatin adopts a
more relaxed state (Du et al.,, 2017; Ke et al., 2017). However,
loops and TADs have also been observed in mouse zygotes
(Gassler et al., 2017). Indeed, TADs are maintained during the
oocyte-to-zygote transition in mice and gradually become more
prominent (Du et al.,, 2017; Ke et al., 2017). Genes are initially
silenced, but after the zygotic genome activation (ZGA), they
are activated (Clift and Schuh, 2013). ZGA occurs in the 2-cell
embryo in the mouse (Du et al,, 2017; Ke et al., 2017). Inhibition
of ZGA did not prevent the formation of TADs (Ke et al., 2017),
suggesting that TAD formation precedes their main function of
transcriptional control (Flyamer et al., 2017; Hug et al., 2017;
Ing-Simmons et al., 2021). Thus, TADs act first as building blocks
of architecture and then as transcriptional controllers. TADs are

established in Drosophila during ZGA. Compartmentalization
of the chromosomes at the zygote stage seems to be driven by a
different mechanism than the one of TAD formation (Flyamer
et al., 2017; Ke et al., 2017). Specifically, the paternal originated
chromosomes maintain all the genome structures, whereas the
maternal chromosomes lose the A/B compartments. During the
two-to-eight-cell stage, conformation is slowly re-established and
become progressively stronger in both, maternal and paternal
chromosomes (Du et al., 2017; Flyamer et al., 2017; Gassler et al.,
2017; Ke et al., 2017).

Common TADs and A/B compartments that correspond to
transcriptionally active regions are present in both pluripotent
cells and differentiated cells, but the chromatin of pluripotent
cells is less compacted than in other cell types (Melcer and
Meshorer, 2010; Gaspar-Maia et al., 2011). In pluripotent cells,
pluripotency TFs are found in the same areas of the nucleus,
establishing long-range chromatin interactions with each other
(Bouwman and de Laat, 2015). The observation that gene loci
controlled by pluripotency factors are located in close proximity
inside the nucleus, suggests a regulatory mechanism similar to
phase separation (De Wit et al., 2013). For example, it was shown
that many KLF4-bound regions are in close proximity to each
other in pluripotent cells and released upon differentiation or
KLF4 depletion (Wei et al., 2013).

Early in differentiation, pluripotent genes are initially
repressed and subsequently activated (Phillips-Cremins
et al., 2013). Early differentiation genes exhibit a permissive
architecture and are in close proximity to their associated
poised enhancers. Upon differentiation, their enhancers become
active and activate their target gene(s) (Cruz-Molina et al,
2017). This suggests that conformation structures mediated by
Polycomb proteins create a permissive regulatory environment,
where poised regulatory elements are ready to be expressed
(Cruz-Molina et al., 2017). Similar observations have been also
made in other differentiation pathways, such as adipogenesis
(Siersbeek et al., 2017).

An intriguing question is how regulatory elements are
generated during evolution, because it is clear that a gene
can use different regulatory elements in different cell types or
during differentiation to more mature cell types. Interestingly,
neocortical enhancers start out as basic proto-enhancers and
evolve in complexity and size over time (Emera et al., 2016).
Moreover, the rapid evolution of enhancers in liver across 20
mammalian species (18 placental species from Primates, Rodents,
Ungulates, Carnivores and 2 marsupial species) is a general
feature of mammalian genome as observed by profiling genomic
enrichment of H3K27ac and H3K4me3 of liver enhancer regions
(Villar et al., 2015). Interestingly, the majority of the recently
evolved enhancers are derived from ancestral DNA exaptation
and are significantly over-represented in the vicinity of positively
selected genes in a species-specific manner (Villar et al., 2015).
Thus, it would be tempting to speculate that species, which were
less “evolved”, have developed “simpler” regulatory elements
to control their gene expression. Since these species were
more primitive, gene expression profiles were less complicated
and more specific for each of the much smaller number of
different cell types. During evolution and the appearance of
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FIGURE 4 | The “loop within loops” model. (A) An example of a DNA segment which contains four genes (blue, red, green and orange) depicted with boxes and
their cognate regulatory elements (circles with the respective colors). (B) A structural loop of 1-2Mb forms a TAD with its base to define the domain boundary. (C) At
an early developmental/differentiation stage most genes are silenced. Thus, inside the structural loop, the genes will either not form any loops with their cognate
regulatory element (looping model; blue and orange genes) or form functional silencing-loops within structural-loops (loops-within-loops) with their cognate
regulatory element lacking a crucial TF (pre-looping model; red and green genes). (D) At later developmental stages, new functional loops are formed within the
pre-existing functional loops (orange gene) and/or the structural loop (blue gene) forming “loops within loops” in order to activate the orange and blue genes,
respectively. At the same time, the previously pre-looped genes (red and green) are activated as a result of a recruitment of the necessary TF to their cognate

enhancer or due to conversion of their cognate poised enhancer to an active one.
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more complex organisms that require an increased diversity of
cell composition, the control of gene expression became more
complex and new regulatory elements appeared (Ong and Corces,
2011).

Thus, during the early stage(s) of development, differentiation
or evolution, a DNA segment with various genes and regulatory
elements (Figure 4A) will mostly form structural loops to
shape the chromatin (Figure 4B), since chromatin conformation
during ZGA is independent of activation of gene expression
(Hug et al, 2017; Ing-Simmons et al, 2021). At an early
developmental/differentiation stage or during the oocyte-to-
zygote transition, genes are often silenced. Based on the pre-
looping model, some genes will already be in close proximity
with their enhancer, which lacks one or more necessary TFs
and is in a poised state (Figure 4C, red and yellow genes and
their respective regulatory elements) to promote their activation
or silencing, forming functional “loops-within-loops”. In parallel
based on the looping model, the genes will be far apart from
their cognate enhancer in the 3D space (Figure 4C, green and
orange genes and their respective regulatory elements). At a
later developmental/differentiation stages, genes which do not
have a poised functional loop, will have to form new functional
loops within the pre-existing structural or silencing-functional
loops (“loops-within-loops”) in order to become transcriptionally
active (Figure 4D green and orange genes and their respective
regulatory elements). At the same time, the previously silenced
genes in a poised loop (Figure 4D, red and yellow genes) are
activated as a result of a recruitment of the necessary TF to their
cognate enhancer or due to conversion of their cognate poised
enhancer to an active one.

In this context, at initial stages of development, differentiation
or evolution, we speculate that the genome must have an
initially regulatory element located at a distance from its target
gene (Figure 5A, green regulatory element), which interacts
with its target gene via a specific loop (Figure 5B). At a
subsequent developmental, differentiation or evolutional stage,
we hypothesize that new (cell/tissue type specific) regulatory
elements are developed between the gene and its original “early”
regulatory element, which can interact with their target gene
(Figure 5C, orange and red regulatory elements). Thus, we
could observe an initial big loop, which can be functional
or either structural, containing other loops at later stages.
The latter will form new “loops-within-loops” to accommodate
new expression patterns. This type of regulation is observed
when comparing the activity of different regulatory elements
in multiple stages of differentiation/development/evolution (de
Laat and Grosveld, 2003; Palstra et al., 2008a; Mylona et al,
2013; Pimkin et al, 2014; Villar et al., 2015; Goode et al.,
2016). However, we cannot exclude the possibility that in
rare cases during development, differentiation or evolution,
a regulatory element outside the original “early” loop would
develop, which could also interact with its target gene at
subsequent stage (Figure 5D, yellow regulatory element). Finally,
all these aforementioned interactions could satisfy either the pre-
looping or the looping model (Figure 3). In an evolutionary
sense, developing novel enhancers is an almost inevitable feature
of multicellular organisms with different cell types and functions.
Other mechanisms are very difficult to envision for the enormous
diversity in gene expression patterns, which is ultimately due to
the fact that DNA is a linear molecule.
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FIGURE 5 | Regulatory elements in development, differentiation or evolution. (A) At an initial stage in development, differentiation or evolution, the genome has a
silenced gene and a regulatory element located in a distance from it (regulatory element 1, depicted with a green circle). (B) The original “early” regulatory element
interacts with its target gene in order to activate it. (C) At subsequent developmental, differentiation or evolutional stages, the genome could develop new regulatory
elements (regulatory elements 2 and 3, depicted with orange and red circle, respectively) between the gene and its original “early” regulatory element, which interact
with their target gene. (D) At some cases, at later developmental, differentiation or evolutional stages, we could observe a new regulatory element (regulatory
element 4, depicted with a yellow circle) outside the original “early” loop, which could also interact with its target gene via a formation of a new loop.

CHROMATIN CONFORMATION FROM
EARLY DEVELOPMENT TO
DIFFERENTIATION

The internal structure of TADs becomes more organized during
development and differentiation, as TADs enable more enhancer-
promoter contacts (Bonev and Cavalli, 2016). This is important
during development, where specific genes need to be activated
or repressed to promote specific cell programs and lineage
commitment. For example, during limb development, the HoxD
cluster is located at the border of two flanking regulatory
elements, which are contained into two separated TADs (Lonfat
and Duboule, 2015). In the beginning, the 3’ TAD is active and
regulates the proximal patterning. Subsequently, this TAD is
switched off while the 5 TAD becomes active and controls distal
structure. Activation of Hox13 switches off the 3’ TAD through a
global repressive mechanism and interacts with enhancers at the
5" TAD that sustains its activity (Beccari et al., 2016). Thus, the
HoxD cluster contains a dynamic TAD boundary, regulating the
switching between the flanking TADs and enabling a proper limb
development (Rodriguez-Carballo et al., 2017).

Early studies before the discovery of TADs, showed that the
lack of CTCEF or its disruption on one of the binding sites in the
mouse p-globin locus resulted in an altered interactome (Splinter
et al., 2006). New insights in the significance of TADs during
development came from a study of the HOXA locus, which is
important for development of many tissues such as limb. The
HOXA locus is organized in two different TADs, with CTCF
and cohesin binding sites at their boundary. The disruption of
CTCF or Cohesin recruitment at the boundary sites of these two
TADs allows the spreading of euchromatin into heterochromatin
domains and the subsequent ectopic activation of HOX genes
during cell differentiation due to new chromatin contacts (Zuin
et al., 2014; Lonfat and Duboule, 2015). Another example is the

Tfap2c and Bmp7 locus, which is split into two functional and
structural domains, with each gene being present in separate
TADs with their cognate enhancers. Inversions at the TAD
boundary, changes the position of Bmp7’s cognate enhancer into
the TAD containing Tfap2c, thus leading to upregulation of the
latter gene and downregulation of Bmp7 (Tsujimura et al., 2015).
This illustrates the extent to which proper topology influences
the regulation of expression of developmentally essential genes.
A fine example of regulatory specificity of enhancers controlled
by chromatin architecture is that of Pitx1, a regulator of hindlimb
development (Kragesteen et al., 2018). In hindlimbs, PitxI is
in close proximity with its enhancer (active), allowing for
normal leg morphogenesis. In forelimbs, PitxI is physically
separated from the enhancer (inactive), allowing for normal arm
development. The disturbance of that specificity (e.g., due to
structural variants) can cause gene mis-expression and disease
in vivo (Kragesteen et al., 2018). Transcription after activation
of the glucocorticoid receptor occurs without significant changes
of the pre-looped chromatin interactions, enabling its rapid
reaction (Hakim et al., 2011). Changes in chromatin topology
and conformation have already been associated and described
in muscle progenitor specification and myogenic differentiation
(Zhang et al., 2020), sensory experience during post-natal brain
development (Tan et al., 2021), dendritic cell development
and differentiation (Chauvistré and Seré, 2020), and neural
development (Kishi and Gotoh, 2018).

An interesting question is whether conformation accompanies
cell lineage decision and what the role of TFs is. During
reprogramming, TFs reorganize genome structural features
before changes in gene expression occur (Stadhouders et al.,
2018). Somatic cell reprogramming is a useful model for
investigating how genome topology affects cell fate decisions.
A recent study, investigating chromatin interactions in ESC, iPSC
and NPCs, revealed that reprogramming does not completely
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restore a number of pluripotency-related interactions (Beagan
et al,, 2016). CTCF was abundant in these regions in ESC,
while poor in differentiated NPCs. CTCF binding was not
restored in iPSC causing an inadequate pluripotent genome
topology recovery. The embryonic and trophoblast lineages
have significant differences between them, in their epigenetic
landscapes and their 3D conformation (Schoenfelder et al., 2018).
ESCs have an enrichment for repressive interactions between
gene promoters and also involving poised/silenced enhancers
(marked with H3K27me3), whereas trophoblasts have an
enrichment for active enhancer-gene interactions (Schoenfelder
et al., 2018). Similarly, during neuronal differentiation of ESCs,
Polycomb repressive complex 1 and 2 (PRC1 and PRC2) are
known to have important functions in mediating repressing
interactions. PRC1 mediated interactions are disrupted and gene-
enhancer interactions become prominent (Bonev et al., 2017).
Interestingly, poised enhancers in ESCs are already in close
proximity with their target genes in a PRC2 dependent manner
(Ngan et al., 2020). Deletion of PRC2 core components leads to
activation of their target genes and embryonic lethality (Boyer
et al., 2006; Bracken et al., 2006). When these enhancers are
activated during differentiation of ESCs to neural progenitors,
the interaction with their cognate genes is preserved, leading to
their activation (Cruz-Molina et al., 2017). This is similar to the
aforementioned pre-looping phenomenon. All in all, these results
demonstrate that chromatin architecture changes may not cause
instant transcriptional changes. As an alternative, structure seems
to set the stage for future transcriptional changes by sculpturing
the chromatin environment.

X chromosome inactivation (XCI) is another well-studied
example to show how the 3D chromatin organization impacts
development, as well as the differences between the two homologs
(Lee and Bartolomei, 2013). One of the two X-chromosomes in
female cells is randomly inactivated to equalize the expression
levels of the X-linked genes between female and male cells,
early during embryonic development or upon differentiation of
female ESCs (Gribnau and Grootegoed, 2012). Several regulatory
elements and genes directing the XCI process are located in
a small region, the X inactivation center (Xic) (Barakat et al,
2014). This region harbors the best-studied mammalian IncRNA,
Xist and its negative regulator Tsix (Lee et al., 1999). While Xist
silences one X chromosome in cis, Tsix represses Xist also in cis
and thus these two IncRNAs form a regulatory switch locus (Nora
etal., 2012). The Xist locus has been proposed to be organized in
two big TADs and XCI is initiated by the upregulation of Xist in
one of the two X-chromosomes (Chaumeil et al., 2006; Engreitz
et al,, 2013). In another study, the two X chromosomes were
shown to have distinct and different chromatin organization.
The active X presented distinct compartmentalization of active
and inactive regions, while the inactive X compartments were
more uniform (Tan et al., 2018). TADs were present in the
active X chromosome, but not in the inactivated X chromosome
(Splinter et al., 2011; Nora et al, 2012; Giorgetti et al,
2016). In comparison, two mega-structures appeared on the
inactivated X chromosome, separated by a microsatellite repeat
containing several CTCF-binding sites (Horakova et al., 2012;
Rao et al,, 2014; Wang et al,, 2016). Interestingly, a study using

mathematical prediction and experimental validation suggested
that three internal elements (CTCF/binding sites within the
Linx, Chicl and Xite/Tsix loci) might work in partnership
with boundary elements for the formation and the stabilization
of the two TADs (Bartman and Blobel, 2015). The deletion
of these internal elements is sufficient to disrupt the TADs
and subsequently triggers ectopic expression of genes at the
neighboring TAD hence disturbing XCI process (Nora et al.,
2012; Dixon et al., 2016).

Overall, TAD formation and maintenance as well as specificity
of the enhancer-promoter interaction play key roles during
development and differentiation to ensure the finely tuned
regulation of gene expression and lineage decision.

CHROMATIN CONFORMATION IN
DISEASE AND CANCER

Human diseases are often caused by structural variations (SVs)
in the genome, through disruption of genes or changes in gene
dosage (Spielmann et al.,, 2018; Ibrahim and Mundlos, 2020).
While their effect in coding regions can be easily predicted, their
occurrence in non-coding regions requires further investigation
to address its influence on gene expression, for example
in the case of limb formation involving the TAD-spanning
WNT6/IHH/EPHA4/PAX3 locus (Lupidfiez et al., 2016). SVs
have the potential to interfere with genome architecture causing
disease phenotypes (Lupidiez et al., 2015; Spielmann et al., 2018).
Depending on the type but also the extent of the SV, the effect on
gene regulation may vary a lot (Ibrahim and Mundlos, 2020).

Disruption of genome architecture may lead to altered
gene expression in a variety of ways and, as a result, disease
phenotypes. This disruption is separated into inter-TAD and
intra-TAD alterations.

Inter-TAD alterations can disrupt and rewire the 3D
chromatin architecture resulting in changes of TAD boundaries,
mis-regulation of important genes with deleterious effects and
relocation of regulatory elements such as enhancers and/or
silencers. Inter-TAD alterations are caused by many reasons.
Genome architecture disruption involves the disruption of
TADs borders, leading to contacts of enhancers and genes,
otherwise insulated from each other, and thereby, the ectopic
activation of those genes. This phenomenon is called “enhancer
adoption” or “enhancer hijacking” (Table 1; Lettice et al,
2011; Northcott et al, 2014; Lupidiez et al., 2016; Kaiser
and Semple, 2017). Deletions result in TAD fusion (Table 1;
Katainen et al., 2015; Lupiafiez et al., 2015; Flavahan et al,
2016), inversions in a swap of DNA regions (TAD shuffling)
and duplications or translocations of regulatory or structural
elements in new domains (neo-TADs) (Table 2; Groschel et al.,
2014; Northcott et al, 2014; Lupiafiez et al., 2015; Franke
et al., 2016; Weischenfeldt et al., 2017). Furthermore, inter-
TAD alterations could be caused by inversions, translocations
of regulatory elements which may result in gain-of-function
events by coupling enhancers with newly associated promoters,
or loss-of-function events by separating enhancers from their
associated promoters or a combination of the two (Table 2;
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TABLE 1 | Summary of inter-TAD alterations (Enhancer adoption and TAD fusion), the disease/abnormality they caused and their description.

Enhancer adoption

LMNBT locus Adult-onset demyelinating

leukodystrophy (ADLD)

A deletion eliminates a TAD boundary, leading to new interactions between the LMNB1 promoter and three
non-cognate enhancers and its subsequent activation, resulting in the progressive central nervous system

demyelination (Giorgio et al., 2014)

FOXG1 locus Rett syndrome

A telomeric deletion, including the TAD border, results in the ectopic activation of FOXG1 by active

enhancers in the brain (Allou et al., 2012)

GFI1B locus Medulloblastoma Somatic structural variants place GFI71 or GFI1B near active enhancer sites, resulting in activation (Northcott
etal.,, 2014)

SNCAIP locus Group 4 medulloblastomas A duplication of SNCAIP gene results in the ectopic activation of the putative oncogene PRDM6 (Arabzade
et al., 2020)

TAD fusion

EPHA4 locus Brachydactyly Deletions in the EPHA4 locus that include a TAD border result in a fusion of the neighboring TADs, which
attaches a cluster of imb-associated EPHA4 enhancers to the PAX3 gene and its concomitant
mis-expression (Lupianez et al., 2015)

Six TAD boundaries T-cell acute-lymphoblastic TAD disruption leads to ectopic proto-oncogene activation and abnormal cell proliferation (Northcott et al.,

encompassing T-ALL leukemia (T-ALL) or 2014; Hnisz et al., 2016b; Weischenfeldt et al., 2017). CRISPR-engineered deletions of the TAD boundaries

related genes medulloblastoma near the known oncogenes TAL1 and LMO2 result in new interactomes of those oncogenes with distal

enhancers, leading to their aberrant activation (Hnisz et al., 2016b)

NOTCH1 locus Ovarian cancer

Downregulation of NOTCH1 gene due to its altered interactome as a result of mutations in the CTCF sites

that disrupt the TAD boundary (Ji et al., 2016)

Various CTCF binding Colorectal cancer

sites

IRS4 locus Lung squamous carcinoma,
sarcomas and cervical
sguamous carcinoma

NEK®B locus B cell ymphoma cell lines

Frequently mutated CTCF binding sites lead to TAD boundary disruption and altered interactomes between
genes and their regulatory elements (Katainen et al., 2015)

Deletions occurring at TAD boundaries coinciding with CTCF recruitment downstream of the /RS4 locus led
to IRS4 overexpression (Weischenfeldt et al., 2017)

Deletion of all CTCF-binding sites in the NEK6 super-enhancer borders decreased the expression of NEK6

while increased the expression of the neighboring LHX2 gene (Huang et al., 2017)

Lupiafiez et al., 2016; Spielmann et al., 2018). To mention here,
that while the above studies stress out the insulating role
of TAD boundaries, it is important to keep in mind that
TAD boundaries may not be the only component needed to
maintain them (Anania and Lupidiez, 2020). TADs did not fuse
completely after serial deletions at the Sox9 locus. This occurred
only after the deletion of other CTCF sites within the locus
(Despang et al.,, 2019). Deletions of CTCF-binding sites at the
Shh locus result in structural changes, but TAD insulation is
maintained (Paliou et al., 2019). Overall, these results reveal the
ability of TAD borders to successfully organize the genome into
distinct regulatory domains, as well as their ability to work and
communicate with the internal structure elements.

Interestingly, in multiple myeloma 30% of the breakpoints
are located at, or close to, TAD boundaries. The number of
TADs is increased by 25% and they are smaller when compared
to normal B cells, indicating that genomic rearrangements and
translocations are driving forces in chromatin topology and
creating new TADs (Wu et al,, 2017). The smaller size of TADs
in cancer cells when compared to their healthy controls can
also be observed in prostate cancer and therefore seem to be
most likely a general phenomenon in cancer cells. In the case
of prostate cancer, this smaller size is the consequence of the
splitting of one TAD in two, the majority of the TAD boundaries
(~98%) being the same between the prostate cancer cells and
the normal ones (Taberlay et al., 2016). In prostate cancer, a
deletion on 17p13.1 encompassing the TP53 tumor suppressor
locus leads to the division of a single TAD into two distinct
smaller TADs, resulting into new chromatin interactomes of

the enhancers, promoters and insulators within the TADs and
changing gene expression (Taberlay et al., 2016). Similarly, in
mammary epithelial and breast cancer several TADs were divided
into multiple sub-TADs but kept the same boundaries, as a
result of various genomic alterations (Barutcu et al., 2015). In
prostate cancer cells (and probably in most cancers) the size of
the TADs (2-4 MB) is smaller compared to normal prostate cells
(~8 MB). These new small-TADs reside within the normal TAD
architecture rather than forming new TADs, with the majority of
the TAD boundaries (~98%) to be the same between the prostate
cancer cells and the normal ones (Taberlay et al., 2016).

Because of their ability to co-localize in the nucleus and/or
their abundance within TAD boundaries, transposable elements
(TEs) have been related to genome architecture (Dixon et al.,
2012; Cournac et al,, 2016). It has been shown that during
the evolution of mammalian lineages, activation of retro-
transposable elements triggered an increase of CTCF-binding
events (Schmidt et al., 2012). As shown by changes in chromatin
states, many of the new CTCEF sites acted as chromatin insulators,
affecting genome architecture and transcription. According to
this observation, human T-lymphotropic virus type 1 (HTLV-1)
translocation introduced an ectopic CTCF-binding site, which
could form new loops and induce transcriptional changes in the
new locus (Melamed et al.,, 2018). HTLV-1 results in chronic
inflammation in 10% of infect hosts.

Changes in the interactome and local chromatin architecture
have also been associated to single nucleotide polymorphisms
(SNPs) causing intra-TAD alterations. Intra-TAD alterations lead
to abnormal transcriptional control of the genes inside the
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TABLE 2 | Summary of inter-TAD alterations (TAD shuffling, Inter-TAD loss- or gain-of-function alterations and Neo-TADs), the disease/abnormality they caused and

their description.

TAD shuffling

Wnt6/Epha4 locus F-syndrome An inversion at the Wnt6/Epha4 locus that misplaces the Epha4 enhancers near Wnt6 gene, causing its
mis-expression in the developing limb bud (Lupianez et al., 2015; Kraft et al., 2019)

Ihh/Epha4 locus Polydactyly Duplications of the previous enhancers and rearranging them in front of the /hh gene induce overexpression of /hh

(Kraft et al., 2019)

TFAP2A locus Branchio-oculofacial

Inversion of the TFAP2A TAD resulted in lower TFAP2A expression due to the fact that the promoter was separated

An inversion at the Shh locus places the Shh gene in a TAD together with a limb enhancer, that induces its

Patients with balanced MEF2C translocations have been shown to be affected by the separation of promoters from
their associated enhancers. The influence of these translocations was confirmed in patient-derived LCLs, which

A chromosomal inversion and translocation in chromosome 3 at two different breakpoints place the GATA2
enhancer in the same TAD as the EVIT oncogene. The enhancer is then in close proximity with the EVIT promoter

triggering its activation, which is responsible for the development of the disease (Groschel et al., 2014)

syndrome from its associated enhancers (Laugsch et al., 2019)
Shh locus Digit syndactyly
activation (Lettice et al., 2011)
MEF2C locus 5014.3 microdeletion
syndrome
showed lower MEF2C expression (Redin et al., 2017)
GATAZ2 locus Acute myeloid leukemia
sub-types
IGF2 locus Colorectal cancer

Recurrent tandem duplications encompassing a TAD boundary result into new interactions between IGF2 and a cell

specific super-enhancer located in the adjacent TAD, leading to its > 250-fold overexpression (Weischenfeldt et al.,
2017). The duplications in the abovementioned TAD boundary are tandem rather inverted or dispersed, suggesting
that the orientation of the enhancer and IGF2 is probably important for the activation of IGF2 (Beroukhim et al.,

2016)

Inter-TAD loss- or gain-of-function alterations

IDH locus Gliomas Mutations in the IDH gene results in accumulation of 2-hydroxyglutarate, which subsequently represses TET
proteins. This causes hyper-methylation of CpG sites and increased methylation of CTCF sites affecting CTCF
binding and the respective TAD boundaries. New interactions are consequently established between the oncogene
PDGFRA with constitutive enhancers, which are normally located outside its normal TAD (Flavahan et al., 2016)

FMR1 locus Fragile X syndrome The CGG triplet repeat (short tandem repeat or STRs) within the FMR1 gene expands in an erratic way and the

(FXS) FMR1 locus boundary is disrupted due to inability of CTCF to bound, caused by the abnormal DNA methylation
levels. FMR1 is silenced as the boundary is disrupted, because of the separation from its associated regulatory
elements, which are now located in another TAD (Anania and Lupiafez, 2020).

Neo-TADs

Kcnj2 and Sox9 loci Limb malformation A neo-TAD where Kcnj2 interacts with the Sox9 regulatory region resulted in overexpression of Kcnj2 (Franke et al.,
2016)

IGF2 locus Cancer Due to duplications of neighboring TADs, the new TAD incorporates the IGF2 gene and a lineage-specific super

enhancer, resulting in oncogenic locus mis-regulation (Weischenfeldt et al., 2017)

TAD, without altering its overall conformation. Many GWAS
SNPs have now been connected to putative causative genes in
hematopoietic cell types (Javierre et al., 2016; Mumbach et al.,
2017). How sequence variations in putative regulatory elements
lead to gene expression alterations that drive complex illnesses
is largely unknown. On one hand, SNPs could restrict TFs
or architectural proteins from interacting with their regulatory
elements, leading to lower expression of their associated genes
(Table 3; Schoenfelder and Fraser, 2019). SNPs can affect
the recruitment of the LDBI complex to the MYB enhancer,
impairing its interaction with the MYB promoter, decreasing
its expression and resulting in an increase of HbF expression
(Stadhouders et al., 2014). On the other hand, SNPs could result
in overexpression of target genes and/or their mis-expression
in different cell types (Schoenfelder and Fraser, 2019). Gain
or loss of function mutations in regulatory elements such as
enhancers (or silencers) can affect the transcription of their
cognate gene(s) (Spielmann and Mundlos, 2016; Schoenfelder
and Fraser, 2019), provided that there is no other regulatory
element compensating that gain or loss (Heinz et al.,, 2013).
Another study attempted to identify the causative gene at GWAS

neurological disease loci by linking the SNPs with gene promoters
and enhancers (Lu et al,, 2020). They concluded that a SNP may
only have subtle effects on looped target gene in healthy donors,
but plays a more prominent role when the locus gains a disease-
specific enhancer in patients. Their results indicated that high-
quality Hi-C loops have a unique value in the study of disease
genetics (Lu et al., 2020). Other GWAS studies have identified
mutations in regulatory elements that could contribute to the
Inflammatory bowel disease etiology by altering gene expression
(Meddens et al., 2016). Duplications can change the copy number
of regulatory elements, resulting in loss- or gain-of-function
mutations, similar to the principle of gene dosage alterations
occurring in the inter-TAD duplications and translocations
(Tables 3, 4; Spielmann et al., 2018).

While SNPs could alter the content of specific enhancers,
resulting to abnormal expression patterns, mutations in genes
encoding TFs or architectural proteins could also have similar
results (Schoenfelder and Fraser, 2019). Cohesinopathies and
laminopathies, however, are the two groups of structural protein-
associated human diseases that receive the most attention.
Cohesinopathies are caused by mutations in genes associated
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TABLE 3 | Summary of intra-TAD alterations (Single nucleotide polymorphisms and gain-of-function alterations), the disease/abnormality they caused and

their description.

Single nucleotide polymorphisms (SNPs)

HSBL1-MYB locus Hemoglobinopathies

SNPs affect the recruitment of the LDB1 complex to the MYB enhancer, impairing its interaction with the MYB

promoter. Consequently, decrease of MYB expression results in an increase of HbF expression (Stadhouders et al.,

SNPs in intron 19 of the CLEC16A gene have been shown to promote the interaction of the intron with the adjacent

An intron of the FTO gene containing obesity-associated SNPs interacts with the distal /RX3 gene, and thus

controlling its expression (Smemo et al., 2014; Schoenfelder and Fraser, 2019)

A common Parkinson disease SNP in a non-coding distal enhancer factor prevents two repressive transcription

factors, EMX2 and NKX6-1, from binding to a regulatory element, and thus, resulting in SNCA transcriptional

2014)
CLEC16A locus Autoimmune disease
DEXI gene, resulting to its expression (Davison et al., 2012)
FTO locus Obesity
SNCA locus Parkinson disease
upregulation (Soldner et al., 2016)
Various loci Chronic Kidney Disease

(CKD)

SNPs in both coding and non-coding regions have been discovered in studies of CKD, and dysregulation of gene
expression of the 23 genes identified to be associated with such SNPs is possibly a contributing factor in CKD

pathophysiology (Brandt et al., 2018)

Intra-TAD gain-of-function alterations

Point mutations in the Sonic hedgehog (SHH) regulatory region ZRS result in the ectopic expression of SHH at the

anterior margin in mouse. Although not formerly demonstrated in this study, these mutations allow the formation of
chromatin looping between the ZRS region and the SHH promoter (Lettice et al., 2003).

Amplification of MYC-regulating enhancers results in a slightly higher MYC expression than in samples without

amplification of MYC enhancers. The enhancer-amplified samples had a comparable MYC expression levels when
compared to samples with MYC coding area amplification (Zhang et al., 2016; Agrawal et al., 2019)

Duplications of regulatory elements within the IHH locus led to misexpression or overexpression of /IHH and by this
affect the complex regulatory signaling network during digit and skull development respectively (Klopocki et al.,

Overexpression of CTSB as a result of enhancer duplications (Ngcungcu et al., 2017)

SNPs, associated with prostate cancer, co-localize/affect regions of active histone modification and transcription

factor binding sites. 15 of the 17 identified genes in these loci exhibit a substantial change in expression, suggesting
that the genes physically interacting with risk loci are associated to prostate cancer (Du et al., 2016)

294 additional candidate expressed genes for coronary artery disease (CAD) and large artery stroke (LAS) have

been identified as potential factors in the pathophysiology of human atherosclerotic disease (Haitiema et al., 2017)

Mutations in DNA regulatory elements (DREs) can contribute to IBD etiology by altering gene expression (Meddens

Deletion mutations upstream of the hindlimb expressed Pitx7 gene result in intra-TAD conformation changes,

merging a forelimb and hindlimb Pitx7 gene enhancer (Kragesteen et al., 2018)

SHH locus Polydactyly
MYC locus Lung adenocarcinoma
IHH locus Craniosynostosis and
synpolydactyly
2011)
CTSB locus Keratolytic winter
erythema
Various loci Prostate cancer
Various loci Atherosclerotic disease
Various loci Inflammatory bowel
disease (IBD) etal., 2016)
Pitx1 locus Liebenberg syndrome
PITX1 locus As previous

Translocation of two enhancers from chromosome 18 upstream of the PITX7 on chromosome 5 (TAD shuffling),

resulted in an increased PITX1 expression (Spielmann et al., 2012)

with Cohesin complex and/or its regulators (Banerji et al,
2017; Norton and Phillips-Cremins, 2017; Davis et al.,, 2018;
Olley et al., 2018; Krumm and Duan, 2019). CTCF and cohesin
associated SNPs have been related to a number of human
disorders and developmental defects. The significance and role
of genome organizing factors like CTCF and the cohesin
complex has been highlighted for a number of diseases. For
example, CTCF depletion leads to pathological effects that
are quite comparable to heart failure (Rosa-Garrido et al,
2017). Altered interactions and accessibility was shown at a
substantial number of enhancer areas and the genes in the
surrounding chromosomal areas were implicated in cardiac
pathological pathways (Rosa-Garrido et al, 2017). Another
example are the laminopathies caused by mutations in nuclear
lamins (LMNA) and the lamin B receptor (LBR) genes. Given
that LADs organize a large portion of the genome, the nuclear
lamina and its components appear to play an important role
in genome architecture. Laminopathies are distinct from other
disorders in that a variety of disorders may be developed

from just different mutations located in the same gene
(Worman and Bonne, 2007).

Cancer is a particularly important area of disease where
changes in the interactome are important. Alterations in
TAD boundaries, which are observed in cancer, can lead
to oncogene activation by affecting gene regulation in
the flanking TADs via the establishment of new unusual
promoter-enhancer interactions (Figure 6). Oncogene activation
by TAD disruption and consequent enhancer adoption has
been described in leukemia (Groschel et al., 2014; Hnisz et al.,
2016b), neuroblastoma (Peifer et al., 2015), colorectal cancer
(Weischenfeldt et al., 2017), medulloblastoma (Northcott et al.,
2014), glioma (Flavahan et al, 2016), sarcoma and squamous
cancers (Weischenfeldt et al., 2017). Notably, the most prominent
alterations in binding sequences at TAD boundaries, are located
at CTCF binding motifs (Ji et al,, 2016), although it should
be noted that many CTCF binding sites are not boundaries.
Approximately 11% of 922 deletion cases affect TAD boundaries
at the vicinity of a disease-associated gene, resulting in “enhancer
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TABLE 4 | Summary of intra-TAD alterations (loss-of-function alterations), the disease/abnormality they caused and their description.

Intra-TAD loss-of-function alterations

In the ZRS, two ETV4/ETV5 binding sites have been discovered. In transgenics, a single ETV binding site is

sufficient to suppress ectopic expression; the absence of both sites leads in repressor activity loss and, as a
result, in ectopic Shh expression in the limb bud (Lettice et al., 2012)

Point mutations (disruption of binding sites) in enhancers of PAX6, PTF1A and TBX5 impair the expression of

these genes. While it has not been demonstrated properly, these studies suggest that these point mutations
impair the chromatin looping between these enhancers and their associated promoters (Smemo et al., 2012;

Shh locus Preaxial polydactyly (PPD)
PAX6 locus Aniridia
Bhatia et al., 2013; Weedon et al., 2014)
PTF1A locus Pancreatic agenesis
TBX5 locus Congenital heart disease
SOX9 locus Campomelic dysplasia

Sex reversal occurs when the relevant testis enhancer of SOX9 is deleted, while deletions and point mutations

further upstream induce the Pierre-Robin syndrome, which is characterized by cranial skeleton growth defects but
normal sexual development (Benko et al., 2011)

DYNC1I1 locus Split-hand/split-foot

malformation (SHFM)

Exons 15 and 17 of DYNC1/1 act as tissue specific limb enhancers of DLX5/6. Enhancer deletions in the DYNC1/1
gene result in down regulation of the DLX5/6 genes about 1Mb away (Allen et al., 2014; Tayebi et al., 2014)

A deletion that covers a distal cis regulatory element upstream from ATOH?7 is responsible for NCRNA (Ghiasvand

The loss of function (disruption of binding sites) of Shh brain enhancer-2 (SBE2) in the hypothalamus of transgenic

mouse embryos was caused by a rare nucleotide variant upstream of SHH gene found in an individual with HPE

ATOH?7 locus Non-syndromic congenital
retinal non-attachment etal., 2011)
(NCRNA)
SHH locus Holoprosencephaly (HPE)
(Jeong et al., 2008)
MYC locus Cleft lip with or without cleft
palate (CL/P)
CL/P (Uslu et al., 2014)
BCL11A locus B-hemoglobinopathies

Deletion of a 640-kb non-coding region at 8g24, which contains distal cis-acting enhancers that regulate Myc
expression in the developing face, causes modest facial morphological changes in mice and, on rare occasions,

A common variant in an erythroid enhancer of BCL11A is associated with reduced TF binding, modestly

diminished BCL11A expression, and elevated HbF (Bauer et al., 2013)

adoption” (Swaminathan et al., 2012). A comprehensive analysis
among various cancer cell lines, indicated that the formation of
neo-TADs, encompassing cancer driver genes, is the result of SV
alterations in cancer cells (Dixon et al., 2018). However, whether
neo-TAD formation is a recurrent phenomenon in a given cancer
cell type needs to be investigated further.

THE IMPORTANCE OF A REFINED
IDENTIFICATION OF CHROMATIN
CONFORMATION AND POTENTIAL
THERAPEUTIC APPROACHES

An important question is what underlying mechanism protects
TAD boundaries from deletions and disruptions? Using machine
learning approaches, TAD boundaries were recently categorized
based on strength (Gong et al.,, 2018). Strong TAD boundaries
are less frequently lost in cancer, as they act as building blocks
of the genome and encompass super-enhancers (Gong et al,
2018). In cancer, strong boundaries are notably safe from SVs
and co-duplicated with super-enhancer elements (Gong et al.,
2018). These observations and the observations that enhancers
lead to aberrant activation of oncogenes due to genetic or
epigenetic alterations highlight the importance of the chromatin
architecture integrity (Lupidfiez et al., 2015; Flavahan et al., 2016;
Hnisz et al., 2016b; Weischenfeldt et al., 2017).

An interesting question is whether mis-regulation of TFs
causes the altered 3D chromatin organization or whether the
opposite takes place? Intriguingly, studies advocate both options.
A gene fusion in prostate cancer, causes the overexpression of
oncogenic ERG resulting in changes in chromatin organization

and territories encompassing genes associated with aggressive
prostate cancer (Rickman et al., 2012). This hypothesis may also
be true for other TFs whose aberrant expression is involved
in many other cancers (Rickman et al, 2012). In contrast,
chromosomal inversion and translocation in chromosome 3 at
two different breakpoints, tethering the enhancer of GATA2 in the
same TAD as EVII, activate expression of EVI] and downregulate
GATA2, resulting in the development of acute myeloid leukemia
(Groschel et al., 2014).

Thus, is chromatin architecture characteristic of each disease
and can we predict the effect of SVs in chromatin organization? A
support vector machine classifier (3D-SP) can separate leukemia
sub-types based on the information contained in the chromatin
architecture and specifically the interactome of the HOXA gene
cluster in various leukemia cell lines (Rousseau et al., 2014), while
a recently developed approach can be used to predict in silico
the altered 3D conformation resulting from structural variants
(Bianco et al., 2018). Hence, the improvement of new chromatin
conformation techniques can help to better understand the
biological effect of newly discovered structural variants and
TAD alterations in the human genome, that are linked to
uncharacterized genetic disorders or diseases and to evaluate
their role on chromatin architecture and transcriptional control.
Interestingly, chromatin conformation capture techniques which
employ selection based on oligonucleotides, like T2C (Kolovos
et al., 2018) and capture-promoter Hi-C (cpHi-C) (Schoenfelder
et al, 2015a), can identify the interactome of those specific
fragments. Especially in the cases of where SNPs are heterozygous
in these fragments, oligonucleotides designed for the two alleles
can discriminate the interactome of the wild type allele compared
to the allele containing the SNP.
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FIGURE 6 | An example of TAD disruption in cancer and rewiring of promoter-enhancer proximity. The upper panel depicts two distinct TADs, the left containing a
gene (depicted with a green box) and two regulatory elements (RE1 and RE2 depicted with red boxes), which can be either an enhancer, or a poised enhancer or a
silencer. The right TAD contains one regulatory element (RE3) that would be compatible with the gene. In the upper panel, the gene is located in a confined place
with RE1 and RE2 (depicted with round black circles) resulting in its normal transcriptional activation (if RE1 and RE2 are enhancers) or its repression (if RE1 and RE2
are poised enhancers or silencers). Mutation or deletion of the CTCF sites (depicted with yellow) located at the boundary between the TADs, results in the
reorganization of the TAD topology and fusion of the two TADs into one. Thus, in the bottom panel, the gene is now in close proximity (and interacts frequently) with
RES (depicted with round black circle), leading to its expression also by the RES, if RE3 is an enhancer or its downregulation if RE3 is a silencer. The different
combinations of REs could have different results in the expression levels of the gene. Since, RE1 and RE2 contacts are diminished, it could lead to less expression
by those two enhancers while the expression levels of the gene remain the same. On the other hand, the combination of RE1, RE2, and RE3 could lead to a

super-enhancer and higher levels of expression of the gene.

Targeting chromatin interactions could potentially provide
therapeutic approaches (Babu and Fullwood, 2015). Perturbing
promoter-enhancer interactions would permit the fine tuning
of expression of target genes, in a reversible and specific
manner. However, it faces many difficulties that would need
to be overcome. CTCEF, cohesin and other TFs mediate many
different chromatin interactions. Frequently, these TFs are also
involved in signaling pathways. Thus, a systemic perturbation
of TFs would cause many off-target effects. Moreover, proteins,
which mediate chromatin interactions, are often found in the
nucleus and are therefore difficult to perturb by antibodies
or small molecule inhibitors. Various epigenetic regulators are
involved in cancer, but whether they are involved in chromatin
organization is poorly understood. Many drugs have been
developed for epigenetic regulators but again it has not been
examined yet whether they affect chromatin interactions and
compartmentalization, although it is likely that many will affect
genomic interactions directly by enabling or preventing the

binding of TF type protein (e.g., CTCF is DNA methylation
sensitive) or indirectly via changes in the transcriptome.
Interestingly, a recent study has identified 50 factors that are
potentially important for genome organization (Shachar et al.,
2015). However, this study applied an siRNA approach, which is
known to cause off target effects. To overcome the non-specificity
of targeting such proteins, a new tool (CLOuD?9) for the precise
manipulation of 3D chromatin structure and chromatin looping
has been developed by employing the CRISPR/Cas9 approach
and establishing stable chromatin loops (Morgan et al., 2017).
This approach may be useful in cancer diagnostics, where
chromosomal rearrangements interrupt genomic organization
and alter gene expression. Thus, screening studies preferably
with the use of drugs or CRISPR/Cas9 approach targeting
alterations of chromatin conformation structure, could unveil
new factors, which mediate chromatin interactions and unveil
them as potential new therapeutic targets. More promising would
perhaps be the development of genome editing tools to alter the
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binding sites of TFs or CTCF using Crispr/Cas9 and homing
technology to target the appropriate cells (Cruz et al., 2021).

It is clear from the studies above and many others that
chromatin conformation plays a key role in cancer. Thus,
understanding the modulation of chromatin interactions will
unveil the underlying mechanisms of diseases, development and
cancer and identify new promising therapeutic targets.

CONCLUSION AND FUTURE
PERSPECTIVES

The integrity of the 3D chromatin architecture and the genome
interactome is important to ensure proper transcriptional
control. Alterations of this topology are often correlated with
diseases such as cancer. Since the genome of cancer cells or
cells derived from other pathologies are often instable, TAD
disruption is observed often, that result in altered gene expression
profiles leading to tumorigenesis or other pathology. Hence,
mapping the precise location of TAD topology, their boundaries
and other structures is an integral part of deciphering the
genetic basis of gene expression in cancer and other diseases,
and possibly provide new therapeutic targets. Moreover, the
recent development of CRISPR-Cas9 technique (Ran et al., 2013)
could lead to correcting altered TAD boundaries in patient
cells, offering an exciting potential therapeutic strategy. Recently
developed high resolution chromatin conformation techniques
[e.g., Hi-C (Rao et al., 2014), T2C (Kolovos et al., 2018)] that
offer sub-Kbp resolution, could unveil the precise location of
TAD boundaries and their detailed features, holding the key
to better understand diseases. Finally, we propose a model
integrating recent developments in chromatin architecture with
the formation of either structural or functional loops, controlling
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The Role of rDNA Clusters in Global
Epigenetic Gene Regulation

Nickolai A. Tchurikov* and Yuri V. Kravatsky
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The regulation of gene expression has been studied for decades, but the underlying
mechanisms are still not fully understood. As well as local and distant regulation, there
are specific mechanisms of regulation during development and physiological modulation
of gene activity in differentiated cells. Current research strongly supports a role for the 3D
chromosomal structure in the regulation of gene expression. However, it is not known
whether the genome structure reflects the formation of active or repressed chromosomal
domains or if these structures play a primary role in the regulation of gene expression.
During early development, heterochromatinization of ribosomal DNA (rDNA) is coupled
with silencing or activation of the expression of different sets of genes. Although the
mechanisms behind this type of regulation are not known, rDNA clusters shape frequent
inter-chromosomal contacts with a large group of genes controlling development. This
review aims to shed light on the involvement of clusters of ribosomal genes in the global
regulation of gene expression. We also discuss the possible role of RNA-mediated and
phase-separation mechanisms in the global regulation of gene expression by nucleoli.

Keywords: rDNA, inter-chromosomal contacts, epigenetics, nucleoli, cancer, H3K27ac mark, super-enhancers,
phase separation

INTRODUCTION

Nucleoli are the largest organelles in nuclei. They are not separated from chromosomes by any kind
of membrane and potentially could shape contacts with chromosomal regions in interphase cells
either without any particular order, or in some order to attain structural or functional features.
If ordered, these contacts should be re-established in the course of cell division and epigenetic
mechanisms may be involved. In interphase chromosomes, chromatin forms loops of different
sizes that are required for both the compaction of chromosomes and for establishing a regulatory
network. The close contacts between nucleoli and the chromosomal DNA were demonstrated by
the co-isolation of chromosomal regions that are rather strongly attached to nucleoli during the
isolation of nucleoli preparations (Németh et al., 2010; van Koningsbruggen et al., 2010). However,
the size of the attached chromosomal DNA fragments (up to 1 Mb) did not allow a precise
estimation of the contact sites of nucleoli in chromosomes or to determine their roles.

The Hi-C approach (Lieberman-Aiden et al., 2009) allows more precise mapping of the
genome-wide chromatin contacts including those of the rDNA wunits. Using Hi-C or its
derivative, the 4C (circular chromatin conformation capture) approach, it was possible to
determine the rDNA contacts in human and Drosophila genomes. Of particular interest, the
novel data suggested a role for nucleoli in differentiation. Localized heterochromatization
of rDNA genes initiates the appearance of condensed chromatin structures in different
genomic regions coupled with transcriptional activation of differentiation genes and the loss
of pluripotency of embryonic stem cells (Feinberg, 2014; Savi¢ et al., 2014). Modulating the
rDNA expression fosters changes in the cell fate, growth, and proliferation of female Drosophila
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ovarian germline stem cells and their daughters (Zhang et al, Some rDNA clusters are silent and form constitutive
2014). The mechanisms of the regulation of rDNA units and heterochromatin and are not associated with nucleoli
the factors involved are described in more detail in the recent (Akhmanova et al., 2000). Active rDNA units, which represent
review by Kresoja-Rakic and Santoro (2019). about half of the rDNA copies, are bound with upstream binding
There are two possible ways that rDNA units could modulate ~ factor (UBF) and form nucleoli. Some inactive rDNA copies
differentiation. The first is rDNA-mediated regulation by a in the nucleolus are attached to the periphery of the nucleolus
remote mechanism that works at the level of unknown and shape co-called perinucleolar heterochromatin (Lindstrom
protein or RNA factors from active or silent rDNA units that et al., 2018). During the cell cycle, nucleoli disassemble at the
initiate activation or silencing of different target genes. The prophase stage and begin to reassemble during the telophase
second possible mechanism is the formation of dynamic direct (Pederson, 2011).
contacts between rDNA units and different chromosomal regions One way to determine the global role of rDNA expression
that contain development-regulating genes. At present, both on cell function is using a genetic approach to change the
mechanisms should be considered. In this review, we discuss level of transcription by damaging some components of the
the recent data supporting the view that nucleoli are involved = Pol I machinery, pre-rRNA processing, or ribosome assembly.
in the formation of 3D inter-chromosomal structures and that The Drosophila Pol I regulatory complex includes Under-
they shape contacts with different chromosomal genes, as well ~developed (Udd) and TAF1B factors. Damaging udd or TAFIB
as the data on the role of phase-separation mechanisms in this leads to a reduced number of germ stem cell clones that
type of regulation. We do not attempt to exhaustively review the = produce differentiating cysts over time (Zhang et al, 2014).
literature and only refer to the main papers describing the most ~ Similarly, active rDNA expression delays the differentiation of
important ideas and findings in this area. ovarian germline stem cells, whereas reduced rRNA production
induces morphological changes that accompany early germline
. . differentiation. These findings demonstrate that modulatin
Genetic and Molecular Evidence of the rRNA synthesis promotes chagnges in the cell fate, growth, an(gl
Regulatory Role of Nucleoli proliferation of female Drosophila germline stem cells. The
Nucleoli are the largest membrane-less organelles in the nucleus.  underlying mechanisms are not known; however, it is speculated
By light and electron microscopy, the tripartite structure of that changes in ribosome biogenesis lead to changes in the
nucleoli can be observed including the fibrillar center (FC), dense  expression of specific proteins that direct cell fate decisions,
fibrillar component (DFC), and the granular component (GC)  growth, and proliferation within an in vivo stem cell lineage more
(Figure 1). The clusters of rDNA genes reside around the FC  rapidly or to a greater extent (Zhang et al., 2014).
while at the border of the FC and DFC, the chromatin loops Important evidence in favor of the regulatory role of
that contain rDNA units are transcribed (Tiku and Antebi, 2018).  nucleoli in differentiation was obtained during studies of mouse
The processing of 47S pre-rRNA and ribosomal protein assembly ~ embryonic stem cells (ESCs). Topological-associated domains
occurs in the DFC, and then the assembly of pre-ribosomal (TADs) in ESCs are similar in different cell types and the
subunits is performed in the GC (Granneman and Baserga, 2005).  chromatin is generally less condensed (Dixon et al., 2012; Nora
Pre-ribosomal particles are formed in the GC using 5S rRNA, et al,, 2012). During differentiation of ESCs in mammals and
which is synthesized by RNA polymerase III from independent  Drosophila, large-scale silencing occurs and highly condensed
genes outside of the nucleolus, and the ribosomal proteins, which  heterochromatin appears in different chromosomes, including
are transported from the cytoplasm to the nucleolus (Baller and  the regions of heterochromatic centric and pericentric repeats
Hurt, 2019). There are several dozen FC-DFC modules in each  (Bhattacharya et al., 2009). In the course of differentiation,
nucleolus in human cells (Lafontaine et al., 2021). The number  condensed heterochromatin regions are formed inside particular
of FC-DFC modules is relatively constant for a particular cell —subsets of rDNA clusters. The nucleolar repressor TIP5, in
type but differs widely between cell types, making it a powerful association with long non-coding pRNA (promoter RNA),
biomarker for cell classification (Lafontaine et al., 2021). transcribed from the intergenic spacer (IGS) of rDNA, and

DFC (pre-rRNA processing)
perinucleolar heterochromatin

R YRSl
® .l— FC (rRNA transcription)

FIGURE 1 | The tripartite structure of nucleoli as seen by microscopy. FC, fibrillar center; DFC, dense fibrillar component; GC, granular component. Transcribed

rDNA units are at the border between the FC and DFC. In the early interphase, rDNA clusters form functional nucleoli. Then, during the interphase, the small nucleoli
fuse to larger but fewer mature nucleoli or even one nucleolus.

early interphase mid-late interphase
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some other factors are required for heterochromatin formation
in some rDNA units (Santoro et al., 2010; Guetg et al., 2012).
The analysis of the levels of pre-rRNA, rDNA methylation,
and histone repressive marks in rDNA and satellites revealed
that the formation of silenced rDNA units takes place during
the transition from ESCs to neural progenitor cells and
coincides with the switch to a more condensed heterochromatic
form of centric and pericentric repeats (Savi¢ et al., 2014).
Interestingly, the silencing of particular rDNA units promotes
the transcriptional activation or downregulation of hundreds
of differentiation genes. These data suggest that nucleoli
are involved in the regulation of chromatin states and
the expression of genes associated with differentiation. The
underlying mechanisms by which nucleoli control the expression
of developmental genes in this model are unknown. How specific
IncRNAs selectively locate the corresponding interaction sites
in the genome is not understood and the nature of IncRNA-
chromatin interactions, as well as their possible functional roles,
is not yet clear (Rinn and Chang, 2012). It is possible that
rDNA-derived IncRNAs are involved in targeting and regulating
a specific set of developmental genes.

Role of Nucleoli in Genome Stability,

Aging, and Cancer

There is much evidence suggesting an important role for rDNA
clusters in the regulation of cellular processes that are unrelated
to ribosome biogenesis. For example, rDNA plays an important
role in the DNA-damage response and in maintaining genome
stability. The expression of rDNA is inhibited by DNA double-
strand breaks (DSBs) induced by exogenous agents, e.g., ionizing
radiation (Moore et al, 2011). DSBs occur under normal
physiological conditions throughout the human genome, but
the most fragile sites in the human genome coincide with
actively transcribed rDNA genes, which possess hot spots of
DSBs (Tchurikov et al., 2015). High transcriptional activity that
leads to the formation of R-loops and to conflicts between
transcription and replication within rDNA gene clusters are
responsible for the DNA breakage of rDNA genes (Takeuchi
et al., 2003; Lindstrom et al., 2018). There are nine hot spots
of DSBs in the IGS of the rDNA repeats, denoted Pleiades
(Tchurikov et al., 2016). The sites of these hot spots coincide
with y-H2AX marks, which suggests that the in vivo origin
of DSBs is associated with transcription. However, Pleiades are
only characteristic of active rDNA clusters that possess the UBF
mark. It follows that a high level of DNA breakage inside the
nucleoli should be accompanied by a high level of DNA repair
(Korsholm et al., 2019).

The presence of hot spots of DSBs in rDNA explains the
fact that there are 166 DNA-damage response (DDR) proteins
found in the nucleolus (Hutten et al., 2011; Ogawa and Baserga,
2017). Among the proteins that are phosphorylated by kinases
in response to DNA damage by ataxia-telangiectasia-mutated
(ATM) and ataxia-telangiectasia and Rad3-related (ATR) kinases
are 98 nucleolar proteins involved in ribosome biogenesis,
ribosome function, and epigenetic regulation of rDNA genes.
These facts led to the conclusion that the nucleolus is an

important hub of the DDR (Matsuoka et al., 2007; Larsen and
Stucki, 2016). The data suggesting a general role of nucleoli in
chromosomal DNA repair were confirmed by the finding that
many DNA repair proteins can freely relocalize from nucleoli
to the nucleoplasm and contribute to DNA repair at different
chromosomal loci (Antoniali et al., 2014). Nucleolar proteins
constantly move between the nucleolus and the nucleoplasm
(Hernandez-Verdun, 2006; Sirri et al., 2008). This constant
movement is associated with other novel nucleoli functions
beyond the formation of ribosomes, including ribonucleoprotein
biogenesis and the regulation of mitosis and the cell cycle,
as well as the response to several types of stress (Boisvert
et al., 2007; Boulon et al., 2010; Lindstréom and Latonen, 2013;
Latonen, 2019). Thus, nucleoli are dynamic functional hubs that
coordinate genome integrity, DNA repair mechanisms, stress
response, and other cellular functions.

Upon proteotoxic insults, such as proteasome inhibition
or heat shock treatment, nucleolar aggresomes are formed
within the nucleolus in nucleolar cavities and intranucleolar
bodies (Latonen, 2019). Similar structures are formed in
certain neurodegenerative disorders in which proteins and RNA
accumulate and aggregate. Interestingly, several non-coding
RNAs that are transcribed from the IGS can recruit proteins to
the aggresomes (Audas et al., 2012).

Nucleoli are shaped by the most conserved DNA sequences
and thus, could potentially serve as markers of cellular longevity
and aging mechanisms (Tiku et al., 2017; Wang and Lemos,
2019). The nucleolus is considered to be a convergent point
of regulation of major longevity pathways, which strikingly
reduce nucleolar size and diminish the expression of the
nucleolar protein FIB-1, ribosomal RNA, and ribosomal proteins
across species; furthermore, the development of small nucleoli
correlates with longevity in higher organisms (Tiku et al., 2017).
The underlying mechanisms of this correlation are unknown.
However, nucleolar size positively correlates with rRNA synthesis
and the TOR signaling pathway regulates nucleolar size (Tiku and
Antebi, 2018). The reduced TOR signaling leads to diminished
nucleolar size and function, as well as increased longevity, in
different organisms. On the other hand, active TOR signaling
promotes growth and proliferation and is often hyperactivated
in tumors, leading to increased nucleolar size (Derenzini et al.,
1998). Genome instability can accelerate cellular senescence,
which restricts the lifespan of a cell, and the stability of rDNA
affects the lifespan (Kobayashi, 2014). It has also been proposed
that rDNA clusters play a key role in maintaining the stability of
the whole genome and the control of the cellular lifespan.

It has been suggested that changes in cytosine-5 methylation
within CpG dinucleotides sites across the genome can be
used to predict human chronological age, as well as aspects
of biological age (Horvath, 2013). However, the mechanisms
linking DNA methylation changes with age are also unclear. The
methylation status inside rDNA units may explain both observed
correlations (longevity with small nucleoli size and aging with
DNA methylation). Human rDNA genes possess a high density
of CpGs and potentially could be regulated by DNA methylation
mechanisms during aging. The putative association of rDNA
methylation with age was tested during aging in humans, mice,
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and dogs (Wang and Lemos, 2019). A significant age-associated
hypermethylation of the rDNA relative to other regions of the
genome was detected. However, the underlying mechanisms of
this association are yet to be elucidated. Whatever the mechanism
may be, it is not universal. In Drosophila and yeast, there is only
low rDNA methylation and so other mechanisms of aging must
exist beyond rDNA methylation.

rDNA genes are hot spots of DNA damage, and they often
make intra- and inter-chromosomal contacts with different
genomic regions that also possess hot spots of DSBs. These
rDNA features lead to a high potential for translocations with
different chromosomal regions, as well as with other rDNA
clusters (Tchurikov et al., 2015). The latter could explain the
origin of Robertsonian translocations that involve one or two
rDNA-containing human acrocentric chromosomes (13, 14, 15,
21, and 22). The rDNA-mediated genome rearrangements could
change the regulation of critical target genes and give rise to a
cancer cell. As rDNA clusters consist of tandemly repeated genes,
damage inside rDNA could be repaired by recombination with
another rDNA copy and, as a result, the cluster could lose copies.
It was observed that in 54% of solid tumors, there are rDNA
cluster rearrangements before the start of clonal tumor expansion
(Stults et al., 2009). The link between nucleoli and cancer was
established more than 100 years ago by the observation of large
and abnormal nucleoli in cancer cells (Pianese, 1896), which is
thought to be due to hyper-activated transcription of rDNA (Hein
et al,, 2013). Cancer cells boost rDNA expression mainly via
the genes involved in Pol-I-mediated transcription and through
stimulation of their activity via different signaling pathways (for
a detailed review see Gaviraghi et al., 2019). Although the link
between nucleoli and cancer is well proved, the mechanisms
of rDNA-mediated cancer genesis are not yet clear, possibly
because, although we are aware that rDNA has many roles beyond
ribosome biogenesis, the full list of cellular functions is unknown.

Nucleoli Shape Frequent Contacts With
Genes Controlling Differentiation

Evidence of the role of nucleoli in differentiation, aging,
and cancer raises questions on the nature of the underlying
mechanisms by which rDNA clusters regulate different cellular
processes. From a general point of view, there are two possible
ways for such regulation to occur. One is the regulation by
factors that act at a distance, e.g., non-coding RNAs or regulatory
proteins that are dependent on the expression of rDNA genes.
The second possible way is through direct contacts of rDNA
clusters with particular sets of genes by the formation of a
net of nucleoli-mediated 3D chromosomal structures. The first
microscopic evidence in favor of the formation of reproducible
contacts of nucleoli with specific bands in Drosophila polytene
chromosomes was found many years ago (Ananiev et al., 1981).
More examples from Deptera were described later (Zhimulev,
1998). Then, molecular indications for the interactions between
nucleoli and different chromosomal regions were gained
from experiments on the co-purification of large stretches of
chromosomal DNA (up to 1 Mb) with nucleoli preparations
(Németh et al., 2010; van Koningsbruggen et al., 2010). However,

this approach cannot accurately localize the contact sites of rDNA
clusters within particular chromosomal regions or genes and so
cannot reveal the regulatory targets. Therefore, high-resolution
analyses are required because the regulatory influence of rDNA
contacts could only spread to the nearest gene(s).

The high-resolution Hi-C and 4C approaches were used
to more precisely localize the patterns of rDNA contacts in
human cells (Yu and Lemos, 2018; Diesch et al., 2019). About
15 billion Hi-C reads from several experiments were used to
map the rDNA-genome interactions with 1-Mb resolution. It
was found that rDNA contacts are enriched in segments of
closed, repressed, and late replicating chromatin, as well as CTCF
binding sites (Yu and Lemos, 2018). Only a small portion of
Hi-C reads represents the rDNA contacts. In contrast, the 4C-
rDNA approach (Figure 2A) is more productive and allows
amplification of only the DNA regions at the contact sites
of rDNA. This approach was used to map rDNA contacts at
better resolution (5 kb or less) using a MYC-driven lymphoma
model or HEK293T cells (Diesch et al., 2019; Tchurikov et al.,
2019).

The increased resolution confirmed the role of direct contacts
of nucleoli with particular genes. First, the rDNA contacts are
dynamic and their pattern changes during differentiation or in
response to physiological stimuli.

Secondly, these changes in the contacts correlate with
the changes in the expression of rDNA-contacting genes.
Interestingly, in the lymphoma cells, gene expression changes
at the rDNA-contacting loci include genes controlling B-cell
differentiation, cell growth, and metabolism (Diesch et al., 2019).
In HEK293T cells of neuronal origin, the nucleoli regulate the
contacts with hundreds of genes controlling nervous system
and neuron development (Tchurikov et al., 2019). In these
cells, the contacts are detected in all chromosomes and often
correspond to protein-coding genes (Figures 2B,C). In the
MYC-driven lymphoma model, during the cellular transition
from premalignancy to malignancy, there is a correlation
between interactions of associated genes with the rDNA
and transcriptional repression. These results suggest that the
interactions with nucleoli contribute to Pol II gene regulation
during the development of malignancy (Diesch et al., 2019).

In mice, the nucleolus may act as a hub for the location
and regulation of repressive genomic domains, whereas nuclear
speckles are hubs of the location and regulation of active
genomic domains (Quinodoz et al., 2018; Kresoja-Rakic and
Santoro, 2019). These findings were supported by the observation
of repressive histone modifications at rDNA-containing sites.
Nevertheless, the detailed analysis of profiles £ 1.5 kb around
rDNA-contacting sites in HEK293T cells revealed both active and
repressive states around the rDNA contacts (examples shown in
Figure 3), while in Drosophila, the contacting sites are enriched
with repressive chromatin marks (Tchurikov et al., 2019, 2020).

The depletion of Pol II and enrichment with repressive
H3K9me3 marks and the binding sites of the transcriptional
repressor ZNF274 suggest the presence of silent chromatin at
rDNA-contacting sites (Figure 3). At the same time, rDNA
also makes contact with active chromatin regions, where
TAF15 and active chromatin H3K4me3 marks are present.
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FIGURE 2 | The 4C-rDNA approach for mapping of rDNA contacts in HEK293T cells. (A) Schematic presentation of the 4C-Seq approach. (B) Circos presentation
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Interestingly, small RNAs often occur at rDNA-contacting sites,
which suggests that RNA-mediated mechanisms may be involved
in the contacts.

In light of the above, we conclude that both active and
repressed chromosomal regions shape the contacts with nucleoli.
We speculate that both active and silent rDNA clusters could
spread the corresponding chromatin state to the chromosomal
regions that make contact and, thus, by these mechanisms,
nucleoli participate in the organization of both active and
repressed hubs in nuclei during differentiation. This conclusion
is supported by the detection of conspicuous rDNA contacts in
different human cell lines in 5-50-kb regions marked with active
H3K27ac marks that may correspond to super-enhancers (Hnisz
et al.,, 2013; Tchurikov et al., 2013); Figure 4 shows one example
in chr10. The functional role of these regions is unknown.

There are regions of frequent rDNA contacts that span about
100 kb in length and cover the silenced genes. One example is the
DUX4 gene cluster in the sub-telomeric region of chr4 (Figure 5).
Heat shock treatment removes the rDNA contacts in this region
(Tchurikov et al., 2020). DUX4, which is required at the two-
cell embryo stage, specifies a transcription factor that activates
hundreds of endogenous human genes (Hendrickson et al., 2017).

At later stages, the genes are repressed and their abnormal
activation leads to facioscapulohumeral muscular dystrophy (De
Taco etal.,, 2017). The data strongly suggest both the association of
rDNA contacts with the silencing of human developmental genes
and the dynamic character of the contacts. The regions of rDNA
contacts may correspond to the repressed chromatin. The large
rDNA-contacting region precisely coincides with the repressed
chromatin state in the FANK1 gene (Kretova et al., 2020Db).

Different human cell lines possess overlapping sets of rDNA-
contacting genes that exhibit conserved rDNA contacts. For
example, in HEK293T, K652, and hESMO1 cells, the same
set of about 500 genes frequently shape the contacts with
rDNA (Figure 6).

Gene ontology searches suggest that the overlapping genes
are involved in development and morphogenesis. About 100
of these genes (Supplementary Table 2) are highly associated
with silencing by the H3K27me3 mark in several normal
cell types, including bronchial epithelial cells, keratinocytes,
myoblasts, monocytes, endothelial cells, and kidney epithelial
cells (Tchurikov et al, 2021). Thus, a concerted silencing
of a specific group of rDNA-contacting genes controlling
development occurs during differentiation.
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The association of nucleoli contacts with silenced or activated
genes suggests the involvement of rDNA clusters in the global
regulation of gene expression. Nevertheless, although the nucleoli

hESMO01 K562

2622

HEK293T

FIGURE 6 | There are the conserved rDNA contacts in human cell lines. Venn
diagram showing the numbers of overlapping rDNA-contacting genes
between HEK293T, K562, and hESC cells (hESMO1 line). The complete list of
corresponding genes is shown in Supplementary Table 1.

may play a major role in the regulation of gene expression
regulation, they cannot work alone. Therefore, nucleoli contacts
are necessary but not sufficient for such regulation. There
are likely many other players in the global regulation of
gene expression, e.g., for the silencing of DUX4 genes, LINE1
transcripts are required (Percharde et al., 2018). It is conceivable
that active or silent DNA units harbor hundreds of RNA and
protein factors and their complexes. Furthermore, dynamic
rDNA contacts may be shared with different genes and DNA
regions, thus leading to an active or repressed state, or to treat
the DNA breakage, and so on, delivering tools for multiple
processes. The data on the presence of small RNAs at rDNA-
contacting sites (Figure 3) confirm this supposition. However,
the rDNA-mediated epigenetic players remain to be elucidated.
There are three major classes of rRNA genes in mammalian
cells: silent, inactive, and active (Bersaglieri and Santoro, 2019).
Silent rDNA units are characterized by DNA methylation in
their promoter regions and by the presence of repressive histone
marks, such as H3K9me2, H3K9me3, and deacetylated histones
(Zhou et al., 2002). The active and inactive rDNA clusters do
not possess DNA methylation in their promoter regions but
may carry significant DNA methylation levels in, for example,
the non-coding IGS (Moss et al., 2019). The active clusters are
epigenetically marked by UBF and are nucleosome-free in the
rDNA coding region, while inactive genes do not possess UBF
marks and are packed with nucleosomes (Mars et al., 2018;
Bersaglieri and Santoro, 2019). Therefore, the 4C experiments
should reflect the inter-chromosomal interactions of all rDNA
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classes. We assume that ChIP-Seq experiments that aim to
reveal the genome-wide localization of nucleolar proteins (UBE
fibrillarin, or nucleolin), which are present at active rDNA units,
could help to discriminate the inter-chromosomal contacts of
nucleoli from the contacts of the silent or inactive rDNA clusters.

Nucleoli and Phase-Separation

Mechanisms

Active rDNA clusters organize nucleoli and rebuild them
after each cell cycle (Hernandez-Verdun, 2011). UBE, which
is required for the activation of rDNA units, is epigenetically
inherited and marks the clusters that were active in the previous
cell cycle and are destined to be active in the next cell cycle
(O’Sullivan et al., 2002; McStay and Grummt, 2008; Dimitrova,
2011). The same is true for y-H2AX that marks the active
rDNA clusters (Tchurikov et al., 2016). Inter-chromosomal rDNA
contacts are also re-established in every cell cycle. These data
suggest that epigenetic mechanisms are involved in the lifecycle
of nucleoli and their 3D network.

Nucleoli in their genomic contacts prefer some epigenetic
marks, e.g., active H3K27ac marks (Tchurikov et al, 2015).
At present, we do not know whether these marks appeared
before or after the contacts were made with rDNA clusters.
The H3K27ac mark is associated with super-enhancers and
with phase-separation mechanisms (Hnisz et al., 2013; Sabari
et al., 2018). The link between rDNA contacts, broad H3K27ac
marks, and super-enhancers suggests the involvement of nucleoli
in phase-separation mechanisms (Tchurikov et al., 2020). The
H3K27ac mark is a characteristic of super-enhancers and was
used to create a catalog of super-enhancers in different human cell
and tissue samples (Hnisz et al., 2013; Tang et al., 2020). Super-
enhancers have a high density of different transcription factors,
which makes them a source of the nucleation event during phase
separation (Mansour et al., 2014). MEDI, a subunit of Mediator,
and BRD4, a chromatin reader protein that recognizes and binds
acetylated histones, occupy discrete nuclear bodies that occur at
super-enhancers (Sabari et al., 2018). These bodies are disrupted
by 1, 6-hexanediol, a drug that disrupts liquid-like condensates,
possibly by disruption of hydrophobic interactions (Kroschwald
et al., 2017). These results show that transcriptional coactivators
form phase-separated condensates at super-enhancers. Together
with the data that nucleoli frequently form contacts with the
regions decorated with broad H3K27ac marks (Tchurikov et al.,
2015), these data suggest that nucleoli are associated with phase-
separated condensates. The idea is supported by data showing
that transcriptional condensate formation contributes to long-
range genomic interactions (Shrinivas et al., 2019).

In general, all genomic repeats could generate phase
separations (Hall et al., 2019). The tripartite structure of the
nucleolus itself, which separates the FC, DFC, and GC, also
depends on the phase separation of different protein components.
The large number of different factors controlling transcription
and DNA repair and non-coding RNAs that accumulate at
rDNA units could be the source of the nucleation event
of phase separation and the formation of nucleoli in each
cell cycle. Recently, novel chaperone-like properties of the

nucleolus as a phase-separated organelle associated with the
refolding of misfolded proteins were described (Frottin et al.,
2019). Metastable nuclear proteins that misfold after heat
shock treatment could enter the nucleoli where they avoid
irreversible aggregation and remain competent for HSP70-
dependent refolding upon recovery from stress.

The cognate phase-separated structures on chromosomes
could promote the interaction between condensates of the same
nature, including nucleoli interactions. The regions of inter-
chromosomal rDNA contacts may compete with the local intra-
chromosomal contacts and displace them. In Drosophila genes,
the multiple nucleoli contacts are located in the center of a
bubble around which the main chromatin loops are formed
(Kretova et al., 2020a; Tchurikov et al., 2020). The forces of phase-
separation mechanisms of nucleoli are probably stronger than
those between intra-chromosomal loops in this region.

Recently, it was demonstrated that fibrillarin, the dense
fibrillar component constituent, and nucleophosmin, the scaffold
protein of the granular component, are implicated in nucleation,
including the tripartite organization of nucleoli (Yao et al.,
2019; Lafontaine et al., 2021). In direct experiments, the
5 end of nascent 47S pre-rRNA binds co-transcriptionally
to the RNA-binding domain of fibrillarin, which diffuses to
the DFC (Yao et al, 2019). In the DFC, the local self-
association between glycine- and arginine-rich domains of
fibrillarin shapes the phase-separated clusters that immobilize
fibrillarin-interacting pre-rRNAs. In this way, the directional
traffic of nascent pre-rRNAs occurs, thus facilitating pre-rRNA
processing and DFC formation. In vitro droplet reconstitution
with purified fibrillarin and nucleophosmin showed that
the proteins readily form condensed liquid droplets that
exhibit biophysical features similar to those of intact nucleoli
(Lafontaine et al., 2021).

The nature of the nucleolus, which is made up of phase-
separated compartments itself, suggests a potential role in the
long-range dynamic interactions in the nucleus because liquid-
liquid phase separation physically allows the rapid movement
of components into and within the dense phase (Brangwynne
et al,, 2009). These interactions are dynamic and dependent on
the differentiation state, phase of the cell cycle, and external
physiological conditions. The dynamics of nucleoli correspond
to the dynamic organization of chromosomes revealed by live-
cell imaging data that suggest an organized motion of highly
viscous droplet-like domains that can be likened to chromatin
“breathing” (Latonen, 2019; Misteli, 2020; Shaban and Seeber,
2020; Feric and Misteli, 2021). The understanding of nucleoli
structure and function has come a long way from the 1830s
(Pederson, 2011). Novel approaches could elucidate the phase
separation mechanisms underlying the structure and functions of
nucleoli as the most remarkable component of nuclei.

CONCLUSION AND FUTURE
PERSPECTIVES

Nucleoli play many important roles beyond the biogenesis
of ribosomes, including shaping of the nuclear architecture
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and regulation of DNA repair, differentiation, chaperone-
like functions, RNP formation, diverse stress responses and
others. The abnormal function of nucleoli leads to cancer
genesis and diseases. Recently, it was demonstrated that
inter-chromosomal contacts of nucleoli are involved in the
regulation of global gene expression. The nature of these
contacts and their role in development remains to be
elucidated. It is not clear how rDNA inter-chromosomal
contacts affect the local intra-chromosomal 3D domains.
The contacts may be important for other functions of
the nucleoli, including DNA repair and stress responses.
The key areas for study in the future include determining
the underlying molecular mechanisms of nucleoli function
as a driver of nucleoli’s role in cellular development and
the response to environmental stimuli, the RNA-mediated
mechanisms involved in recognizing target genes, and the phase-
separation mechanisms in the formation of nucleoli and their
dynamic 3D structures.
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Nasopharyngeal cancer (NPC), a cancer derived from epithelial cells in the nasopharynx,
is a cancer common in China, Southeast Asia, and Africa. The three-dimensional (3D)
genome organization of nasopharyngeal cancer is poorly understood. A major challenge
in understanding the 3D genome organization of cancer samples is the lack of a method
for the characterization of chromatin interactions in solid cancer needle biopsy samples.
Here, we developed Biop-C, a modified in situ Hi-C method using solid cancer needle
biopsy samples. We applied Biop-C to characterize three nasopharyngeal cancer solid
cancer needle biopsy patient samples. We identified topologically associated domains
(TADs), chromatin interaction loops, and frequently interacting regions (FIREs) at key
oncogenes in nasopharyngeal cancer from the Biop-C heatmaps. We observed that
the genomic features are shared at some important oncogenes, but the patients also
display extensive heterogeneity at certain genomic loci. On analyzing the super enhancer
landscape in nasopharyngeal cancer cell lines, we found that the super enhancers are
associated with FIREs and can be linked to distal genes via chromatin loops in NPC.
Taken together, our results demonstrate the utility of our Biop-C method in investigating
3D genome organization in solid cancers.

Keywords: nasopharyngeal cancer, chromatin organization, Hi-C, Biop-C, 3D genome organization

INTRODUCTION

The three-dimensional (3D) genome organization of the nucleus plays a vital role in the regulation
of transcription (Hnisz et al., 2016, 2018). Alterations in 3D genome organization structures
including topologically associated domain boundaries and chromatin loops have been shown to
lead to oncogene expression and cancer progression (Fudenberg et al., 2011; Flavahan et al., 2016;
Hnisz et al., 2016; Valton and Dekker, 2016; Li et al., 2019).
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High-throughput chromosome conformation capture
technologies such as Hi-C have been used to investigate 3D
chromatin conformation (Lieberman-Aiden et al., 2009; van
Berkum et al,, 2010). The standard Hi-C approach generally
requires approximately one million cells. Consequently, most
previous analyses of cancer samples have been restricted to
human cancer cell lines (Rao et al., 2014; Darrow et al., 2016;
Haarhuis et al., 2017), but recently, Hi-C has been conducted
on clinical samples from liquid cancers such as T-cell acute
lymphoblastic leukemia (T-ALL) (Kloetgen et al, 2020) and
diffuse large B-cell lymphoma (DLBCL) (Diaz et al, 2018)
and one solid cancer—gastric cancer (Ooi et al, 2020). For
these cancers, it is possible to obtain one million cells—for
example, gastric cancers can grow to a large size. However, there
are many cancers for which only needle biopsies are available
(Lin et al., 2017).

To allow interrogation of samples with more limited quantities
of starting materials, there have been several efforts to reduce
the number of cells required to just 1K or 500 cells using
modified protocols such as small-scale in situ Hi-C (sisHi-
C) (Du et al., 2017), easy Hi-C (Lu et al., 2020), and Low-C
(Diaz et al, 2018) (Supplementary Table 1). However, when
dealing with solid cancers, a second challenge is that the tissue
requires special preparation in order to dissociate the tissue into
single cells for Hi-C analysis. The core needle biopsies pose the
challenge of both limited cell numbers as well as the requirement
for tissue dissociation, which might lead to further loss or
degradation of chromatin for analysis. Solid cancers represent
approximately 90% of adult human cancers (American Cancer
Society, 2020); therefore, an easy-to-use method for preparing
Hi-C libraries from needle biopsy cancer samples would advance
our understanding of how chromatin organization contributes to
cancer pathogenesis in solid cancers.

Here, we present Biop-C, a modified in situ Hi-C method
for the chromatin analysis in solid cancer tissues from needle
biopsy samples. The Biop-C method has been designed to be
used on small tissue samples obtained from needle biopsies.
To demonstrate the utility of this method, we analyzed
three nasopharyngeal cancer (NPC) patient samples. NPC
is an epithelial malignancy of the nasopharyngeal mucosa
and is an aggressive subtype of head and neck cancers.
NPC is highly prevalent in Southeast China, Southeast Asia,
North Africa, Middle East, and the Arctic regions, but
rare in most other parts of the world (Yu and Yuan,
2002). Multiple factors, including predisposing genetic factors,
environmental carcinogens, and Epstein-Barr virus (EBV)
infection, contribute to the etiology of NPC (Li et al., 2014;
Dai et al, 2016). NPCs are further subdivided into three
subtypes, viz. non-keratinizing undifferentiated carcinoma, non-
keratinizing differentiated carcinoma, and keratinizing squamous
cell carcinoma. Depending on the treatment given, the stage of
the cancer, and the site where the cancer presents at, NPCs can be
small and analyzed using fine needle biopsies.

It has been established that NPC has a comparatively
low mutational burden, and oncogenicity is driven by
epigenetic regulation. Typically, NPCs associated with EBV
are characterized as having comparatively low DNA mutation

rates but widespread DNA hypermethylation and overexpression
or mutation of DNA methylation enzymes, histone modification
enzymes, and chromatin remodeling enzymes (Dai et al,
2015, 2016; Tsang et al., 2020). Hence, unraveling the 3D
conformational structure will provide further insight into the
epigenetic regulatory mechanisms that promulgate the NPC
phenotype. Here, we obtained a comprehensive understanding
of the 3D genome organization of nasopharyngeal cancer
through Biop-C analysis, which revealed complex 3D genome
organization patterns at oncogenes important in NPC.

Moreover, as cancers are known to be heterogeneous but
chromatin interaction heterogeneity in patient samples is poorly
understood, we investigated chromatin interactions in three
different nasopharyngeal cancer samples. We found that while
there were similar chromatin interactions in all three samples,
there were also chromatin interactions that were heterogeneous.
We also prepared Hi-C libraries from an NPC cell line, HK1,
and found differences between chromatin interactions in the
patient samples as compared with the cell line, indicating the
necessity of interrogating chromatin interactions in actual patient
cancers, which Biop-C enables. Taken together, our results
demonstrate the utility and importance of Biop-C as a method
for understanding cancer 3D genome organization.

Additionally, we analyzed how NPC chromatin interactions
differ from that of a near-normal nasopharyngeal cell line, NP-69,
and we analyzed how THZ1, a drug that inhibits super enhancers,
leads to changes in chromatin interactions in the NPC cell line,
HKI1. These functional data suggest that there are differences
in the chromatin interaction landscape between nasopharyngeal
cancer and normal nasopharyngeal cell line, and targeting super
enhancers by THZ1 can modulate the chromatin interactome
and lead to losses in chromatin interactions, suggesting that
epigenetic drugs may be able to affect chromatin interactions that
are altered in nasopharyngeal cancer.

MATERIALS AND METHODS
Cell Culture

Nasopharyngeal cancer HK1 cells were cultured in Roswell Park
Memorial Institute (RPMI) 1640 media (Hyclone) supplemented
with 10% heat-inactivated fetal bovine serum (FBS; Hyclone) and
1% penicillin/streptomycin (Hyclone). NP-69 cells were cultured
in keratinocyte SFM media. All cell lines were grown in an
incubator at 5% CO; and 37°C. The HK1 and NP-69 cell lines
were a kind gift from Prof. Goh Boon Cher, Cancer Science
Institute, National University of Singapore.

Biopsy Samples

Nasopharyngeal cancer patient samples were obtained from the
National University Health System (NUHS) with patient consent,
under Institute Review Board number 2018/00947-SRF0002. The
clinical samples were collected by needle biopsy in a 1.5-pl
microtube by trained clinicians. The needle type varies depending
on the size and the location of the tumor. All clinical samples
were obtained from the National University Hospital Singapore
and collected according to the Human Biomedical Research Act
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requirements. Informed consent was obtained for all clinical
samples used in the study. The clinical details of the patients are
listed in Supplementary Table 2.

The needle biopsy samples were flash frozen in liquid nitrogen
immediately and stored at —80°C until further use.

Pulverization of the Needle Biopsy

Sample

The liquid nitrogen-cooled mini mortar and pestle (SP
Scienceware, United States) were used for the pulverization of
the fine needle biopsy sample of nasopharyngeal patients. The
stainless-steel mortar and pestle were cooled on dry ice before
use. The liquid nitrogen was poured into the steel cavity up to
the mark indicated.

The samples were taken out of the freezer and immediately
placed in the fixture of the mortar. The sample was kept frozen
throughout the pulverization. A small amount of liquid nitrogen
(up to half of the microtube) was carefully poured into the
microtube. Then, the liquid nitrogen was allowed to evaporate
just enough for the small biopsy sample to stay submerged.
The sample was pulverized in the mortar using the precooled
pestle. The above steps were repeated until the sample resembled
a fine powder without visible chunks. Generally, it took three
reiterations to pulverize a needle biopsy sample to a fine powder.

Finally, a cooled spatula was used to transfer any remaining
pulverized tissue from the pestle into the 1.5-pwl microtube.
The microtube was submerged in dry ice to keep all the
pulverized tissue frozen.

Biop-C Library Preparation and

Sequencing

Next, the Biop-C library was generated using the Arima Hi-
C kit, according to the protocols of the manufacturer with
slight modifications.

Specifically, the microtube was then removed from the dry ice,
and the powder was mixed with 500 pl of 1 x PBS. The chromatin
was cross-linked by adding 50 pl of freshly prepared TC buffer
(Arima kit; sodium chloride: 100 mM, EDTA: 1 mM, EGTA:
0.5 mM, HEPES pH 8.0: 50 mM, formaldehyde: 2%, water).

The samples were then mixed well by inverting and incubated
at room temperature for 20 min. Finally, the reaction was stopped
by adding stop solution (Arima kit). The pellet obtained after
centrifugation was stored at —80°C until further use.

The fixed cells were permeabilized using a lysis buffer supplied
in Arima Hi-C kit and then digested with a restriction enzyme
cocktail. The resulting overhangs were filled in with biotinylated
nucleotides followed by ligation. After ligation, crosslinks were
reversed, and the DNA was purified from protein. Purified DNA
was treated to remove biotin that was not internal to ligated
fragments. The purified proximity-ligated DNA was sheared
using a Covaris ME220 ultrasonicator.

The DNA fragments were size selected from ~200 to 600 bp
using DNA purification beads (AMPure XP beads). The size-
selected fragments were then enriched for biotin and converted
into Ilumina-compatible sequencing libraries using low input
Swift Biosciences Accel-NGS 2S Plus DNA Library Kit (Cat #

21024) and Swift Biosciences Indexing Kit (Cat # 26148). After
adapter ligation, DNA was PCR amplified and purified using
AMPure XP beads. The purified DNA underwent standard QC
according to Arima Hi-C kit instructions such as qPCR and
Agilent Bioanalyzer. Finally, the libraries were sequenced 150
bases paired-end on the Illumina HiSeq 4000 following the
protocols of the manufacturer.

Analysis of HiC Sequencing Data Using
Juicer and FitHiC2 Pipelines

Hi-C data were processed using Juicer (version 1.5.7) (Rao et al.,
2014) with default parameters. The reference genome used for
mapping the reads was hg19. Reads with mapping quality under
30 were discarded. The quality data and statistics for Hi-C
analysis can be found in Supplementary Table 3.

TADs were called using the Juicer tool called Arrowhead with
10 kb resolution. The normalization used for TAD calling is
Knight-Ruiz (KR). The list of TADs called for each patient sample
and HK1 cell line can be found in Supplementary Table 4.

Chromatin loops were identified using the Juicer tool called
HiCCUPS. Loops were called for three resolutions: 5, 10, and
25 kb. The normalization used is KR. The list of loops called for
each sample and HK1 can be found in Supplementary Table 5.

FitHiC2 was additionally used for the estimation of contact
significance (Kaul et al., 2020). Resultant hic files produced by
Juicer were converted to FitHiC2-compatible sparse matrices.
Biases were estimated from the matrix, excluding 20% of the
lowest contact frequency bins. Sparse matrices and bias files were
subsequently passed to FitHiC2.

THZ1 Treatment

The CDK?7 inhibitor THZ1 (A8882) was purchased from
ApexBio. The HK1 cells were grown overnight and then treated
with THZ1 at 200, 500, and 1,000 nM concentrations for 24 h.
The RNA was isolated from all three time points for real-time
quantitative PCR (RT-qPCR). The Hi-C was performed from the
cells treated at 500 nM for 24 h.

RNA Extraction, cDNA Synthesis, and

Real-Time Quantitative PCR

Total RNA was extracted from the THZ1-treated and DMSO-
treated HK1 cells using RNeasy Mini Kit (Qiagen) with on-
column DNase digestion (Qiagen) according to the instructions
of the manufacturer. The cDNA was synthesized using the
qScript™ ¢DNA Synthesis Kit (Quanta Biosciences, MA,
United States). RT-qPCR was conducted with GoTaq DNA
Polymerase Master Mix (Promega, United States).

FIRE Calling

FIRE calling was carried out using the FIREcaller software
(Crowley et al., 2021). The resolution for FIRE calling was 10 kb.
Dense Hic matrix for each chromosome was created using Juicer
dump with KR normalization and was then converted to mcool
format using script from FIREcaller. Frequently interacting
regions (FIREs) which were either overlapping or book-ended
were merged together using bedtools merge.
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Structural Variants Calling

Structural variants were called using the HiNT software (Wang
et al, 2020). HiNT pre was used for preprocessing of Hi-C
data and normalization followed by HiNT TL which is used
for calling translocations and breakpoint detection. HINT TL
outputs candidate translocated chromosomal pairs and the exact
location of the breakpoint (Supplementary Table 8). In case
of an unmappable region, HINT TL provides a 100-kb interval
for the breakpoint.

AB Compartment Analysis
The AB compartments were identified using FAN-C 0.9.1 (Kruse
et al., 2020) at 500 kb resolution. Fanc compartments function
was used for calling the AB domains and eigenvector values for
each domain. Genome file was provided using -g command for
assignment of domains. The eigenvector is oriented in such a way
that negative entries correspond to “B” (low GC content, inactive
compartment) and positive entries to “A” (high GC content,
active compartment).

For analyzing the changes between A/B compartments of two
samples, we calculated Pearson correlation coeflicient.

Super Enhancer and Enhancer Calling
ChIP-Seq data were aligned to reference genome hgl9 using
bwa mem (Li, 2013) with default parameters. PCR duplicated
and blacklisted regions that fall under ENCODE consensus
were removed using samtools markdup and bedtools intersect.
Narrow peaks were then called using MACS2 (version 2.1.2)
(Zhang et al., 2008). The modified version of ROSE package
(Lunardon et al., 2014; Cao et al, 2017) was used for
calling super enhancer stitched at 12 kb stitching distance.
For calling individual enhancers, we overlapped stitched
peaks with H3k27ac narrow peaks and the intersection was
called as an enhancer. Super enhancers (SE) and enhancers
from all the three cell lines were merged together using
bedtools merge with a cutoff of 1 bp overlap. SE and
enhancers present in all the three cell lines were identified
as “common.”

Comparison of TADs and Loops Between

the Patients

Jaccard index was calculated using bedtools Jaccard for all the
three patient samples as well as HK1 samples followed by
comparison using bedtools overlap to identify the exact number
of TADs which are common in two samples. TAD overlap of 80%
was used as cutoff for characterizing two TADs as the same. The
compare lists analysis of Juicer pipeline was used to compare the
chromatin loops between the samples.

Associating SE and Enhancers With
Chromatin Loops and FIREs

Loop anchors within 15 kb distance from a super enhancer or
an enhancer were recognized as an associated chromatin loop
and the gene within 15 kb distance from the other anchor of
the same loop was called as an associated gene. Similarly, SE
and enhancers were also associated with FIREs via chromatin

loops. Bedtools closest was used to identify features within 15 kb
distance from SE.

Comparison of Replicates and Other
Hi-C Data

Hi-C data from sample replicates as well as different samples were
compared using hicrep (Yang et al., 2017) with a resolution of
100 kb. For the analysis, cool files were generated using hic2cool’
and was run with default settings. Hicrep outputs stratum-
adjusted correlation coefficient (SCC) as a similarity measure
of Hi-C interaction matrices. SCC shares a similar range and
interpretation as the standard correlation coefficients and the
value lies between 1 and (—1).

Enhancer-Promoter Interaction Analysis
For a given set of loops, we identified paired features (enhancers
on one anchor and promoters on the other), by searching
for features within 15 kb of the loop anchor centroids.
The transcription start site was used to approximate the
promoter position.

Gene Set Overrepresentation Analysis

For the analysis of the NPC samples, we considered the
intersection of genes looping to super enhancers, with promoters
within 15 kb of loop anchor centroids, that were identified
in all three NPC samples (S009, S010, and S012). For the
analysis of HK1 following the THZI treatment paradigm, we
considered the set of genes with promoters within 15 kb of
loop anchor centroids, that showed a net loss in the number
of associated loops following THZ1 treatment. For a given set
of genes, significantly overrepresented Biological Process Gene
Ontology (GO) terms were identified using the PANTHER
16.0 GSOA webtool (Mi et al., 2021). Statistical significance
was estimated using a binomial test with false discovery rate
(FDR) correction. Resultant enriched GO terms were used for
subsequent GO set and network analysis using the NaviGo
webtool (Wei et al., 2017).

RESULTS AND DISCUSSION

A Genome-Wide Map of 3D Genome

Organization in Nasopharyngeal Cancer

We applied “Biop-C” to analyze three NPC tissue samples, i.e.,
“S009,” “S010,” and “S012.” The tumor cores were collected by
needle biopsies and immediately flash-frozen in liquid nitrogen
(Supplementary Figure 1). The tumor cores were approximately
weighed in the range 3-10 mg, and the clinical characteristics of
the samples are listed in Supplementary Table 2. To prepare the
tissue for analysis of 3D genome organization, we used a liquid
nitrogen-cooled mini mortar and pestle for the pulverization
of tissue within a microtube. This approach kept the biopsy
sample frozen and reduced the risk of sample degradation.
Additionally, this approach also provided the flexibility of

'https://github.com/4dn-dcic/hic2cool
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performing the workflow from sample acquisition to Hi-C library
preparation in a single microtube, which further minimized
potential sample losses.

After pulverization, we processed the samples with a
commercially available Arima in situ Hi-C kit. Briefly, chromatin
was fixed with formaldehyde in the nucleus and digested with
a restriction enzyme. Then, overhangs were filled in with
biotinylated nucleotides followed by proximity ligation. After
ligation, crosslinks were reversed, and the DNA was purified
from protein. Furthermore, the purified DNA was sheared to
~350 bp mean fragment size. Finally, the sequencing libraries
were generated using low input swift bioscience Illumina-
compatible adapters (Figure 1A). The usage of the mini mortar
and pestle followed by Hi-C is the key innovation of the Biop-
C method. While this improvement in sample processing is a
small change, it is highly effective in generating high-quality
chromatin interaction libraries from needle biopsy clinical
samples (Figure 1C).

Finally, we sequenced Biop-C libraries deeply by Illumina
next-generation sequencing using a HiSeq4000 machine.
Each library contained between 450 and 922 M contacts
(Supplementary Table 3). We obtained more than 200 million
mapped/valid junction reads (>50% of total read pairs) for
each library, reflecting that our Biop-C datasets are adequately
complex (Lajoie et al, 2015) (Figure 1B and Supplementary
Table 3). Furthermore, the low ratios of the number of trans to
cis contacts indicate high library quality for all samples (Nagano
et al,, 2015) (Supplementary Table 3). Notably, in some samples
(e.g., S009), only one lane of HiSeq4000 sequencing was sufficient
to obtain a high-quality Biop-C library.

Additionally, for comparison with a typical Hi-C library, we
generated two replicates of HK1 NPC cell line by traditional
in situ Hi-C Arima kit (Dixon et al, 2012; Rao et al,
2014). Moreover, for comparison with normal nasopharynx, we
generated two replicates of NP-69 near-normal nasopharynx cell
line by traditional in situ Hi-C.

We used Juicer for processing the resulting data, and the
package Arrowhead was used to annotate TADs genome-wide,
while the package HiCCUPS was used to call loops (Rao et al.,
2014). Heatmaps were visualized with Juicebox (Durand et al.,
2016). We were able to successfully call TADs and loops from our
libraries (Figure 1B and Supplementary Tables 3, 4), permitting
comprehensive mapping of putative super and typical enhancer-
promoter interactions in these samples (Supplementary Table 6).
The TADs were clearly identifiable at a resolution of 10 kb.
A high number of significant chromatin interactions could also
be called using FitHiC2 (Kaul et al., 2020) at a resolution of 50 kb
(Supplementary Table 7).

Patient S009 had 1,309 TADs, while patient S010 had 1,453
TADs and patient S012 had 1,516 TADs (Figure 1B). Loops
could be identified at 5, 10, and 25 kb resolutions in all
datasets, and these loops were all merged together for subsequent
analyses. Patient S009 had 4,730 merged loops, while patient S010
had 6,539 merged loops, and patient S012 had 2,546 merged
loops (Figure 1B).

We also called TADs and loops for NP-69 and found 5,227
TADs and 11,415 loops (Supplementary Figure 4). To better

understand how NPC chromatin loops differ from normal loops
found in a near-normal nasopharyngeal cell line, we compared
chromatin loops in NP-69 with the ones called in NPC Biop-C
samples. For comparison, we aggregated loops from the three
samples (5009, S010, and S012) and compared them with NP-
69 loops. We found that 4,026 loops (39.6% of aggregated NPC
loops) were similar in NPC samples and NP-69. By contrast, 6,158
(60.4% of aggregated NPC loops) were specific to NPC, and 7,388
(72.5% of NP-69 loops) loops were specific to NP-69. We then
associated these loops with gene promoters and found that the
NP-69-specific loops (7,388) were associated with 11,167 gene
promoters and the NPC-specific loops (6,158) were associated
with 6,303 gene promoters (Supplementary Figure 4). We also
found some examples of genes which were only associated with
loops in NPC like MMP3, CASP3, and ULKI (Supplementary
Figure 4). Overall, our results indicate that while some loops are
similar between NP-69 near-normal cell line and NPC samples,
there are also many loops that differ between them, suggesting
that these may be cancer-specific loops that regulate oncogenes.

We looked for structural variants in biopsy samples S009,
S010, and S012 as well as cell lines HK1 and NP-69. In S009, five
translocations were identified out of which four can be seen in Hi-
C heatmaps as well (Supplementary Table 8 and Supplementary
Figure 5A). In S010, no translocation was recognized, and
in S012, we found six translocation incidences and all of
these can also be seen in Hi-C heatmap (Supplementary
Table 8 and Supplementary Figures 5B,C). In cell lines, we
found 63 translocation incidences in HK1 and 23 in NP-69
(Supplementary Table 8). Many of these translocations can
be very clearly seen in the Hi-C heatmaps (Supplementary
Figures 5D,E).

We could also recognize A/B compartments in our Biop-
C samples (Supplementary Table 9 and Supplementary
Figures 6A-C) as well as in NP-69 cell line (Supplementary
Figure 6D). We then wanted to compare these A/B
compartments within each sample as well as NP-69 by calculating
the Pearson correlation coeflicient (Pearson’s r) of the eigenvalues
called with 500 kb resolution (Supplementary Table 9). The
Pearson’s r for S009 compared with S010 is 0.83, for S009 and
S012 0.74, and for S010 and S012 0.85. We then compared the
eigenvalues between NP-69 and biopsy samples. The Pearson’s r
for NP-69 compared with S009, S010, and S012 is 0.60, 0.64, and
0.54, respectively (Supplementary Figures 6E-J). These results
show that the correlation between A/B compartments within
biopsy samples is higher as compared with NP-69.

Moreover, because “FIREs” are a new type of chromatin
interaction landmark associated with super enhancers and tissue-
specific chromatin interactions (Schmitt et al., 2016), we used
FIREcaller R package (Crowley et al., 2019) to call FIREs. We
identified 2,783 FIREs in NPC sample S009, 1,393 FIREs in
sample S010, and 2,906 FIREs in sample S012 from our Biop-
C data. We also called FIREs from the NPC cell line HK1 and
identified 3,585 FIREs (Supplementary Table 10 and Figure 1B).

Next, we examined the chromatin interactions around
important oncogenes in NPC, such as MYC (Yu et al., 2003)
(Figure 2A) and epidermal growth factor receptor (EGFR)
(Supplementary Figure 2A) (Fujii et al., 2002; Chua et al., 2004;
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FIGURE 1 | Biop-C method enables the study of high-resolution 3D genome organization and chromatin interactome in solid tumor samples. (A) Schematic
overview of the Biop-C method. The frozen needle biopsy tissue is pulverized in a liquid nitrogen-cooled mini mortar, and then chromatin was fixed with
formaldehyde in the nucleus. The samples were processed with commercial Arima genomics Hi-C kit. Fixed cells were permeabilized using a lysis buffer supplied in
Arima Hi-C kit and then digested with a restriction enzyme. Following restriction digestion, the sites were filled in with biotinylated nucleotides. The resulting DNA
blunt ends were subsequently ligated. After ligation, crosslinks were reversed to remove proteins from DNA. Hi-C material was then sonicated using a Covaris
Focused-Ultrasonicator M220 instrument to achieve fragment sizes of 300-500 bp. The sonicated DNA was double-size selected using AMPure XP beads, and the
sequencing libraries are generated using low input Swift Bioscience lllumina-compatible adapters. (B) Table of statistics of Biop-C and Hi-C data. #Hi-C contacts
indicate the number of mapped/valid junction reads of each library. #TAD indicates the number of TADs called from Biop-C and Hi-C data at 10 kb resolution.
#Loops indicates the total number of loops called from Biop-C and Hi-C data at 5, 10, and 25 kb resolution and then merged. #FIREs indicates the number of FIREs
called from Biop-C and Hi-C data at 10 kb resolution. (C) Juicebox (Durand et al., 2016) visualized Biop-C and Hi-C heatmaps showing all chromosomes for SO09,
S010, S012, and HK1 cell line.
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FIGURE 2 | A genome-wide map of 3D genome organization in nasopharyngeal cancer. (A) Biop-C heatmaps can detect various conformational genomic features
such as TADs, loops, and FIREs in S009, S010, and S012 at CCAT7 and MYC. Coverage normalization was used to visualize the Biop-C and Hi-C heatmaps in
Juicebox (Durand et al., 2016). Genes are indicated in black color. The “common super enhancers,” shown in blue color, indicate the super enhancers present in all
three NPC cell lines—HK1, C66-1, and HNE1 cell lines. The super enhancers present in HK1 cell lines are indicated in red color. The super enhancer datasets are
obtained from Ke et al. (2017). (B) Venn diagram showing the overlap of TAD boundaries between the patients inferred using the Arrowhead algorithm (Rao et al.,
2014) at 10 kb resolution. (C) Venn diagram depicting the overlap of loops between the patients. The loops were called using the HICCUPS algorithm (Rao et al.,
2014) at 5, 10, and 25 kb resolution. The loops of the different resolutions were merged for this analysis. (D) Jaccard index. Matrix 1: Jaccard indices for TADs in
NPC samples S009, S010, and S012 and cell line HK1; each cell in the matrix indicates the Jaccard index value for the column sample and row sample. Matrix 2:
Jaccard indices for loops in NPC samples S009, S010, and S012 and cell line HK1 where each cell of the matrix indicates the Jaccard index value for the column
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Ruan et al, 2011). MYC is overexpressed in 76% of the NPC
patients. The patients with MYC-positive tumors had a longer
disease-free period (Yu et al., 2003). EGFR is highly expressed in
nearly 85% of NPC patients and associated with a significantly
poorer prognosis in patients with advanced nasopharyngeal
cancer than in patients without EGFR overexpression (Fujii et al.,
2002; Chua et al., 2004). We found that EGFR is marked by three

super enhancers in the HK1 cell line: two of these three SE are
localized upstream, i.e., near the start transcription site, and the
third one is located in an intron (Supplementary Figure 2B).
We further examined if there were any significant single
nucleotide polymorphisms (SNPs) that were associated with
loops in our NPC Biop-C samples. We observed an overlap of
a loop anchor with a region at the CDKN2B(-AS1) locus in
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samples S009 and S010 (Supplementary Table 11), which was
previously identified by a GWAS study on NPC in patients of
Chinese descent (Bei et al., 2016).

Additionally, for comparison with a typical Hi-C library, we
examined the two replicates of HK1 NPC cell line that we
generated by traditional in situ Hi-C (Arima kit) (Dixon et al.,
2012; Rao et al., 2014). Visual inspection of coverage normalized
Biop-C heatmaps of three NPC tissue samples, and Hi-C maps
of the HKI1 cell line showed that the libraries were largely similar
to each other, although we also noted that certain loci contained
differences suggesting patient heterogeneity which we explore
further in the next section of this manuscript (Figures 3A,B and
Supplementary Figures 3A,B).

To determine the reproducibility of our Biop-C method,
we took one NPC patient sample, and cut it into half before
performing the Biop-C method on the two separate halves.
These are referred to as S024_R1 and S024_R2. We performed
Juicer pipeline for calling TADs (247 in replicate 1 and 8 TADs
in replicate 2) and loops (5,094 in replicate 1 and 2,199 in
replicate 2) (Supplementary Figure 7A). We also called FIREs
and found 1,707 FIREs in S024_R1 and 2,893 FIREs in S024_R2
(Supplementary Figure 7A). We used the HiCRep software to
calculate the similarity between these replicates and found that
16 out of 24 chromosomes have high correlation (SCC scores
above 0.8), while the other 8 chromosomes have SCC scores
between 0.6 and 0.8, which shows that the two replicates are
highly correlated (Supplementary Table 12). We also wanted to
compare the similarity between S024 sample replicates with NPC
cell line and a cell line from a different cancer. We found that the
NPC samples showed higher similarity with HK1 (NPC cell line)
as compared with T47D (breast cancer cell line) (Supplementary
Figure 7B). We also did A/B compartment analysis for the
two replicates and found a very high correlation between them
(Pearson’s r = 0.95) (Supplementary Table 9 and Supplementary
Figures 7C-E). These above results show that our Biop-C method
is indeed reproducible.

Overall, our successful detection of TADs, loops, structural
variants, A/B compartments, and FIREs suggests that our Biop-
C method can generate high-quality genome-wide chromatin
conformation maps from the solid tumor needle biopsy samples.
Our evaluation using the S024 tumor cut in half and analyzed by
two separate Biop-C libraries indicates that our Biop-C method
is reproducible.

Patient Heterogeneity in Chromatin

Interactions
The question of patient heterogeneity is relatively unexplored
in chromatin interaction analyses. In our previous research
investigating chromatin interactions at the TP53 and MYC loci,
we observed that some chromatin interactions at MYC and TP53
could be detected in bone marrow and peripheral blood samples,
but not all chromatin interactions that were observed in K562
cells were detected in clinical samples (Cao et al., 2017).

To investigate potential patient heterogeneity, we compared
the TADs and loops between the Biop-C heatmaps of patients
directly (Figures 2B,C) and using the Jaccard index. We

calculated Jaccard’s similarity coefficient (Jaccard index, JI) to
measure the overlap between the called TADs and loops in three
Biop-C matrices. The resulting JI value indicates the fraction
of shared TAD boundaries and loops between the patients. We
observed that 38-42% of the TADs and 53-64% of loops are
shared in the three patients (Figure 2D). We can conclude that
the NPC samples show chromatin interaction heterogeneity. But
since our samples are clinical samples, we cannot rule out the
possibility that the patient chromatin interactome differences
are due to the tumor heterogeneity and/or surrounding normal
cells in the tumor.

Next, we examined individual specific chromatin interactions.
We found that chromatin interactions for genomic locations
EGEFR, PTPNI1, DDIT4, MIR205HG, PDGFA, MALATI1, CAV2,
NOTCHI, TEADI, TP63, RUNXI, CCATI, MYC, and YAPI
(Supplementary Figure 2A) are similar and FOXAI, MIPOLI,
SP4, SGCZ, MROHY, FMOI1, FMO2, FMOI, FMO4, and
FMOG6P gene are different (Figures 3A,B and Supplementary
Figures 3A,B). In one example, we observed that two loops, i.e.,
loop 1 and loop 2 are present near FOXAI and MIPOLI genes
in S009 and S012, which are thought to be tumor suppressors in
nasopharyngeal cancer (Kwok et al., 2020; Leong et al., 2020).
However, these loops were absent in S010 (Figures 3A,B). In
another example, we observed a loop only in S009 and absent
in S010 and S012 near miR383, which is considered an excellent
diagnostic biomarker for head and neck cancers (Liu et al,
2019) (Supplementary Figure 3A). We also observed extensive
chromatin looping near MROHY, FMOI, FMO2, FMO1, FMO4,
and FMOG6P locus in S009, which was absent in S010 and S012
(Supplementary Figure 3B).

Next, as we had observed patient-specific chromatin
interactions, we investigated the tissue specificity of these
chromatin interactions. Thus, we characterized the similarities
and differences between the NPC landscape and other tissue
types. We compared the Biop-C heatmaps and the Hi-C heatmap
from HK1 with the previously published Hi-C heatmaps in
human cell lines such as K562 (chronic myelogenous leukemia
cell line) (Rao et al, 2014), HAP1 (near-haploid cell line)
(Haarhuis et al., 2017), IMR90 (fetal lung fibroblast cell line)
(Rao et al., 2014), KBM7 (chronic myelogenous leukemia) (Rao
etal., 2014), HUVEC (human umbilical vein endothelial cell line)
(Rao et al., 2014), RPEI (retinal pigment epithelium cell line)
(Darrow et al.,, 2016), GM12878 (lymphoblastoid cell line) (Rao
et al,, 2014), NHEK (normal human epidermal keratinocytes)
(Rao et al.,, 2014), HeLa (human cervical carcinoma cell line)
(Rao et al., 2014), HCT116 (colon cancer cell line) (Rao et al,,
2014), and HMEC (mammary epithelial cell line) (Rao et al,
2014) (Supplementary Figures 2C-F).

We observed that the Hi-C heatmaps of K562, HAP1, IMR90,
KBM7, HUVEC, and RPEl show a similar pattern as the
Biop-C heatmaps of S009, S010, and S012 and HK1 Hi-C
heatmap for the genomic locations around MYC and CCATI,
but differences in the profile were observed in GM 12878, NHEK,
HeLa, HCT116, and HMEC (Supplementary Figure 2C). The
genome organization at the RUNXI locus was similar between
the Biop-C heatmaps of our patient in K562, HAP1, IMR90,
RPE1, NHEKI1, HeLa, HCT116, and HMEC but different in
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FIGURE 3 | An example of extensive heterogeneity between patients in the chromatin interactome in nasopharyngeal cancer at the FOXA7 and MIPOL1 genes.
(A) Zoomed view of Biop-C Juicebox-visualized heatmaps of S009, S010, and S012 showing patient heterogeneity in chromatin interaction at the FOXA7 and
MIPOL1 genes. (B) UCSC genome browser (Kent et al., 2002) screenshots of genomic coordinates chr14: 36,459,966-42,220,035. Loops 1 and 2 are present in
S009 and S012, while loop 3 is present only in SO10. Loop 1, loop 2, and loop 3 are represented in green, blue, and black colors, respectively.

KBM7, HUVEC, and GM12878 (Supplementary Figure 2D).
However, the genomic patterns for the PTPNI locus were found
to be similar in all the Hi-C and Biop-C heatmaps of the patient
(Supplementary Figure 2E). On the other hand, the genomic
patterns for the MALATI locus [MALAT1 is known to promote
cell proliferation in gastric cancer (Wang et al., 2014)] did not
show any similarity and were different in all the Hi-C and
Biop-C heatmaps (Supplementary Figure 2F). We conclude
that certain chromatin interactions in nasopharyngeal cancer are

common across tissue types (PTPNI) and certain regions are
tissue specific (MALATI).

The observation of patient heterogeneity and tissue specificity
in TADs appears to contradict earlier observations that TADs
are primarily conserved across different human cell types
and possibly even across different species (Dixon et al,
2012; Jin et al., 2013; Rao et al., 2014). However, Sauerwald
analyzed 137 Hi-C samples from nine studies and observed
significant TAD variations across human cell and tissue types
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interaction-associated SE) associated with distant genes via chromatin loops (dark blue) and the number of SE (chromatin interaction-associated SE) which do not
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of SE associated with FIREs via chromatin loop (green) and the number of SE which are within FIRE (yellow). (E) Biop-C heatmaps for samples S009, S010, and
S012 and Hi-C heatmap for the cell line HK1 (zoomed-in view of locus chr20: 48422029-49905948) showing a SE (blue: common SE, red: HK1 SE) and PTPN1
gene within the same FIRE. (F) Biop-C heatmaps for samples S009, S010, and S012 and Hi-C heatmap for HK1 (zoomed-in view of locus chri14:
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FIGURE 5 | (A) Functional analysis of HK1 chromatin interactome following treatment with CDK?7 inhibitor THZ1. (A) Venn diagram representing the number of loops
lost after THZ1 treatment compared with DMSO (vehicle) treatment, unchanged between treatments, and gained after treatment. The number of genes with
promoter regions within 15 kb of the respective loop anchors is shown in the parentheses below. (B) Anchor occupancy characteristics of super enhancers and
typical enhancers predicted from H3K27ac ChlP-Seq. A higher percentage of super enhancers is associated with enhancer-promoter loops, compared with typical
enhancers. (C) Top 20 overrepresented GO-Slim Biological Process terms by false discovery rate (FDR), derived from the set of protein-coding genes with net lost
loops following THZ1 treatment. (D) Network representation of predominantly enriched GO term clusters. (E-G) Looping structure of MAP3K14, AMOTL2, and MYC
loci. Lost loops following THZ1 treatment are shown in red. Gene of interest is highlighted in blue. Select super enhancers with lost loops to promoters are
highlighted in pink. Select typical enhancers with lost loops to promoters are highlighted in green. (H=J) RT-gPCR results for MAP3K14, AMOTL2, and MYC,
respectively, following 24 h of vehicle or THZ1 treatment (o < 0.05, **p < 0.01, **p < 0.001).
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(Sauerwald et al., 2020), suggesting that while there are common
TADs and loops, there are also TADs and loops that vary across
patient samples and tissue types.

Super Enhancers Are Associated With
Frequently Interacting Regions and Loop

to Genes

Super enhancers are regions of the DNA which enhances the
transcription of target genes. These are comprised of a group of
enhancers which are at close proximity to each other and are
marked by high enrichment of H3K27ac histone modification
(Pott and Lieb, 2015). In previous research, we and others
have shown that super enhancers can regulate distant genes
via long-range chromatin interactions (Cao et al., 2017; See
et al., 2019). Moreover, FIREs have been reported to form at
genomic regions also enriched by super enhancers (Schmitt
et al, 2016). Consequently, we wished to understand the
relationship between super enhancers and chromatin interactions
in nasopharyngeal cancer.

As the biopsy samples were too small for us to obtain
both H3K27ac ChIP-Seq data as well as Biop-C data, we
identified SE from NPC cell lines HK1, C666-1, and HNE1
using the ChIP-Seq data from Ke et al. (2017) (Supplementary
Table 13) and we found that 298 SE were common in all
the three cell lines. We reasoned that these “common” super
enhancers that are present in all cell lines examined will
most likely also be present in the patient samples examined
and hence used them for downstream analysis. We then
associated these common super enhancers with chromatin loops
obtained from the Biop-C data of the patient samples as
well as from the Hi-C data of HK1 and NP-69 cell lines.
As a result, we found that these SE are highly associated
with chromatin loops. In samples S009, S010, and S012, we
found 54, 57, and 41% (respectively) SE which were associated
with chromatin loop anchors within 15 kb distance (“looping
SE”) (Figure 4A).

We further looked for associations between these looping SE
and genes (Supplementary Figure 8A). We observed that more
than 90% of looping SE loop to distant genes (Supplementary
Figure 8A). In S009, 95% of looping SE are linked to distant
genes via these loops. In S010 as well as in S012, 91% of looping
SE are linked to distant genes (Figure 4B and Supplementary
Table 13). We also associated these SE to chromatin loops in cell
line HK1. We found that 92% of common super enhancers are
associated with chromatin loops in HK1 and 91% of these looping
SE are linked to distant genes (Figures 4A,B and Supplementary
Table 15). For example, the DDIT4 gene (one of the top ranked
SE-associated gene in the HK1 cell line) (Ke et al., 2017) is also
associated with a distant SE in patient samples S010 and S012
and NPC cell line HK1 (Figure 4C). We repeated the above
analysis with cell line NP-69 and found that 86.2% of SE are
associated with chromatin interactions and 94.1% of looping
SE are linked to distal genes (Figures 4A,B). This coincides
with our previous results that the number of chromatin loops
lost is more than the acquired loops in NPC, and hence, we

can see more SE association with loops in NP-69 as compared
with NPC samples.

We also repeated this analysis with common enhancers
within cell lines HK1, C661, and HNEL. In samples S009,
S010, and S012, the association of enhancers with chromatin
loops was 24, 29, and 18%, respectively, and about 60%
(63, 65, and 64% in S009, S010, and S012, respectively) of
these chromatin interaction-associated enhancers loop to distal
genes (Supplementary Figures 8D,E). We also repeated this
analysis with cell lines HK1 and NP-69 and found that 44.3
and 43.8% SE are associated with loops, respectively, and
about 56% (56.2% in NP-69 and 55.6% in HKI1) of these
chromatin interaction-associated enhancers loop to distal genes
(Supplementary Figures 8D,E). From these results, we conclude
that the association of enhancers with chromatin loops is
much less as compared with SE in NPC patients. In NP-69,
the association of enhancers with chromatin loops is higher
compared with NPC samples but less as compared with SE
in NP-69.

Next, we categorized common SE based on their proximity to
a gene: the ones which were at close proximity (less than 15 kb
from a gene) to a gene were called “proximal” SE and the ones
which are away from the gene and associated via chromatin loops
were called distal SE. Out of 298 common SE tested, we found 27
proximal SE in all the Biop-C samples and 147 distal SE in S009,
155 distal SE in S010, 110 distal SE in S012, and 260 distal SE in
HK1. We observed that 48 genes were associated with proximal
SE (Supplementary Table 14), while 356 genes in S009, 421 genes
in S010, 291 in S012, and 944 genes in HK1 were associated with
distal SE (Supplementary Table 16). There were also some genes
that have both proximal and distal SE: in S009, we found 10
genes; in S010 as well as S012, we found 6 genes, and in HK1,
we found 18 such genes (Supplementary Table 16). For example,
the MACFI gene in all the three NPC samples as well as HK1 cell
line has distal as well as proximal SE (Supplementary Table 16).
Gene set overrepresentation analyses (GSOA) on the set of
genes associated with SE showed significant overrepresentation
of Biological Process Gene Ontology (GO) terms such as
metabolic process and protein modification/phosphorylation and
regulation (Supplementary Figure 9).

Subsequently, we wanted to associate these SE with FIREs
called (Supplementary Table 10) from the Biop-C data from
patient samples as well as HK1 and NP-69 Hi-C data. We
looked for two types of associations between SE and FIREs:
SE within FIRE and SE that loop to FIRE (Supplementary
Figures 8B,C). We could recognize 24 common SE (8% of SE)
in S009, 26 (9% of SE) in S010, 31 (11% of SE) in SO012, 56
(19% of SE) in HK1, and 103 (35% of SE) in NP-69 which
are within a FIRE (Figure 4D). Upon combining the chromatin
loops data with FIRE calling, we found 23 (8% of SE) in S009,
32 (11% of SE) in sample S010, 30 (10% of SE) in SO012, 69
(23% of SE) in HKI, and 64 (22% of SE) in NP-69 cell line
that loops to a FIRE (Figure 4D and Supplementary Table 15).
We also found some examples of SE associated with genes via
FIRE. For example, SE which falls within the same FIRE as
the gene PTPNI1 (Figure 4E) and SE which loops to a distant
FIRE containing the ARF6 gene whose overexpression can be
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correlated with metastasis and invasion in several cancers (Li
etal, 2017) (Figure 4F).

We also repeated this analysis with enhancers and found
512 (3.8% of total enhancers), 270 (2% of total enhancers), and
524 (4% of total enhancers) enhancers within FIRE in S009,
S010, and S012, respectively, and 242 (1.8% of total enhancers),
285 (2.1% of total enhancers), 189 (1.4% of total enhancers)
enhancers looping to FIRE in samples S009, S010, and S012
(Supplementary Figure 8F). In the cell lines, we found 783 (5.8%
of total enhancers) and 868 (6.5% of total enhancers) enhancers
within FIRE in HK1 and NP-69, respectively; 539 (4% of total
enhancers) and 868 (6.4% of total enhancers) enhancers looped
to FIRE in HK1 and NP-69 (Supplementary Figure 8F). Based
on these findings, we can conclude that SE are associated with
FIREs in NPC. However, the SE association with FIRE is higher
in NP-69 as compared with the NPC patient sample.

THZ1 Treatment Leads to Loss of
Specific Super Enhancer- and Typical
Enhancer-Promoter Chromatin

Interactions at Key Oncogenic Loci

To investigate the functional significance of SE-promoter loops
in NPC, we examined changes in the chromatin interactome
via conventional in situ Hi-C, following the treatment of
HK1 cells with the CDK?7 inhibitor THZ1. In several cancers,
THZ1 treatment leads to decreased cell viability (Chipumuro
et al., 2014; Kwiatkowski et al., 2014). The binding of THZ1
to CDK7 was previously shown to lead to inhibited CDK7-
mediated phosphorylation of RNA Pol II, which coincides with
a loss of transcription factor binding at distal sites with high
H3K27ac (Sampathi et al., 2019), representing putative super
and typical enhancer loci (Hnisz et al., 2013). SE-associated
genes are exceptionally sensitive to perturbation by THZI
treatment (Ke et al., 2017). However, alterations in the chromatin
interactome upon CDK7 inhibition in NPC cells have not been
previously explored.

To investigate this, we performed in situ Hi-C on THZI and
DMSO (vehicle)-treated HK1 cells at 500 nM concentration for
24 h. THZI treatment led to clear changes in the chromatin
interactome: we observed that 51.6% (10,596) of the loops present
under vehicle treatment were lost following THZ1 treatment,
whereas 48.4% (9,942) were conserved. Interestingly, 8,842 loops
were gained following THZ1 treatment (Figure 5A).

As with NPC Biop-C samples, we observed that approximately
80% of all super enhancers identified by HK1 H3K27ac ChIP-
Seq were associated with long-range enhancer-promoter
interactions, compared with only 40% of typical enhancers,
regardless of vehicle or THZ1 treatment (Figure 5B and
Supplementary Table 16). Gene set overrepresentation
analyses on the genes with net lost loops revealed a significant
enrichment of GO terms associated with cellular stress response,
compartment/organelle biogenesis, metabolic/catabolic
processes, and protein modification (Figures 5C,D). Clusters
relating to metabolic processes and protein modification were
also observed for the SE-associated genes identified in the
three NPC Biop-C samples (Supplementary Figure 8), further

suggesting that SE are a common dependency-mediating
expression at the pathway level.

Subsequently, to determine if lost loops to super or typical
enhancers could explain THZ1-mediated loss of viability and
gene expression, we performed a close examination of the
looping behavior in three candidate genes, namely, MAP3KI4,
AMOTL2, and MYC, which are known to be involved in NPC
pathogenesis (Figures 5E-G). At the MAP3K14 and AMOTL2
loci, we observed the loss of super and typical enhancer-
associated loops to these promoters, whereas at the MYC locus,
we only observed the loss of typical enhancer-associated loops.
Via RT-qPCR, we additionally observed decreased expression of
all three genes following THZ]1 treatment, compared with vehicle
(Figures 5H-J).

We also compared the A/B compartments of HK1 (control)
and HK1-THZ1 treated and found a high correlation between
them (Pearson’s r = 0.95) suggesting that the A/B compartments
remain conserved upon THZI treatment (Supplementary
Figure 10).

As a whole, these results suggest that THZI1 treatment
leads to specific perturbations of the chromatin interactome.
Some of the lost loops correspond to specific SE- and
typical enhancer-promoter interactions that are involved in the
control of expression at these loci. THZ1 treatment leads to
downregulation of expression at several of these loci, further
suggesting the regulatory role of these SE- and typical enhancer-
associated loops.

CONCLUSION

Taken together, our new Biop-C method is suitable for
interrogating needle biopsy patient samples and, more generally,
situations of limited tumor sampling when surgical biopsies may
be technically difficult. Using Biop-C, we examined chromatin
interactions in three nasopharyngeal cancer patient samples,
which allowed us to identify super enhancers associated with
FIREs and which loop to important oncogenes. We also
demonstrated patient heterogeneity in chromatin interactions in
these patient samples, as well as tissue specificity. Hi-C libraries
from an NPC cell line, HK1, showed differences compared with
chromatin interactions in the patient samples. These differences
could arise due to different subtypes of NPC.

Upon comparison with near-normal nasopharynx cell line
NP-69, we found that while there were some loops that were
similar between NPC samples and NP-69, there were also loops
that were different, suggesting that there may be NPC-specific
loops that could potentially regulate NPC oncogenes. To test
the reproducibility of our method, we also performed Biop-
C on two replicates of the same patient sample and found
high correlation between the two replicates in most of the
chromosomes (16 out of 24). Upon comparison with cell lines,
we found that NPC patient replicates were highly correlated
with the NPC cell line HK1 as compared with the breast cancer
cell line T57D. We also observed that SE are much more
associated with chromatin interactions and FIREs as compared
with enhancers; however, these associations are higher in
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NP-69 as compared with NPC samples, which is consistent
with our previous findings that more loops are lost in NPC as
compared with those acquired. Our results indicate the necessity
of interrogating chromatin interactions in actual patient cancers,
which Biop-C enables. Our results demonstrate the utility and
importance of Biop-C as a method for understanding cancer
3D genome organization. Additionally, our results suggest that
THZ1 may be able to modulate chromatin interactions. In the
future, we anticipate that the versatility of Biop-C will also allow
us to interrogate perturbations of chromatin gene regulation in
patients undergoing therapeutic interventions.
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A constellation of chromosome conformation capture methods (C-methods) are an
important tool for biochemical analysis of the spatial interactions between DNA regions
that are separated in the primary sequence. All these methods are based on the long
sequence of basic steps of treating cells, nuclei, chromatin, and finally DNA, thus
representing a significant technical challenge. Here, we present an in-depth study of the
basic steps in the chromatin conformation capture procedure (3C), which was performed
using Drosophila Schneider 2 cells as a model. We investigated the steps of cell lysis,
nuclei washing, nucleoplasm extraction, chromatin treatment with SDS/Triton X-100,
restriction enzyme digestion, chromatin ligation, reversion of cross-links, DNA extraction,
treatment of a 3C library with RNases, and purification of the 3C library. Several options
were studied, and optimal conditions were found. Our work contributes to the understanding
of the 3C basic steps and provides a useful guide to the 3C procedure.

Keywords: chromatin conformation capture, chromosome conformation capture, chromatin, distal interaction,
DNA, Drosophila

INTRODUCTION

A chromatin conformation capture (3C) method is probably one of the most complex protocols
in molecular biology, mainly due to its multistep nature (Table 1). The steps should be done
in proper order and require careful execution. Incorrect implementation of the steps leads to
poor restriction enzyme digestion, ineffective ligation, degradation, and/or loss of DNA.
Importantly, a mistake made at any of the stages becomes known only at the very end of
the procedure. Numerous controls therefore used, which are selected at different time points
of protocol execution (Dekker, 2006).

The experimental literature on chromosome conformation capture methods (C-methods) is
quite extensive. However, the literature lacks systematic analysis of how exactly the basic steps
of the protocol work. At the same time, there are a lot of studies where individual selected
steps were investigated (Gavrilov and Razin, 2009; Comet et al., 2011; Gavrilov et al., 2013b,
2015; Nagano et al., 2015b; Oksuz et al., 2020; Gridina et al., 2021). In this article, we try
to fill this gap and explore in detail all the basic steps of the 3C protocol at once. A methodology
for determining whether remote DNA regions can interact with each other in nuclei was first
proposed by Cullen et al. (1993) and was called the nuclear ligation assay (NLA). In NLA,

Frontiers in Genetics | www.frontiersin.org

71 September 2021 | Volume 12 | Article 733937


https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/journals/genetics#articles
http://crossmark.crossref.org/dialog/?doi=10.3389/fgene.2021.733937﻿&domain=pdf&date_stamp=2021--16
https://www.frontiersin.org/journals/genetics#editorial-board
https://www.frontiersin.org/journals/genetics#editorial-board
https://doi.org/10.3389/fgene.2021.733937
https://creativecommons.org/licenses/by/4.0/
mailto:yul.biogen@gmail.com
https://doi.org/10.3389/fgene.2021.733937
https://www.frontiersin.org/articles/10.3389/fgene.2021.733937/full
https://www.frontiersin.org/articles/10.3389/fgene.2021.733937/full
https://www.frontiersin.org/articles/10.3389/fgene.2021.733937/full

Bylino et al.

Investigation of 3C Method

TABLE 1 | Basic steps of the 3C procedure.

Step Characteristic of the step

1 Cell fixation, formaldehyde (FA) inactivation, and storage of nuclei

2 Cell lysis

3 Nucleoplasm release and chromatin treatment with heat (nuclei heating
in the presence of SDS and Triton X-100/SDS sequestration with Triton
X-100)

4 Digestion of DNA in nuclei

5 Ligation of DNA in nuclei

6 Reversion of cross-links and isolation of a 3C library

7 Treatment of the 3C library with RNases

8 Purification of the 3C library on magnetic beads

ligation of restriction endonuclease (RE)-digested chromatin
was carried out in mammalian isolated intact nuclei using T4
DNA ligase and the frequency of ligation between regulatory
elements was estimated by PCR (Cullen et al., 1993). In 2002,
the methodology was finalized by Dekker et al. who supplemented
the structure of the method with a fundamental step of cell
fixation with formaldehyde (FA) and its subsequent quenching
with glycine before chromatin digestion and ligation. The cross-
linking of chromatin preserved the nuclear structure intact
throughout the procedure without affecting its flexibility (Dekker
et al, 2002). Data processing into genome-wide chromatin
interaction maps was also proposed, suggesting that the 3C
approach implemented on a yeast model can be applied to
determine the spatial organization of whole genomes from
bacteria to humans (Dekker et al., 2002). In 2009, a genome-
wide 3C method was proposed and termed Hi-C. The method
allows measuring the contact frequencies of all chromatin
interactions that occur in the nucleus in a single experiment
(Lieberman-Aiden et al.,, 2009). This area of research, called
3D genomics (Razin et al, 2019; Zhang and Li, 2020), is
currently developing rapidly.

More recently, the basic principles of the method have been
reassessed and an alternative strategy has been proposed, wherein
a combination of two fixing agent (formaldehyde (FA) and
disuccinimidyl glutarate (DSG)) and of two frequently cutting
REs is used. This strategy, entitled Hi-C 3.0, should, in future,
complement or even substitute the standard approach that is
based on fixation with FA only and utilizes one frequently
cutting RE (Oksuz et al., 2020).

At the same time, there remained a considerable lack of
clarity regarding the steps of the classical version of the
procedure. Since 2002, several add-ons and variations have
been introduced into the basic 3C protocol by different working
groups. Adding extra steps yielded a whole panel of the so-called
C-methods, i.e., 4C, 5C, Hi-C, and so on, all making it possible
to determine different aspects of the 3D genome organization
in the cell nucleus (Zhang and Li, 2020). Various C-techniques
have been standardized in the framework of the international
4D nucleome program (Dekker et al, 2017). Despite the
phenomenal variety of existing C-methods, they all utilize the
same basic steps, including fixation of cells with FA, cell lysis,
nucleoplasm extraction, chromatin endonuclease digestion,
ligation of the resulting DNA fragments, reversion of DNA-DNA

and DNA-protein links by heating, and subsequent isolation
and analysis of contact frequencies between all or specific
fragments. Initial stages of the development of the method
since 2002 have employed an in-solution (dilution) ligation
protocol; i.e., solubilized chromatin fragments were ligated in
a highly diluted solution (Dekker et al., 2002; Tolhuis et al.,
2002; Figure 1A). In 2012, a tethered Hi-C protocol was
proposed (Figure 1C). The protocol also involved solubilization
of chromatin fragments, like the dilution protocol. The difference
was that cross-linked DNA fragments were ligated not in a
large volume of solution, but on the surface of the solid phase
of streptavidin-coated beads. Bound chromatin fragments were
spatially separated from each other on the solid phase, which
enhanced the signal-to-noise ratio as needed for detecting
chromatin loops, and helped to avoid trans-ligation events,
ensuring that ligations in these libraries are between DNA
fragments that are cross-linked to each other (Kalhor et al,
2012; Gabdank et al., 2016). A Dounce homogenizer was used
to isolate nuclei in this protocol even with cultured cells, and
the library was processed with bovine RNase A (Kalhor et al.,
2012; Gabdank et al., 2016).

In 2011, a key work in terms of the development of the
C-methodology was carried out with a Drosophila model. Comet
et al. (2011) showed for the first time that the same 3C profile
was obtained with a complete non-fractionated sample and an
insoluble chromatin fraction, while a 3C signal of a sufficient
intensity was not detected with the supernatant fraction (Comet
et al, 2011). The same result was demonstrated a couple of
years later with mammalian cells, confirming the universality
of this observation (Gavrilov et al., 2013b). The focus has
changed since that time, and an in situ protocol came into use
in 2014, involving cross-ligation of fragments within the nucleus
(Rao et al., 2014; Figure 1B). This approach prevents random
ligation between chromatin fragments released in solution by
utilizing ligation in situ, i.e., in intact nuclei. The in situ protocol
made it possible to obtain maps of very high quality and
resolution under a sub-kilobase scale due to several distinctive
features: a Dounce homogenizer was not used to obtain cell
nuclei from cultured cells; a four-base pair RE was used instead
of a six-base pair cutter; RE was inactivated by heating at 65°C
for 20min without adding 1.6% SDS, unlike in the dilution
protocol; and ligation was performed with the nuclear fraction
without large sample dilution (in ~1ml). These circumstances
reduced the frequency of non-specific contacts due to random
ligation in dilute solution, — as was evidenced by a lower
frequency of junctions between mitochondrial and nuclear DNAs
and a higher frequency of random ligations observed when
the supernatant fraction was sequenced (Rao et al, 2014). In
addition, Raos protocol did not include a processing of the
library with RNase A.

In fact, proposals to avoid SDS treatment by inactivating
the RE by heating at 65°C for 20min and to use SDS only
to inactivate heat insensitive enzymes have been expressed
earlier (Splinter et al., 2012). However, the idea that ligation
occurs mainly in the nuclear fraction and the structure
of the nucleus should therefore be kept as intact as possible
came only after the works of (Comet et al. (2011) and
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FIGURE 1 | The principles of current protocols of C-methods (A) in solution (dilution) ligation protocol (B) in situ/in-nucleus ligation protocol (C) tethered ligation
protocol.

Gavrilov et al. (2013b) and crystallized in Rao et al. (2014)
as an in situ protocol.

In 2013, single-cell Hi-C was done for the first time
(Nagano et al., 2013). In 2015, an in-nucleus ligation protocol
was proposed in the development of this approach (Figure 1B).
The in-nucleus ligation protocol is similar to the in situ
protocol but utilizes even milder chromatin processing
procedures. The step of RE inactivation by heating at 65°C

in the presence of SDS was completely eliminated from the
protocol and ligation was thus performed in nuclei preserved
to a maximal possible extent. It was found that the in-nucleus
ligation protocol results in consistently lower levels of spurious
ligation events manifested in trans-chromosomal contacts,
reduces the experimental noise, and eliminates restriction
fragment length bias found with the in-solution ligation
protocol (Nagano et al., 2015a,b, 2017). Also, this protocol
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does not employ a Dounce homogenizer to prepare a
suspension of isolated nuclei.

In 2012, the Hi-C method was first applied to Drosophila cell
culture (Hou et al,, 2012), a model that we used in this study,
and late embryos (Sexton et al., 2012). The two studies showed
the principles of Drosophila genome organization into well-
demarcated physical domains. In 2015, a work was published to
demonstrate for the first time that a reconfiguration of topologically
associated domains (TADs) occurs in response to cell stress was
observed (Li et al., 2015). These early works all used the dilution
protocol. The in situ protocol was employed in later works, which
investigated the role of architectural proteins in enhancer-promoter
interactions and TADs structure (Cubenas-Potts et al., 2017; Rowley
et al,, 2017; Chathoth and Zabet, 2019). The in situ protocol was
also used in single-nucleus Hi-C with cultured Drosophila cells
(Ulianov et al., 2021). In 2017, a variant of the in-nucleus ligation
protocol was applied to study the long-range interactions in
Drosophila embryos (Stadler et al.,, 2017). During the experimental
procedure, the RE was inactivated without using SDS or higher
temperature by washing out from the nuclei, but embryos were
homogenized using a Dounce homogenizer to prepare the nuclei
(Stadler et al,, 2017). Despite the general shift to the in situ/
in-nucleus ligation protocol, the dilution protocol is still used in
studies of the Drosophila genome organization (Ulianov et al,
2016, 2019; El-Sharnouby et al., 2017; Lo Sardo, 2021). The tethered
ligation protocol was also successfully applied in two works with
Drosophila (Eagen et al., 2015, 2017).

Thus, several protocols based on different principles of
ligation are used in parallel today. The protocols differ in the
conditions of basic steps: FA fixation and FA inactivation, cell
lysis, the buffers used, the procedure of isolation and washing
of nuclei, the severity of chromatin treatment, the conditions
of chromatin restriction, RE inactivation, DNA ligation, and
isolation and processing of the library with RNases.

Here we describe our study of the basic steps of the 3C
procedure; offer our own options, which were found to be
optimal in our hands; and provide the protocol suitable for
S2 cells. We validate our results by showing with a model
locus that efficient chromatin digestion and ligation occurs at
an acceptable level, making it possible to distinguish the products
of target ligation from the background of uncleaved DNA.
Our procedure demonstrated its efficiency not only with cultured
cells, but also with living objects, namely, — Drosophila larvae
(Shidlovskii et al., 2021). Our work contributes to the
understanding of the basic steps of the 3C procedure.

CELLS FIXATION, FA INACTIVATION,
AND STORAGE OF NUCLEI

Several modes of cells fixation with FA and FA inactivation
with glycine have been proposed in the literature for the 3C
procedure. The amount of FA used for fixation varies from 1
to 3%, while the amount of glycine used for inactivation of
FA can be dlassically 0.125M (Dekker et al., 2002; Tolhuis
et al, 2002), equimolar or in excess to FA (Comet et al,
2011; Sexton et al., 2012). In turn, the FA concentration is

influenced by the composition of the buffer in which fixation
takes place. For example, the buffer used to isolate and fix
the nuclei should not include Tris because Tris contains reactive
amines, which cross-link FA to Tris, leaving less FA to fix
DNA and proteins (Louwers et al., 2009), although original
Dekker’s protocol for yeast cells utilizes Tris. In the case of
mammalian cells, it was originally proposed to add FA directly
into DMEM supplemented with 10% FCS (Tolhuis et al., 2002),
and DMEM contains many amino acids with reactive amines
that bind FA, as Tris does. Therefore, cells were fixed in 1X
PBS at room temperature (RT) in our experiments. For fixation,
a 2X formulation of PBS was mixed in equal proportions with
an aqueous solution of FA of a necessary concentration.
Alternative fixation buffers (15 mM HEPES-KOH pH 7.6, 60 mM
KCl, 15mM NaCl, 4mM MgCl,, 0.1% Triton X-100, 0.5mM
DTT, and protease inhibitor cocktail) can be used as well
(Comet et al.,, 2011; Sexton et al., 2012).

The first thing we observed was that DNA from cells fixed with
2% FA for 10 min was poorly isolated by phenol/chloroform (Ph/
Chl) extraction immediately after fixation (FA was inactivated with
equimolar glycine concentration; e.g., Supplementary Figure $4D, lane
16). Attempts at cross-links reversion of such DNA (overnight incubation
at 50°C; Supplementary Figure S4B, lane 8) or at keeping such cells
after fixation at —20°C overnight (Supplementary Figure S4H)
unexpectedly aggravated the situation: DNA was not isolated by Ph/
Chl extraction at all. Moreover, after keeping such cells at —20°C for
2weeks, the DNA seemed to be fixed very firmly and was not isolated,
even in much more severe isolation conditions using a protocol for
FA fixed tissues (Supplementary Figure S4I; Campos and Gilbert,
2012). It was concluded that cells treated for 10min with 2% FA were
almost over-fixed and their DNA could not be isolated after further
incubation or storage at —20°C. After fixation at other concentrations
of FA (0.5-1.5% FA) for 10min, DNA could be successfully isolated
(FA  was inactivated with equimolar glycine concentration;
Supplementary Figure S4B, lanes 5-7; Supplementary Figure S4F,
lanes 5, 6). Thus, we have established 1.5% as an upper limit for the
concentration of FA at which DNA is not fixed too firmly in 10min.

These results suggest that the storage of cells fixed with
FA may be detrimental. We assume that cell fixation continues
until the cells are completely frozen at —20°C, especially when
glycine is used in a strong molar deficiency (0.125 M). We
recommend to avoid storing the fixed material (or flash freezing
using liquid nitrogen) and to immediately proceed to cell lysis
after washing fixed cells.

The 0.125M glycine concentration was taken for 3C protocols
from ChIP protocols (Orlando et al., 1997) in which this
concentration is the standard (Kim and Dekker, 2018a,b). As
it was previously pointed out, quenching is not likely to
be complete in the presence of 0.125M glycine because glycine
is not in excess over FA (Splinter et al, 2012). Over-fixation
of the material, in this case, may therefore occur during freezing
at —20°C or even thawing of cells. If inactivation was done
with 0.125M glycine to favor reproducibility between
experiments, it was recommend immediately to proceed to
the next step after quenching (Splinter et al., 2012).

Thus, we also do not recommend inactivating FA with
glycine in a strong molar deficiency (0.125M) and storing
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nuclei inactivated in this way at —20°C. Instead, we recommend
using glycine in an equimolar amount or in slight excess to
FA (Comet et al.,, 2011; Sexton et al., 2012), keeping in mind
two reactive groups of FA vs. one group of glycine. Thus,
we used glycine at 666 (equimolar) and 800 (slight excess)
mm for 1% of FA (Supplementary Table S1).

Empirically, we chose 10min to fix cells properly. Shorter
incubation times will result in lower detection signals of
chromatin interactions, whereas longer incubation times will
cause too many DNA-protein cross-links, resulting in a reduced
digestion efliciency (van Berkum and Dekker, 2009). We observed
that 25-min fixation leads to cell over-fixation. Over-fixed cells
withstand digestion with Proteinase K (PrK) in the presence
of 1% SDS, and DNA from such cells is not extracted with Ph/Chl.

We found that glycine used in a slight (about 20%) excess
to FA does not change the PCR signal. A larger excess of
glycine (for example, 800mM glycine vs. 333mM FA) leads
to the formation of a sticky pellet that does not go down
along the wall of the tube. The signal intensity of such samples
in PCR is usually 3-4 times lower than in the case of equimolar
inactivation of FA with glycine.

It was proposed to incubate cells on ice for 15min after
5-min quenching with glycine at RT in order to stop the
cross-linking completely (van Berkum and Dekker, 2009). The
same processing step was included in the in situ protocol (Rao
et al., 2014). We combined the stage of complete cessation of
cross-links on ice with the stage of cell lysis in our procedure
(see “Cell Lysis”).

CELL LYSIS

The composition of the cell lysis buffer was the next important
issue that we investigated. The 3C literature describes several
fundamentally different compositions of lysis buffers. The two
main buffers that are currently in use are a hypotonic buffer
with a low concentration of a non-ionic detergent (10mM
Tris-HCI pH 8.0, 10mM NaCl, and 0.2% NP-40), which is a
classical buffer and was first introduced in the work (Tolhuis
et al., 2002), and an isotonic buffer with a higher concentration
of non-ionic detergents (50mM Tris-HCI, pH 7.5, 150mM
NaCl, 0.5% NP-40, 1% Triton X-100, and 5mM EDTA), which
was first introduced in the works (Splinter et al., 2012; van
de Werken et al., 2012). The first buffer inherited the detergent
content from the pioneering work by Cullen et al. (1993). The
second buffer was proposed as an alternative to the first one,
contains an increased amount of non-ionic detergents, and is
designed to ensure effective cell lysis and easy release of nuclei
without the use of a Dounce homogenizer (Splinter et al,
2012). Several alternative lysis buffers have also been proposed
in the literature. Examples include a hypotonic buffer that
contains Mg*, is completely devoid of detergents (10mM Tris-
HCI, pH 7.5, 10mM NaCl, 5mM MgCl2, and 0.1 mM EGTA),
and requires the use of a Dounce homogenizer (Hagege et al.,
2007), and a medium salt buffer that contains Mg** and has
a low content of non-ionic detergent (15mM HEPES-KOH
pH 7.6, 60mM KCl, 15mM NaCl, 4mM MgCl,, 0.1% Triton

X-100, and 0.5mM DTT; Comet et al., 2011), in which the
Na* and K* concentrations were taken from the work
(Cullen et al., 1993).

After reviewing the variety of existing lysis buffers, we decided
to test the contributions of individual components of the lysis
buffer and composed 11 buffers, which differed in major
component composition (Table 2).

Of these, buffers 1, 2, 3, 9, 10, and 11 appeared to provide
the best results in terms of maintaining DNA integrity and
were further tested under more variable chromatin treatment
conditions. The results of a representative experiment are shown
in Figure 2. The composition of the lysis buffer affects the
integrity of the resulting DNA under different regimens of
chromatin treatment (Figures 2A-C). When nuclei were
subsequently treated with SDS at 65°C, lysis buffers with NP-40
were more preferable. DNA obtained after lysis in hypo- or
isotonic conditions without NP-40 was poorer quality than
after lysis in the same buffers, but with NP-40 (Figure 2A).
When nuclei were subsequently processed with SDS at 37°C,
a hypotonic lysis buffer with a maximum content of NP-40
was the only lysis buffer that stabilized DNA during lysis and
ensured the absence of its degradation (Figure 2B).

Thus, a combination of hypotonic conditions of the classical
buffer of Tolhuis et al. (2002) (10mM Tris-HCI pH 8.0, 10mM
NaCl, and 0.2% NP-40) and the amount of detergents proposed
by Splinter et al. (2012), van de Werken et al. (2012) (50 mM
Tris-HCl pH 7.5, 150mM NaCl, 5mM EDTA, 0.5% NP-40,
and 1% Triton X-100) makes it possible to preserve DNA
integrity under different regimens of chromatin treatment.
We additionally removed EDTA from the buffer since the
presence of EDTA in the lysis buffer is incompatible with the
presence of Mg*" ions, while Mg*" is required for maintaining
the RNA structure and stabilizing chromatin (Louwers et al.,
2009) and RNA is an integral architectural component of the
nucleus, nuclear organelles, and heterochromatin (Caudron-
Herger and Rippe, 2012; Hall and Lawrence, 2016; Ding et al.,
2019; Michieletto and Gilbert, 2019; Thakur and Henikoff,
2020). The pH of the buffer was slightly shifted from 7.5 to
8.0 because pH 8.0 is most often used for DNA buffers. Thus,
our lysis buffer has the following composition: 50mM Tris-
HCI, pH 8.0, 10mM NacCl, 0.5% NP-40, and 1% Triton X-100.
A similar buffer was used in a very delicate procedure to
process mouse oocytes and zygotes in single-nucleus Hi-C
(Flyamer et al., 2017). We believe that nuclei are more complete
released from the cytoplasm remnants in the presence of a
higher content of non-ionic detergents in the buffer. Also the
buffer makes it possible to avoid the harsh impact of a Dounce
homogenizer, ensuring the intactness of nuclei, while a low
ionic strength creates hypotonic conditions in which extraction
of the nucleoplasm is most efficient (Méndez and Stillman,
2000; Golov et al., 2015).

It has been reported that a cell lysate should not be viscous
since its higher viscosity indicates insufficient cross-linking due
to use of FA that is too old (van Berkum and Dekker, 2009).
However, we never observed viscous lysates, even when cells
were fixed with 1% FA that was stored at +4°C for several
months before fixation. According to our observations, viscous
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TABLE 2 | The lysis buffers studied.

Buffer f:g:“:; ';'s(; L%T“:Jgso 150mM NaCl 10mMNaCl 0.5% NP-40  0.2% NP-40 10;2_:'(')::" 5mMMgCl, 0.1mM EGTA
1 + + +

2 + + + +

3 + + + +

4 + + + +

5 + + +

6 + +

7 + + +

8 + + + +

9 + + +

10 + + + +

11 + + + +

lysates rather indicate destruction of nuclei and a release of
DNA from them, and DNA always appeared to be degraded
in such samples (not shown).

NUCLEOPLASM RELEASE AND
CHROMATIN TREATMENT WITH HEAT

SDS and Triton X-100 treatment of nuclei fixed with FA were
found to be necessary for any digestion of chromatin to occur
(Splinter et al, 2004). The treatment removes the proteins that
have not been cross-linked from DNA after fixation and partly
denatures cross-linked proteins (Naumova et al., 2012). Accordingly,
two fundamentally different regimens of chromatin processing
have been proposed for the 3C procedure in the literature. The
first regimen, at 37°C, was proposed in the original protocol by
Delkker et al. (2002) and was developed in the work by Tolhuis
et al. (2002), who increased the durations of consecutive chromatin
treatments with SDS and then with Triton X-100 from 10min
up to 1h each. Subsequently, as the dilution protocol in the work
by Miele et al. (2006), the step of prolonged incubation of nuclei
with SDS at 37°C was replaced with a step of short incubation
with SDS at 65°C. This step was found to be essential for template
generation (Miele et al., 2006) and dramatically increased DNA
accessibility, by opening chromatin (Naumova et al,, 2012), but,
in fact, exactly how the effect of the step is achieved was not
demonstrated in either of these two works. Actually, the step
was properly studied in a field of plant biology and incubation
at 65°C in the presence of SDS was shown to be necessary for
inactivating endogenous nucleases (Louwers et al, 2009). The
authors found that a nucleosome pattern was obtained when
maize nuclei were permeabilized at 37°C with SDS regardless
whether RE was added or not, indicating DNA degradation.
However, DNA was still intact when isolated from an aliquot
taken before the SDS incubation. The authors concluded that
degradation occurred during incubation of nuclei with SDS at
37°C. Degradation was completely prevented when plant nuclei
were first incubated at 65°C for 60min before adding SDS
(Louwers et al., 2009).

We also studied the effect of this step and found that heating
chromatin at 65°C results in a some extent of DNA preservation
during subsequent isolation (Figure 2D). This is supported by

predominant DNA degradation that was observed after processing
chromatin with SDS at 37°C (Figure 2B)and eradicated by
chromatin treatment at 65°C (Figure 2A). The results indicate
that DNA degradation in S2 cells can also be due to the
presence of endogenous nucleases, as it was previously described
for plants (Louwers et al, 2009), while the enzymes are at
least partly inactivated at 65°C.

As follows from Figure 2A, lysis under hypotonic conditions
appears to be more efficient in terms of maintaining DNA
integrity since the nucleoplasm, containing different nucleases
with DNase I activity (Yang, 2011), is efficiently released
in these conditions (Méndez and Stillman, 2000; Golov et al.,
2015). We assume that a structural disruption of fixed nuclei
may precede DNA degradation and is due to long-term
treatment at 65°C in the presence of SDS. Therefore, after
performing lysis in isotonic conditions, we titrated the
duration of exposing nuclei to heat at 65°C and found that
incubation of fixed nuclei for more than 40 min results in
DNA degradation, presumably indicating disintegration of
the nuclei and a release of nucleases (Figure 2E).
We concluded that heating nuclei at 65°C should not exceed
40min in case of S2 cells.

Thus, these data suggest that, on the one hand, heat treatment
of fixed nuclei in the presence of SDS at 65°C partly reverses
the cross-links and inactivates the remaining nucleases of a
cytoplasmic origin and, in part, nuclear nucleases. On the
other hand, the treatment leads to disintegration of the fixed
nuclei and the release of residual nuclear nucleases, causing
subsequent DNA degradation (see also the section Reversion
of Cross-links and Isolation of the 3C Library section). From
this point on, we used a hypotonic lysis buffer.

The effect of DNA degradation depending on the time of
incubation at 65°C (Figure 2E) was unexpected but fits into
the standard 3C protocol schemes. The time of chromatin
processing at 65°C usually does not exceed 5-10min in different
types of 3C protocols (Miele et al., 2006; Kalhor et al., 2012;
Rao et al, 2014). The results of the experiment (Figure 2E)
imply that a brief chromatin treatment at 65°C already damage
nuclei. This damage might partly release genomic DNA into
solution. To study this issue, we analyzed 10 independent
samples wherein chromatin was heated for 10min at 65°C in
the presence of 0.3% SDS. After heating, the samples were
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FIGURE 2 | Cell lysis buffer composition and temperature regimens of chromatin treatment affect DNA integrity. (A-C) Effect of the lysis buffer composition on the
integrity of the resulting DNA. 10mg (~12 min of cells) of S2 cells was fixed with 1% FA in 1X PBS at RT for 10min, quenched equimolar with glycine for 5min at RT,
washed twice with 1X ice-cold PBS, and then resuspended in ice-cold lysis buffers #1, 2, 3, 9, 10, and 11 according to Table 2. Lane 1 — Buffer #1; Lane 2, #2;
Lane 3, #3; Lane 4, #9; Lane 5, #10; and Lane 6, #11. Cells were incubated in different lysis buffers on ice for 15min and were then washed once with ice-cold 1X
PBS and resuspended in 1X RB for Dpnll (50 mM Bis-Tris-HCI, 100mM NaCl, 10mM MgCl,, 1mM DTT, and pH 6.0 at 25°C). Then, SDS was added up to 0.1%
(A,B) and the nuclei were treated with heat at 65°C for 10min+37°C for 50min (A) or at 37°C for 1h (B) and then Triton X-100 was added up to 1.8% (A,B) and
the nuclei were incubated at 37°C for 1h (A,B). Thereafter, 500 ul of EB (50mM Tris-HCI pH 8.0, 50mM NaCl, and 1% SDS; Hug et al., 2017) containing 30mM
EDTA and 0.2mg/ml PrK was added. The cross-links were reversed in EB at 65°C overnight (O/N) and the DNA was extracted with Ph/Chl and subsequently with
Chl only, precipitated with 3V of 96% ethanol, 0.3M NaOAc pH 5.2, and 100 pg of glycogen, washed with 70% ethanol three times, dissolved in 25pl of 10mM
Tris-HCI pH 8.0, and treated with 0.2-0.4 mg/ml of bovine RNase A for 30 min at RT. The amount of DNA subjected to electrophoresis was 1 pl. For (C), the cells
were treated in the same way as for A and B, but the step of chromatin heat treatment in the presence of SDS and Triton X-100 was omitted and instead,
immediately after resuspension of nuclei in 1X RB, 500 pl of EB was added, supplemented with the same amount of SDS and Triton X-100 as for A and B. The
reversion of cross-links and DNA extraction was performed in the same way. One of the three replicate experiments is shown. (D) Chromatin heat treatment at 65°C
results in some DNA preservation during subsequent isolation. Cells were fixed, quenched, washed after quenching with 1X PBS as in A-C, and lysed in isotonic
lysis buffer #3 (see Table 2; Tolhuis et al., 2002; lanes 1, 2) or in hypotonic lysis buffer #10 (Splinter et al., 2012; van de Werken et al., 2012; lanes 3, 4). Cells were
incubated in lysis buffers on ice for 15min and then nuclei were centrifuged, supernatant was discarded, nuclei were resuspended in 1X RB, SDS was added up to
0.3%, and nuclei were incubated at 65°C for 10min (lanes 2, 4) or left untreated (lanes 1, 3). Thereafter, 500 ul of EB was added, the cross-links were reversed as in
A-C, and the DNA was extracted using the GeneJET Genomic DNA purification kit (Thermo), according to the manufacturer’s instructions. (E) DNA degradation
upon chromatin treatment at 65°C. Cells were fixed, quenched, washed after quenching with 1X PBS as in A-C, and then lysed in isotonic lysis buffer #3 (see
Table 2). Cells were incubated in lysis buffer on ice for 15min and then nuclei were washed once with 1X ice-cold PBS, resuspended in 1X RB for Dpnll, and then
SDS was added up to 0.1%. Then, nuclei were treated with heat at 65°C for 10, 20, 30, 40, 50, 60, and 90min in the presence of 0.1% SDS. After that, the nuclei
were incubated for up to 1h at 37°C for 50, 40, 30, 20, and 10min (lanes 1-6, respectively). Then, Triton X-100 was added up to 1.8% and the nuclei were
incubated at 37°C for 1h. In the case of lane 7, after incubation in 0.1% SDS at 65°C for 90 min, Triton X-100 was added immediately up to 1.8% and nuclei were
incubated at 37°C for 1h. After incubation with SDS/Triton X-100500 pl of EB was added to all samples, the cross-links were reversed and the DNA was extracted,
precipitated, dissolved, and treated with bovine RNase A and subjected to electrophoresis as in A-C. One of the three replicate experiments is shown.

divided into the supernatant and pellet fractions and the of 10 samples after nuclei were heated at 65°C for 10min,
supernatant fractions were analyzed. Release of the genomic  apparently indicating damage to the fixed nuclei (Figure 3A).
DNA from nuclei into the supernatant (as well as a release To exclude that the nuclei were damaged at the previous
of processed ribosomal RNA) was clearly detectable in 8 out  stage of the procedure, we carried out the same experiment
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FIGURE 3 | DNA and RNA release from nuclei upon their treatment with heat in the presence of SDS. (A) Chromatin treatment at 65°C causes DNA release from
nuclei. Cells were fixed, quenched, and washed after quenching with 1X PBS as in Figures 2A-C and then lysed in hypotonic lysis buffer #11 (see Table 1),
incubated on ice for 15min, washed once with ice-cold 1X PBS, and resuspended in 1X RB for Dpnll. Then, SDS was added up to 0.3% and the nuclei were
treated with heat at 65°C for 10min+37°C for 50 min. After that, Triton X-100 was added up to 1.8% and the nuclei were incubated at 37°C for 1 h. Thereafter, the
samples were separated into the supernatant (100 pul) and the pellet and 500 ul of EB was added to the supernatant fractions (lanes 1-10, 10 replicates of the
experiment). Then, the cross-links were reversed and the DNA was extracted, precipitated, dissolved, and treated with bovine RNase A (lower panel) as in

Figures 2A-C or left untreated (upper panel). The amount of the DNA subjected to electrophoresis was 2 pl. gDNA — genomic DNA, rRNA — processed high-
molecular-weight RNA, and RNA - low-molecular-weight RNA (tRNA + degraded mRNA). (B) The content of nucleic acids in the supernatant after the stage of cell
lysis. Cells were lysed on ice as in A and the samples were separated into the supernatant containing cytoplasm (100 pl) and the pellet fractions. EB was added to
the supernatant fractions as in A. Then, the cross-links were reversed and the DNA was extracted, precipitated, dissolved, and treated with bovine RNase A (lower
panel) or left untreated (upper panel) and subjected to electrophoresis as in Figures 2A-C. All other designations are as in A.

at the cell lysis stage. Analysis of the supernatant after cell
lysis showed that only rRNA and low-molecular-weight RNA
came out into solution during cell lysis and that there was
no release of genomic DNA into solution (Figure 3B).

Thus, even a short incubation at 65°C apparently leads to
damage to nuclear structures and a partial release of genomic
DNA from nuclei into solution.

In order to understand which particular processing regimens
of nuclei are the most harmful for nuclear integrity, we studied
the release of DNA and rRNA into solution at different
concentrations of SDS upon treatment of nuclei at 65°C for
10 and 5min, as well as at 37°C for 10min and 1h. We found
that, at 0.1% SDS, all processing regimens were apparently
benign for nuclei and the release of DNA and RNA into
solution was minimal (Figure 4, upper row of panels, from
left to right). At 0.3% SDS, regimens with 65°C for 5min,
37°C for 10min, and 37°C for 1h appeared to be equivalent
in terms of maintaining nuclear integrity and provided minimal
DNA release, but treatment at 65°C for 10min provoked a
noticeable DNA release in one replicate (Figure 4, middle row
of panels, from left to right). Besides, a more pronounced
release of low-molecular-weight RNA from nuclei was observed
at 0.3% SDS compared with 0.1% SDS. At 0.5% SDS, treatment
at 65°C for 10 min provoked a noticeable DNA release in both
replicates and a more pronounced DNA release was observed

with all other regimens (Figure 4, bottom row of panels, from
left to right). Besides, a huge amount of low-molecular-weight
RNA and an appreciable amount high-molecular-weight RNA
were released from nuclei into solution in the presence of
0.5% SDS.

We concluded that 0.3% is the maximum possible SDS
concentration that does not cause nuclear damage. At this
SDS concentration, it is possible to process nuclei at 65°C for
5min to inactivate the residual nuclease activity without
significantly compromising their integrity. Pronounced
solubilization of histones from the nuclear fraction into the
solution was also observed at this concentration (Gavrilov,
2016). However, the 0.1% SDS concentration appears to be the
most sparing and makes it possible to preserve the maximum
amount of nuclear RNA.

A scenario is also likely that the treatment of nuclei with
heat and SDS does not cause partial damage to all nuclei, but
rather a complete disintegration of some of the nuclei occurs.
However, our observations testify against this scenario; i.e.,
we did not observe any decrease in the mass of the nuclear
pellet even when nuclei were treated at 65°C for 10min in
the presence of 0.5% SDS. We noticed that the higher SDS
concentration, the more transparent was the pellet of nuclear.
When nuclei were treated with 0.1% SDS, the pellet of S2
nuclei was light gray. When nuclei were treated with 0.5%
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FIGURE 4 | DNA and RNA release from nuclei at different SDS concentrations and under different nuclei treatment regimens. Cells were fixed, quenched, washed
after quenching with 1X PBS as in Figures 2A-C, and then lysed in hypotonic lysis buffer #11 (see Table 2). Cells were incubated on ice for 15min and nuclei were
washed once with the lysis buffer and then resuspended in water supplemented with the appropriate amount of SDS (0.1, 0.3, or 0.5%). Then, the nuclei were
treated with heat in the following conditions: 65°C for 10min (lanes 1, 2), 65°C for 5min (lanes 3, 4), 37°C for 10min (lanes 5, 6), and 37°C for 1h (lanes 7, 8). Triton
X-100 was added up to 1.8% and nuclei were incubated at 37°C for 15min. Thereafter, the samples were separated into the supernatant (250 pl) and the pellet and
500l of EB was added to the supernatant fractions. Then, the cross-links were reversed at 56°C O/N and DNA was extracted, precipitated, dissolved, and treated
with bovine RNase A (middle row of panels from top to bottom) as in Figures 2A-C or left untreated (left row of panels from top to bottom). The pellet fractions
(right row of panels from top to bottom) were processed further as follows: Nuclei were washed with 1X RB for Dpnll buffer and incubated in 1X RB at 37°C for 1h

the same.

with agitation (restriction reaction imitation). After that, nuclei were washed with 1X T4 DNA ligase buffer (50 mM Tris-HCI pH pH7.5, 10mM MgCl,, 1 mM ATP, and
10mM DTT) three times and incubated at 16°C for 30 min and at 22°C for 30min in 1X T4 DNA ligase buffer (ligation reaction imitation). Then, 500 pul of EB was
added and the pellet fractions were processed as for the supernatant fractions. The amount of the DNA subjected to electrophoresis was 2 pl for supernatant
fractions and 1 pl for pellet fractions. Upper row of pictures from left to right — treatment with 0.1% SDS; middle row of pictures — 0.3% SDS; and the bottom row of
pictures — 0.5% SDS. All other designations were as in Figure 3A. Two replicates of each experimental condition were carried out. The exposure time for all gels is

SDS, the pellet became “glassy” and difficult to work with at
subsequent stages. A nuclear pellet obtained after treatment
with 0.3% SDS had an intermediate transparency. We also
noticed that cell nuclei acquire the same “glassy” appearance
when the RE is inactivated after the restriction reaction in
the presence of 1.3-1.6% SDS in the dilution protocol.

In addition, we found that not only high-molecular-weight
DNA was detectable in solution after RNase treatment of the
supernatant fractions, but also a significant amount of DNA
molecules of different lengths (a DNA smear from more than
10,000 to 100bp; Figure 4, middle row of panels, from top
to bottom). The severity of chromatin treatment correlated
with the intensity of the smear, which was minimal in the
case of the regimen of 37°C for 10min. The finding, together
with the intactness of the high-molecular-weight DNA band,
indicates that this fraction is a result of the processing of
nuclei with SDS, rather than DNA degradation in the process
of DNA isolation/cross-links reversion. We do not know about
the nature of this DNA fraction, but it is possible that this

DNA may contribute to the elevated frequency of spurious
contacts due to random ligation in dilute solution and might
represent a source of experimental noise as described in Rao
et al. (2014), Nagano et al. (2015b), Downes et al. (2021).
Our data agree with the observations by Downes et al. (2021),
who showed by separating the in situ 3C sample into intact
nuclei and soluble DNA that ~25% of in situ 3C libraries
come from disrupted nuclei.

Thus, taken together, the results suggest that the longer the
incubation of nuclei at a higher temperature and the greater
the SDS concentration used to extract nuclear proteins, the
more genomic DNA and RNA passed into the supernatant
fraction, indicating progressive damage to the nuclear structure
with the increase in temperature and SDS concentration.
Incubation at 37°C provides milder conditions of chromatin
treatment. On the other hand, heat treatment of nuclei at
65°C is necessary to inactivate nucleases and may be useful
for better DNA preservation at subsequent stages. However,
the duration of chromatin treatment with heat, as well as the
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SDS concentration, must be kept as low as possible to preserve
the integrity of nuclei.

RESTRICTION OF DNA IN NUCLEI

In this part, we studied RE digestion of chromatin in nuclei.
Protein complexes cross-linked to DNA may block restriction
sites and reduce the efficiency of restriction digestion (Naumova
et al,, 2012). In turn, the efficiency of protein complex cross-
linking can be influenced by the amount of FA used for fixation.
Besides, the SDS/Triton X-100 ratio in the restriction reaction
mixture, the duration of digestion and concentration of RE,
and the conditions of chromatin treatment before chromatin
digestion may exert an effect on the digestion efficiency. It
was proposed to optimize the digestion efficiency by varying
the SDS/Triton X-100 amounts before digestion, increasing
Triton X-100 upon restriction digestion, and lowering the FA
concentration (Hagege et al., 2007; Stadhouders et al., 2013).
Since we selected the conditions for washing of nuclei from
SDS/Triton X-100 (Supplementary Figure S1C), we therefore
focused on the influence of chromatin treatment conditions
and FA concentration on the restriction digestion efficiency.

First, to understand how the chromatin processing conditions
affect the efficiency of DNA digestion in nuclei, we processed
nuclei with SDS in two regimens, at 65 and 37°C, and then
sequestrated SDS with Triton X-100. The DNA restriction
pattern was not found to change depending on the temperature
and duration of chromatin treatment (Figures 5A-D). Instead,
unexpectedly, we observed more efficient ligation (denser and
sharper at the top of the smear after DNA ligation) when
chromatin was processed with SDS at 37°C (Figure 5, compare
panels A and B with C and D).

Thus, more stringent conditions of chromatin treatment do
not result in more efficient digestion of chromatin with RE
but may instead influence the ligation efficiency.

Next, we investigated how the FA concentration affects the
efficiency of chromatin digestion in nuclei. The formation of
DNA fragments of higher molecular weights (MWs) is indicative
of incomplete fragmentation of chromatin after its restriction
digestion with a 4-bp cutter in nuclei (Figures 5A-D). This
pattern corresponds to the pattern of DNA digested in solution
with a 6-bp cutter (Figure 5E) rather than of DNA digested
in solution with a 4-bp cutter (Figure 5E). Hence, we concluded
that chromatin was not fully digested in nuclei. There are
indications that the FA concentration may be directly related
to the efficiency of chromatin digestion (Splinter et al., 2004;
Dekker, 2007; Comet et al., 2011; van de Werken et al., 2012).
The 1% FA concentration, which we used in experiments
illustrated in Figures 5A-D, might be too high for efficient
digestion. Therefore, we lowered the FA concentration to 0.5%
and observed much more efficient digestion of cross-linked
chromatin with Dpnll (Figure 5F). The restriction pattern
obtained at 0.5% FA was more similar to that observed after
restriction in solution (Figure 5E) and did not shift down
with a decrease in the FA concentration to 0.25% or even to
0.1% (Figure 5F).

Moreover, we noticed that the results related to chromatin
accessibility to a RE may depend on the FA source. For example,
a 1% FA solution prepared from PFA powder provides a higher
fixation strength than a similar solution prepared from a 37%
ready-to-use commercial solution. We estimate that 0.5% FA
made from PFA and 1% FA made from a 37% commercial
solution show comparable fixation efficiencies.

Other important issues are the duration of digestion and
the RE concentration in the restriction reaction. The most
common incubation time with a RE is 12-16h (overnight
incubation; Louwers et al., 2009; Nagano et al., 2013, 2015b,
2017; Flyamer et al, 2017). Digestion for 2-4h was also
suggested (Rao et al, 2014; Golov et al, 2020; Vermeulen
et al.,, 2020; Ulianov et al., 2021). We determined that desired
result is achieved within 3h, although overnight incubation is
convenient (Figure 5F). Regarding the RE concentration in
the restriction reaction, a concentration of 2U/pl is sufficient
for efficient digestion of chromatin, in the case of using 10mg
of starting material as described in Figures 2A-C. The DpnlI
concentration we used was slightly higher than in recent works
(0.66-1.66 U/pl; Golov et al, 2020; Vermeulen et al, 2020;
Ulianov et al, 2021) and more similar to that used to digest
yeast chromatin (2.07 U/pl; Schalbetter et al., 2019).

Thus, our data suggest that the efficiency of chromatin digestion
depends mostly on the cross-linking agent concentration and is
independent of the conditions of SDS/Triton X-100 chromatin
treatment before digestion or the digestion time. Cells fixation
with 0.5% FA for 10min is sufficient for efficient digestion of
chromatin with DpnlI for 3h at a concentration of RE of 2U/pl.

LIGATION OF DNA IN NUCLEI

Before studying the peculiarities of ligation in nuclei, we checked
how exactly T4 DNA ligase concentration affects the ligation
efficiency. Activities of T4 DNA ligases were investigated in
solution using genomic DNA cut with DpnII. The DNA ligation
pattern in solution was not found to vary when T4 DNA
ligase was used at 1, 5, or 10U per reaction (Figure 6A).
However, highly concentrated T4 DNA ligase (10U/pl) is
convenient to use since it prevents large amounts of glycerol
from entering the reaction.

The pattern obtained after DNA digestion and ligation
in solution (Figure 5E) differed from ligation patterns
obtained after chromatin ligation in nuclei (Figures 5A-D,F).
We assumed that DNA incubation at 16°C for 30 min followed
by 22°C for 30 min (Figures 5A-D,F) may be insufficient
for efficient ligation of cross-linked chromatin in nuclei.
We therefore performed the experiments where non-cross-
linked chromatin was ligated using the same incubation
time (1h) or cross-linked chromatin was ligated for incubation
time extended from 1h to overnight. It was observed that
uncross-linked chromatin was more readily ligated in nuclei
than cross-linked chromatin within 1h (compare lane 3 in
Figures 5A-D,F and lane 3 in Figure 6B). The prolongation
of the ligation time for cross-linked chromatin from 1h to
overnight had a positive effect on the ligation pattern (made
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FIGURE 5 | Restriction digestion of DNA in nuclei and in solution. (A-D) Endonuclease digestion of the chromatin in nuclei after different regimens of chromatin
treatment. Cells were fixed, quenched, washed after quenching with 1X PBS as in Figures 2A-C and then lysed, incubated in lysis buffer, and washed as in
Supplementary Figure S1A. Then, nuclei were resuspended in autoclaved water supplemented with 0.3% SDS and were treated with the SDS and subsequently
with Triton X-100 (1.8% final) in the following conditions, as indicated in the figure: (A) 65°C for 10 min with SDS +37°C for 15 min with SDS/Triton X-100; (B) 65°C
for 5min with SDS+37°C for 15min with SDS/Triton X-100; (C) 37°C for 10min with SDS +37°C for 15min with SDS/Triton X-100; and (D) 37°C for 1h with
SDS+37°C for 1h with SDS/Triton X-100. Then, nuclei were centrifuged, supernatant containing SDS/Triton-X100 was removed and nuclei were washed three
times with 1X RB (Dpnll buffer), and then resuspended in 1X RB and incubated with 2 U/l of Dpnll for 3h at 37°C with agitation. Then, nuclei were washed three
times with 1X T4 DNA ligase buffer, resuspended in 1X T4 DNA ligase buffer, and incubated with 0.25U/pl of T4 DNA ligase (Sibenzyme) for 30min at 16°C and for
30min at 22°C with agitation. Aliquots of 1/10 of the sample volume were taken after chromatin treatment with SDS/Triton X-100, followed by washing of the nuclei
with 1X RB (Lane 1 — undigested chromatin, chromatin integrity control before RE digestion, control #1) and, after restriction reaction, followed by washing with 1X
T4 DNA ligase buffer (Lane 2 — digested chromatin, chromatin restriction control after RE digestion, control #2). The volume of samples was adjusted, with 1X T4
DNA ligase buffer, to 250l and PrK, SDS and EDTA were added, as in Supplementary Figure S1A, to the control #1, control #2, and ligation (lane 3) and control
#3 (lane 4 — a control of DNA integrity throughout all stages of the procedure — sample that went through the entire procedure without addition of RE and T4 DNA

ligase). Cross-links were reversed as in Supplementary Figure S1A and the DNA was extracted, precipitated as in Figures 2A-C, dissolved in 25yl for control #1
(continued)
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FIGURE 5 | and #2, in 20l for ligation and in 25 ul for control #3, and then treated with bovine RNase A as in Figures 2A-C. 10 pl of dissolved DNA was
subjected to electrophoresis for control #1 and #2, as was 1 pl for ligation and control #3. Three replicates of each experimental condition were carried out.

(E) Patterns of the genomic DNA digestion with 4-bp and 6-bp cutters and ligated in solution. 100mg of S2 cells was harvested, washed with 1X PBS, and
resuspended in 1 ml of EB. Cells were incubated at 56°C for 30min and the DNA was extracted, precipitated (w/o glycogen), washed as in Figures 2A-C, dissolved
in 150 pl of Tris-HCI pH 7.9, treated with 50U of RNase | (Thermo) at RT for 30 min, purified using 1.5X AMPure XP beads (see purification of 3C library on magnetic
beads), and eluted with 150 pl of 10mM Tris-HCI pH 7.9. 1 ul of the DNA was digested with 10U of Res, indicated above the picture, in the following buffers: Dpnll

pH 6.0, NEBS3 pH 7.9, and BamHI and EcoRl, respectively. After digestion, the REs were heat inactivated and DNA was precipitated, washed with ethanol as in
Figures 2A-C and subjected to electrophoresis or ligated in solution with 0.05 U/pl of T4 DNA ligase (Sybenzyme) for 30 min at 16°C and 30min at 22°C with
agitation, purified using AMPure XP beads (the elution was implemented using 10mM Tris-HCI pH 7.9 at RT), and then subjected to electrophoresis. Lane 1 — non-
digested DNA; Lane 2 — digested in solution DNA; and Lane 3 — DNA ligated in solution after digestion. One of the three replicated experiments is shown.

(F) Concentration of the fixing agent below 0.5% improves chromatin digestion. Cells were fixed with different concentrations of FA (indicated above the pictures) in
1X PBS at RT for 10min, quenched, washed after quenching with 1X PBS as in Figures 2A-C and then lysed, incubated in lysis buffer, and washed as in
Supplementary Figure S1A. Then, nuclei were resuspended in autoclaved water supplemented with 0.3% SDS, incubated at 65°C for 5min and then Triton X-100
was added up to 1.8% and nuclei were incubated at 37°C for 15 min. Then, nuclei were washed with 1X RB three times and the RE digestion of the chromatin,
washing of nuclei and DNA ligation in nuclei were carried out as in A-D. Control aliquots were taken as in A-D. The volume of samples was adjusted with 1X T4
DNA ligase buffer to 250 pl and PrK, SDS, and EDTA were added. The cross-links were reversed as in Supplementary Figure S1A and the DNA was extracted,
precipitated as in Figures 2A-C, dissolved as in A-D, treated with bovine RNase A as in Figures 2A-C, and subjected to electrophoresis as in A-D. The
designation of lanes is as in A-D. Two replicates of each experimental condition were carried out.

the shmear to shift up; compare lane 3 in Figures 5A-D,F
and lane 3 in Figure 6C).

Thus, cross-linking apparently imposes certain spatial
restrictions on the rate of chromatin ligation in nuclei and
these can be overcome by a longer ligation duration.

Since SDS dramatically reduces the ligation efficiency (Louwers
et al, 2009), chromatin ligation is usually performed in the 3C
procedure after strong dilution of the restriction reaction mixture
containing a high amount of SDS sequestered with Triton X-100.
In this case, T4 DNA ligase is added to a buffer containing SDS
diluted to 0.1% and sequestered with 1% of Triton X-100 (Dekker
et al,, 2002; Tolhuis et al, 2002; Lieberman-Aiden et al., 2009;
Comet et al, 2011; Stadhouders et al, 2013; Vermeulen et al,
2020). However, as in the case of restriction digestion, the ligation
reaction in the presence of 0.1% SDS and 1% Triton X-100 may
be far from optimal. Therefore, we investigated the issue of whether
the presence of 0.1% SDS and 1% Triton X-100 in the ligation
reaction affects the efficiency of ligation in nuclei. We found that
0.1% SDS present in the reaction mixture alone, or surprisingly,
in combination with 1% Triton X-100 (fresh stock and fresh
working solution were prepared) negatively affects the ligation
efficiency, whereas 1% Triton X-100 alone does not affect the
ligation pattern (Figure 6D).

Thus, the washing of nuclei with the 1X T4 DNA ligase
buffer after restriction digestion as proposed by Flyamer et al.
(2017), Golov et al. (2020) helps to ensure efficient ligation
by washing out SDS.

When the ligation reaction is carried out in the presence
of 0.1% SDS and 1% Triton X-100, then complete sequestration
of SDS by Triton X-100 is an important factor, since trace
amounts of SDS will inhibit T4 DNA ligase. It was proposed
to prepare a new Triton X-100 working solution every 1-2 months,
since an old Triton X-100 solution has a notable negative
effect on the digestion efficiency, probably due to inefficient
sequestration of SDS with Triton X-100 decayed by light
(Louwers et al., 2009). We did not observe any difference
between a freshly prepared stock solution (20%) and an old
one, which was kept protected from light at +4°C for at least
lyear (not shown). T4 DNA ligase worked inefliciently in
nuclei in the presence of SDS regardless of whether the new

(Figure 6D) or old (not shown) Triton X-100 solution was
used for sequestration.

It was shown that 0.1% SDS in combination with 1% Triton
X-100 does not reduce the efficiency of DNA ligation in solution
(plasmid DNA digested with a 6-bp cutter; Gavrilov et al., 2013a).
However, 0.1% SDS in combination with 1% Triton X-100 does
affect nuclear ligation (chromatin digested with a 4-bp cutter)
according to our results. This effect may be due to the different
times periods required for completing the reactions. Ligation of
plasmid DNA fragments in solution takes place within just 10min
(Gavrilov et al., 2013a), whereas efficient ligation of fixed chromatin
in nuclei requires at least several hours of incubation according
to our results (compare Figure 5F lane 3 and Figure 6C lane
3). During this long incubation time, T4 DNA ligase is possibly
inactivated by 0.1% SDS. Besides, 4-bp protruding ends are generally
less efficiently ligated even in solution as it follows from the
Figure 6E.

The efficiency of restriction digestion and ligation can
be determined by performing a PCR spanning a specific genomic
restriction site (Gavrilov, 2016). In order to quantitatively estimate
the efficiency of ligation (regeneration of the Dpnll site) in our
conditions, the amount of the intact site (uncut and religated)
was measured before and after ligation in the RpII locus by
PCR-stop analysis (Comet et al, 2011). Loss of the amplicon
signal after RE treatment is indicative of digestion efficiency (Belton
et al,, 2012). An increase in amplicon signal after ligation above
the level of the uncut site indicates a ligation event, suggestion
regeneration of the intact original restriction site (Gavrilov, 2016).

The experimental design of the system used to estimate the
digestion and ligation efficiency in the RpII locus is shown in
Supplementary Figures S2A,B. Before experiments, we validated
the presence of a Dpnll restriction site at the required position
of the RplI locus by sequencing (Supplementary Figure S2C)
and then optimized the Tag-man PCR conditions to achieve
maximum sensitivity (Supplementary Figure S2D; Supplementary
Table S2).

To estimate the digestion efficiency, one-third of the sample
after overnight digestion (10-12 mln of starting nuclei) was
recommended to take (Louwers et al., 2009), but our experience
showed that up to half of the digested sample is required to
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FIGURE 6 | DNA ligation in nuclei and in solution. (A) Patterns of the genomic DNA digested with Dpnll and ligated in solution with different concentrations of T4
DNA ligase. Genomic DNA was isolated (lane 1) and cut with Dpnll as in Figure 5E. Then, RE was heat inactivated and DNA was purified on AMPure XP beads and
subjected to electrophoresis (lane 2) or ligated for 1h as in Figure 5E in a reaction volume of 20 pl using 1 pul of commercially available preparation of T4 DNA ligases
in the following concentrations: lane 3-5 Weiss U/pl (Thermo, #EL0014), lane 4-1 Weiss U/pl (Sibenzyme, #E320), and lane 5 — high concentrated ligase of 10 Weiss
U/l (Sibenzyme, #E330). After ligation, the DNA was again purified using AMPure XP beads and subjected to electrophoresis. One of the three replicate
experiments is shown. (B) Pattern of ligation of uncross-linked chromatin in 1 h. Cells were left unfixed (0% FA), were washed with 1X PBS at RT, and were lysed,
incubated in lysis buffer, and washed as in Supplementary Figure S1A. Then, nuclei were treated with SDS and Triton X-100 as in Figure 5F. Nuclei were then
washed with 1X RB and after that RE digestion of the chromatin and DNA ligation in the nuclei were implemented as in Figures 5A-D. Control aliquots were taken
as in Figures 5A-D. The volume of samples was adjusted, with 1X T4 DNA ligase buffer, to 250 pl and then PrK, SDS, and EDTA were added to the controls and to
the ligation and the cross-links were reversed as in Supplementary Figure S1A. After this, DNA was extracted, precipitated as in Figures 2A-C, dissolved as in
Figures 5A-D, treated with bovine RNase A as in Figures 2A-C, and subjected to electrophoresis as in Figures 5A-D. The designations of lanes are as in A two
replicates of the experiment were carried out. (C) Pattern of ligation of cross-linked chromatin overnight. The experiment was carried out as in B, except that cells
were fixed, quenched, washed after quenching with 1X PBS as in Figures 2A-C, and ligation was implemented as in Figures 5A-D (with the exception of heat
treatment being performed O/N at 16°C). The designations of lanes are as in A. One of the three replicate experiments is shown. (D) Influence of the SDS and Triton
X-100, and their combined influence, on ligation efficiency. The experiment was carried out as in B, except that the cells were fixed with 0.5% FA in 1X PBS at RT
for 10min, quenched, and washed after quenching with 1X PBS as in Figures 2A-C. The ligation was implemented as in Figures 6A-D, except that DNA ligation
was performed O/N at 16°C under the following conditions: without SDS and without Triton X-100 (first panel); in the presence of 0.1% SDS (second panel); in the
presence of 1% Triton X-100 (third panel); and in the presence of both 0.1% SDS and 1% Triton X-100 (fourth panel). Then, control aliquots were taken as in
Figures 6A-D and samples were processed further, as in B. The designation of lanes is as in A. One of the three replicate experiments is shown.

use to reliably and conveniently measure the efficiency of  Gavrilov (2016). A possible alternative explanation is that,
digestion for 12mln of starting cells as described in  without cross-linking, cells/nuclei are broken during SDS
Figures 2A-C. treatment (either at 37°C or 65°C), which leads to aggregation
The first thing that we found was that fixed chromatin  of the nuclei (DNA in aggregated nuclei is not digestible by
treated with SDS/Triton X-100 is much more readily digested  REs). Thus, fixed chromatin appears to be more permissive
than non-fixed chromatin treated with SDS/Triton X-100 in  to restriction digestion than non-fixed chromatin.
the same way (Figure 7A). We assume that cell fixation preserves Second, we did not find any ligation yield after digestion
the nuclear architecture and nuclear pores in particular and  and ligation of non-fixed chromatin; no regeneration of the
thereby contributes to a more complete release of histones Dpnll site occurred in non-fixed chromatin against the
and other nuclear proteins from the nuclei upon their SDS/  background of uncut product (compare Figures 7A,F,G). The
Triton X-100 treatment, as it generally anticipated for the 3C  data are consistent with early observations by Dekker et al.
procedure (Dekker et al., 2002) and was demonstrated in  (2002) and Gavrilov and Razin (2008), who noted that the

Frontiers in Genetics | www.frontiersin.org 85 September 2021 | Volume 12 | Article 733937


https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/journals/genetics#articles

Bylino et al. Investigation of 3C Method

A B Cc
Influence of PFA fixation on Influence of 1% Triton on Influence of T4 DNA ligase
i restriction efficiency ) ligation efficiency concentration on ligation efficiency
- —
z 6 6 - _'
6
% | i 3 -3 ‘
L ® 4 § 4
o 4 : > 3
a 3 g = .g
c u"h £ 2
= 2 3 2 8o
1
1 1 0
0 0 1U/ul 0.25U/ul  0.025U/pl 0.0025U/ul
PFA w/o PFA w/o Triton 1% Triton Ligase concentration, Units
D
1U/u 025U/l 0.025U / pl 0.0025 U /
[ [2]s] [a]2]s] [alz2]af [sf2]s] [a]2]s] [a]2]s] |
= - A aa - = - - = = — —_— —
10000 Ll . - — f—
ity ==
==l =N =" W= W=7 g=" E
L. — - —
500
E F G
Influence of temperature on Amount of uncut Dpnli site Regeneration and
.. 0 in Rpll locus after restriction circularisation of Dpnll site
ligation efficiency P i 5 P
Bk and after ligation in Rpll locus
8 4 10 7 |
7 4 6
X 6 ’
= " 5
§ 51 f. 6 Religated product —
c 4 i g’
o = =
= 3 4 5
S 3 5 After restriction -% =
=5 d ligati 2
= 5 , and ligation =
After restriction
14 1
o " i
" o Uncut site Uncut site + 0
16°C 22°C Regeneration Regeneration Circularisation

FIGURE 7 | Quantification of restriction digestion and ligation efficiency depending on reaction conditions. (A) Cell fixation enables efficient chromatin digestion.
The experiment with unfixed cells was performed as in Figure 6B, except that ligation O/N was at 16°C. The experiment with fixed cells was carried out as in
Figure 6B, except that cells were fixed with 0.5% FA, quenched, washed after quenching with 1X PBS as in Figures 2A-C, and ligation O/N was at 16°C. Control
aliquots were taken as in Figures 5A-D and samples were processed further as in Figure 6B. The graph shows the frequency of intact (uncut) restriction site in the
samples fixed with FA or non-fixed. The proportion of the uncut site was determined using PCR-stop analysis as described in Figures 8A,B. Error bars indicate SDs
of four technical PCR measurements from at least three independent biological replicates of 3C library. Asterisks indicate significance levels: “p<0.001, n=22.

(B) Triton X-100 does not influence ligation efficiency. The experiment was carried out as in (A). The ligation yield was calculated as described in Supplementary
Figures S2A,B. No statistically significant difference between the groups was found (p<0.5, n=20). (C,D) High T4 DNA ligase concentration decreases ligation
efficiency. The experiments were carried out as in A, except that ligation was performed at different T4 DNA ligase concentrations, as indicated, O/N at 16°C. The
ligation yield was calculated as described in Supplementary Figures S2A,B. Error bars indicate SDs of four technical PCR measurements from at least three
independent biological replicates of 3C library. Statistically significant differences between groups are indicated with asterisks: ‘o <0.05. The representative
experiment presented under D was carried out in two replicates. The designation of lanes in D are as in Figures 5A-D. (E) Ligation efficiency does not significantly
differ at 16°C and 22°C. The experiment was carried out as in A. The ligation yield was calculated as described in Supplementary Figures S2A,B. No statistically
significant difference between the groups was found (p <0.25, n=8). (F,G) Quantitative values reflecting the effectiveness of the 3C procedure at the Rpll site. The
experiments were implemented as in A. The amount of intact (uncut or religated) Dpnll site, the ligation yield, and the amount of circularized product were estimated
as described in Supplementary Figures S2A,B. Asterisks indicate significance levels: for F "p<0.05, n=24; for G “p<0.001, n=20.

ligation yield is very low in non-fixed yeast and mammalian  Belaghzal et al. (2017) that leaving out the cross-linking step
cells, respectively, not exceeding 5% of the amount of ligation leads to dramatic loss of detected contacts and the inability
in fixed cells. The data agree with later observations by to reconstruct the chromatin conformation beyond a few kb.
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TABLE 3 | Amounts of uncut site and the ligation yield in different type of protocols.

Conditions of

Protocol used Amou'.ﬂ of Ligation yield, Material FA conc., % RE chromatin
uncut site, % %
treatment, °C

In-nucl

This study rraucieus 35 Drosophila cells 05 Dpnll 65
ligation protocol

Gavriloy, 2016 Dilution protocol 20 Mouse cells 2 Mbol 37

van de Werken et al., 2012 Insitu ligation 20 ND* Human cells 2 Dpnll a7
protocol

*ND, Not determined

Third, we observed that the presence of 1% Triton X-100 in
the ligation reaction did not exert a significant effect on the
ligation efficiency (Figure 7B). The finding was consistent with
electrophoresis data (Figure 6D). Thus, Triton X-100 added
up to 1% does not inhibit ligation in nuclei. Moreover,
we observed that the ligation efficiency may be improved in
the presence of Triton X-100 in the ligation reaction since
some amount of Triton X-100 prevents adhesion of nuclei to
the tube walls. To prevent adhesion of nuclei, 0.1% Triton
X-100 is sufficient.

Further, we quantified how the T4 DNA ligase concentration
and the temperature affect the efficiency of DNA ligation in
nuclei. We found that ligation was most efficient at T4 DNA
ligase concentrations ranging from 0.25 to 0.025U/ul. We did
not find significant differences in ligation efficiency between
the two concentrations, while lowering the ligase concentration
to 0.0025U/pl led to a significant decrease in ligation efficiency
(Figures 7C,D). Unexpectedly, increasing the T4 DNA ligase
concentration in the reaction from 0.25 to 1U/pl decreased
the ligation efficiency (Figures 7C,D).

We assume that an increase in T4 DNA ligase concentration
leads to rapid consumption of the ATP pool and that this might
be critical during the long incubation time of the reaction. Thus,
the reaction of chromatin ligation in nuclei should be neither
overloaded with T4 DNA ligase nor lacking it. Our results are
in good agreement with the data of other authors. For example,
the final concentrations of T4 DNA ligase were 0.0012, 0.001,
and 0.006 Weiss U/pl in the articles (Lieberman-Aiden et al,
2009; Naumova et al., 2013; Falk et al., 2019), respectively, where
the Dekker team’s protocol was used. The concentration of T4
DNA ligase was also not high in other classical works and
protocols. For example, the concentrations were 0.006, 0.008,
and 0.014 Weiss U/ul in (Stadhouders et al., 2013; Rao et al,
2014; Nagano et al,, 2015b), the concentrations were 0.006, 0.008
and 0.014 Weiss U/pl, respectively, and 0.013 Weiss U/pl in
Splinter et al. (2012), van de Werken et al. (2012) and 0.02 and
0.024 in Comet et al. (2011) for 3C and H3C, respectively (Cavalli
team’s protocol). TThe range of the most efficient T4 DNA ligase
concentrations (0.25-0.025 U/ul) that we found for S2 cells is
more consistent with the T4 DNA ligase concentration described
for Drosophila tissues (from adults, pupae, or embryos; Comet
et al, 2011). As for the temperature, we found no significant
differences in ligation efficiency between 16 and (Figure 7E).

Next, to quantify the ligation efficiency, we measured the
amounts of the uncut site and ligated product (target ligation,

regeneration of the original restriction site, or ligation yield).
The amounts of the uncut site and religated product were
estimated at 3.4+0.2 and 8.3+1.7%, respectively (Figure 7F).
The average range of variation between technical replicates
was only +0.4% after determining the amount of the uncut
site, while it was £1.5% after determining the ligation yield,
the two values differing significantly (p <0.05, N=20). Moreover,
there was no significant correlation between the amount of
the uncut site and the ligation yield either in the presence of
1% Triton X-100 (r=0.49, p<0.15, N=10) or in the absence
of Triton X-100 (r=0.333, p<0.35, N=10).

We concluded that our experimental conditions make it
possible to achieve efficient chromatin digestion with Dpnll
and to detect the ligation products at an acceptable level, above
the background of non-cleaved DNA. At the same time, a
larger data variation observed after ligation than after digestion
is possibly a reflection of the fact that ligation of target DNA
ends is a rare event in the 3C procedure (Gavrilov et al,
2013a; Gavrilov, 2016), thus, requiring prolong incubation in
the case of fixed nuclei (Figures 5A-D,F, Figures 6B,C) and
being therefore statistically more variable according to our results.

The efficiency of DNA digestion should be as high as possible,
preferably higher than 80% (Louwers et al, 2009; Naumova
et al,, 2012; van de Werken et al., 2012) and may vary between
samples and cell types used (Splinter et al., 2012).

Several works were performed to measure the frequencies
of restriction site regeneration (ligation yield) and the percentage
of uncut site copies (van de Werken et al, 2012; Gavrilov,
2016). We compared our results with the results from these
works (Table 3).

The percent of cut site in our conditions (96.6%) was
much higher than achieved with the dilution (Gavrilov, 2016)
and with in situ (van de Werken et al., 2012) protocols.
This might be explained by the lower FA concentration
used, the different source of experimental material, and
different conditions of chromatin treatment in our study
compared with the above works.

At the same time, the ligation yield in our study (~5%)
was lower than with the dilution protocol (Gavrilov, 2016;
Table 3; Figure 7G). This can be partly explained by using
of different RE (Dpnll instead of Mbol) or is more likely
be a consequence of different conditions of chromatin treatment
[65°C in our study vs. 37°C in Gavrilov (2016)] since it seems
that chromatin treatment at 37°C might give a higher ligation
yield, as the Figures 5A-D imply.
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FIGURE 8 | Inhibition of T4 DNA ligase activity with NaCl. (A,B) The ability of T4 DNA ligase to ligate DNA in the presence of NaCl using genomic DNA. Genomic
DNA was isolated, dissolved, treated with RNase |, purified on AMPure XP beads (lane 1), and digested with Dpnll in Dpnll buffer pH 6.0 (A) or with EcoRI in EcoRlI
buffer (B) as in Figure 5E. After digestion, REs were heat inactivated and DNA was purified on AMPure XP beads and subjected to electrophoresis (lane 2) or
ligated in solution as in Figure 6E in the presence of different concentrations of NaCl (indicated by the upper raw of figures presented above the picture). Then, DNA
was desalted by purification on AMPure XP magnetic beads and subjected to electrophoresis. Lane 1, non-digested DNA,; lane 2, digested DNA; and lanes 3-10,
DNA ligated at different concentrations of NaCl (0-200mM). 41 mM is a concentration on NaCl in ligation reaction from Comet et al. (2011). One of the three
replicate experiments is shown. (C,D) The ability of T4 DNA ligase to ligate DNA in the presence of NaCl using plasmid DNA. Plasmid DNA of pUC19 (C) or of pU6-
Bbsl-chiRNA (D) was linearised using a unique EcoRl site in the backbone. Restriction digestion was performed using 10U of EcoRlI in EcoRI buffer in a volume of
20ul. Then, RE was heat inactivated and DNA was precipitated and washed with ethanol as in Figures 2A-C, dissolved in 10mM Tris-HCI pH 8.0, ligated in
solution as in Figure 5E, and subjected to electrophoresis. Lane 1, non-digested plasmid (400 ng); lane 2, linearised plasmid (400ng); lane 3, a double amount of
linearised plasmid was taken after precipitation with ethanol; and lanes 4-11, DNA ligated in the presence of different concentrations of NaCl (0-200mM). 41 mM is
a concentration on NaCl in ligation reaction proposed from Comet et al. (2011). One of the three replicate experiments is shown.

In summary, the ratios between the amounts of non-cleaved
and religated restriction site in our study were approximately
the same as previously shown for mouse embryonic liver cells
(Gavrilov,  2016), emphasizing the universality — of
our observations.

We additionally estimated the amount of a circular ligation
product (284 bp; Figure 7A). The amount was found to be more
than 10 times lower than the amount of the regenerated ligation
product (0.37%+0.10% vs. 5%; Figure 7G). Thus, ligation of
adjacent restriction fragments is predominantly observed with
our in-nucleus ligation protocol, whereas circularization
and ligation of adjacent restriction fragments are equally possible
for solubilized chromatin in the dilution protocol
(Gavrilov, 2016). Our observations coincide with the observations
of other authors (Arkadiy Golov and Maxim Imakaeyv,
personal communications).

Thus, the absence of solubilization contributes to directional
ligation of adjacent chromatin fragments.

The ability of T4 DNA ligase to ligate DNA in the
presence of NaCl was another important issue that
we investigated concerning ligation. In some 3C protocols,

a salt-free 1X T4 DNA ligase buffer is used to dilute the
restriction reaction mixture after RE inactivation at 65°C
(Comet et al., 2011; Rao et al.,, 2014; Vermeulen et al,,
2020). However, 1X restriction buffer (RB) for Dpnll
contains 100mM NaCl, which has a potential inhibitory
effect because T4 DNA ligase is salt-sensitive and is most
active in a salt-free buffer (Raae et al., 1975; Hayashi
et al.,, 1985). The effect of T4 DNA ligase inhibition with
NaCl is manifested differently in ligation of DNA cut with
different REs (Hayashi et al., 1985) and was not studied
for Dpnll. Unexpectedly, no significant inhibition of T4
DNA ligase was observed with up to 150-200mM NaCl
(Figure 8A). However, the activity of T4 DNA ligase was
inhibited at a much lower NaCl concentration in the
above studies.

We assumed that the effect of salt inhibition of T4 DNA
ligase activity would be more clearly detected if genomic DNA
is digested with a 6-bp cutter since after ligation DNA assembles
in solution into fragments of higher MWs, larger than 10-12kb
(Figure 5E). Again, noticeable inhibition of ligation was observed
sonly at NaCl concentrations of 150-200mM (Figure 8B).
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With plasmid DNA, such inhibition was not observed at all
or was very slight at 150-200mM NaCl (Figures 8C,D).

We concluded that T4 DNA ligase can function efficiently
in the presence of NaCl used at up to 100mM and that even
150-200mM NacCl is possible to use in the ligation reaction
without significantly affecting the ligase activity.

The following questions are also discussed in the supplement:
SDS sequestration with Triton X-100; washings of nuclei;
optimization of Tag-man PCR conditions; reversion of cross-
links and isolation of the 3C library (discussion of the role
of EDTA, ionic strength, and dilution in maintaining DNA
integrity in the 3C procedure and the role of the temperature
and composition of the extraction buffer (EB) in maintaining
DNA integrity in the 3C procedure); treatment of the 3C
library with RNases; and purification of the 3C library on
magnetic beads.

A detailed protocol of 3C library preparation consisting of
the optimized steps is given in the Supplement.

DISCUSSION

In general, the 3C procedure requires optimization for each
specific cell type. We provide a useful framework for optimization
of the protocol and carry it out for Drosophila S2 cells.

A sequence of steps and features was combined into the
3C protocol to allow keeping the nuclei as intact as possible.
The features include a lysis buffer that ensures hypotonic
conditions (Tolhuis et al, 2002) and has the detergent
concentrations as proposed by Splinter et al. (2012), van de
Werken et al. (2012), a washing of the nuclei with a hypotonic
lysis buffer after lysis in hypotonic conditions (Rao et al., 2014;
the washing can also be done with 1X PBS, 1X RB, or even
with water), a washing of the nuclei with 1X RB to remove
SDS/Triton X-100 (Flyamer et al, 2017), and a washing of
the nuclei with a 1X T4 DNA ligase buffer to remove the RE
instead of heating the nuclei at 65°C to inactivate RE (Flyamer
et al., 2017; Golov et al., 2020). The efficiency of these steps
is evidenced, for example, from the absence of DNA release
from nuclei upon their treatment at 37°C and a more distinct
ligation pattern (Figures 5C-D).

We studied in detail the basic stages of the 3C protocol
in this work, paying special attention to the preservation
of DNA integrity throughout the procedure. The absence
of DNA degradation at all stages makes the method as
reliable as possible and results in reproducible profiles at
an output.

The causes of DNA degradation are the most mysterious
aspect of the method. We and others noticed that DNA
degradation occurs early in the 3C protocol, often at the cell
lysis step, and is commonly attributed to contaminating nucleases
(Louwers et al.,, 2009; Naumova et al., 2012). Thus, initial
stages of the protocol appear to be absolutely critical for
maintaining DNA integrity throughout the procedure. According
to our results, cell lysis and subsequent chromatin treatment
with SDS/Triton X-100 are the most crucial steps in this regard.
There are a lot of enzymes with DNase activity in eukaryotic

cells, and some of them function in the nucleus, cytosol, and
lysosomes (Yang, 2011; Kawane et al., 2014; Fujiwara et al., 2017).
The isolated cytosol of eukaryotic cells exhibits divalent cation-
dependent DNase activity (Lechardeur et al., 1999). We assumed
that residual DNase activity may exert a detrimental effect on
the integrity of a 3C DNA library during cell lysis and treatment
of nuclei.

We found that treatment of cells with a hypotonic lysis
buffer which provides for a more efficient release of nucleoplasmic
proteins in comparison with an isotonic buffer (Méndez and
Stillman, 2000; Golov et al., 2015) and a subsequent thorough
washing of the nuclei ensure DNA integrity at subsequent
stages. Nucleases may be released from fixed nuclei via diffusion
through the disrupted nuclear envelope as fixed nuclei swell
in  hypotonic  conditions in the 3C  procedure
(Gavrilov et al., 2013b).

It is conceivable that two groups of nucleases, cytoplasmic
and nuclear, may be responsible for DNA degradation in the
3C procedure. Predominantly, cytoplasmic nucleases are likely
to be inactivated and washed off during cell lysis, a washing
of nuclei, and chromatin treatment at 65°C in isotonic conditions.
The assumption is supported by the observations that a
prolonged heating of nuclei at 65°C after isotonic lysis and
a washing of nuclei were accompanied by DNA degradation,
indicating nuclear damage and, probably, a nucleoplasm release.
A transition to hypotonic conditions during reversion of cross-
links in the 1X T4 DNA ligase buffer induces a release of
nucleoplasmic nucleases, and high EDTA concentrations in
EB are required for preventing DNA degradation. However,
it is unclear how these nuclear nucleases avoid solubilization
with SDS at the step of SDS/Triton X-100 treatment of nuclei
at 65°C/37°C.

At the same time, some amount of genomic DNA was
released into the supernatant fraction after hypotonic lysis, a
washing of nuclei, and short-term heating at 65°C. The more
severe the processing conditions, the greater amount of DNA
was fou