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Signaling through the cell surface antigen receptor is a hallmark of various stages of lymphocyte 
development and adaptive immunity. Besides the adaptive immune system, the innate immunity 
is equally important for protection. However, the mechanistic connection between signaling, 
chromatin changes and downstream transcriptional pathways in both innate and adaptive 
immune system remains incompletely understood in hematopoiesis. A related issue is how 
the enhancers communicate to the promoters in a stage specific fashion and in the context of 
chromatin. Because the factors that regulate chromatin are generally present and active in most 
cell types, how could cell type and/or stage specific chromatin architecture be achieved in response 
to a particular immune signal? 

The genetic loci that encode lymphocyte cell surface receptors are in an ‘unrearranged” or 
“germline” configuration during the early stages of development. Thus, in addition to expressing 
lineage and/or stage specific transcription factors during each developmental stage, lymphocytes 
also need to rearrange their cognate receptor loci in a strictly ordered fashion. Hence, there 
must be a tightly coordinated communication between the recombination machinery and the 
transcriptional machinery (including chromatin regulators) at every developmental step. Mature 
B cells also undergo class-switch recombination and somatic hypermutation. Importantly, along 
the way, these cells must avoid autoimmune responses and only those cells capable of recognizing 
foreign-antigens are preserved to reach peripheral organs where they must function. The exquisite 
regulation that govern chromatin accessibility, recombination and transcription regulation in 
response to the environmental signals in the immune system is discussed here is a series of articles.
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The process of generating differentiated cell types performing spe-
cific effector functions from their respective undifferentiated pre-
cursors is dictated by extracellular signals, which alter the host cell’s
capacity to perform cellular functions. One major mechanism for
bringing about such changes is at the level of transcription. Thus,
the transcription-related induction of previously silent genes and
suppression of active genes in response to extracellular signals can
result in the acquisition of new functions by the cells. The general
transcriptional machinery, which comprised of RNA Polymerase
II and associated initiation factors, assemble into preinitiation
complexes at the core promoters of eukaryotic protein coding
genes in response to the signal-dependent activation of corre-
sponding regulatory factors that bind to promoter and enhancer
elements (1). The rate of formation and/or stability of these
complexes, which can be modulated both by enhancer–promoter
interactions and by chromatin structural modifications, dictate
the transcriptional regulation of the corresponding gene. Such
coordinated temporal and spatial regulation of gene expression
in response to specific signals determines lineage differentiation,
cellular proliferation, and development (2).

Every event in the life cycle of a lymphocyte is modulated by
the signals they receive. For instance, expression of the B cell
antigen receptor (BCR) on the surface of B cells is a hallmark
of various stages of B cell development, with signaling through
the BCR being important during both early/antigen-independent
(tonic) and late/antigen-dependent phases of development (3).
However, how BCR signaling connects to chromatin changes and
downstream transcriptional pathways at each step of development
remains poorly understood. Similar questions also remain in other
cells of the immune system. In particular, how enhancers commu-
nicate with promoters in a stage-specific fashion and in the context
of chromatin also remain unclear (2). Chromatin modifiers are
generally present and active in most cell types (4, 5). How then
could there be gene-specific differences in chromatin architecture
dependent on a particular stage of development?

The B (and T) lymphocytes also perform a unique devel-
opmental program because they have an unparalleled genetic
makeup – the genetic loci that encode their cell surface receptors
are in an “unrearranged” or “germline” configuration during the
early stages of development. Thus, while expressing stage-specific
genes and transcription factors during each developmental stage,
lymphocytes also need to undergo rearrangement of their cog-
nate receptor loci in a strictly ordered fashion to generate a pool of

receptor proteins that, individually, are capable of recognizing spe-
cific antigens that are encountered at a much later step (6). Hence,
there must be a strict negotiation between the recombination
machinery and the transcriptional machinery at every develop-
mental step. Importantly, along the way, those B cells that express
receptors capable of recognizing self-antigens must be eliminated
to avoid autoimmune responses and only those cells capable of rec-
ognizing foreign-antigens are preserved for migration to periph-
eral organs where they eventually encounter pathogens. How are
these processes coordinately regulated in a stage-specific fashion
and what role does chromatin play? Are the rules of engagement
different in innate versus adaptive immune responses? The fol-
lowing 15 articles address some of these questions and provide
important insights regarding our current understanding of signal-
induced chromatin and transcriptional regulation of the immune
system.

REGULATION OF V(D)J RECOMBINATION – ROLE OF
TRANSCRIPTION AND CHROMATIN
Germline configurations of antigen receptor loci in B and T lym-
phocytes have hundreds of variable (V) region gene-segments,
which have the potential to combine with a select few diversity
(D) and joining (J) gene-segments to create recombined genes
encoding numerous receptors that can recognize a vast reper-
toire of antigens (6, 7). Given the importance and timing of
these events, it is no wonder that the process of “V(D)J recom-
bination” is exquisitely regulated at multiples levels. Two exciting
articles, one by Chaumeli and Skok (8) and the other by Choi and
Feeney (9), review our current understanding of how transcrip-
tion factors, chromatin architecture, and the three-dimensional
architecture of the nucleus and the topology of genomic DNA
regulate this process. An interesting article by Basu and col-
leagues describes how ubiquitination events regulate the RAG
and activation-induced cytidine deaminase (AID) enzymes that
are important for recombination (10). Moreover, this article also
discusses how these post-translational events also regulate DNA
damage at undesirable loci and during cell cycle phases (10).

TRANSCRIPTION FACTORS IN HEMATOPOIETIC
DEVELOPMENT
Recombination and transcription are coupled during hematopoi-
etic development (11–13). The next set of articles deal with factors
involved in this coordination. Atchison and colleagues describes
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the role of an important but ubiquitously expressed transcription
factor YY1 in this highly tissue-specific function (14). Clark and
colleagues review the function of interleukin-7 receptor (IL7R)
and transcription factor STAT5 in balancing proliferation and
recombination of the immunoglobulin light chain (Igκ) gene
(15). Bergman and colleagues present primary studies on the role
of another essential transcription factor Pax5 in regulating the
Igκ gene (16). The sequential involvement of transcription fac-
tors and chromatin regulators remains an open question, and
Choukrallah and Matthias review our current understanding of
these factors in B cell development (17). Webb and colleagues
discuss the role of transcription factor Bright in both human
and mouse B cell development (18), while Serfling and col-
leagues review the role of NFATc1 transcription factor during
hematopoiesis (19).

REGULATION OF CLASS-SWITCH RECOMBINATION AND
SOMATIC HYPERMUTATION
Because mature B cells encounter a variety of antigens, they
undergo both Class-Switch recombination (CSR) and somatic
hypermutation (SHM) to diversify their antibody repertoire by
utilizing enzymes such as AID. Given that these processes involve
DNA breaks, they must be extremely tightly regulated to maintain
genomic integrity (20, 21). Kenter and colleagues (22) and Chaud-
huri and colleagues (23) present two articles discussing various fac-
tors regulating both SHM and CSR, including three-dimensional
genomic topology, chromatin, and transcription. Barbara Bir-
shtein discusses the role of the 3′-enhancer in controlling both
SHM and CSR, in particular the epigenetic architecture of the
enhancer in these processes (24).

TRANSCRIPTION FACTORS REGULATING IMMUNE
RESPONSES
The ultimate role of immune cells is to mount an effective adaptive
or innate response against pathogens (25). Hence, the transcrip-
tion factors regulating these responses play an extremely important
role. The final three articles deal with the transcription factors
involved in immune responses and antigen presentation. Corcoran
and colleagues present primary data on the function of transcrip-
tion factor Oct2 and its co-activator Obf1/OCA-B in collaboration
between B and T cells during an adaptive immune response (26).
Bhatt and Ghosh discuss the role of the critical transcription fac-
tor NF-kB in innate immune response and how it controls the
process of inflammation, which is crucial in maintaining immune
homeostasis (27). Finally, Devaiah and Singer discuss our current
understanding of the role of Class II transactivator CIITA (28),
which is a master regulator of major histocompatibility complex
gene expression necessary for antigen presentation (29).

PERSPECTIVE
Mechanisms that regulate communication between enhancers and
promoters are complex and involve many transcription factors,
accessory molecules and chromatin regulators (30). Given the
exquisite timing and precision that are necessary to mount an
effective immune response, it is fully anticipated that such com-
plex regulatory mechanisms must be in full display for this to
occur. The next few years will undoubtedly uncover more surprises

that ultimately will lead to a better understanding of the role of
transcription in immune responses.
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It is nearly 30 years since the Alt lab first put forward the accessibility model, which pro-
poses that cleavage of the various antigen receptor loci is controlled by lineage and stage
specific factors that regulate RAG access. Numerous labs have since demonstrated that
locus opening is regulated at multiple levels that include sterile transcription, changes in
chromatin packaging, and alterations in locus conformation. Here we focus on the inter-
play between transcription and RAG binding in facilitating targeted cleavage. We discuss
the results of recent studies that implicate transcription in regulating nuclear organization
and altering the composition of resident nucleosomes to promote regional access to the
recombinase machinery. Additionally we include new data that provide insight into the role
of the RAG proteins in defining nuclear organization in recombining T cells.

Keywords: V(D)J recombination, transcription, nuclear organization, higher-order loops, ATM, nucleosomes, RAG,
pericentromeric heterochromatin

INTRODUCTION
V(D)J recombination occurs during lymphocyte development to
create B and T cell receptors that can recognize a vast array of
foreign antigen. Diversity is generated within the seven antigen-
receptor loci (four T cell receptor loci, Tcrg, Tcrd, Tcrb, and Tcra
and three immunoglobulin loci, Igh, Igk, and Igl) by reshuffling
variable (V), diversity (D), and joining (J) gene segments that are
arrayed along the length of each of these large loci. Rearrangement
is mediated by the RAG recombinase, which binds to highly con-
served heptamer and nonamer recombination signal sequences
(RSSs) that flank each of the V, D, and J gene segments. Both
RAG1 and RAG2 proteins, which make up the recombinase, bind
to two segments, bringing them together to form a synapse prior
to the introduction of double strand breaks (DSBs). In addition,
RAG plays a role after cleavage by holding the four broken ends
together in a RAG post cleavage complex that directs repair by
the ubiquitous classical non-homologous end joining (C-NHEJ)
pathway.

Although the process of rearrangement is common to all
antigen-receptor loci and mediated by the same machinery, it
is regulated so that Ig and Tcr loci are respectively rearranged
at the appropriate stage of B and T cell development. Further-
more, cleavage is restricted at the allelic level (allelic exclusion)
to ensure rearrangement and cell surface expression of a single
specificity receptor. Studies from numerous labs have validated
the accessibility model put forward by the Alt lab and shown that
rearrangement is linked with transcription, active histone mod-
ifications, and reversible locus contraction, which brings widely
separated gene segments together by looping (1, 2).

RAG BINDING AND DISTRIBUTION WITHIN THE NUCLEUS
Both RAG1 and RAG2 are required for cleavage although the
endolytic activity lies within the RAG1 protein. RAG2 binds to
chromatin via its PHD domain, which specifically recognizes the
histone modification, H3K4me3 (3, 4). Genome wide ChIP-seq
analyses indicate that RAG2 recruitment mirrors the footprint
of this active histone modification. In contrast, RAG1 binding is
more directed and occurs predominantly at conserved RSSs (5),
however binding can also occur at cryptic RSS sites that are scat-
tered throughout the genome. As RAG binding is not limited to
the antigen-receptor loci alone, this raises a question about the
mechanisms that direct cleavage. Clearly, DSBs are not introduced
everywhere in the genome at sites of active chromatin or indeed
at consensus/cryptic RSSs, so there must be other factors involved
in determining when breaks are generated.

One possibility to consider, beyond active chromatin and the
nature of the RSS, is the localized concentration of RAG1/2. It is
logical to assume that the higher the concentration of recombinase
in the vicinity of a vulnerable gene, the more likely the chances of
cleavage. RAG2 localizes to euchromatic regions of the nucleus and
domains of RAG enrichment are clearly visible by microscopy after
immunostaining (Hewitt and Skok, unpublished). But what is the
mechanism underlying the generation of these focal centers? The
data from recent genome wide chromosome conformation capture
experiments indicates that co-regulated actively transcribed genes
come together in the nucleus in transcription factories (6, 7). Thus,
contact between common transcription factor or RAG bound loci
will likely increase the local concentration of these factors in the
nucleus, as shown for polycomb bound regions that associate to

Frontiers in Immunology | B Cell Biology December 2013 | Volume 4 | Article 423 | 8

http://www.frontiersin.org/Immunology
http://www.frontiersin.org/Immunology/editorialboard
http://www.frontiersin.org/Immunology/editorialboard
http://www.frontiersin.org/Immunology/editorialboard
http://www.frontiersin.org/Immunology/about
http://www.frontiersin.org/Journal/10.3389/fimmu.2013.00423/abstract
http://www.frontiersin.org/Journal/10.3389/fimmu.2013.00423/abstract
http://www.frontiersin.org/Journal/10.3389/fimmu.2013.00423/abstract
http://www.frontiersin.org/people/JulieChaumeil/124273
http://www.frontiersin.org/people/u/99054
mailto:jane.skok@nyumc.org
http://www.frontiersin.org/B_Cell_Biology
http://www.frontiersin.org/B_Cell_Biology/archive


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chaumeil and Skok Regulation of targeted RAG cleavage

form a polycomb body (8). Since gene expression depends on the
integrated binding of a number of different remodeling and tran-
scription factors, the balance of these will likely determine which
factors are dominant in defining the intra- and inter-chromosomal
interaction partners of any particular locus.

POPULATION VERSUS SINGLE CELL ANALYSIS
When considering the data from genome wide association stud-
ies it is important to remember that signal enrichment reflects
the sum of the data derived from a population of cells. What
happens at the single cell level may be very different. However,
without live systems in which we can track the movements of
individual loci in single cells over a period of time, at the sim-
plest level, when focusing on an interaction between two loci in
a population, we cannot tell whether chromosome conformation
capture signal enrichment reflects interaction at high frequency
in only a subset of cells within the population (1); whether at
a different time point this interaction will be occurring in the
same (1) or a different subset of cells within the population (2);
or whether interaction occurs at a roughly uniform frequency in
every cell of the population (3) and this leads to an equivalent
signal enrichment as the interactions in (1) or (2) (Figure 1).
Nonetheless, in the absence of these live systems we can address
some of these questions using single cell DNA FISH analyses on
a population of fixed cells. With this approach, although we can-
not distinguish between (1) and (2), we can distinguish between
these two alternatives and (3) by determining whether interactions
occur at a similar frequency in every cell versus a high frequency
in a subset of cells. The same issues arise for histone modifications
and transcription factor/RAG binding at a particular site. Further-
more, if genome wide data sets are integrated, e.g., chromosome

conformation capture and ChIP-seq, the situation becomes even
more complex.

THE ROLE OF RAG IN INTER-CHROMOSOMAL INTERACTIONS
To examine these issues in the context of V(D)J recombination,
we asked whether RAG binding could have a role in bringing RAG
bound antigen-receptor loci together in the nucleus in localized
recombination centers. We discovered that expression of RAG1
brings target homologous antigen-receptor alleles together in a
subset of recombining cells (9–11). Homologous pairing of Ig
or Tcr alleles occurs prior to and independent of RAG cleav-
age because expression of a catalytically inactive RAG1D708A
mutant protein can rescue pairing in RAG1-deficient cells. In addi-
tion to increasing the local concentration of RAG in the nucleus,
a second not mutually excusive possibility is that communica-
tion between the two alleles could be important for regulation
of cleavage on homologs. Indeed, we found that the introduc-
tion of a break on one allele halts the introduction of further
breaks on the second allele through the action of the DNA dam-
age response factor Ataxia telangiectasia mutated (ATM) (10, 11).
Briefly, ATM, recruited to the site of a break on one allele, acts in
trans on the second allele repositioning it to pericentromeric hete-
rochromatin (PCH). Transient relocation to this repressive nuclear
environment likely causes a degree of silencing that depletes RAG
binding on the uncleaved allele during repair of the first break.
Thus, ATM-mediated changes in nuclear organization function
to ensure asynchronous RAG-mediated cleavage on homologous
alleles. Regulation in trans is important for the initiation of allelic
exclusion and for restricting the number of DSBs that are intro-
duced at any one time in the cell (10). Based on our results we favor
a model in which RAG-mediated breaks are introduced on closely

FIGURE 1 | Population versus single cell analysis. The three panels provide
different outcomes at the single cell level that explain signal enrichment from
a population based chromosome conformation capture experiment that
reflects interaction between two loci. Signal enrichment could reflect
interaction at high frequency in only a subset of cells within the population (1).

At a different time point this interaction could be occurring in the same or a
different subset of cells within the population (2). A third possibility could be
that interaction occurs at a roughly uniform frequency in every cell of the
population (3) and this leads to an equivalent signal enrichment as the
interactions in (1) or (2).
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associated homologs and then separate for repair to facilitate reg-
ulated asynchronous cleavage. However, without a live imaging
system in which we can track the dynamics of cleavage and repair,
we cannot definitively determine whether this is the case. Never-
theless, it is clear that if homologs are paired the uncleaved allele
will have immediate access to a high concentration of activated
ATM recruited to the site of damage on the cleaved allele.

HIGHER-ORDER LOOP FORMATION DURING
RECOMBINATION
Beyond locus contraction and homolog pairing we recently uncov-
ered an additional layer of regulation involving nuclear organiza-
tion that occurs during V(D)J recombination: the formation of
higher-order loops (11). Chromosomes occupy discreet territo-
ries in interphase cells and the size and position of these within
the nucleus is dependent on the cell type and developmental stage
(12). Live imaging studies have shown that chromosome territories
move very little following mitosis (13), so gene mobility facilitated
by the formation of higher-order loops provides an opportu-
nity for loci on different chromosomes to contact each other in
nuclear space. Movement of genes away from their individual

chromosome territories linked to activation/transcription (14) has
been shown to facilitate stochastic inter-chromosomal interactions
(15), but little is known about whether pairing of this sort could be
involved in regulation of genes in trans. Our data indicate that, as
with homolog pairing, RAG1 expression (independent of its cat-
alytic activity) induces the formation of higher-order loops that
separate the 3′ end of the antigen-receptor locus, Tcra, from its
5′ end which remains embedded in the chromosome territory
(as assessed by DNA FISH with a chromosome paint probe) (11)
(Figure 2A). Furthermore,Tcra expression is linked to looping and
pairing because in splenic B cells where RAG is not present and
Tcra is not transcribed loop formation is inhibited and the two
loci pair at a frequency below the levels seen in RAG1-deficient
cells. Additional RNA/DNA FISH analyses revealed that the pro-
portion of looped out alleles that are transcribed is greater than
those located at the outer edge of the chromosome territory, while
those alleles that are buried in the territory are not associated with
any RNA signal at all. It should be noted that although we used
an oligonucleotide probe pool covering the entire locus except
for the most repetitive regions, nascent RNA signals could only
be detected at the 3′ end of Tcra, likely because with this assay

FIGURE 2 | Organization of the chromosome 14. (A) Example of
looping out of Tcra/d from the chromosome 14 territory in wild-type
DP cells. Chromosome 14 paint in green, long Tcra/d probe in red, 3′

Tcra probe (BAC RP23-255N13) in blue. Scale bar=1 µm.
(B) Examples showing the 3D-organization of the chromosome 14
territory with a chromosome paint (repetitive sequences) in green, an

exome probe (gene-rich regions) in yellow and the 3′ Tcra probe in red.
The paint and exome domains overlap in splenic B cells and in DP T
cells when Tcra is close to the paint domain and not looped out, while
the two signals are more separated when Tcra is looped out from the
paint. In either case Tcra is never looped out from the exome domain.
Scale bar=1 µm.
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FIGURE 3 | Model showing regulation ofTcra/d and Igh mono-locus
recombination by ATM and RAG2 C-terminus through modulation of
nuclear organization. In wild-type DN2/3 cells expression of RAG mediates
pairing of Igh and Tcra/d at a high frequency. Association of the two loci
occurs through the formation of RAG dependent higher-order loops on one
locus. This organization is involved in mediating trans regulation and
restricted cleavage: targeted RAG breaks are introduced at the 3′ end of the
looped out locus while further cleavage events on the second locus are
inhibited during repair of the first break. Regulated asynchronous
recombination on the two loci in the same cell involves the C-terminus of

the RAG2 protein and ATM (that is recruited to the site of a DSB RAG break).
Both factors control cleavage on the second locus by repositioning the
uncleaved locus to repressive pericentromeric heterochromatin, inhibiting
the formation of higher-order loops, and decreasing the frequency of pairing.
In the absence of the C-terminus of RAG2 or ATM the two loci remain
euchromatic, loops can form on both, and they stay paired at high
frequency. This results in the introduction of bi-locus breaks and damage on
closely associated loci, which provides a direct mechanism for the
generation of these inter-locus translocations that are a hallmark of ATM
deficient and Rag2c/c mice.

there is a threshold below which transcription cannot be detected.
Furthermore, we found that RNA signals are not distributed uni-
formly throughout the population: 1/3 of the cells had no Tcra
signals, 1/3 of the cells had one Tcra signal and the remaining
third had signals from both alleles. Thus, Tcr transcription of 3′

Tcra occurs in a subset of cells and this is linked with looping out
of this region.

To examine in further detail how the chromosome territory and
the locus are organized in nuclear space, we designed an oligonu-
cleotide probe pool covering only the exon sequences represented
on chromosome 14 (called “exome”) (16). We used the exome
in conjunction with a conventional chromosome 14 paint (that
largely encompasses repetitive sequences), as well as the 3′ Tcra
BAC probe. Curiously, we found considerable overlap between the
paint and exome DNA probes for chromosome 14 in splenic B
cells and in DP T cells on chromosomes where Tcra is not looped
out (Figure 2B). In contrast there was very little overlap between
the paint and exome in DP cells on the allele on which Tcra forms
higher-order loops (Figure 2B). These observations indicate that
looping out of Tcra extends exome sequences, dragging them to
the outside of the territory so that they no longer overlap with the

paint signal. These data, underline the link between loop forma-
tion and transcription that we and others previously documented
(11, 14, 17). The Bickmore lab previously showed that chromo-
some paints only reveal the core of chromosome territories while
exome probes can detect gene-rich regions that are mostly located
around the outside of these core domains (16). Here our analysis
of chromosome 14 in two different cell types provides additional
insights into the dynamics of chromosome organization, indicat-
ing that high levels of expression from an individual locus and
the presence of a trans acting factor such as RAG, can impact on
looping, with the gene-rich regions being reorganized outside of
the core domain alongside the highly transcribed Tcra.

What is the purpose of higher-order loop formation in DP T
cells? Interestingly, we found that looping out of Tcra occurs on
only one allele and this was linked to the occurrence of RAG-
mediated mono-allelic breaks on the 3′ end of the looped out of
Tcra (11). These data link up with previous genome wide analyses
from the Schatz lab showing that active histone marks and RAG1/2
binding are enriched at the 3′ region of recombining antigen-
receptor loci (5). However, these are population derived data so
they do not distinguish between signals in individual cells and on
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homologous alleles, thus it is not possible to determine whether
RAG and active histone marks are enriched on antigen-receptor
loci in a subset of cells and specifically whether RAG binding is
more concentrated on the looped out allele. Nonetheless, it is
clear that RAG binding coupled with a high level of transcrip-
tion is linked to movement of the 3′ end of one allele away from
the territory and this in turn correlates with the introduction of
RAG-mediated mono-allelic cleavage on the looped out allele.

REGULATION OF MONO-LOCUS CLEAVAGE
To extend these studies we asked whether similar mechanisms
could control RAG cleavage on different loci undergoing recom-
bination at the same stage in development. For this we analyzed the
Tcra/d locus in conjunction with the Igh locus. Although Tcrd and
Tcra occupy the same chromosomal location (Tcrd is embedded
within the Tcra locus) the two loci undergo recombination at dif-
ferent stages of T cell development in CD4 CD8 double negative,
DN2/3, and CD4 CD8 double positive DP cells, respectively. For
reasons that are not well understood, the Igh locus undergoes a low
level of partial rearrangement in T lineage cells and in this context
it is of note that Igh has been identified as a translocation part-
ner of Tcra/d in T lineage lymphomas. Specifically, we and others
have found that Tcra/d-Igh translocations occur in T-lymphomas
from ATM deficient mice (18–21). Furthermore, we recently dis-
covered T-lymphomas with Tcra/d-Igh translocations in mice
expressing a truncated version of RAG2, missing the non-core
regulatory C-terminal domain crossed onto a p53 deficient back-
ground (18). Our recent investigations have revealed that ATM and
the RAG2 C-terminus prevent bi-locus RAG-mediated cleavage
through similar mechanisms: modulation of three-dimensional
conformation (higher-order loops) and nuclear organization of
the two loci (22). Thus, the RAG2 C-terminus and ATM control
asynchronous RAG cleavage on homologous and heterologous
antigen-receptor alleles in a similar manner: through reposi-
tioning the uncleaved allele/locus at repressive PCH, inhibiting

bi-allelic/bi-locus loop formation and bi-allelic/bi-locus cleavage.
This limits the number of potential substrates for translocation
and provides an important mechanism for protecting genome
stability (Figure 3) (11, 22).

RAG BRINGS RECOMBINING LOCI TOGETHER IN THE
NUCLEUS
Interestingly, control of cleavage of Tcra/d and Igh in T cells
involves RAG-mediated regulation of association of the two loci.
Thus, it appears that RAG brings recombining loci together in
the nucleus. In this case the two loci are close together in DN
cells (when both Tcrd and Igh are recombining) but interact far
less frequently in DP cells (when Igh is recombined at lower
levels). This raises the possibility that feedback control of RAG
activity could involve close communication between heterologous
antigen-receptor alleles as we have proposed for homologous alle-
les. Either way, it appears that regulation in trans involves control
of loop formation and repositioning of the other allele/locus to a
repressive compartment of the nucleus.

Given these findings and the fact that RAG2 can bind to
H3K4me3-enriched active loci throughout the genome,we consid-
ered the possibility that there could be localized feedback control
through association of RAG enriched loci. However, when we
looked to see whether RAG induces association of Tcra/d with
other hematopoietic lineage specific or housekeeping H3K4me3-
enriched loci on different chromosomes in DN2/3 cells (where
Tcrd and Igh are recombining), we found an opposite trend to the
relationship between Igh and Tcra/ d (Figure 4A), and as shown
previously (22): depletion of RAG1 in the cells increased rather
than decreased association of these other genes with Tcra/d. This
trend was mirrored by Notch1 and Bcl11b that we newly exam-
ined here: if anything, RAG1 expression separates these loci from
recombining Tcrd at the DN2/3 stage of development. This is
of interest because RAG targeting of both these loci is linked
to lymphoid malignancies (23). In contrast, when we examined

FIGURE 4 | Dynamics ofTcra association with H3K4me3-
enriched active loci in WT and RAG1-deficient DN2/3 and DP
cells. DNA FISH was performed using fluorescent BAC probes for
Tcra, Igh, and the H3K4me3-enriched active loci, images were

recorded on a Leica SP5 confocal and distances were measured in
3-dimension using Image J software. Association was defined as a
distance between the two centers of mass under 1 µm in DN2/3
(A) and DP (B) cells.
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FIGURE 5 | Model for antigen-receptor locus accessibility to the
RAG complex at the time of recombination. (A) In non-recombining
cells, the antigen-receptor locus is inactive, decontracted, and stays
within its chromosome territory. It is located at the nuclear periphery or
close to pericentromeric heterochromatin (PCH). (B) At the time of
recombination, the antigen-receptor locus leaves the vicinity of the

nuclear periphery or PCH, becomes contracted (forming internal loops),
loops out from the repeat-rich core of the chromosome territory, and
becomes accessible to the RAG machinery. Transcription dependent
eviction of H2A/H2B dimers from the nucleosomes and the formation of
hexamers provides a mechanism for RAG access at recombination signal
sequences (RSS).

interactions in DP cells (where Tcra is recombining) while RAG
depletion did not alter the relationship between Igh and Tcra/d (or
Notch1 and Bcl11b) in many instances it increased the association
of the other genes with Tcra/d (Figure 4B). Moreover, in DP cells,
Tcra/d was always closer to the other loci analyzed compared to
Igh. It is interesting to note that even though Bcl11b is located adja-
cent to Igh on chromosome 12, the two loci associate with Tcra/d
at different frequencies. In sum, these data indicate that RAG dif-
ferentially influences the spatial relationship of RAG enriched loci
at the DN and DP stages of development. The change in trend in
the two cell types could be influenced by the enrichment of bound
RAG, the level of transcription, and differences in the transcrip-
tion factor binding profiles of the individual genes in these cells.
What is clear though is that there is a shift in organization of these
loci at the two different stage of development that in many cases
is affected by the presence of RAG1.

TRANSCRIPTION MEDIATED NUCLEOSOME
RECONFIGURATION PROVIDES TRANSIENT RSS ACCESS TO
RAG
Our data linking transcription with altered nuclear organiza-
tion and targeted RAG cleavage of Tcra (11), go hand in hand
with another recent paper that demonstrates the significance of
transcription and altered chromatin organization in targeting of
RAG-mediated breaks (24). Bevington and Boyes examined the
requirements for activation of the Igk and Igl light chain loci by
making use of interferon regulatory factor IRF4/IRF8 double defi-
cient mice, which are blocked at the pro- to pre-B cell stage of
development (25). One of the major defects of an absence of IRF4
is the loss of activation of enhancer elements on the Igk and Igl light
chain loci, which are important for rearrangement (26). Restora-
tion of light chain rearrangement and non-coding transcription
can occur by enforced transgenic overexpression of IRF4 in Irf4−/−
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Irf8−/− double mutant mice at the earlier pro-B cell stage of devel-
opment. However, in contrast to wild-type pre-B cells (where the
Igk locus is recombined before Igl), the Igl locus is rearranged in
preference to Igk in the transgenic mice. This in vivo model enabled
them to examine the mechanisms underlying RSS accessibility at
these two loci. Surprisingly, they find that high levels of H3K4me3
at Jκ RSSs only leads to partial activation of recombination at the
Igk locus indicating that enrichment of this mark is not tightly
linked to recombination. Furthermore, they show that neither H3
and H4 histone acetylation is sufficient to increase RSS accessi-
bility although enrichment of histone acetylation appears to be
linked to early activation of the two loci. In addition they find no
correlation between H3K36me3 enrichment and recombination
at the Igl locus. Thus, none of the chromatin modifications that
are associated with recombination are tightly linked to increased
RSS accessibility. In contrast, increased accessibility, as measured
by restriction enzyme digestion close to RSS sites in Igl versus
Igk, correlates well with increased Igl recombination. Importantly,
inhibition of transcription, through treatment with α-amanitin,
abrogates restriction enzyme accessibility.

To further explore the links between recombination, restriction
enzyme digest efficiency and transcription Bevington and Boyes
analyze changes in nucleosome composition as a potential mech-
anism for increasing RSS accessibility. Specifically they examine
eviction of an H2A/H2B dimer from nucleosomes, which tem-
porarily converts the latter to hexasomes during the passage of
RNA polymerase (27–29). Nucleosome to hexasome conversion
is known to reduce histone/DNA contacts and release 35–40 bp
of DNA, which could permit RAG access to RSS sites. To test
this prediction they analyzed uncoupled cleavage on in vitro sub-
strates and show that RAG is more efficient in cleaving hexasomes
than nucleosomes. Furthermore, they demonstrate that there is an
inverse relationship between elevated levels of RNA polymerase II
and the presence of H2A/H2B (see model in Figure 5). RSS acces-
sibility is transient, which fits with the observed displacement time
for H2A/H2B eviction of 6 min during passage of RNA polymerase
II (27). In the context of recombination, transient RSS accessibility
implies that only a limited number of RSSs will be available for
recombination at any one time.

Bevington and Boyes speculate that the transient nature of RSS
accessibility may be important to inhibit excess RAG cutting and
genome instability. This fits well with our data showing that mono-
allelic RAG cleavage occurs on the 3′ end of looped out Tcra alleles,
and that looping out occurs in only a subset of cells and thus it is
likely to be a transient event (see model in Figure 5). Furthermore,
we demonstrate that looping out is linked to high levels of tran-
scription at the 3′ end of Tcra and is dependent on the presence
of RAG1. Feedback regulation of RAG cleavage by ATM and the
C-terminus of RAG2 involve changes in nuclear accessibility that
include inhibition of higher-order loop formation and reposition-
ing of the uncleaved antigen-receptor allele to repressive PCH. In
the absence of these changes we find an increase in bi-allelic and
bi-locus cleavage and genome instability.

CONCLUDING REMARKS
With the current systems that are available it is difficult to study
the cascade of interdependent events that occur during V(D)J

recombination, particularly since many of these maybe very tran-
sient. The challenge now is to develop live cell systems in which
cleavage and repair can be analyzed over a period of time in single
cells. This is no trivial matter when it comes to the antigen-receptor
loci as these are spread over megabases of DNA. In addition to
labeling of different regions along the loci, the RAG1/2 recom-
binase and components of the DNA damage response and repair
machineries need to be tagged for visualization. Until such systems
are in place the next best approach is to focus on single cell analyses.
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At both the immunoglobulin heavy and kappa light chain loci, there are >100 functional
variable (V) genes spread over >2 Mb that must move into close proximity in 3D space
to the (D)J genes to create a diverse repertoire of antibodies. Similar events take place at
the T cell receptor (TCR) loci to create a wide repertoire of TCRs. In this review, we will
discuss the role of CTCF in forming rosette-like structures at the antigen receptor (AgR)
loci, and the varied roles it plays in alternately facilitating and repressing V(D)J rearrange-
ments. In addition, non-coding RNAs, also known as germline transcription, can shape
the 3D configuration of the Igh locus, and presumably that of the other AgR loci. At the
Igh locus, this could occur by gathering the regions being transcribed in the VH locus into
the same transcription factory where Iµ is being transcribed. Since the Iµ promoter, Eµ,
is adjacent to the DJH rearrangement to which one V gene will ultimately rearrange, the
process of germline transcription itself, prominent in the distal half of the VH locus, may
play an important and direct role in locus compaction. Finally, we will discuss the impact
of the transcriptional and epigenetic landscape of the Igh locus on VH gene rearrangement
frequencies.

Keywords: V(D)J recombination, antigen receptor, chromatin, non-coding RNA, CTCF, histone modification,
chromatin loop

INTRODUCTION
Antigen receptor (AgR) loci are facing a uniquely difficult task to
produce a great diversity of receptors in order to recognize the
limitless possibility of antigens present in the environment of an
organism. With the advent of next generation sequencing, we can
now determine the actual diversity of AgRs by sequencing all of
the rearrangements from developing B and T cells. This diversity
is created through the combinatorial recombination of multiple
variable (V), diversity (D), and joining (J) gene segments at AgR
loci by the RAG1/2 recombinase complex, along with the extensive
junctional diversity at the V–D, D–J, and V–J junctions.

One of the most extensively studied AgR loci is the mouse Igh
locus where the VH, DH, and JH gene segments span a region of
~2.8 Mb (Figure 1). The 8–13 DH genes, the four JH genes, and
all of the constant region genes and enhancers are located within
a relatively small 300 kb region. In contrast, the 195 VH genes, of
which ~100 were deemed to be functional, are spread out over
~2.5 Mb. To create the greatest combinatorial diversity, all V genes
would have to be able to access the DH and JH genes relatively
equally regardless of their genomic distance. The question is then,
how is this equality achieved?

With growing appreciation for how three-dimensional struc-
tural changes at the locus may bring V genes into proximity of the
(D)J rearrangement to which one V gene will ultimately rearrange,
current studies are employing cutting edge technologies to fur-
ther understand this process. Chromatin conformation capture
(3C) and its more recent modifications, 4C, 5C, and Hi-C (1–3),
have allowed the identification of long-range chromosomal inter-
actions, which facilitate the rearrangement of distant V genes by

making critical connections between the V genes and enhancers
downstream (4). Next generation sequencing technologies cou-
pled with chromatin immunoprecipitation (ChIP) (ChIP-seq)
have allowed us to determine the binding sites of transcription
factors throughout the genome as well as the genome-wide epi-
genetic landscape. Deep sequencing of RNA reveals the entire
transcriptional profile of cells for both coding and non-coding
RNA (ncRNA). Together, these techniques supply us with a bounty
of information regarding the transcriptional and epigenetic profile
of AgR loci at varying stages of differentiation. In this review, we
will summarize and discuss how these recent studies have advanced
our understanding of how long-range chromatin interactions and
epigenetic changes may regulate V(D)J recombination at mouse
AgR loci.

AgR LOCI UNDERGO LARGE SCALE THREE-DIMENSIONAL
CONFORMATIONAL CHANGES DURING V(D)J
REARRANGEMENT
All B cell and T cell receptor (BCR, TCR) subunits are formed
through the process of V(D)J recombination. The BCR consists of
two immunoglobulin heavy chains (Igh) and two identical light
chains encoded by either the kappa (Igκ) or lambda (Igλ) loci. The
TCR alpha (Tcrα) and beta (Tcrβ), or delta (Tcrδ) and gamma
(Tcrγ) chains constitute the TCR complex of the two major T cell
subsets. The Igh and Igκ are of similarly large sizes of approxi-
mately 2.8 and 3.2 Mb, while the Tcrα/δ and Tcrβ loci are smaller
at 1.7 and 0.66 Mb. In comparison, the Igλ and Tcrγ loci are much
smaller, each only being about 200 kb. The challenge, which is
particularly great for the large receptor loci, is to give all V genes
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FIGURE 1 | CTCF binds at regulatory elements within AgR loci. CTCF
binding sites at all regions except for the V gene segment part of the loci for
the three larger AgR loci; Igh, Igκ, and Tcrα/δ. Pink ovals represent the non-V
region CTCF sites. The V gene portions of these three AgR loci have

numerous CTCF sites scattered throughout the loci, hence too many to be
represented. The two most prominent promoters of non-coding RNA
transcribing regions of the Igh locus, PAIR4 and PAIR6, are also depicted as
blue rectangles within the distal J558/3609 region.

a chance to undergo rearrangement in order to create a diverse
repertoire. How an AgR locus brings the V genes into proximity
to the (D)J genes to create this diversity is still an unanswered
question.

The original observations that showed three-dimensional
structural changes at the Igh locus, presumably facilitating the
creation of a diverse AgR repertoire, came from fluorescent in situ
hybridization (FISH) studies (5). It was found that the Igh and Igκ
loci were predominantly located at the periphery of the nucleus in
non-recombining cell types, but were found in more centralized
locations in B cells. The nuclear periphery is generally considered a
transcriptionally silent environment and is associated with repres-
sive chromatin modifications, whereas gene dense active regions
of the genome are more centrally located (6). Using two colors
of probes at proximal and distal ends of the VH locus, it was also
shown for the first time that the Igh locus was in a more compacted
conformation in recombining B cells. Subsequently, lineage- and
developmental stage-specific locus contraction was observed for
all of the large AgR loci: Igκ, Tcrα/δ, and Tcrβ (7–10). This process
of locus contraction is reversible, as demonstrated by the extension
of the Igh locus in pre-B cells, when Igh rearrangement is complete
(7). Contraction and re-extension of the distal end of the Tcrα/δ
locus was also observed in double positive (DP) T cells (8). At this
locus, contraction is necessary in double negative (DN) T cells for
the accessibility of V genes used in TCRδ rearrangements, but in
DP thymocytes, rearrangement of the more J-proximal Vα genes
occurs before the rearrangement of distal Vα genes, so extension
of the distal Vα genes would facilitate the ordered rearrangement
of TCR Vα genes.

Greater insight to how such large-scale locus contraction may
occur came from a 3D-FISH study by Jhunjhunwala et al. that used
multiple 10 kb probes spanning the entire Igh locus followed by 3D
computational reconstruction of the location of all the probe bind-
ing sites (11). The results showed that the locus could be divided

into three ~1 Mb compartments in pre–pro-B cells in which mul-
tiple chromatin loops formed rosette-like structures (Figure 2).
These compartments then collapsed into a single globule as cells
developed into pro-B cells. This brought the distal VH region into
closer proximity within 3D space to the DJH genes and regulatory
elements, and in fact the distal VH genes were found to be a similar
distance away from the DJH region as the proximal VH genes (11).

It has been demonstrated that locus contraction of the Igh locus
is regulated, directly or indirectly, by several key transcription fac-
tors. Mice deficient in YY1, Pax5, or the histone methyltransferase
Ezh2 were impaired in locus contraction and in the rearrange-
ment of distal VH genes (12–15). Ikaros has also been implicated
in Igh locus contraction (16), but Rag1/2 is not required for this
process (5). Together, these studies suggest that contraction is a
pre-requisite state for efficient recombination of distal VH genes.
Nonetheless, while AgR locus contraction is well established as a
shared process among the large AgR loci that brings distal regions
into closer 3D proximity to J genes prior to recombination, it has
not been firmly determined what factors may be executing this
task in the different lineages.

CTCF AND COHESIN BIND EXTENSIVELY WITHIN AgR LOCI
CTCF is an 11 zinc-finger protein that is the only known insula-
tor binding protein in vertebrates (17, 18). Insulators are genetic
regions that prevent heterochromatin on one side of the insulator
from spreading into the other side. They can also prevent against
positional effect variegation, or varied expression of transgenes,
depending upon the site of integration in relation to where the
insulator is located. Some insulators also have enhancer-blocking
activity, where an enhancer cannot activate a promoter when sep-
arated by an insulator. It is now known that insulators function
through CTCF that creates long-range chromatin interactions by
binding to other CTCF bound sites (19). In this way, a domain
is created by these chromatin loops, and activity or inactivity of
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FIGURE 2 |The Igh locus undergoes locus contraction as cells develop
from pre–pro-B to pro-B cells. In pre–pro-B cells, the Igh locus is in an
extended conformation in a multi-loop rosette structure probably held
together by CTCF. In this stage, the D, J, C genes and the enhancers are in
one domain that is created by long-range looping of CTCF/DFL and
CTCF/3′RR. Eµ also interacts with these two CTCF clusters. This looping
creates a D–J domain, which is physically separated from the VH genes,
thus facilitating DJH before VH to DJH rearrangement. As the cells
differentiate into pro-B cells, PAIR elements and other regions within the VH

locus start producing RNA transcripts. Through sharing or centralization of
transcriptional machinery, a transcription “factory” is formed. This gathering
of all of the transcribed regions of the Igh locus in a single cell into one
location, the transcription factory, will directly result in compaction of the
locus because the strong Iµ transcript is constantly produced from Eµ,
which is adjacent to DJH. We hypothesize that different regions of the Igh
locus are transcribed in different cells, and that only a subset of regions are
being actively transcribed at any given moment, as depicted by the three
pro-B cells in this figure. Thus, in each pro-B cell, different segments of the
Igh locus are brought into proximity to the rearranged DJH.

the genes within the domain is insulated from the activity of
neighboring domains. In fact, CTCF has been found to play a
major role in the establishment of the higher order organization
of chromosomes genome-wide, and it is found at the boundaries
of topological domains in numerous Hi-C studies (20–22).

CTCF is aided in this domain-creating function by cohesin.
Cohesin’s only known function until a few years ago was to hold
sister chromatids together during mitosis by forming a ring around
the sister chromatids with its four protein subunits (23). Now it
is well recognized that cohesin is bound to many active CTCF
sites, and thought to reinforce the loops created by the long-range
CTCF–CTCF binding (24–26).

Because of the capability of CTCF to form long-range loops,
we hypothesized that if CTCF were present at many sites in the
AgR loci, it may play a role in determining the 3D structure of the
loci and could possibly even influence locus contraction. Thus,
we performed ChIP-chip, and subsequently ChIP-seq, to demon-
strate that indeed CTCF was bound at numerous sites within the
Ig loci, and was therefore an excellent candidate for creating multi-
ple long-range loops (27, 28). If CTCF also had an important role
in locus contraction, then we would predict that it would only be
bound to the Igh locus in pro-B cells, the stage at which the Igh

locus undergoes contraction. However, we found by ChIP/qPCR
that CTCF had a similar pattern of binding in pre-B cells and even
in thymocytes, showing that CTCF binding was not lineage- or
stage-specific (28). However, widespread binding of CTCF within
the Igh locus was not observed in fibroblasts, demonstrating that
the binding was at least lymphoid-specific. We then analyzed the
binding pattern of cohesin by performing a ChIP/qPCR for Rad21,
one of the cohesin subunits. This revealed that the level of Rad21
binding was higher in pro-B cells than in pre-B cells or thymo-
cytes for many sites, suggesting cohesin may have a greater role
than CTCF in specifying the developmental stage in which Igh
recombination occurs (28).

CTCF displayed more lineage- and developmental stage-
specific binding at the Igκ locus (28). Some sites were only bound
in pre-B cells, while others showed lower levels of binding in pro-B
cells or thymocytes. Rad21 binding also displayed similar lineage
and stage-specificity at the Igκ locus. Investigation of ChIP-seq
of CTCF binding at the large TCR loci showed various extents of
lineage- and stage-specificity. At all AgR loci, however, we observed
that the binding of cohesin was highest in the appropriate lineage
and developmental stage. From these observations, it can be seen
that CTCF and Rad21 may have different degrees of function in
regulating lineage and stage-specific 3D structures at each AgR
locus.

CTCF AND COHESIN INFLUENCE THE THREE-DIMENSIONAL
STRUCTURE OF ANTIGEN RECEPTOR LOCI
To determine if CTCF made long-range loops that contributed to
the compacted structure of the Igh locus in pro-B cells, we knocked
down CTCF expression in RAG−/− pre-B cells that were cultured
in IL7 for 4 days (27). 3D-FISH was performed 4 days after knock-
down of CTCF, and the spatial distance between two probes at the
far ends of the Igh locus did increase, although not to the extent
observed in YY1-deficient pro-B cells. This could be due to the
fact that while CTCF binding was significantly reduced it was not
completely eliminated at the Igh locus in the knocked-down pro-B
cells as determined by ChIP. However, it is likely that CTCF is only
one of many factors that are involved in the compacted structure
of the Igh locus.

Further insight into the contribution of CTCF to the 3D struc-
ture of the Igh locus came from the 4C studies of Guo et al. (4).
They described two different kinds of loops that formed at the Igh
locus: Eµ-dependent and Eµ-independent loops. Using a CTCF
ChIP-loop assay, they showed that the proximal regions had sev-
eral CTCF-dependent and Eµ-independent interactions, spanning
a region of ~140 kb, as well as interactions with CTCF/DFL. Using
a probe in the distal J558 region in the CTCF ChIP-loop assay,
they demonstrated four sites of interaction within a 500 kb region,
about half of the number of sites seen in 4C with the same dis-
tal probe. Importantly, none of the distal CTCF-dependent loops
interacted with any other part of the Igh locus, and similarly the
loops in the proximal region only interacted locally. Jhunjhunwala
et al. previously demonstrated that the Igh locus consisted of three
distinct rosette-like multi-looped structures in pre–pro-B cells that
compacted upon themselves during locus contraction (11). Thus,
it may be that most of the CTCF-dependent loops described by
Guo et al. are local interactions that form the basic rosette-like
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loops within the Igh locus. In addition to CTCF-mediated loops,
locus contraction results from further large-scale interactions of
these rosettes that are dependent upon Eµ. It may be that the
longer range interactions require other key transcription factors
such as YY1 and Pax5. YY1 binds to Eµ, and Pax5 binds to PAIR
elements, the sites of greatest antisense transcription (29, 30).
Whether these are the regions of most importance for YY1 and
Pax5 binding with regard to locus contraction, or whether their
primary influence is indirect, is not known. Our previous results
that showed an increase in spatial distance between the two ends
of the Igh locus after CTCF knockdown may reflect a loosening of
the individual rosette structures while still being held together by
other locus contraction regulating factors.

INSULATOR CTCF SITES BETWEEN THE V REGIONS AND D/J
GENES AT AgR LOCI REGULATE REPERTOIRE DIVERSITY
The Igh locus has a pair of CTCF sites 3–5 kb upstream of the last
functional DH gene, DFL16.1 (28) (Figure 1). We and others have
shown that this pair of CTCF sites (CTCF/DFL) has enhancer-
blocking insulator activity in a traditional in vitro insulator assay
(28, 31). By 3C, we have shown that CTCF/DFL loops to the cluster
of nine CTCF sites downstream of the 3′ regulatory region (3′RR)
and to Eµ (27), and this was subsequently confirmed by two other
groups (4, 32). Coincidently, Jhunjhunwala et al. utilized a probe
near CTCF/DFL in their trilateration study (11), so we know that
this DH and JH gene containing-loop is located far from the VH

genes in pre–pro-B cells, but it moves in close proximity to VH

genes in pro-B cells (Figure 2). We hypothesized that this loop
creates a domain that contains all the DH, JH and constant region
genes as well as the Eµ enhancer, but excludes VH genes (27).
This would provide a physical environment in which DH to JH

rearrangement could occur without any VH genes in the vicinity.
Since the DH genes have much antisense transcription, it was

hypothesized that perhaps the function of CTCF/DFL was to
stop antisense transcription from extending into the proximal VH

genes,preventing accessibility of thoseVH genes (31). Indeed,dele-
tion of the entire 96 kb intervening region between DFL16.1 and
7183.2.3 resulted in increased levels of DH antisense transcription
and extension of this transcription into the proximal VH locus
(33). However, knockdown of CTCF in pro-B cells with an intact
Igh locus only resulted in extension of the antisense transcription
for ~4 kb, and the antisense transcription dropped precipitously
at the 3′Adam6 gene (27). Thus, preventing DH region antisense
transcription from extending into the VH region does not seem to
be the function of CTCF/DFL.

Importantly, Guo et al. deleted or mutated the CTCF/DFL sites,
and the consequences were profound (32). Ordered rearrange-
ment was perturbed, such that VH to DH rearrangement occurred
as well as DH to JH rearrangement. More strikingly, rearrange-
ments were confined to the two most proximal VH genes. This
shows that one critical function of these CTCF/DFL sites is to allow
the creation of a diverse repertoire of Igh rearrangement, fully uti-
lizing all of the VH genes, although the mechanism by which this
is achieved is not clear (34). In addition to these striking changes,
deletion of CTCF/DFL resulted in a lack of lineage restriction, with
VH rearrangement being observed in thymocytes. Thus, two of the
basic tenets of the accessibility hypothesis, ordered rearrangements

and lineage- and stage-specific restriction of V(D)J rearrangement,
are regulated by this pair of CTCF binding sites at CTCF/DFL.

The Igκ locus has two pairs of CTCF sites between the Vκ

and Jκ genes (28) (Figure 1). One pair is within a region called
“Sis” (Silencer in the Intervening Sequence), which also contains
several Ikaros binding sites (35). When Garrard and colleagues
deleted the 650 bp Sis element in the germline (36), these mice
showed a modest preference for rearranging proximal Vκ over
distal Vκ genes, and sense non-coding transcription over Vκ genes
was also slightly increased. Much more striking was the germline
deletion of the strong CTCF sites upstream of Sis in the region
called “Cer” (Contracting Element for Recombination) (37). In
the Cer−/−mice, sense transcription over a few proximal Vκ genes
was increased modestly, but there was a very strong bias toward
rearrangement of the most proximal Vκ genes and a great reduc-
tion of rearrangement of the remainder of genes. This effect was
reminiscent of the strong over utilization of the most proximal
VH genes in the CTCF/DFL deletion mice (32). Significantly, some
Igκ rearrangement was observed in thymocytes in Cer−/− mice
(although mainly limited to Jκ1), suggesting that the insulator
sequences downstream of the V genes in both Igh and Igκ loci
are major contributors to the lineage restriction of Ig rearrange-
ment. It should be mentioned that the Igκ locus contraction was
also reduced in Cer−/− mice, meaning extension of the locus
could be a reason for the strong bias toward the most proximal V
genes. Nonetheless, CTCF/DFL knockout mice did not display any
change in Igh locus compaction (32), suggesting different modes
of repertoire restriction at the two AgR loci.

In addition to the above studies in which the CTCF sites down-
stream of the V loci have been deleted, CTCF-deficient mice have
been studied for their effects on repertoire formation. Hendriks
and colleagues examined the Igκ locus in mice carrying a B lineage-
specific deletion of CTCF (38). By expressing a rearranged Igh gene
they partially rescued development into pre-B cells. Absence of
CTCF in pre-B cells resulted in a strong shift of usage to the most
proximal Vκ genes, where most rearrangements occurred at the 10
most proximal genes within the first ~200 kb in the knockout mice.
Vκ ncRNA were increased in this region, while the remainder of
Vκ ncRNA remained the same. Using Sis as an anchor/viewpoint
for 4C-seq, it was demonstrated that the interactions of Sis with
the 300 kb proximal region increased significantly. In contrast, iEκ

and 3′Eκ viewpoints demonstrated that the enhancer interactions
increased with sites up to 1 Mb into the Vκ locus. However, other
than a minor decrease of interaction of 3′Eκ with the end of
the Vκ locus, the interactions of these three regulatory regions
with the distal half of the Vκ locus was unchanged. From these
results, it seems that the majority of these long-range interactions
between the enhancers or Sis with the distal 2/3 of the Vκ locus
are CTCF-independent interactions. Considering that the com-
plete absence of CTCF in the cells gave a similar phenotype as the
Cer−/− mice, the predominant effect of CTCF depletion through-
out the Igκ locus may be primarily due to the absence of CTCF
binding at Cer.

As mentioned above, Rad21 (a subunit of cohesin) binds to
CTCF sites in the AgR loci when rearrangement occurs (28, 39, 40).
Seitan et al. analyzed the role of cohesin in V(D)J rearrangement at
the Tcrα/δ locus (Figure 1) through the use of Rad21-deficient DP
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thymocytes (39). Because cells cannot progress through cell divi-
sion in the absence of cohesin, its role can only be ascertained in
cells that do not divide, making DP thymocytes an appropriate cell
type to study. They demonstrated that Rad21-deficiency resulted
in reduced long-range looping between the CTCF/cohesin sites at
TEA, the promoter of the germline transcripts of the 10 most 5′

Jα genes, and Eα that also contains a CTCF/cohesin binding site.
They also found an altered pattern of germline transcription in
the Jα region and reduced rearrangement to all but the most 5′ Jα
genes in these Rad21-deficient mice.

A more detailed analysis of the role of CTCF/cohesin in TCRα

rearrangement was performed using CTCF-deficient thymocytes
(40). Shih et al. demonstrated by 3C that TEA and Eα strongly
interacted in wild type DP thymocytes, weakly in DN thymocytes,
and not at all in B cells. TEA and Eα also interacted with several
proximal Vα genes and with some Jα genes, predominantly at the
5′ portion of the Jα region. In the Tcrα/δ locus, most functional
Vα genes have CTCF sites bound adjacent to the promoters, and
thus it appears that normally CTCF nucleates a hub of proximal
Vα genes, a subset of Jα genes, and the enhancer to create a func-
tional recombination center. This entire hub of interactions was
greatly reduced in Eα-deficient DP thymocytes, and thus depen-
dent upon Eα. Deletion of TEA resulted in a shift of the peak
of interaction of Eα to the middle Jα genes, likely explaining the
previous observations that TEA deletion shifted the predominant
rearrangements and germline transcription to the middle Jα genes
(41). In contrast to these results in wild type mice, 3C analysis
of CTCF-deficient DP thymocytes revealed a reduction in the Eα

interactions with TEA, 5′ Jα, and certain 3′ Vα genes, and the level
of rearrangement at the Tcrα locus was greatly reduced. Strikingly,
the CTCF-deficient DP thymocytes showed increased Eα contacts
with the Tcrδ gene segments that are just upstream of TEA. Thus, it
appears that the role of CTCF is to promote Eα interactions with
the 3′ Vα and 5′ Jα genes, while discouraging interactions with
the intervening Tcrδ genes. 3D-FISH experiments demonstrated
that the 3′ end of the locus was still contracted in CTCF-deleted
DP thymocytes, but 3C results showed that the long-range inter-
actions were reduced for some 3′ Vα genes in DP thymocytes
in the absence of CTCF. The level of transcription paralleled the
new contacts as TEA-dependent transcription was decreased and
transcription of Tcrδ genes was increased. Notably, this pattern
of altered transcription and 3C contacts paralleled that seen in
TEA−/− mice, suggesting that it is the CTCF binding to TEA in
WT DP thymocytes that directs Eα to interact with 5′ Vα and 3′

Jα and promotes their transcription and subsequent rearrange-
ment. CTCF binding to TEA also presumably directs Eα to skip
over the more proximal Tcrδ genes and instead interact with the
5′ Vα genes further away in the locus. In this way, the function
of the CTCF-binding region at TEA resembles that of CTCF/DFL
and Cer/Sis in that it prevents interactions with the immediately
proximal genes, and instead directs interactions to V genes that are
further away, allowing the creation of a diverse repertoire of AgR.

3D CHANGES CAUSED BY NON-CODING RNA
For many years we have known that the J and C genes of each AgR
locus undergo high levels of non-coding transcription when the

locus is undergoing rearrangement (42, 43). In addition, V genes
can produce low levels of sense ncRNA (or “germline transcrip-
tion”) when they are accessible for rearrangement (44). In a few
cases it has been demonstrated that these sense ncRNAs begin at
the V gene’s promoter and stop shortly after the RSS and presum-
ably this is the extent of most sense ncRNA. More recently, ncRNA
in the antisense direction was described, and these ncRNAs are
largely intergenic and longer (45). We performed directional RNA-
seq of the Igh locus, thus defining all of the sense and antisense
ncRNA within the locus in pro-B cells (29). Strikingly, there were
three major regions of antisense ncRNA, and two minor antisense
regions. The three major transcripts began at three of the PAIR
elements, PAIR 4, 6, and 11. The 14 PAIR elements, or Pax5 Inter-
genic Repeat elements, consist of binding sites for Pax5, E2A, and
CTCF. These regions have high levels of H3K4me3 and H3ac, as
would be expected since they are so highly transcribed (29). The
two minor regions of antisense ncRNA were in the proximal J558
region, the site of the originally described antisense RNA (45), and
near the J606 genes.

It is now widely accepted that transcription takes place in sub-
nuclear compartments called transcription factories, which are
clusters of RNA polymerases (46, 47). Many genes are transcribed
within each transcription factory, and often co-regulated genes
occupy one together regardless of their genomic distance, and even
genes on separate chromosomes may co-localize to the same fac-
tory (47, 48). It can be hypothesized that if all Igh ncRNA were
to be transcribed from the same transcription factory, any regions
within the VH part of the Igh locus that are being transcribed will
of necessity be brought into juxtaposition with Eµ, which contains
the promoter of the predominant Iµ germline transcript (29, 49).
Iµ is constantly transcribed and located 1–2.2 kb downstream of
the JH genes (50). This would mean that any VH genes being tran-
scribed would be close to the DJH region to which one of the VH

genes would ultimately rearrange in each pro-B cell (Figure 2).
In support of this hypothesis, we demonstrated by 3C that PAIR4
and PAIR6, the regions of highest antisense transcription within
the VH region, directly interacted with Eµ (29). We knew that
YY1−/− pro-B cells do not undergo locus contraction or rearrange
distal VH genes. With this in mind, we also showed that YY1−/−

pro-B cells did not undergo antisense transcription at PAIR ele-
ments, and their PAIR elements did not interact with Eµ (29).
Thus, it is possible that the lack of antisense ncRNA in the dis-
tal VH region of YY1−/− pro-B cells contributes to their lack of
both locus contraction and rearrangement of distal J558 genes.
We also saw a modest increase in antisense transcription at PAIR
elements in CTCF-knockdown in RAG−/− pro-B cells, and 3C
analysis showed modestly increased interactions of PAIR and Eµ.
This is consistent with the idea that these interactions are taking
place in a common transcription factory (27). By 3D-FISH, larger
spatial distances between the proximal and distal ends of the Igh
locus were seen in pro-B cells with CTCF knockdown, suggesting
that CTCF is likely assisting in forming multiple loops within the
Igh locus that “loosen” as its expression is reduced. However, the
increase in PAIR–Eµ interactions that we observed with loss of
CTCF expression suggests that CTCF is not a major player in the
pro-B specific locus contraction process.
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DEEP SEQUENCING OF THE Igh REPERTOIRE IN PRO-B CELLS
AND BIOINFORMATIC ANALYSES
While it is necessary to understand the effect of individual ele-
ments that regulate accessibility and chromatin structure at AgR
loci, it is likely that many different factors are acting in concert
for efficient production of a diverse repertoire. Recently, our lab
and the Oltz lab adopted a bioinformatic approach with a goal to
assign weight to the various factors that influence the frequency
of rearrangement of individual V genes. To address this aim, we
correlated the sequenced repertoires of mouse Igh and Tcrβ to
ChIP-seq data for histone modifications and transcription factor
binding and RNA-seq data for ncRNA transcripts (51, 52).

For the analysis of the mouse Igh repertoire in C57BL/6 mice,
we sequenced 5′RACE-amplified cDNA from cell sorter purified
pro-B cells to determine the pre-selection repertoire (51). Because
this approach utilizes universal sequences to the 5′ annealed
adapter and Cµ on the expressed heavy chain transcript, it allows
for an unbiased amplification of the expressed repertoire. In pro-B
cells, as expected, theVH genes were recombined at widely different
frequencies throughout the locus. We assessed the histone post-
translational modifications and transcript levels over each actively
recombined gene and observed a significant distinction between
VH genes at the distal and proximal parts of the locus (Figure 3).
Distal J558 family genes had greater enrichment for the active
histone modifications (H3K4 methylation and H3 acetylation)
as well as higher levels of both sense and antisense transcripts,
than the proximal 7183 and Q52 families. This difference in epi-
genetic profiles suggests that these factors may be preferentially
more influential at the distal half of the large Igh locus. We there-
fore divided the Igh locus into four domains based on VH gene
family locations, and found that domain 1, consisting of the 7183
and Q52 families, had very low levels of H3K4 methylation and the
lowest levels of ncRNA. Domain 4, the most distal, containing all
of the 3609 family as well as half of the J558 genes, had the highest
levels of all the active histone modifications as well as the highest
levels of both sense and antisense ncRNA. Domain 3, containing
the remainder of the J558 genes, also had active chromatin marks
and higher levels of ncRNA than the proximal genes.

When the relation to CTCF and Rad 21 binding was examined,
all but one actively utilized gene of the proximal 7183 and Q52
families in domain 1 had a CTCF binding site within 100 bp, and
all but one inactive gene had a CTCF site at ~1–20 kb distance.
While at a genomic scale, a distance of 100 bp vs. >1 kb may not
be of great difference, it may be enough distinction to place an
RSS in close enough vicinity to the recombination center at the
JH region to provide a significant advantage to a VH gene. CTCF
binding at the base of the loop at CTCF/DFL, which is proximal
to the rearranged DJH, and the base of the loop of functional VH-
adjacent CTCF sites in domain 1 would bring these regions in close
proximity. Genes in the middle and distal regions did not show this
tendency, suggesting that having a close CTCF binding site is most
important for the genes at the proximal end of the Igh locus.

We previously demonstrated that RSS quality could influence
VH gene rearrangement frequency, and demonstrated that three
different prototypic 7183 RSSs and a S107 RSS were more effective
than a J558 RSS (53). All of the J558 RSSs are much further from
the consensus RSS sequence than the 7183 RSSs. However, we also

FIGURE 3 |The Igh locus can be divided into four domains by the
epigenetic and transcriptional landscape. The local epigenetic and
transcriptional environment of each gene is plotted, with the numbers
deriving from the total number of ChIP-seq or RNA-seq reads for the 2.5 kb
region centered around each VH gene. Active histone modifications and
ncRNA transcripts were enriched at VH genes at the distal end of the locus
while proximal genes had very little of these features. Domains were
divided by the boundary of VH gene families, and bioinformatic analyses of
the various epigenetic elements suggest that genes in each domain may be
regulated by different mechanisms.

showed that other parameters can override this effect, and that V
genes with an identical RSS can rearrange at very different frequen-
cies in vivo (53–55). Results from a computational model-building
algorithm using our ChIP-seq, RNA-seq, and Igh repertoire deep
sequencing data determined that having a functional RSS and an
open chromatin environment as assessed by histone modifications
were significant factors in predicting the activity of a VH gene (51).
When just the actively rearranging functional VH genes were con-
sidered, the different domains of the VH locus had different factors
that correlated with recombination frequency. Within the proxi-
mal domain 1, proximity to the DJH genes was most significant,
which is in agreement with the data we obtained a decade ago on
another Igh haplotype, Igha, in pro-B cells from µMT mice (53).
In contrast, at the distal domains, higher levels of active histone
modifications appeared to be most important. This greater enrich-
ment for active histone modifications at the distal VH genes may
reflect recruitment of these genes to the recombination center via
transcription or some unknown factor that compensates for the
disadvantages such as the distance from the DJH genes and their
poorer RSSs.

At the Tcrβ locus, Gopalakrishnan et al. took a different
approach of assessing individual Vβ gene usage by using a Taqman
assay to measure rearrangement of genomic DNA rather than the
5′RACE approach that we used for the Igh repertoire (52). This
approach is feasible at the Tcrβ locus due to the much smaller
number of V genes compared to the Igh locus. When recombi-
nation frequency was compared to 3C interaction data, there was
no rearrangement advantage observed for Vβ genes that displayed
higher levels of interaction with the Dβ1 gene, leading authors to
conclude that once the contraction has occurred at the relatively
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smaller Tcrβ locus, spatial access is not a determining factor for
Vβ gene usage. However, it should be noted that all but two of the
Vβ genes are present within 235 kb at this locus, whereas the Igh
and Igκ V genes are spread over >2.5 kb. Therefore, proximity of V
genes to (D)J genes in 3D space is much more likely to contribute
to V gene rearrangement frequency in the large Igh and Igκ loci.
The bioinformatic analysis of all of the chromatin modifications,
transcriptional activity, and 3D proximity for the Tcrβ locus led to
the conclusion that having a functional RSS, higher nucleosome
depletion (FAIRE assay), and higher RNA pol II binding were good
indicators for active vs. inert Vβ genes. They also concluded, for
the actively rearranging genes, higher levels of active histone mod-
ifications correlated with higher levels of recombination, similarly
to our conclusions for the domain 3 and 4 VH genes.

The results from the Tcrβ and Igh locus considered together
suggest that while generally accessible chromatin conformation
and functional RSS sequences are both important, the different
AgR loci are not governed by the same rules. In the case of the
Igh locus, even the proximal and distal ends of the locus may be
regulated by different mechanisms, which is likely due to its great
expansion over a large genomic area and hence a greater need for
locus contraction to bring the distal and middle VH genes closer.

MODEL FOR THE ROLE OF CTCF AND ncRNA IN THE
ESTABLISHMENT OF THE 3D STRUCTURE OF THE AgR LOCI
CTCF and its partner cohesin play important structural roles in
creating large domains throughout the entire genome. Within AgR
loci, there is a much higher density of CTCF/cohesin sites at rear-
ranging loci than elsewhere in the genome. We hypothesize that the
many CTCF/cohesin sites are necessary to create the multi-looped
rosette-like structure that is the basic conformation of all AgR loci.
This rosette structure makes it easier to compact various loci at the
time of rearrangement. For some V genes, such as the VH genes
in domain 1 of the Igh locus, having a CTCF site near the RSS
appears to be critical for a VH gene to undergo rearrangement,
but these VH genes are rather poor in active histone marks and
ncRNA. Thus, in lieu of these accessibility factors, being physically
tethered to the recombination center, presumably by interactions
with CTCF/DFL, is of great importance. In addition to the many
CTCF sites throughout the large V gene portions of the AgR loci,
CTCF/cohesin sites in between the V and J regions of the large AgR
loci seem to be particularly important in regulating proper V gene
rearrangements in a lineage- and developmental stage-specific
manner (Figure 1). We also propose that ncRNA, or germline tran-
scription, can directly facilitate Igh locus compaction if VH genes
or intergenic regions being transcribed are located in the same
transcription factory as the Iµ ncRNA. Since the DJH rearrange-
ment is directly adjacent to the highly transcribed Iµ, transcription
will place the DJH rearrangement very close to the transcription
factory. We hypothesize that the structure of the Igh locus is very
dynamic in pro-B cells, with different subsets of VH genes being
transcribed in each pro-B cell (Figure 2, bottom). Thus, we suggest
that the dynamic and stochastic nature of germline transcription
will physically move different parts of the VH gene locus into prox-
imity to the DJH rearrangement in each pro-B cell, and this will
provide equal opportunity for VH genes throughout the locus to
come into proximity to the DJH rearrangement. Presumably, this

same activity could take place at the other AgR loci. In this way,
the production of diverse repertoires of antibodies and TCR is
assured.

ACKNOWLEDGMENTS
This work was supported by the National Institutes of Health
grants R01AI08218 and R21AI1007343.

REFERENCES
1. Dekker J, Rippe K, Dekker M, Kleckner N. Capturing chromosome conforma-

tion. Science (2002) 295:1306–11. doi:10.1126/science.1067799
2. Ohlsson R, Gondor A. The 4C technique: the ‘Rosetta stone’ for genome biology

in 3D? Curr Opin Cell Biol (2007) 19:321–5. doi:10.1016/j.ceb.2007.04.008
3. Lieberman-Aiden E, van Berkum NL, Williams L, Imakaev M, Ragoczy T, Telling

A, et al. Comprehensive mapping of long-range interactions reveals folding prin-
ciples of the human genome. Science (2009) 326:289–93. doi:10.1126/science.
1181369

4. Guo C, Gerasimova T, Hao H, Ivanova I, Chakraborty T, Selimyan R, et al. Two
forms of loops generate the chromatin conformation of the immunoglobulin
heavy-chain gene locus. Cell (2011) 147:332–43. doi:10.1016/j.cell.2011.08.049

5. Kosak ST, Skok JA, Medina KL, Riblet R, Le Beau MM, Fisher AG, et al. Subnu-
clear compartmentalization of immunoglobulin loci during lymphocyte devel-
opment. Science (2002) 296:158–62. doi:10.1126/science.1068768

6. Kind J, van Steensel B. Genome-nuclear lamina interactions and gene regulation.
Curr Opin Cell Biol (2010) 22:320–5. doi:10.1016/j.ceb.2010.04.002

7. Roldan E, Fuxa M, Chong W, Martinez D, Novatchkova M, Busslinger M, et al.
Locus ‘decontraction’ and centromeric recruitment contribute to allelic exclu-
sion of the immunoglobulin heavy-chain gene. Nat Immunol (2005) 6:31–41.
doi:10.1038/ni1150

8. Shih HY, Krangel MS. Distinct contracted conformations of the Tcrα/Tcrδ
locus during Tcrα and Tcrδ recombination. J Exp Med (2010) 207:1835–41.
doi:10.1084/jem.20100772

9. Sayegh C, Jhunjhunwala S, Riblet R, Murre C. Visualization of looping involving
the immunoglobulin heavy-chain locus in developing B cells. Genes Dev (2005)
19:322–7. doi:10.1101/gad.1254305

10. Skok JA, Gisler R, Novatchkova M, Farmer D, de Laat W, Busslinger M. Reversible
contraction by looping of the Tcrα and Tcrβ loci in rearranging thymocytes. Nat
Immunol (2007) 8:378–87. doi:10.1038/ni1448

11. Jhunjhunwala S, van Zelm MC, Peak MM, Cutchin S, Riblet R, van Don-
gen JJ, et al. The 3D structure of the immunoglobulin heavy-chain locus:
implications for long-range genomic interactions. Cell (2008) 133:265–79.
doi:10.1016/j.cell.2008.03.024

12. Liu H, Schmidt-Supprian M, Shi Y, Hobeika E, Barteneva N, Jumaa H, et al.
Yin Yang 1 is a critical regulator of B-cell development. Genes Dev (2007)
21:1179–89. doi:10.1101/gad.1529307

13. Hesslein DG, Pflugh DL, Chowdhury D, Bothwell AL, Sen R, Schatz DG. Pax5 is
required for recombination of transcribed, acetylated, 5’ IgH V gene segments.
Genes Dev (2003) 17:37–42. doi:10.1101/gad.1031403

14. Fuxa M, Skok J, Souabni A, Salvagiotto G, Roldan E, Busslinger M. Pax5 induces
V-to-DJ rearrangements and locus contraction of the immunoglobulin heavy-
chain gene. Genes Dev (2004) 18:411–22. doi:10.1101/gad.291504

15. Su IH, Basavaraj A, Krutchinsky AN, Hobert O, Ullrich A, Chait BT, et al. Ezh2
controls B cell development through histone H3 methylation and Igh rearrange-
ment. Nat Immunol (2003) 4:124–31. doi:10.1038/ni876

16. Reynaud D, Demarco IA, Reddy KL, Schjerven H, Bertolino E, Chen Z, et al.
Regulation of B cell fate commitment and immunoglobulin heavy-chain gene
rearrangements by Ikaros. Nat Immunol (2008) 9:927–36. doi:10.1038/ni.1626

17. Phillips JE, Corces VG. CTCF: master weaver of the genome. Cell (2009)
137:1194–211. doi:10.1016/j.cell.2009.06.001

18. Wallace JA, Felsenfeld G. We gather together: insulators and genome organiza-
tion. Curr Opin Genet Dev (2007) 17:400–7. doi:10.1016/j.gde.2007.08.005

19. Phillips-Cremins JE, Corces VG. Chromatin insulators: linking genome orga-
nization to cellular function. Mol Cell (2013) 50:461–74. doi:10.1016/j.molcel.
2013.04.018

20. Dixon JR, Selvaraj S, Yue F, Kim A, Li Y, Shen Y, et al. Topological domains in
mammalian genomes identified by analysis of chromatin interactions. Nature
(2012) 485:376–80. doi:10.1038/nature11082

Frontiers in Immunology | B Cell Biology February 2014 | Volume 5 | Article 49 | 22

http://dx.doi.org/10.1126/science.1067799
http://dx.doi.org/10.1016/j.ceb.2007.04.008
http://dx.doi.org/10.1126/science.1181369
http://dx.doi.org/10.1126/science.1181369
http://dx.doi.org/10.1016/j.cell.2011.08.049
http://dx.doi.org/10.1126/science.1068768
http://dx.doi.org/10.1016/j.ceb.2010.04.002
http://dx.doi.org/10.1038/ni1150
http://dx.doi.org/10.1084/jem.20100772
http://dx.doi.org/10.1101/gad.1254305
http://dx.doi.org/10.1038/ni1448
http://dx.doi.org/10.1016/j.cell.2008.03.024
http://dx.doi.org/10.1101/gad.1529307
http://dx.doi.org/10.1101/gad.1031403
http://dx.doi.org/10.1101/gad.291504
http://dx.doi.org/10.1038/ni876
http://dx.doi.org/10.1038/ni.1626
http://dx.doi.org/10.1016/j.cell.2009.06.001
http://dx.doi.org/10.1016/j.gde.2007.08.005
http://dx.doi.org/10.1016/j.molcel.2013.04.018
http://dx.doi.org/10.1016/j.molcel.2013.04.018
http://dx.doi.org/10.1038/nature11082
http://www.frontiersin.org/B_Cell_Biology/archive
http://www.frontiersin.org/B_Cell_Biology


Choi and Feeney 3D structure of AgR loci

21. Hou C, Li L, Qin ZS, Corces VG. Gene density, transcription, and insulators
contribute to the partition of the Drosophila genome into physical domains.
Mol Cell (2012) 48:471–84. doi:10.1016/j.molcel.2012.08.031

22. Botta M, Haider S, Leung IX, Lio P, Mozziconacci J. Intra- and inter-
chromosomal interactions correlate with CTCF binding genome wide. Mol Syst
Biol (2010) 6:426. doi:10.1038/msb.2010.79

23. Nasmyth K, Haering CH. Cohesin: its roles and mechanisms. Annu Rev Genet
(2009) 43:525–58. doi:10.1146/annurev-genet-102108-134233

24. Parelho V, Hadjur S, Spivakov M, Leleu M, Sauer S, Gregson HC, et al. Cohesins
functionally associate with CTCF on mammalian chromosome arms. Cell (2008)
132:422–33. doi:10.1016/j.cell.2008.01.011

25. Wendt KS, Yoshida K, Itoh T, Bando M, Koch B, Schirghuber E, et al. Cohesin
mediates transcriptional insulation by CCCTC-binding factor. Nature (2008)
451:796–801. doi:10.1038/nature06634

26. Rubio ED, Reiss DJ, Welcsh PL, Disteche CM, Filippova GN, Baliga NS, et al.
CTCF physically links cohesin to chromatin. Proc Natl Acad Sci U S A (2008)
105:8309–14. doi:10.1073/pnas.0801273105

27. Degner SC, Verma-Gaur J, Wong TP, Bossen C, Iverson GM, Torkamani A, et al.
CCCTC-binding factor (CTCF) and cohesin influence the genomic architecture
of the Igh locus and antisense transcription in pro-B cells. Proc Natl Acad Sci U
S A (2011) 108:9566–71. doi:10.1073/pnas.1019391108

28. Degner SC, Wong TP, Jankevicius G, Feeney AJ. Cutting edge: developmental
stage-specific recruitment of cohesin to CTCF sites throughout immunoglobu-
lin loci during B lymphocyte development. J Immunol (2009) 182:44–8.

29. Verma-Gaur J, Torkamani A, Schaffer L, Head SR, Schork NJ, Feeney AJ. Non-
coding transcription within the Igh distal VH region at PAIR elements affects
the 3D structure of the Igh locus in pro-B cells. Proc Natl Acad Sci U S A (2012)
109:17004–9. doi:10.1073/pnas.1208398109

30. Ebert A, McManus S, Tagoh H, Medvedovic J, Salvagiotto G, Novatchkova M,
et al. The distal VH gene cluster of the Igh locus contains distinct regulatory ele-
ments with Pax5 transcription factor-dependent activity in pro-B cells. Immu-
nity (2011) 34:175–87. doi:10.1016/j.immuni.2011.02.005

31. Featherstone K, Wood AL, Bowen AJ, Corcoran AE. The mouse immunoglob-
ulin heavy chain V-D intergenic sequence contains insulators that may regulate
ordered V(D)J recombination. J Biol Chem (2010) 285:9327–38. doi:10.1074/
jbc.M109.098251

32. Guo C, Yoon HS, Franklin A, Jain S, Ebert A, Cheng HL, et al. CTCF-binding
elements mediate control of V(D)J recombination. Nature (2011) 477:424–30.
doi:10.1038/nature10495

33. Giallourakis CC, Franklin A, Guo C, Cheng HL, Yoon HS, Gallagher M, et al.
Elements between the IgH variable (V) and diversity (D) clusters influence anti-
sense transcription and lineage-specific V(D)J recombination. Proc Natl Acad
Sci U S A (2010) 107:22207–12. doi:10.1073/pnas.1015954107

34. Feeney AJ, Verma-Gaur J. CTCF-cohesin complex: architect of chromatin struc-
ture regulates V(D)J rearrangement. Cell Res (2012) 22:280–2. doi:10.1038/cr.
2011.188

35. Liu Z, Widlak P, Zou Y, Xiao F, Oh M, Li S, et al. A recombination silencer
that specifies heterochromatin positioning and Ikaros association in the
immunoglobulin kappa locus. Immunity (2006) 24:405–15. doi:10.1016/j.
immuni.2006.02.001

36. Xiang Y, Zhou X, Hewitt SL, Skok JA, Garrard WT. A multifunctional element
in the mouse Igk locus that specifies repertoire and Ig loci subnuclear location.
J Immunol (2011) 186:5356–66. doi:10.4049/jimmunol.1003794

37. Xiang Y, Park SK, Garrard WT. Vκ gene repertoire and locus contraction are
specified by critical DNase I hypersensitive sites within the Vκ-Jκ intervening
region. J Immunol (2013) 190:1819–26. doi:10.4049/jimmunol.1203127

38. Ribeiro de Almeida C, Stadhouders R, de Bruijn MJ, Bergen IM, Thongjuea S,
Lenhard B, et al. The DNA-binding protein CTCF limits proximal Vκ recombi-
nation and restricts k enhancer interactions to the immunoglobulin kappa light
chain locus. Immunity (2011) 35:501–13. doi:10.1016/j.immuni.2011.07.014

39. Seitan VC, Hao B, Tachibana-Konwalski K, Lavagnolli T, Mira-Bontenbal H,
Brown KE, et al. A role for cohesin in T-cell-receptor rearrangement and thy-
mocyte differentiation. Nature (2011) 476:467–71. doi:10.1038/nature10312

40. Shih HY, Verma-Gaur J, Torkamani A, Feeney AJ, Galjart N, Krangel MS.
Tcrα gene recombination is supported by a Tcrα enhancer- and CTCF-
dependent chromatin hub. Proc Natl Acad Sci U S A (2012) 109:E3493–502.
doi:10.1073/pnas.1214131109

41. Villey I, Caillol D, Selz F, Ferrier P, de Villartay J-P. Defect in rearrangement of
the most 5’ TCR-Jα following targeted deletion of T early a (TEA): implications
for TCRα locus accessibility. Immunity (1996) 5:331–42. doi:10.1016/S1074-
7613(00)80259-9

42. Yancopoulos GD, Alt FW. Regulation of the assembly and expression of variable-
region genes. Ann Rev Immunol (1986) 4:339–68. doi:10.1146/annurev.iy.04.
040186.002011

43. Lennon GG, Perry RP. C mu-containing transcripts initiate heterogeneously
within the IgH enhancer region and contain a novel 5’-nontranslatable exon.
Nature (1985) 318:475–8. doi:10.1038/318475a0

44. Yancopoulos GD,Alt FW. Developmentally controlled and tissue-specific expres-
sion of unrearranged VH gene segments. Cell (1985) 40:271–81. doi:10.1016/
0092-8674(85)90141-2

45. Bolland DJ, Wood AL, Johnston CM, Bunting SF, Morgan G, Chakalova L, et al.
Antisense intergenic transcription inV(D)J recombination. Nat Immunol (2004)
5:630–7. doi:10.1038/ni1068

46. Mitchell JA, Fraser P. Transcription factories are nuclear subcompartments
that remain in the absence of transcription. Genes Dev (2008) 22:20–5.
doi:10.1101/gad.454008

47. Cook PR. A model for all genomes: the role of transcription factories. J Mol Biol
(2010) 395:1–10. doi:10.1016/j.jmb.2009.10.031

48. Schoenfelder S, Sexton T, Chakalova L, Cope NF, Horton A, Andrews S, et al.
Preferential associations between co-regulated genes reveal a transcriptional
interactome in erythroid cells. Nat Genet (2010) 42:53–61. doi:10.1038/ng.496

49. Matheson LS, Corcoran AE. Local and global epigenetic regulation of V(D)J
recombination. Curr Top Microbiol Immunol (2012) 356:65–89. doi:10.1007/
82_2011_137

50. Osborne CS, Chakalova L, Mitchell JA, Horton A, Wood AL, Bolland DJ, et al.
Myc dynamically and preferentially relocates to a transcription factory occupied
by Igh. PLoS Biol (2007) 5:e192. doi:10.1371/journal.pbio.0050192

51. Choi NM, Loguercio S, Verma-Gaur J, Degner SC, Torkamani A, Su AI,
et al. Deep sequencing of the murine Igh repertoire reveals complex regu-
lation of nonrandom V gene rearrangement frequencies. J Immunol (2013)
191:2393–402. doi:10.4049/jimmunol.1301279

52. Gopalakrishnan S, Majumder K, Predeus A, Huang Y, Koues OI, Verma-Gaur
J, et al. Unifying model for molecular determinants of the preselection Vβ

repertoire. Proc Natl Acad Sci U S A (2013) 110:E3206–15. doi:10.1073/pnas.
1304048110

53. Williams GS, Martinez A, Montalbano A, Tang A, Mauhar A, Ogwaro KM,
et al. Unequal VH gene rearrangement frequency within the large VH7183 gene
family is not due to RSS variation, and mapping of the genes shows a bias
of rearrangement based on chromosomal location. J Immunol (2001) 167:
257–63.

54. Feeney AJ. Genetic and epigenetic control of V gene rearrangement frequency.
Adv Exp Med Biol (2009) 650:73–81. doi:10.1007/978-1-4419-0296-2_6

55. Feeney AJ, Atkinson MJ, Cowan MJ, Escuro G, Lugo G. A defective VκA2 allele in
Navajos which may play a role in increased susceptibility to Haemophilus influen-
zae type b disease. J Clin Invest (1996) 97:2277–82. doi:10.1172/JCI118669

Conflict of Interest Statement: The authors declare that the research was conducted
in the absence of any commercial or financial relationships that could be construed
as a potential conflict of interest.

Received: 20 December 2013; paper pending published: 07 January 2014; accepted: 28
January 2014; published online: 11 February 2014.
Citation: Choi NM and Feeney AJ (2014) CTCF and ncRNA regulate the three-
dimensional structure of antigen receptor loci to facilitate V(D)J recombination. Front.
Immunol. 5:49. doi: 10.3389/fimmu.2014.00049
This article was submitted to B Cell Biology, a section of the journal Frontiers in
Immunology.
Copyright © 2014 Choi and Feeney. This is an open-access article distributed under the
terms of the Creative Commons Attribution License (CC BY). The use, distribution or
reproduction in other forums is permitted, provided the original author(s) or licensor
are credited and that the original publication in this journal is cited, in accordance with
accepted academic practice. No use, distribution or reproduction is permitted which
does not comply with these terms.

www.frontiersin.org February 2014 | Volume 5 | Article 49 | 23

http://dx.doi.org/10.1016/j.molcel.2012.08.031
http://dx.doi.org/10.1038/msb.2010.79
http://dx.doi.org/10.1146/annurev-genet-102108-134233
http://dx.doi.org/10.1016/j.cell.2008.01.011
http://dx.doi.org/10.1038/nature06634
http://dx.doi.org/10.1073/pnas.0801273105
http://dx.doi.org/10.1073/pnas.1019391108
http://dx.doi.org/10.1073/pnas.1208398109
http://dx.doi.org/10.1016/j.immuni.2011.02.005
http://dx.doi.org/10.1074/jbc.M109.098251
http://dx.doi.org/10.1074/jbc.M109.098251
http://dx.doi.org/10.1038/nature10495
http://dx.doi.org/10.1073/pnas.1015954107
http://dx.doi.org/10.1038/cr.2011.188
http://dx.doi.org/10.1038/cr.2011.188
http://dx.doi.org/10.1016/j.immuni.2006.02.001
http://dx.doi.org/10.1016/j.immuni.2006.02.001
http://dx.doi.org/10.4049/jimmunol.1003794
http://dx.doi.org/10.4049/jimmunol.1203127
http://dx.doi.org/10.1016/j.immuni.2011.07.014
http://dx.doi.org/10.1038/nature10312
http://dx.doi.org/10.1073/pnas.1214131109
http://dx.doi.org/10.1016/S1074-7613(00)80259-9
http://dx.doi.org/10.1016/S1074-7613(00)80259-9
http://dx.doi.org/10.1146/annurev.iy.04.040186.002011
http://dx.doi.org/10.1146/annurev.iy.04.040186.002011
http://dx.doi.org/10.1038/318475a0
http://dx.doi.org/10.1016/0092-8674(85)90141-2
http://dx.doi.org/10.1016/0092-8674(85)90141-2
http://dx.doi.org/10.1038/ni1068
http://dx.doi.org/10.1101/gad.454008
http://dx.doi.org/10.1016/j.jmb.2009.10.031
http://dx.doi.org/10.1038/ng.496
http://dx.doi.org/10.1007/82_2011_137
http://dx.doi.org/10.1007/82_2011_137
http://dx.doi.org/10.1371/journal.pbio.0050192
http://dx.doi.org/10.4049/jimmunol.1301279
http://dx.doi.org/10.1073/pnas.1304048110
http://dx.doi.org/10.1073/pnas.1304048110
http://dx.doi.org/10.1007/978-1-4419-0296-2_6
http://dx.doi.org/10.1172/JCI118669
http://dx.doi.org/10.3389/fimmu.2014.00049
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/B_Cell_Biology/archive
http://www.frontiersin.org/


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

REVIEW ARTICLE
published: 11 March 2014

doi: 10.3389/fimmu.2014.00100

Ubiquitination events that regulate recombination of
immunoglobulin loci gene segments
Jaime Chao, Gerson Rothschild and Uttiya Basu*

Department of Microbiology and Immunology, College of Physicians and Surgeons, Columbia University, New York, NY, USA

Edited by:
Ananda L. Roy, Tufts University School
of Medicine, USA

Reviewed by:
Wenxia Song, University of Maryland,
USA
Paolo Casali, University of Texas
Health Science Center, USA

*Correspondence:
Uttiya Basu, Department of
Microbiology and Immunology,
College of Physicians and Surgeons,
Columbia University, 701 West 168th
Street, New York, NY 10032, USA
e-mail: ub2121@columbia.edu

Programed DNA mutagenesis events in the immunoglobulin (Ig) loci of developing B cells
utilize the common and conserved mechanism of protein ubiquitination for subsequent
proteasomal degradation to generate the required antigen-receptor diversity. Recombi-
nase proteins RAG1 and RAG2, necessary for V(D)J recombination, and activation-induced
cytidine deaminase, an essential mutator protein for catalyzing class switch recombination
and somatic hypermutation, are regulated by various ubiquitination events that affect pro-
tein stability and activity. Programed DNA breaks in the Ig loci can be identified by various
components of DNA repair pathways, also regulated by protein ubiquitination. Errors in the
ubiquitination pathways for any of the DNA double-strand break repair proteins can lead to
inefficient recombination and repair events, resulting in a compromised adaptive immune
system or development of cancer.

Keywords: RAG proteins, AID,V(D)J recombination, class switch recombination, somatic hypermutation, ubiquiti-
nation, DNA repair

INTRODUCTION
B cells are developmentally programed to undergo DNA double-
strand breaks (DSBs) in the immunoglobulin (Ig) locus as they
generate the antibody diversity required for adaptive immunity.
Immature B cells reside in the bone marrow and undergo V(D)J
recombination, using the DNA endonuclease activity of RAG1 and
RAG2, to rearrange multiple gene segments and select a V(D)J
exon in the immunoglobulin heavy chain (IgH) and a VJ exon in
the immunoglobulin light chain (IgL) loci (1–3). Following V(D)J
rearrangement, IgM+ B cells traverse to secondary organs (e.g.,
Peyer’s patches or the spleen) to undergo two additional DNA
alteration events, namely class switch recombination (CSR) and
somatic hypermutation (SHM), using the activity of the DNA
cytidine deaminase activation-induced cytidine deaminase (AID)
(4). CSR is a chromosomal rearrangement–deletion event requir-
ing single-strand breaks in close proximity to each other on both
DNA strands for selection of the particular antibody isotype the B
cell will produce (5). SHM is the incorporation of point mutations
in the recombined V(D)J exon of the IgH and IgL loci to increase
the affinity of the expressed antibody for its cognate antigen (6).
In this review, we discuss how DNA mutagenesis during V(D)J
recombination, CSR, and SHM is regulated by various protein
ubiquitination events.

Ubiquitination is a post-translation modification utilized as a
regulatory mechanism by cells. The process involves the sequential
actions of an ubiquitin-activating enzyme (E1), an ubiquitin-
conjugating enzyme (E2), and an ubiquitin ligase (E3) to cova-
lently attach ubiquitin to a lysine residue of the target protein.
Deemed initially to be merely a system to mark proteins for degra-
dation by the 26S proteasome, the diversity of ubiquitination and
downstream events has recently been increasingly appreciated,
reinforcing the possibility of an “ubiquitin code” as another layer
in the multifaceted landscape of molecular regulation [reviewed
in Ref. (7)].

RAG PROTEINS AND V(D)J RECOMBINATION
V(D)J recombination occurs in the IgH and IgL (comprised of Igκ
and Igλ) chains of B cells. At the IgH locus, V(D)J recombina-
tion first connects a diversity (D) to a joining (J) segment to form
a coding and a signal joint, followed by a second recombination
event to bring together a variable (V) segment to the preformed
DJ segment. IgL loci, on the other hand, do not contain D seg-
ments and are therefore subject to only one recombination event
to form a VJ coding segment. For T cells, β and δ TCR loci parallel
the IgH locus, first joining DJ segments before recombining to a V
segment; α and γ TCR are analogous to IgL loci (1–3).

Recombination activating genes 1 and 2, encoding proteins
RAG1 and RAG2 respectively, are necessary and sufficient for the
breaks and rearrangements during V(D)J recombination. RAG1
and RAG2, collectively referred to as RAG in this review, are
lymphoid-specific proteins that cleave and join DNA segments
during V(D)J recombination [reviewed in Ref. (8)]. The RAG
proteins specifically recognize recombination signal sequences
(RSSs) that flank each V, D, and J segment. RSSs are composed of
conserved heptamer and nonamer sequences separated by a non-
conserved gap of either 12 or 23 base pairs, named 12RSS and
23RSS, respectively. Upon recognition and binding of a 12RSS or
23RSS, the RAG proteins form a complex that then captures the
alternate 12RSS/RAG or 23RSS/RAG complex for synapsis to form
a paired complex [reviewed in Ref. (9)]. Synapsis occurs exclusively
between different RSS for efficient recombination, known as the
“12–23 rule.” After the paired complex is formed, the RAG pro-
teins nick and cleave 5′ of the RSS to produce a hairpin-closed
coding end and a blunt signal end. Subsequent processing by non-
homologous end joining (NHEJ) factors results in the final coding
and signal joints, completing the recombination of a D to a J seg-
ment, a V to a DJ, or a V to a J segment. Signal joints containing
the RSSs are excised, leaving coding joints as the operative DNA
in the cell. How RAG1 and RAG2 interact with each other and
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in what exact sequence remains to be determined. However, the
inherent ability of RAG to cause DNA breaks and recombination
is of concern, particularly if lesions occur outside of warranted
loci, namely IgH, IgL, or the TCR, engendering the possibility of
translocations with oncogenes and/or transformation of the cell
to a malignant state. Therefore, effective regulation of RAG1 and
RAG2 is crucial both for efficient V(D)J recombination to generate
the diversity in the adaptive immune system and for avoidance of
genomic instability.

RAG1 AS AN E3-UBIQUITIN LIGASE
RAG1 is the known catalytic component of the RAG complex,
responsible for DNA binding and cleavage during V(D)J recom-
bination [reviewed in Ref. (9)]. Core RAG1 is defined to include
all necessary regions required for V(D)J recombination activity.
Briefly, a well-defined nonamer-binding domain binds the non-
amer sequence of the RSS, as the name implies. A central region
(amino acids 528–760) includes a heptamer-binding domain and
RAG2 interacting region, which is thought to involve the zinc
finger region B (ZnB). Finally, three amino acids (D600, D708,
and E962), known as the DDE motif, are important for DNA
cleavage. Recently, interest in the significance of the non-core
regions of RAG1 has increased, especially with the observation
of the conserved N-terminal residues. Utilizing extrachromoso-
mal recombination substrates and deletion and mutation analysis,
the need for non-core RAG1 to enhance V(D)J recombination and
fidelity has been suggested (10). The ZnA region of RAG1 includes
an N-terminal RING domain that acts as an E3-ubiquitin ligase,
with the potential to ubiquitinate a panel of targets for various
downstream events (11–17), as well as the area which interacts
with histone 3 (see below). The ZnA region is able to homodimer-
ize, which may be significant for the E3-ubiquitin ligase activity of
RAG1 and/or its regulation (14).

Through an in vitro experiment, the N-terminal RING domain
of RAG1 has been shown to be capable of and necessary for
mono-ubiquitinating test substrate S-protein in the presence of
E2 enzymes UbcH10 or UbcH4 (11–17). Point mutations within
the RING region, as well as deletion of half of the RING domain,
strongly reduce the ubiquitination activity of the wild-type (WT)
construct. Poly-ubiquitination was also observed in the presence
of E2 UbcH5b, but in the absence of S-protein, suggesting that
RAG1 has an auto-ubiquitination capacity. Because the RING
domain of RAG1 is dispensable for V(D)J recombination activity,
it is possible to conclude that RAG1 has an alternate enzymatic
activity, though likely indirectly involved in V(D)J recombina-
tion. As noted above, RAG1 was identified as a potential E3-
ubiquitin ligase utilizing a synthetic assay. Subsequent studies
examining the RAG1 RING domain both in vitro and in vivo,
however, were able to identify specific target substrates ubiquiti-
nated by RAG1, and the nature of these ubiquitinations (11–16).
It appears that the RAG1 RING domain is capable of interacting
with multiple E2 ubiquitin-conjugating enzymes, with the spe-
cific E2 interaction possibly determining the subsequent ubiqui-
tinated substrate(s). Accordingly, possible regulatory mechanisms
for RAG1 and RAG2 activity and protein stabilization, as well as a
range of alternative downstream pathways, have tentatively been
identified.

Ubiquitinated proteins are most often recognized and degraded
by the 26S proteasome. However, RAG1’s unique RING domain
structure, coordinating three Zn ions as opposed to the stan-
dard two of canonical RING domains, along with its ability to
interact with a panel of E2 enzymes, suggest functions either
alternate to or in addition to protein degradation (14). These
alternative functions possibly are indirectly involved in V(D)J
recombination and/or RAG regulation. RAG1 can be ubiqui-
tinated in intact cells for subsequent degradation by the 26S
proteasome, as evidenced by ubiquitinated species only being
observed in a state of proteasome inhibition (11). Addition-
ally, through an in vitro ubiquitination and pull-down assay,
the RAG1 N-terminal region, containing the RING domain, Zn-
binding domain, and basic upstream region, was observed to
undergo auto-ubiquitination, specifically in the presence of E2
UbcH3/CDC34 (Figure 1C). In an experiment utilizing CH3-
ubiquitin, which is unable to form poly-ubiquitin chains, it
was shown that auto-ubiquitination of RAG1 primarily occurs
at one conserved lysine residue, K233. Poly-ubiquitination was
observed with WT ubiquitin, but does not necessarily depend
on K48-linkage as poly-ubiquitin chains were seen with a K48R
ubiquitin mutant. Finally, core RAG1 is more active than full-
length protein in vitro, suggesting the importance of RAG1 auto-
ubiquitination to potentially modulate its own turnover (11).
With the RING domain and its E3-ubiquitin ligase activity miss-
ing, auto-ubiquitination of RAG1 cannot occur which may lead
to the observed heightened activity of core RAG1, and possible
promiscuous over-activity.

Beyond auto-ubiquitination and subsequent degradation, the
RAG1 RING domain can interact with other E2 enzymes to ubiq-
uitinate substrates involved in V(D)J recombination. One such
substrate is histone H3 (13, 15). It was shown that the N-terminal
region of RAG1 directly interacts with histone H3 and an intact
RING domain is required for mono-ubiquitination of histone
H3 in vitro and in vivo (13). Through experiments using both
mutated and truncated proteins, it was determined that the N-
terminal domains of both RAG1 and endogenous histone H3
directly interact. Structural analysis reveals RING mutations do
not affect overall protein folding, just RAG1 activity. Furthermore,
extrachromosomal V(D)J recombination assays demonstrate that
point mutations within the RING domain of RAG1 cause deficient
DNA joining,but not cleavage,at the endogenous IgH locus in vivo.
It is interesting to note that patients with Omenn syndrome, a
condition that results in combined immune deficiencies includ-
ing reduced efficiency of V(D)J recombination, also harbor point
mutations in the RAG1 RING domain (18, 19). Though inefficient
V(D)J recombination from a RING domain mutation may be a
readout of disrupted regulation from RAG1 auto-ubiquitination,
ubiquitination of histone H3 may be an important factor dur-
ing V(D)J recombination to (a) tag the RSS breaks to recruit
DNA repair proteins, (b) destabilize the nucleosome or remodel
the chromatin for DNA accessibility for repair, (c) promote RAG
complex eviction to allow joining machinery to complete cod-
ing and signal joints, or (d) promote cell-cycle arrest (13). These
possibilities are not mutually exclusive, and all have the poten-
tial to provide alternative pathways to mediate effective V(D)J
recombination. Rather than one exclusive mechanism, it is likely a
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FIGURE 1 | RAG1 localization for V(D)J recombination. (A) RAG1 is
imported to the nucleus through nuclear pores upon KPNA2 binding to
RAG1 NLS signal, located in the core region. RAG1 is thought to be
retained within the nuclear lamina by binding KPNA1 upstream of the
RING domain. RAG1 accumulation in the nuclear lamina promotes
RAG1-dependent ubiquitination of KPNA1 in the presence of
(B) E2 UbcH2/Rad6 or UbcH5a, allowing simultaneous degradation of
KPNA1 by the 26S proteasome and release of RAG1 into the nucleus.
RAG1 is capable of E3-ubiquitin ligase activity through its RING domain in

the presence of a panel of E2 ubiquitin-conjugating enzymes. (C) Whereas
E2 UbcH3/CDC34 promotes auto-ubiquitination of RAG1 for protein
degradation, interaction with (D) E2 UbcH5a/5b enables RAG1 to bind with
VprBP, which then binds to the VDCR complex to recruit its E3 activity,
possibly to repair DNA breaks caused during V(D)J recombination.
(E) E2 UbcH2 allows RAG1 to recognize actively transcribed DNA that was
subject to DNA cleavage by core RAG1 by binding and ubiquitinating
histone H3, specifically acetyl-H3.3 S31p, thereby tagging the DNA region
for repair by NHEJ factors.

combination of the proposed models that is responsible for proper
V(D)J recombination.

Subsequent investigations describe histone variant H3.3 as the
target of RAG1 RING ubiquitination (15). Mutant RAG1 pro-
tein experiments and in vitro assays indicate binding between the
RAG1 RING domain and the N-terminus of histone H3.3. From
mass spectrometric analysis of H3 modifications, it is thought
that acetylation and phosphorylation of H3.3 (acetyl-H3.3 S31p)
are a mark of active chromosomes in mitotic cells, activate the
histone as a substrate for RAG1 RING-dependent ubiquitination,
and are upregulated during V(D)J recombination. Accordingly,
acetyl-H3.3 S31p could act as a tag for recombining loci catalyzed
by core RAG1 during V(D)J recombination (Figure 1E). Addition-
ally,H3.3 was shown to have multiple sites of mono-ubiquitination
in the presence of E2 UbcH2. It is possible that after DNA cleav-
age during V(D)J recombination, the RAG1 RING domain binds
acetyl-H3.3 S31p to target the break site and recruit DNA repair
complexes to complete the joining step and ensure faithful V(D)J
recombination. RAG1 was also identified as an E3-ubiquitin ligase
complex member, supporting the potential role of ubiquitinated
histones as marking breaks to recruit repair proteins (12). Evi-
dence for this role includes the observation that full length, but
not core, RAG1 with core or full-length RAG2 co-purifies with a

complex containing VprBP, DDB1, Cul4A, and Roc1 (VDCR com-
plex) in vitro, which is known to act as a recruitment scaffold for
repair proteins (Figure 1E).

Although there are multiple reports of RAG1 being capable
of E3-ubiquitin ligase activity, there are discrepancies as to with
which E2 enzyme the RAG1 RING domain interacts. Since the E3
enzyme of most ubiquitin reactions largely determines the spe-
cific substrate to be ubiquitinated, it is interesting to note that it
is the E2 enzyme instead that appears to target the downstream
ubiquitinated product in the context of E3 RAG1 (Figure 1). In
previously described studies, the presence of different E2 enzymes
results in different substrates of RAG1 RING. This observation
could be a consequence of differing experimental designs and the
lack of a reliable in vivo system. Alternatively, the results could
properly depict the broad range of potential proteins subject to
ubiquitination by the RAG1 RING E3 ligase activity for purposes
other than protein degradation.

As a potential model, upon RAG1 nuclear import (Figure 1A),
the interaction and ubiquitination of KPNA1 releases RAG1 from
the nuclear lamina with the assistance of E2 UbcH2/Rad6 or
UbcH5a (20) (Figure 1B). The freed nuclear RAG1 is then able
to auto-ubiquitinate in the presence of E2 UbcH3/CDC34, regu-
lating its own protein levels by marking itself for degradation (11)
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(Figure 1C). Alternatively, RAG1 can act with E2 UbcH2 to target
and ubiquitinate histone H3 of actively transcribing DNA for both
processing by V(D)J recombination and for tagging the cleaved
DNA to recruit proteins involved in DNA repair to promote robust
and efficient NHEJ (13) (Figure 1E). Simultaneously, RAG1 with
E2 UbcH5a/5b can interact with VprBP of the VDCR complex,
an E3-ubiquitin ligase complex, to recruit repair proteins dur-
ing V(D)J recombination (12) (Figure 1D). The proposed model
presents another level for the cell to regulate RAG1 by regulating
E2 enzymes available for use. For example, if E2 UbcH2/Rad6 and
UbcH5a are not available during S phase of the cell cycle, RAG1
would not be able to ubiquitinate KPNA1 and therefore unable
to release itself from the nuclear lamina to perform its catalytic
role. Regulation of these E2 enzymes prevents promiscuous RAG1
activity outside of appropriate V(D)J recombination events. Sim-
ilarly, the presence of E2 UbcH3/CDC34 or UbcH2 are important
in regulating RAG1 protein stabilization or recruiting repair pro-
teins for efficient V(D)J recombination, respectively. The second
activity of RAG1 as an E3-ubiquitin ligase, in addition to catalyz-
ing DNA breaks, provides alternative mechanisms in modulating
V(D)J recombination that include multiple pathways for RAG1
activity regulation.

REGULATION OF RAG2 BY UBIQUITINATION
Though the function remains rather elusive, RAG2, like RAG1,
has a defined core region (amino acids 1–383) located at the

N-terminal end and with core RAG1, is required for V(D)J
recombination [reviewed in Ref. (17)]. The RAG2 core is known to
be critical for DNA cleavage and enhances DNA binding and speci-
ficity of the RAG complex, probably through its interaction with
RAG1, as RAG2 itself has little or no DNA-binding activity. The
RAG2 non-core region includes a PHD domain that specifically
binds H3K4me3 to guide RAG2 to active chromatin and enhances
the catalytic activity of the RAG complex. An important charac-
teristic of RAG2 is its periodic accumulation and degradation in
relation to the cell cycle (21). RAG2 is phosphorylated at residue
Thr-490, located in the C-terminal non-core region, by the cell-
cycle-dependent protein cyclin A/CDK2. Cyclin A/CDK2 is upreg-
ulated at the G1/S phase transition and maintained through entry
into M phase. It is known that p27Kip1, a cyclin-dependent kinase
inhibitor, blocks the activity of cyclin A/CKD2, in effect stabilizing
nuclear RAG2 protein levels (21, 22). It is therefore hypothesized
that at the G1/S phase transition, p27Kip1 is degraded to allow
phosphorylation of RAG2 at Thr-490 by cyclin A/CDK2, leading
to RAG2 protein degradation and thereby regulating RAG2 protein
levels in a cell-cycle-dependent manner (Figure 2A).

Specifically, it was shown that RAG2 degradation is mediated
by ubiquitination and subsequent activity of the 26S protea-
some, as poly-ubiquitinated RAG2 species were observed upon
treatment with a specific 26S proteasome inhibitor (23). Further-
more, ubiquitination assays comparing full length, T490A mutant,
and C-terminal-deleted RAG2, with and without 26S proteasome

FIGURE 2 | Cell-cycle-dependent RAG2 localization for V(D)J
recombination. Periodic RAG2 accumulation is dependent on cyclin A/CKD2
activity. In the G1 cell-cycle phase, cyclin A/CKD2 is inhibited by p27Kip1 and
p21, and RAG2 protein is stable and abundant in the nucleus. Upon transition
into S phase, p27Kip1 and p21 are degraded, allowing (A) cyclin A/CKD2
activity to phosphorylate RAG2 at Thr-490 residue. This phosphorylation event

triggers (B) nuclear export of RAG2 where it can (C) bind Skp2 in the
cytoplasm to recruit the SCF complex. The SCF complex is a known
E3-ubiquitin ligase complex that (D) ubiquitinates RAG2 for (E) rapid
degradation by the 26S proteasome. This model explains the observed
periodic accumulation of RAG2 during G1, coinciding proper cell-cycle activity
for efficient V(D)J recombination.
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inhibition, suggest that sites for ubiquitin ligase interaction and
ubiquitination are located at the N-terminal region of RAG2.
Though the C-terminal region was observed to be inhibitory
to ubiquitination and degradation of RAG2, phosphorylation of
the Thr-490 residue abrogates this C-terminal inhibitory activ-
ity. These findings demonstrate self-regulatory functions of RAG2
through interactions of different regions of the protein. As alluded
to earlier, it was observed that RAG2 localizes in both the cyto-
plasm and the nucleus, and this subcellular localization is cell-cycle
dependent. Western blot analysis shows cytoplasmic RAG2 is less
stable than nuclear RAG2 (23). Along with active p27Kip1, the C-
terminal region helps to retain RAG2 within the nucleus. However,
post-translational phosphorylation of Thr-490 of RAG2 seems
to abrogate the C-terminal inhibitory function, allowing nuclear
RAG2 export into the cytoplasm (Figure 2B).

Cytoplasmic localization renders RAG2 accessible for ubiquiti-
nation and degradation. It was observed that phosphorylated Thr-
490 of RAG2 is an interacting site for another cell-cycle regulator,
Skp2-SCF (24). Via biochemical fractionation, E2 Cdc34, com-
monly associated with the SCF family of E3-ubiquitin ligases, was
identified as stimulating RAG2 ubiquitination. Further biochemi-
cal assays determined Skp2-SCF as the specific E3-ubiquitin ligase
complex for RAG2 ubiquitination, with confirmation from sub-
sequent in vivo mutation and knock-down experiments. G1 and
S/G2/M phase cells collected from Skp2-deficient mice demon-
strated that the periodic accumulation of RAG2 is dependent on
Skp2, as RAG2 protein levels from S/G2/M phase were elevated
in Skp2-deficient mice. Other in vitro experiments confirmed
the dependence on the Skp2-SCF complex in regulating RAG2
protein with the cell cycle. Skp2 was also shown to bind Skp1
of the SCF complex, which recruits the complex’s E3 activity to
RAG2 for ubiquitination and degradation. The SCF complex pos-
sesses alternative roles for targeting other cell-cycle factors such
as p27Kip1 and p21 for degradation (Figures 2B,C). Interestingly,
both p27Kip1 and p21 are inhibitors of cyclin A/CDK2 and are
therefore negative regulators of RAG2 degradation. The impor-
tance of SCF E3-ubiquitin ligase activity is highlighted by the
range of target proteins, which all ultimately converge to regulate
the activity of RAG2 and permit proper V(D)J recombination.

The findings from experiments investigating RAG2 activity and
degradation have emphasized RAG2’s role in regulating V(D)J
recombination activity to appropriate phases of the cell cycle.
DNA breaks during S phase are potentially harmful for cells
as they can lead to translocations and lymphomas when misre-
paired by homologous recombination (HR). It is therefore crucial
to limit V(D)J recombination activity within the G1 phase; the
restriction appears to be controlled by RAG2 localization and sta-
bilization. RAG2 nuclear accumulation is only observed during
G1, presumably because upon transition to S phase, p27Kip1 is
degraded, relieving suppression of cyclin A/CDK2 activity and
permitting phosphorylation of RAG2 at Thr-490 (21, 22). The
phosphorylation at Thr-490 allows for nuclear export where the
phosphorylated residue interacts with Skp2 to recruit the E3-
ubiquitin ligase activity of the SCF complex (24). Ubiquitination
of RAG2 allows for rapid degradation of the protein upon entering
S phase, thereby halting any potential off-target activities of RAG
(Figure 2).

The periodic accumulation and degradation of RAG2 has
significant implications for V(D)J recombination activity. Since
RAG2 together with RAG1 is required for catalysis of V(D)J recom-
bination events, its nuclear retention during G1 is important.
However, upon S phase entry, RAG2 is rapidly degraded to pre-
vent non-specific DNA cleavage events. Without RAG2, RAG1
can remain bound to DNA where its RING E3-ubiquitin ligase
activity can ubiquitinate histone H3 and/or VprBP, as discussed
earlier. Though RAG1 is catalytically compromised in the absence
of RAG2 for V(D)J recombination activity, it still retains its E3-
ubiquitin ligase activity. This proves significant as ubiquitination
of H3.3 possibly tags DNA for repair while ubiquitination of
VprBP is thought to recruit the E3 activity of the VDCR complex.
Together, degradation of RAG2 during the G1/S phase transi-
tion simultaneously halts V(D)J recombinase activity and recruits
NHEJ repair proteins to sites of DNA breaks for efficient and
productive V(D)J recombination.

AID-MEDIATED CLASS SWITCH RECOMBINATION AND
SOMATIC HYPERMUTATION
Upon completion of V(D)J recombination in the bone marrow,
immature IgM+ B cells migrate to secondary lymphoid tissues for
further DNA alterations events, namely CSR and SHM, which are
mediated by AID. Following antigen-dependent activation, ger-
minal center B-lymphocytes undergo CSR to generate antibodies
with different effector functions, and SHM to increase the affinity
of the antibody for its cognate epitopes, a process also known as
affinity maturation (6, 25, 26). The IgH locus has multiple constant
region genes (CH) that are preceded by G-rich switch sequences
(S) and subject to CSR. In mice, there are eight sets of CH exons
organized as 5′–V(D)J–Cµ–Cδ–Cγ3–Cγ1–Cγ2b–Cγ2a–Cε–Cα–
3′, and each S sequence has its own cognate promoter that is
influenced by enhancer elements, such as the 3′ regulatory region
enhancer (3′ RR) (5). This allows for transcription of stimulated
B cells at Sµ and another S sequence, such as Sγ1, Sγ3, Sε, or
Sα (Cδ lacks an upstream switch sequence), resulting in selec-
tion of a constant region that now encodes IgG1, IgG3, IgE, or
IgA, respectively. Transcription-dependent generation of a DNA
DSB mediated by AID at the donor Sµ sequence and downstream
acceptor switch sequence leads to a recombination–deletion event
that removes the intermediate sequences and propagates both
Sdonor–Sacceptor synapsis and catalysis of CSR [reviewed in Ref.
(1, 4)]. Additionally, B cells carry out SHM by introducing muta-
tions, also catalyzed by AID, in the variable regions of the IgH
and IgL loci, which, when synthesized, are in physical contact
with the antigen during an immune challenge. The mutations in
these segments occur at a frequency much higher than in other
regions of the genome. The mutations are initiated at RGYW
motifs by AID and spread as a consequence of downstream events
orchestrated by the mismatch repair (MMR) and base excision
repair (BER) pathways (27, 28) [reviewed in Ref. (6, 29, 30)].
Understanding the molecular mechanism by which transcription
within various regions of the Ig locus coordinates with the muta-
genic activity of AID to generate and regulate programed DNA
lesions has been a challenge. Comprehension is, however, neces-
sary to fully understand AID and its tumorigenic potential upon
misregulation.
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ACTIVATION-INDUCED CYTIDINE DEAMINASE AND PROTEIN
(IN)STABILITY THROUGH UBIQUITINATION
Activation-induced cytidine deaminase is a single-strand cytidine
deaminase that utilizes transcription-dependent mechanisms to
generate single-strand DNA (ssDNA) structures that allow muta-
genesis of target DNA substrates of B cells (31). Chromatin
immunoprecipitation (ChIP) of AID from CSR-stimulated B cells
followed by high throughput sequencing of AID-associated DNA
fragments (ChIP-seq) reveals that AID can bind various regions
of the B-cell genome, inside and outside the Ig loci, presenting
opportunities for genomic instability (32). Therefore, understand-
ing the physiological pattern and distribution of AID-generated
mutations at AID’s target sequences is vital. Changes in AID
mutation distributions at S regions can decrease CSR efficiency
and generate DSB intermediates causing oncogenic IgH translo-
cations while similar aberrant mutation patterns at the variable
regions during SHM can alter antibody specificity for antigen
(6, 33–36). Indeed, post-translation modifications and co-factors
of AID have been identified and proposed to affect its activity
through multiple mechanisms, such as (a) stimulation of AID’s
DNA deamination activity, (b) linking AID to the Ig transcrip-
tion machinery, (c) establishing a physiological DNA deamination
pattern on both strands of DNA, and (d) linking AID to the
downstream DNA repair machinery [reviewed in Ref. (4)]. Two
separate studies investigated the regulatory role of post-translation
AID ubiquitination during CSR and SHM (37, 38). Unlike RAG2,
AID protein stability is not associated with phases of the cell
cycle, but rather with subcellular localization. Utilizing expression
constructs, AID mutants, and pulse-chase experiments, the Rey-
naud group showed that in mouse B cells and 293T cells, nuclear
AID is subject to rapid turnover upon poly-ubiquitination (37).
Nuclear-restricted AID was shown to have enhanced mutagenic
activity in both Ig and non-Ig loci, demonstrating the impor-
tance of controlling AID off-target activity. As no specific lysine
residue was determined to be the target of ubiquitination, it
remains unclear whether several sites are poly-ubiquitinated or if
N-terminal residues of AID are targeted. This work highlights the
multilayer regulation of AID function, including protein stability
and turnover (37).

Since AID is known to promote oncogenic mutations in the
B-cell genome (4, 39, 40) and its protein levels are likely con-
trolled by ubiquitin-mediated degradation (37), it is crucial to
identify mechanisms of AID ubiquitination, specifically in the con-
text of the transcription complex. To this end, the Papavasiliou
group recently discovered that the RING E3 ligase RNF126, with
E2 UbcH5b, can mono-ubiquitinate AID in cell-free assay condi-
tions and in 293T cells (38). Though the functional implications
of RNF126-mediated AID ubiquitination were not investigated,
the authors provide several mechanistic insights concerning the
potential role of AID ubiquitination. Auto-ubiquitination and
ubiquitin binding, due to the presence of an N-terminal ubiquitin-
binding domain of RNF126, may prevent recruitment of PCNA
and translesion polymerase, which inhibits spreading of AID-
generated mutations. Alternatively, RNF126 could be involved
in regulating transcription initiation at promoters of AID target
genes, presenting important implications for AID targeting, dis-
cussed below. Better understanding of RNF126 in AID regulation

will be dependent upon generation of RNF126-deficient mouse
models (38).

UBIQUITINATION OF AID-ASSOCIATED RNA POLYMERASE II
Beyond post-translation modifications to regulate protein stabil-
ity, co-factors are also important for proper AID activity. AID
is proposed to bind the paused and/or stalled state of RNA
polymerase II (RNA pol II), consistent with its transcription-
dependent activity (4, 39, 40). Whereas “paused RNA pol II” is
bound to DNA and is positioned at DNA sequences proximal
to genic transcription start sites (TSSs) prior to entering tran-
scriptional elongation (41), “stalled RNA pol II” is positioned on
template DNA during RNA pol II elongation (42). RNA exosome
and Spt5 are co-factors of both RNA pol II and AID in B cells (43,
44). Though the 3′

→ 5′ RNA exonuclease complex RNA exosome
is predominantly associated with the stalled RNA pol II complex,
Spt5 is associated with both paused and stalled RNA pol II com-
plexes (42). ChIP-seq data show AID-bound sequences have high
occupancy by RNA pol II molecules that are either in the elonga-
tion phase or in the paused or stalled state (43). Consistent with
these observations, RNA pol II is enriched at various regions of IgS
sequences, an AID target (45). The switch sequences are enriched
with AID and Spt5 (32, 43). These results present a role for the
transcription machinery in AID targeting and the importance
of regulating the transcription complex to prevent promiscuous
activity of AID. Below, we will discuss the role of ubiquitination
in regulating these processes.

Many AID-induced mutations occurring during CSR (36) or
SHM (46) are significantly downstream from the transcription
start sites of V genes or switch sequences (as opposed to 100 bps
downstream of TSS where RNA pol II promoter-proximal paus-
ing occurs). This downstream localization is also true for other
AID target genes (47). Thus, it is likely that elongation-stalled
RNA pol II is an adequate complex for recruitment of AID dur-
ing SHM and CSR. RNA exosome recruitment to stalled RNA
pol II requires the presence of a nascent RNA with a free 3′-end.
Stalled RNA pol II complexes occur during encounter with various
obstacles caused by (a) the presence of antisense transcription, (b)
secondary DNA structures including those caused by G-richness
on the non-template strand of S sequences, (c) variation in the
levels of elongation promoting chromatin modifications, and (d)
the presence of mutations or DNA lesions on the template DNA
(4, 39, 40). Resolution of the stalled complex includes mechanisms
of backtracking or early termination of the complex, which dis-
sociates the RNA from RNA pol II (41), or ubiquitin-mediated
destabilization of RNA pol II (42, 48). These mechanisms reveal a
free 3′-end RNA substrate for RNA exosome, a co-factor of AID.

Recently, it was shown that E3-ubiquitin ligase Nedd4 identi-
fies and ubiquitinates AID-associated RNA pol II (49). Through
immunoprecipitation experiments, AID was shown to interact
with RNA pol II, stalling factor Spt5, and RNA exosome. AID-
associated RNA pol II is poly-ubiquitinated in a Nedd4-dependent
fashion. B cells obtained from Nedd4-mutant mice demonstrate
increased stability of IgH germline transcripts that are expressed
from DNA switch sequences subject to AID mutations, indicating
that Nedd4 activity promotes processing of germline transcripts,
possibly by recruiting AID. Finally, B cells from Nedd4-mutant
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FIGURE 3 | Model for E3 ligase Nedd4 in mediating CSR. (A) During
transcription of the B-cell genome, RNA pol II in the elongation complex
encounters (B) a transcriptional block, such as secondary structures formed in
the G-rich switch regions of Ig genes. (C) Stalled RNA pol II exists in a
complex with interacting E3 ligase Nedd4, Spt4/5, RNA exosome, and AID.

RPA-associated AID targets the non-template DNA strand.
(D) K48-poly-ubiquitinated RNA pol II is released, relieving the 3′ end of the
RNA transcript available for RNA exosome degradation. The release of the
DNA/RNA hybrid allows AID to target both template and non-template
ssDNA (73).

mice are impaired in CSR and have a compromised mutation rate
in the 5′ Sµ sequence, an AID target. These observations high-
light the requirement of Nedd4 and its ubiquitin ligase activity
for proper AID-associated RNA pol II activity during antibody
diversification mechanisms (Figure 3).

The requirement of AID-associated RNA pol II ubiquitina-
tion has implications for AID targeting. First, ubiquitin-mediated
RNA pol II destabilization exposes the 3′ end of the RNA pol
II-associated nascent transcript for degradation by RNA exosome.
Nedd4 activity therefore could contribute toward the generation of
ssDNA substrates on both the template and non-template strands
of DNA for AID deamination by triggering RNA exosome activity
(Figure 3), possibly as an alternative mechanism to RNA pol II
backtracking. In addition to facilitating targeting of AID activity
to specific regions of the genome, Nedd4 may also prevent accu-
mulation of stalled RNA pol II at AID target regions in the B-cell
genome to prevent generation of aberrant DNA DSBs. Collision of
the stalled RNA pol II with replication machinery may be respon-
sible for DNA DSBs and chromosomal translocations. Whether
Nedd4 ubiquitination activity is required for RNA pol II desta-
bilization during SHM to promote mutations in variable region
genes or at oncogenic targets of AID is important to determine.

In addition to direct ubiquitination of AID to regulate its
nuclear localization and stability, ubiquitination also appears to
indirectly control AID targeting to its physiological DNA sub-
strates by facilitating AID-associated RNA pol II destabilization

to reveal substrates for RNA exosome, an AID co-factor. Protein
stability and specific targeting of nuclear AID are vital for effec-
tive CSR and SHM, and therefore regulation of both processes is
required to prevent off-target activity and genomic instability.

REPAIR OF DNA DOUBLE-STRAND BREAKS DURING B-CELL
DEVELOPMENT
As immature B cells are subject to programed DNA DSBs dur-
ing V(D)J recombination, CSR, and SHM during development,
appropriate repair of these DSBs is essential for proper B-cell mat-
uration and prevention of disease and oncogenesis. Importantly,
both RAG- and AID-induced DSBs depend on NHEJ, not HR,
for repair (1, 17). DSBs are initially recognized by the Ku70/Ku80
heterodimer to recruit kinase DNA-PK [reviewed in Ref. (50)].
Other DSB repair factors are then recruited, including XRCC4-
ligase IV, Pol µ, Pol λ, and TdT in lymphocytes. Phosphorylated
histone H2AX on Ser139 (γ H2AX) by DNA-PK is a well-known
mark for DNA damage and recruits MDC1 (mediator of DNA
damage checkpoint protein 1) via interaction with the BRCT
motif (51). Upon interacting with phosphorylated ATM through
its FHA domain, MDC1 both stabilizes the histone modification
and amplifies the γ H2AX signal (52). ATM then phosphory-
lates TQXF motifs of MDC1. It is at this point in the NHEJ
repair pathway that ubiquitination assumes its prominent role (53,
54). The initial recognition and recruitment of repair proteins to
DSBs is heavily dependent on phosphorylation events (e.g., kinase
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FIGURE 4 | RNF8- and RNF168-mediated repair of RAG- or
AID-induced DSBs. (A) DSBs from RAG or AID activity result in γH2AX
foci formation to recruit MDC1. (B) RNF8 recognizes ATM-dependent
phosphorylated MDC1 via its FHA domain. The RING domain of RNF8
then ubiquitinates DSB-associated chromatin. (C) RNF168 recognizes

ubiquitin-modified breaks via its MIU motif. RNF168 is recruited to DSB
sites and (D) extends the RNF8-mediated ubiquitin conjugates. The
RNF8/RNF168-dependent poly-ubiquitinated products are then recognized
for repair completion by BRCA1 through RAP80 for HR, or 53BP1 for
NHEJ.

activity and autophosphorylation of DNA-PK), but it is the down-
stream repair events that appear to be dependent on E3-ubiquitin
ligases (55).

ROLE OF E3 LIGASES RNF8 AND RNF168 DURING REPAIR OF DNA DSBs
At the crossroads between phosphorylation- and ubiquitin-
dependent events in DSB repair, phosphorylated MDC1 is recog-
nized by the E3 ligase RNF8 through its FHA (forkhead associated)
domain (56). Two separate groups described RNF8 binding to
MDC1 for ubiquitinating damaged-associated histones (57, 58).
Mailand et al. used a bioinformatics approach to panel motifs of
known DSB regulators to identify RNF8. Its function was tested
and it was observed to colocalize with γ H2AX at DSBs; colocal-
ization was abrogated in the absence of MDC1 (57). To further
characterize the relationship between RNF8 and MDC1, Mailand
used a combination of biochemical and real-time imaging tech-
niques to reveal the direct interaction of RNF8 and MDC1, which
requires the FHA domain and TQXF motif of RNF8 and MDC1,
respectively. Furthermore, RNF8 was shown to rapidly accumulate
at DSBs with the same kinetics as MDC1, preceding 53BP1 and
BRCA1 accumulation, suggesting that RNF8 functions upstream
of 53BP1 and BRCA1, factors involved with NHEJ and HR, respec-
tively. The second group, Huen et al., used a tagged-RNF8 con-
struct to biochemically determine its colocalization with γH2AX
and other known damage response proteins, such as MDC1 and
53BP1, to DSBs (58). Consistent with the previously described
study, RNF8 was shown to function downstream of γH2AX and

MDC1 recruitment and to interact directly with phosphorylated
TQXF motifs of MDC1 via its FHA domain. Both groups demon-
strate the necessity of both the FHA and RING domains for
complete RNF8 function. Importantly, the RING domain is capa-
ble of ubiquitin ligase activity on H2A (57) and H2AX (58) in
in vitro ubiquitination assays. In the presence of E2 Ubc13, RNF8
is capable of mono- and di-ubiquitinating H2AX. Taken together,
these findings present evidence for a functional link between RNF8
and H2A, possibly modifying histones to reveal buried substrates
necessary for downstream interactions by NHEJ repair proteins,
such as 53BP1.

Subsequent to the two previous studies, the Durocher group
showed that RNF8 also impairs 53BP1 focus formation (53).
Depleting RNF8 abrogated 53BP1 foci without disrupting MDC1
foci. Further investigation revealed that the N-terminal FHA
domain and C-terminal RING domain of RNF8 are both nec-
essary for 53BP1 focus formation as mutation in either domain
abolishes 53BP1 focus formation. This study highlights the signif-
icance of γH2AX- and MDC1-dependent RNF8 response to DSBs
in recruiting 53BP1 accumulation. However, direct interaction
between phosphorylated MDC1 and 53BP1 was not observed. This
is not unexpected, as 53BP1 is known to recognize H4K20me2,
suggesting an additional mediator exists downstream of RNF8 to
recruit 53BP1 (59).

Two groups utilizing similar genome-wide siRNA screens iden-
tified RNF168 as the additional mediator for 53BP1 focus forma-
tion (60, 61). Both groups confirmed RNF168 acts downstream
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of RNF8 in the repair pathway, as depletion of MDC1 and RNF8
abrogated RNF168 foci, but the foci were unaffected by deple-
tion of 53BP1 or BRCA1 (61). Furthermore, knock-down of
RNF168 results in RNF8 accumulation at DNA damage sites but
RNF8-dependent ubiquitinated chromatin is unstable, suggesting
transient activity of RNF8 that is stabilized by RNF168 (60). As
53BP1 foci were dependent on both the N-terminal RING and
two MIU (motif interacting with ubiquitin) domains of RNF168,
the RING domain of RNF168 was then tested for ubiquitin ligase
activity. In in vitro ubiquitin assays, RNF168 was indeed capable
of E3 activity, with direct interaction with Ubc13, the only known
E2 capable of catalyzing formation of K68-ubiquitin chains. Sub-
sequent experiments confirmed RNF168 specifically ubiquitinates
H2A type histones, including H2A and H2AX, with E2 Ubc13 to
form K63-ubiquitin chains. The poly-K63-ubiquitinated histones
were shown to be dependent on both RNF8 and RNF168. These
findings suggest a model whereby RNF8 is first recruited to sites
of DSBs via its FHA domain, recognizing phosphorylated TQXF
motifs of MDC1 (Figure 4B). RNF8 is then able to initiate the
ubiquitination of γH2AX to recruit RNF168 via its MIU domains
to promote K63-ubiquitin chain extension (60) (Figure 4C). In
this way RNF168 stabilizes and amplifies the transient ubiqui-
tin conjugate signals from RNF8 for recruitment of downstream
repair proteins (Figure 4D).

Though the sequential recruitment of RNF8 followed by
RNF168 is thought to mimic their sequential activity at DSBs for
repair (Figure 4), recent observations by Mattiroli et al. challenge
this model. In vitro assays confirm the ability of RNF8 and RNF168
to ubiquitinate free histone variants (62). However, in the presence
of purified nucleosomes, where the octamer surrounds DNA, only
RNF168 is capable of ubiquitinating H2A. Upon further investi-
gation, results suggest a mechanism whereby RNF168 recruitment
to sites of DSBs is RNF8-dependent, but RNF8-mediated ubiq-
uitin chain extension is dependent upon mono-ubiquitination
by RNF168. If this revised model holds, it will be interesting to
determine how RNF168 is initially recruited. Panier et al. suggest
RNF168 recruitment involves two “waves” of RNF168 accumu-
lation at DSBs, and describe the role of p97 in removing RNF8-
mediated ubiquitin conjugates to unmask H4K20me2 for 53BP1
interaction and recruitment (63).

RNF8- AND RNF168-DEPENDENT RECRUITMENT OF 53BP1 TO DSBs
Though the RNF8- and RNF168-dependent recruitment of repair
proteins to DSBs is well-documented, the mechanism by which
53BP1 recognizes its substrate, H4K20me2, remains unclear. As
mentioned above, RNF168 was shown to preferentially produce
K63-ubiquitin chains via its interaction with E2 Ubc13. How,
then, is 53BP1 able to recognize RNF8- and RNF168-modified
DSBs? Because of its effect on DNA repair and its important
role in various ubiquitin-dependent processes in the cell, the
ubiquitin-selective segregase p97 was investigated in relation to
RNF8 and RNF168 (64, 65). The accumulation of p97, and its
adaptor protein NPL4, at DSB sites was shown to be RNF8-
dependent but RNF168-independent (66). Moreover, RNF8 RING
domain and free nuclear ubiquitin must be present for p97
foci formation. In vivo co-affinity purification assays show p97
and RNF8 interact in a complex, with RNF8 directly binding

ubiquitin and p97 interacting with ubiquitinated moieties (67).
Real-time recruitment kinetics show p97 accumulation occurring
after MDC1 but before 53BP1, supporting observations of MDC1-
and RNF8-dependent recruitment for efficient downstream 53BP1
recruitment (66, 67). BRCA1 focus formation was not affected
by p97 depletion, confirming the specificity of p97 for 53BP1
recruitment (66).

Though 53BP1 recruitment is mediated by RNF168 ubiqui-
tin ligase activity, 53BP1 interacts with H4K20me2, not ubiq-
uitinated moieties (59). p97 was also observed to bind to and
regulate the turnover of RNF8-dependent K48-ubiquitin chains
(67). This suggests a mechanism by which RNF8 catalyzes K48-
ubiquitin chains to recruit p97 through its ubiquitin adaptor
UFD1–NPL4. The K48-ubiquitin conjugates are then removed
by the ATPase-driven segregation activity of p97, which causes
a rearrangement of the DSB-associated chromatin complex, pos-
sibly revealing buried H4K20me2, allowing interaction with and
recruitment of 53BP1 (67). This provides insight into the factors
directly mediating 53BP1 focus formation downstream of RNF8
activity for proper repair by NHEJ. Importantly, the polycomb
complex also interacts with H4K20me2 and with higher affinity
than 53BP1 (61). However, upon DNA damage and subsequent
γH2AX focus formation,L3MBTL1 (a polycomb complex protein)
is poly-K48-ubiquitinated with subsequent increased p97 interac-
tion and decreased H4K20me2 association (66). Taken together,
it is possible that RNF8 poly-ubiquitinates the H4K20me2-
associated polycomb complex at DSB-associated chromatin to
recruit p97–UFD1–NPL4 through direct binding of ubiquitin
moieties. The ATPase-driven segregation activity of p97 then
mediates the turnover of K48-ubiquitinated polycomb complex,
relieving H4K20me2 sites for recruitment of 53BP1. In this way,
p97 is essential for connecting the E3-ubiquitin ligase activities of
RNF8 to 53BP1 recruitment for NHEJ by revealing H4K20me2
binding sites for 53BP1.

53BP1 DIRECTS REPAIR TOWARD NHEJ AND AWAY FROM HR
In RNF168-deficient cells, 53BP1 foci are abolished and inefficient
repair of DSBs during V(D)J recombination and CSR are observed,
emphasizing the importance of RNF168 for 53BP1 recruitment
and repair of RAG- and AID-induced DSBs. Since V(D)J recom-
bination and CSR require repair of distal DNA breaks, the role of
53BP1 in promoting NHEJ has been investigated.

In 53BP1 knockout mice, long-range V(D)J recombination is
impaired, but short-range recombination between D–J segments is
not defective, supporting previous observations of increased fre-
quency of short-range intra-switch recombination during CSR
in the absence of 53BP1 (68). In addition to repair defects,
53BP1-deficient cells also exhibit end resection of unpaired V(D)J
recombination-induced coding ends (69). Inhibiting DNA end
resection is important for NHEJ-mediated repair of DSBs as the
resulting ssDNA presents microhomologies for repair by alterna-
tive end joining (A-EJ) and HR pathways. Taken together, 53BP1
recruitment to DSB sites presents alternative, though not mutually
exclusive, roles for repair during V(D)J recombination and CSR,
as discussed below.

In a distance-dependent manner, 53BP1 mediates synapsis of
distal DNA ends (Figure 5). It has been shown that 53BP1 is

Frontiers in Immunology | B Cell Biology March 2014 | Volume 5 | Article 100 | 32

http://www.frontiersin.org/B_Cell_Biology/archive
http://www.frontiersin.org/B_Cell_Biology


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chao et al. Ubiquitination events that regulate antibody diversity

FIGURE 5 | 53BP1 recruitment to DSBs is dependent on RNF168.
Under normal physiological conditions, DSBs occur as a consequence
of RAG1/2 or AID activity. DSBs lead to recruitment of (A) RNF168 in
an γH2AX/MDC1/RNF8-dependent manner. RNF168 accumulation
and E3 ligase activity poly-ubiquitinates the DSB-associated
chromatin, revealing buried H4K20me2 sites for 53BP1 interaction,
possibly by rearranging chromatin structure. 53BP1 recruitment and
oligomers protect open DNA ends and mediate long-range

recombination and repair that occurs during V(D)J recombination and
CSR. (B) In the absence of RNF168, 53BP1 foci do not occur, leaving
DNA available for attack by nucleases for end resection. End resection
can then present microhomologies, resulting in A-EJ or
BRCA1-mediated HR. Both RNF168- and 53BP1-deficient cells result
in short-range recombination, translocations, and defective V(D)J
recombination and CSR. In this way, 53BP1 aids in directing repair
away from A-EJ or HR and toward NHEJ.

capable of joining breaks between 1.2 and 96 kb long, the range
of repair during rearrangement in V(D)J recombination and CSR
(70). This distance-dependent repair function corresponds to γ

H2AX spreading and is RNF8/RNF168-dependent. 53BP1 also has
been shown to associate with motor proteins, possibly to enhance
chromatin mobility during repair of distal DNA breaks (70, 71).
In a distance-independent manner, 53BP1 is important for DNA
end protection (71, 72). 53BP1 has been shown to block access of
DNA nucleases to DNA ends, possibly due to its ability to consti-
tutively interact with H4K20me2 (59, 70, 72). End protection is
vital for V(D)J recombination and CSR as it prevents formation of
ssDNA microhomologies that would permit repair by A-EJ or HR
repair pathways. In this way, 53BP1 directs the cell to repair DSBs
by NHEJ, shunning A-EJ or HR, and foci formation is dependent
upon RNF168 ubiquitin ligase activity (Figure 5).

CONCLUDING REMARKS
While programed DNA breaks in Ig loci during B-cell develop-
ment highlights the diverse repertoire of post-translation ubiqui-
tin modifications, ubiquitination processes conversely have shed
light on the vital aspects of protein regulation. Though normally
avoided, DNA breaks are essential during B-cell development
and for a functional adaptive immune system. Regulating the
proteins and repair pathways involved during these processes is

therefore of utmost importance. RAG and AID off-target activity
can be detrimental to the cell, introducing deleterious mutations
and/or translocations with oncogenes. E3 ligases and ubiquitina-
tion events have been shown in the context of RAG regulation,
AID activity and targeting, and recruitment of NHEJ repair pro-
teins. Ubiquitination of RAG and AID are proposed to be impor-
tant in restricting DNA damage activity at undesirable loci or
during incorrect cell-cycle phase. This demonstrates roles for ubiq-
uitin beyond canonical protein degradation. As ubiquitination is
involved in protein stabilization and accumulation, recruitment,
and co-factor binding, the cell is presented with another layer of
regulation, the ubiquitin code.
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During B cell development, long-distance DNA interactions are needed for V(D)J somatic
rearrangement of the immunoglobulin (Ig) loci to produce functional Ig genes, and for
class switch recombination (CSR) needed for antibody maturation. The tissue-specificity
and developmental timing of these mechanisms is a subject of active investigation. A small
number of factors are implicated in controlling Ig locus long-distance interactions including
Pax5,YinYang 1 (YY1), EZH2, IKAROS, CTCF, cohesin, and condensin proteins. Here we will
focus on the role of YY1 in controlling these mechanisms.YY1 is a multifunctional transcrip-
tion factor involved in transcriptional activation and repression, X chromosome inactivation,
Polycomb Group (PcG) protein DNA recruitment, and recruitment of proteins required for
epigenetic modifications (acetylation, deacetylation, methylation, ubiquitination, sumoyla-
tion, etc.). YY1 conditional knock-out indicated that YY1 is required for B cell development,
at least in part, by controlling long-distance DNA interactions at the immunoglobulin heavy
chain and Igκ loci. Our recent data show thatYY1 is also required for CSR.The mechanisms
implicated in YY1 control of long-distance DNA interactions include controlling non-coding
antisense RNA transcripts, recruitment of PcG proteins to DNA, and interaction with com-
plexes involved in long-distance DNA interactions including the cohesin and condensin
complexes.Though common rearrangement mechanisms operate at all Ig loci, their distinct
temporal activation along with the ubiquitous nature of YY1 poses challenges for determin-
ing the specific mechanisms of YY1 function in these processes, and their regulation at
the tissue-specific and B cell stage-specific level. The large numbers of post-translational
modifications that control YY1 functions are possible candidates for regulation.

Keywords:YY1, polycomb, condensin, cohesin, DNA loops, immunoglobulin loci

THE EARLY DAYS
Yin Yang 1 (YY1) was first identified in 1985 as a factor that yielded
an in vivo B cell-specific DMS methylation interference pattern
over the immunoglobulin heavy chain (IgH) intron enhancer (1,
2). The enhancer site that bound YY1 was defined as the µE1 site
(3) and nuclear factors that bound to this sequence were identified
by EMSA (4). Our laboratory isolated a cDNA clone expressing a
protein that bound to the Igκ3′ enhancer as well as the IgH µE1
site and named the protein NF-E1 (5). Simultaneously the factor
was cloned by Tom Shenk’s laboratory and named YY1 (6) based
on its ability to bind the adenoviral P1 promoter and both activate
and repress transcription, by Robert Perry’s laboratory and named
delta (7) due to its binding to the delta motif in the promoters
of ribosomal protein genes, and by Keiko Ozato’s laboratory and
named UCRBP based on its ability to bind to the upstream con-
trol region of retroviral LTRs (8). Ultimately, the name YY1 was
adopted by all.

Yin Yang 1 contains four zinc fingers at its carboxyl termi-
nus (amino acids 298–414) and a region rich in alanine and
glycine between amino acids 154 and 201. The first 100 amino
acids of YY1 encode several notable features. Sequences 43–53
contain 11 consecutive acidic residues while amino acids 70–80
consist of 11 consecutive histidine residues. These two segments
are separated by a region rich in glycine (residues 54–69). In addi-
tion, sequences 16–29 have the potential to form an amphipathic

negatively charged helix and sequences 80–100 are rich in proline
and glutamine. Sequences near the carboxyl terminus (333–397),
which overlap the YY1 zinc fingers, and sequences 170–200 have
been reported to be involved in transcriptional repression (6, 9–
15). These sequences are known to physically interact with a vari-
ety of transcriptionally important proteins including TBP, p300,
c-myc, and HDAC2 (16). YY1 sequences important for transcrip-
tional activation reside near the amino-terminus (9, 12, 13, 17).
Figure 1 shows various sequence features and functional domains
of YY1.

DIVERSE AND COMPLEX ROLES OF YY1
Over the past 22 years, multiple diverse YY1 functions have been
identified. YY1 is crucial for embryonic development because
homozygous mutation of the yy1 gene in mice results in peri-
implantation lethality (18). YY1 is implicated in lineage differen-
tiation of skeletal and cardiac muscle, and in cell growth control
(13, 17, 19–24), as well as disease pathways such as dystrophic
muscle disease (25–27). YY1 and its target genes are also believed
to be central regulators of germinal center B cell development
(28), and YY1 has been suggested to regulate genomic targeting of
activation induced cytidine deaminase (AID) (29). YY1 is impli-
cated in a number of cancers (30–32), and is overexpressed in
B cell lymphomas that depend on AID function. YY1 is associ-
ated with B cell transformation and tumor progression in diffuse
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Atchison YY1 and DNA loops

FIGURE 1 | Diagram of YY1 domains and functions. Domains of YY1 are
indicated with specific functions listed. The regions of similarity to
Drosophila Plieohomeotic are indicated below the diagram.

large B cell lymphoma (DLBCL) (33, 34), and high levels of YY1
expression are associated with reduced patient survival in DLBCL
as well as follicular lymphoma. CTCF–YY1 elements are clus-
tered in the imprinting domain of Tsix (35) and YY1 docks Xist
particles on the X chromosome via DNA and RNA interactions
during X chromosome inactivation (36). YY1 can also control
imprinting at the Peg3 and Gnas domains (37). YY1 can con-
trol human immunodeficiency virus (HIV) gene expression and
viral titers, and deletion of YY1 binding sites in regulatory regions
of human papilloma viruses correlates with increased viral gene
expression and the development of cervical cancer (38–46). Thus,
YY1 function is related to transcriptional regulation, embryonic
development, X-chromosome inactivation, imprinting, oncogen-
esis, viral gene expression, epigenetic function, and a growing list
of diseases.

IDENTIFICATION OF THE PcG FUNCTION OF YY1
A significant new function of YY1 was suggested in 1998 when
the Kassis laboratory cloned the Drosophila Pleiohomeotic (PHO)
sequence and observed similarity to YY1 (47) (Figure 1). Gir-
ton and Jeon (48) demonstrated that PHO is a Polycomb Group
(PcG) protein, a family of proteins involved in epigenetic chro-
mosomal condensation, stable transcriptional repression, control
of cell proliferation, hematopoietic development, as well as stem
cell self-renewal. This raised the exciting possibility that YY1 is a
vertebrate PcG protein. PHO is highly homologous to YY1 in two
regions. These two regions include YY1 sequences 296–414 and
205–226 (the corresponding segments in PHO are residues 357–
475 and 148–169, respectively). Sequences 298–414 constitute the
four YY1 zinc fingers. The homology over this region is extraordi-
nary for organisms as diverse as flies and humans (112 identities
out of 118; 95%). Within this segment, zinc fingers 2 and 3 are
100% identical. The 205–226 segment is also highly homologous
(18/22; 82% identity). Outside of these regions of high similarity,
YY1 and PHO showed no discernible similarity. PHO does not
contain an obvious transcriptional activation domain and lacks
YY1 structural features such as acid and histidine stretches. How-
ever, the two regions of high similarity between YY1 and PHO, and

their similar spatial locations within the proteins, suggested that
they might carry out some of the same functions in vertebrates
and flies, respectively.

Prompted by the possibility thatYY1 functions as a PcG protein,
we tested this hypothesis using a Drosophila in vivo transcription
system,as well as a phenotypic correction assay. Our results showed
that human YY1 does indeed function as a PcG protein in vivo
(49–51). We found that YY1 can repress transcription in a PcG-
dependent fashion, can phenotypically correct pho mutant flies,
and can recruit PcG proteins to specific DNA sequences result-
ing in tri-methylation of H3 lysine 27 (49–51). The mechanisms
responsible for targeting mammalian PcG proteins to specific
DNA regions has long been proven enigmatic because none of the
components of the PcG complexes bind to specific DNA sequences,
yet the PcG complexes associate with specific DNA regions in vivo.
Our demonstration that YY1 is a mammalian PcG protein with
high affinity sequence-specific DNA binding activity suggested
that YY1 is a crucial factor for targeting specific proteins to specific
DNA sequences. The role of YY1 in PcG targeting has been con-
firmed in a number of studies (52–55) though clearly other factors
are involved as YY1 (and PHO) does not co-localize with PcG pro-
teins in all cell types (56–58). A particularly exciting aspect of YY1
PcG function is that PcG proteins are known to contribute to B cell
development, and the PcG protein EZH2, like YY1, is required for
Ig locus contraction (further explained below) (59). Nucleation of
PcG proteins to specific target DNA sites by YY1 within the Ig loci
thus opens up a new avenue for mechanistic evaluation of B cell
development and Ig locus contraction, because PcG proteins are
capable of mediating long-distance DNA interactions (60).

THE YY1 REPO DOMAIN
Using a fly transgenic approach, we set out to identify the YY1
sequences involved in PcG function (61). We found that the
region of 82% YY1-PHO identity (the 25 amino acids between
residues 201 and 226), when fused to a heterologous GAL4 DNA
binding domain, was necessary and sufficient for PcG-dependent
transcriptional repression. Amazingly, this small 25 amino acid
segment was also necessary and sufficient for recruitment of PcG
proteins to DNA resulting in tri-methylation of H3 lysine 27.
Therefore, we named YY1 sequences 201–226 the REPO domain
for their ability to REcruit Polycomb (61). A REPO domain YY1
mutant (∆201–226) can mediate nearly all YY1 functions such as
DNA binding, transcriptional activation, transient transcriptional
repression, and interaction with HDAC proteins. However, this
mutant fails to carry out YY1 PcG functions and fails to recruit PcG
proteins to DNA (61). How the YY1 REPO domain recruits PcG
proteins to DNA is now being elucidated. Two homologous pro-
teins,YAF2 and RYBP, were previously identified asYY1 interacting
proteins (62, 63). Functionally, RYBP associates with a subset of
PcG complexes named PRC1L4 (64) and is involved in the repres-
sive function of hoxD11.12, a mammalian “PRE-like” sequence
(65). YAF2 was first identified by its ability to bind to YY1 (63)
and we found YAF2 can interact with the REPO domain perhaps
functioning as a bridge protein in PcG recruitment (52, 66). The
importance of the YY1 REPO domain for B cell development is
discussed below.
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Atchison YY1 and DNA loops

STRUCTURE OF IMMUNOGLOBULIN LOCI DURING B CELL
DEVELOPMENT
B cell development involves progression from Lin−Sca-1+c-kit+

(LSK) progenitor cells through a number of intermediate B cell
stages including pro-B, pre-B, immature B, mature B, and plasma
cell stages. The early stages of B cell development can be delin-
eated by the rearrangement status of the immunoglobulin heavy
and light chain genes. Both heavy and light chain genes are pro-
duced during early, antigen-independent B cell development by a
somatic rearrangement process that links together either V, D, and
J segments (heavy chain), or V and J segments (light chain) to pro-
duce functional Ig genes (67–70). The Ig loci are huge (2.4–3.2 Mb)
and for rearrangement of distal variable region genes to occur, the
loci must go through a physical contraction process. Prior to the
onset of rearrangement, Ig loci reside at the nuclear periphery in an
“extended” configuration. However, at the pro-B cell stage, when
the heavy chain genes undergo rearrangement, the loci take up an
intranuclear localization with concomitant contraction of the loci
(heavy chain first followed by light chain) (71–74). While IgH DJ

and proximal VH to D and Vκ to Jκ rearrangements can occur
without contraction, the distal V genes require locus contraction
and looping for rearrangement (71–73, 75–77).

Current data suggest that the Ig loci are organized as loops
into rosette-like structures separated by spacer DNA (76, 78–
80). A number of domains have been identified at the IgH locus,
which adopt various conformations during development (76, 78–
80). At the pre–pro-B cell stage, these rosette domains are in an
extended conformation, but in pro-B cells the structure changes
such that each V region domain is repositioned with all VH regions
approximately equidistant to the DH and JH regions, thus afford-
ing roughly equal access for recombination (79, 80) (Figure 2, left
panel). Similar structures are believed to exist at the Ig kappa locus
at pro-B and pre-B cell stages (Figure 3).

The mechanisms that control Ig locus contraction are
unknown. A small number of transcription factors or protein com-
plexes (YY1, Pax5, CTCF, IKAROS, cohesin, condensin, EZH2) are
implicated in the DNA loops needed for V(D)J rearrangement (59,
78, 81–86), but the molecular details and regulatory processes that

FIGURE 2 | Immunoglobulin heavy chain locus diagram with V, D,
J, and C regions indicated and locations of knownYY1 binding
sites, and the approximate positions of long-distance DNA loops
that areYY1-dependent. The red circles represent the IgH intron and

3′RR enhancers. The left panel models rosette-like loops
encompassing the VH regions at the pre–pro-B and pro-B cell stages.
The right panel diagrams the Eµ-3′RR long-distance DNA loop
required for CSR.
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Atchison YY1 and DNA loops

FIGURE 3 | Igκ locus diagram showing the location of knownYY1 binding sites, and the postulatedYY1-dependent loops required for Vκ–Jκ

rearrangement. Locations of the Igκ intron and κE3′ enhancers and shown by red circles and arrows. Postulated locus structure in pro-B and pre-B cells is
show below.

control this mechanism are not clear. Pax5 binds to multiple repeat
sequences in the distal region of the IgH locus (PAIR sequences)
and is believed to participate in rearrangement of distal VH genes
(83). Non-coding antisense transcripts expressed across the PAIR
sequences correlate with VDJ rearrangement and are postulated to
be involved with IgH locus contraction (83, 87, 88). Pax5 controls
some of these transcripts (83), and recently YY1 was shown to
regulate antisense transcripts across at least two PAIR sequences
(87). Many Pax5 and YY1 potential binding sites exist in the IgH
locus (89) and these transcription factors co-localize at some of
these sites (87). Similar to the Pax5 and YY1 knock-out pheno-
types (discussed below), PcG protein EZH2 knock-out results in
arrest at the pro-B cell stage with impaired distal VH to DH–JH

rearrangement (59). CTCF and cohesin have been argued to reg-
ulate Ig locus structure and to control interactions of DH and JH

regions with proximal VH segments and Jκ regions with proximal
Vκ segments (81, 82, 90–92). Ikaros knock-out also impacts IgH
rearrangement as well as locus contraction (93).

THE ROLE OF YY1 AND THE REPO DOMAIN IN B CELL
DEVELOPMENT
Yin Yang 1 has long been believed to play some role in
immunoglobulin (Ig) gene regulation and B cell biology because
it associates with multiple Ig enhancer elements including the

heavy chain intron and 3′ enhancers, the Ig kappa 3′ enhancer,
as well as to a site between the CH γ1 and γ2b exons (1–5, 87,
94) (Figures 2 and 3). The Shi laboratory at Harvard provided
insight into the role of YY1 in B cell development by demon-
strating that conditional knock-out of YY1 in the B cell lineage
(using mb1-CRE which is expressed early after B lineage commit-
ment) resulted in arrest at the pro-B cell stage (84). Pro-B cells
lacking YY1 have normal DH–JH recombination but reduced fre-
quency of VH–DH–JH recombination, with the defect being most
severe for more distal VH genes (84). These knock-out pro-B cells
showed a defect in Ig locus contraction (84), and this phenotype
has been confirmed by a number of studies (81, 88). Thus, con-
ditional knock-out of YY1 using mb1-CRE results in arrest at the
pro-B cell stage, lost Ig locus contraction, and reduced rearrange-
ment of distal V genes. Importantly, despite the fact that proximal
VDJ recombination does occur, very few mature B cells are gen-
erated in conditional knock-outs. Furthermore, introduction of a
rearranged heavy chain gene only partially complements the YY1
conditional knock-out phenotype, suggesting additional roles for
YY1 in early B cell development (84).

Intrigued by the similarity between the YY1 and PcG protein
EZH2 B cell knock-out phenotypes (59, 84), we set out to deter-
mine the importance of YY1 PcG function for B cell development.
Using YY1 wild-type and YY1∆REPO retroviral constructs, we
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transduced bone marrow from yy1f/f mb1-CRE mice and injected
this transduced bone marrow into irradiated secondary recipi-
ents. Thus, within the B cell lineage of the transplanted mice, only
the transduced YY1 constructs will provide YY1 function due to
deletion of the endogenous yy1 gene by mb1-CRE action. While
wild-typeYY1 largely restored B cell development, theYY1∆REPO
reconstituted cells arrested B cell development at the pro-B and
pre-B cell stages (85). Interestingly, IgH VDJ rearrangement was
largely normal, but Igκ rearrangement showed a dramatically
skewed repertoire. Only a small number of Vκ genes underwent
rearrangement with one third of rearrangements to the most distal
5′ V kappa gene. This dramatic result suggested that in the absence
of YY1 PcG function, most of the DNA loops at the Igκ locus
needed for Igκ rearrangement were abrogated, and a small num-
ber of loops that are independent of YY1 PcG function remained
for Igκ Vκ–Jκ rearrangements. At least some of these loops may
require E2A or Pax5 (85), although this is speculative.

MECHANISMS OF Ig LOCUS CONTRACTION
The dramatically skewed Vκ–Jκ rearrangement profiles in
YY1∆REPO compared to wild-type YY1 mice (85), suggested a
possible direct effect of YY1 on Igκ locus structure, and loss of IgH
locus contraction in a YY1 knock-out background suggested par-
allel effects at the heavy chain locus. Consistent with a direct effect
on Igκ locus structure, RNAi knock-down of YY1 in bone marrow
cultures reduced Igκ rearrangement at a subset of Vκ genes (85).
Since the Shi lab showed YY1 is important for Ig locus contraction
(81, 84, 88), we hypothesized that clusters of YY1 binding sites
exist across the Ig loci, and that YY1 binding to these sites would
result in recruitment of proteins needed for Ig locus contraction.
As predicted, we identified clusters of YY1 binding sites across
the Igκ locus that binds to YY1 (85). We found that PcG protein
EZH2 co-localized with YY1 at these sites apparently as a result
of recruitment by YY1 (85). We also identified several proteins
that physically interact with the YY1 REPO domain providing
potential insight into the mechanism of YY1 function in locus
contraction. Intriguingly, we found that proteins from the con-
densin and cohesin complexes (SMC4 and SMC1) that are needed
for contraction of chromosomes during mitosis (95–99), as well
as lamin proteins, bind to the YY1 REPO domain. Lamin proteins
are known to be involved in long-distance DNA interactions (100–
103). Similarly, cohesin and condensin complexes, along with
topoisomerase 2, are involved in mitotic chromosome contraction
and higher order chromosome organization and dynamics (96,
104). During mitosis, condensin and cohesin proteins associate

with the chromosomes and function in chromosomal contraction,
cohesion, assembly, and segregation (96–98). A subpopulation of
these proteins remains chromosome-associated at specific foci in
the interphase nucleus (98). Importantly, cohesin and condensin
proteins are involved in numerous long-distance DNA interac-
tions (92, 105–114). Therefore, we hypothesized condensin and
cohesin proteins associate with Ig loci in pro-B and pre-B cells by
virtue of interaction with YY1, and thereby function to partici-
pate in Ig locus contraction. Consistent with this idea, we found
that condensin proteins associate with the clusters of YY1 binding
sites that we identified within the Igκ locus (85) in primary pro-B
cells, but not in fibroblasts suggesting a B cell specific function of
condensin and cohesin association with these sites (see Figure 4).

To test the functional consequences of YY1 and condensin bind-
ing at the Ig kappa locus, we performed RNAi knock-down and Ig
kappa rearrangement assays. We found that knock-down of YY1
or condensin proteins resulted in reduced Igκ rearrangement at a
subset of Vκ genes (85). Thus, YY1 binds to sites in the Ig loci, per-
haps recruits PcG, condensin, cohesin, and lamin proteins to these
sites, and results in specific Ig locus chromosomal contraction. The
identification of condensin mutants that specifically affect T cell
development supports the idea of condensin proteins (which are
ubiquitously expressed) having lymphoid specific functions (115).
These complexes can mediate long-distance chromosomal inter-
actions (105, 107), and kleisin-β, a member of the condensin II
complex is important for T cell development as is cohesin subunit
Rad21 (92, 115). Cohesin subunit Rad 21 (a kleisin family protein)
is recruited to CTCF binding sites throughout the Ig loci during
B lymphocyte development (82). As condensin I is involved in the
process of physically compacting DNA in the presence of hydrolyz-
able ATP (116), condensin complex proteins may also participate
in bringing V genes in the Ig locus into close proximity with D and
J gene segments.

LONG-DISTANCE DNA INTERACTIONS AND CSR
Long-distance DNA loops are also required for class switch recom-
bination (CSR), which recombines the rearranged VDJ segments
that provide antibody specificity with various Ig heavy chain con-
stant (C) regions with different effector functions (117, 118). CSR
requires a large 220 kb long-distance DNA loop synapse between
the IgH intron enhancer (Eµ) region, and the 3′RR enhancer
downstream of the 3′-most Cα exon (119, 120) (the Eµ-3′RR
synapse; see Figure 2, right panel). In addition, CSR to individ-
ual IgH C exons requires formation of inducible DNA loops from
each switch region DNA sequence into the Eµ-3′RR synapse (119,

FIGURE 4 | Summary of protein co-localization data across the Igκ locus.
The Igκ locus is shown in the top panel with Vκ genes represented by vertical
lines. The identified YY1 binding sites are represented by black circles.

Summary of ChIP data for YY1, EZH2, SMC4, SMC2, and BRRN1 are shown
in the bottom panel. Positive ChIP signals are represented by a + symbol and
question marks show inconclusive ChIP data.
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120). Over 40 proteins are involved in the enzymology and mech-
anism of CSR and include DNA repair (base excision repair and
mismatch repair) proteins, DNA damage sensors, factors that alter
chromatin structure, factors that bind to AID, and transcriptional
regulatory proteins [reviewed in Ref. (121)]. However, none of
these factors are known to specifically impact the Eµ-3′RR DNA
loop required for CSR.

Recent progress, however, has shed light on these long-distance
DNA loops. CTCF and cohesin bind to the IgH 3′RR enhancer
within the hs5–7 sites (81, 122, 123), and cohesin binding is
induced at certain CH switch regions in response to inducers of
CSR implying a function for cohesin in CSR (123). Consistent
with this, knock-down of cohesin subunits impairs CSR (123).
In addition, knock-down of the cohesin loading protein NIPBL
reduces CSR, reduces non-homologous end joining, and increases
microhomology end joining (124). Interestingly, AID was shown
to physically interact with condensin, cohesin, and INO80 com-
plex proteins (123), precisely the same complexes that bind to YY1
(85, 125, 126).

Notably, we found that YY1 conditional knock-out in splenic B
cells significantly reduces CSR (127). YY1 physically interacts with
AID, leading to stabilization and increased AID nuclear accumu-
lation, and this control of AID nuclear levels can regulate CSR.
Control of nuclear levels of AID is crucial not only for regu-
lating antibody maturation processes (CSR and somatic hyper-
mutation), but also is important for maintaining integrity of the
mammalian genome. Elevated levels of YY1 could cause aberrant
accumulation of AID in germinal center B cells leading to increased
mutagenesis and lymphomagenesis. Indeed,YY1 levels are elevated
in germinal center-derived human DLBCL (34), suggesting that
YY1 contributes to disease progression. However, we also found
that YY1 has a second function important for CSR. In collabo-
ration with Ranjan Sen (NIA), we found that YY1 is necessary
for long-distance DNA loops formed between the Eµ and 3′RR
enhancers (unpublished data). Recently, Kenter and colleagues
identified a long-distance DNA loop between the Eµ and hs3b–
hs4 sites of the 3′RR that is dramatically induced upon induction
of CSR in splenic B cells (119). We found that this long-distance
DNA loop is YY1-dependent (unpublished data). Thus, YY1 con-
trols long-distance DNA loops in splenic B cells that are critical for
CSR. Can the same be said of the long-distance DNA loops needed
for IgH V(D)J rearrangement, and perhaps for other long-distance
DNA loops? Recent evidence suggests this is the case.

YY1-DEPENDENT IgH LONG-DISTANCE DNA INTERACTIONS
The Sen Laboratory and colleagues indentified long-distance DNA
loops in both the VH distal and proximal regions, and at the 3′ end
of the locus (78). They found YY1 bound to many of these seg-
ments and postulated either homotypic YY1 interactions to medi-
ate these loops, or heterotypic interactions with other proteins
(78). The essential nature of YY1 for these loops was subsequently
demonstrated. In pro-B cells, YY1 conditional knock-out ablates
long-distance DNA loops between the Eµ region and the distal and
proximal VH regions (87). In addition, YY1 knock-out in pro-B
cells ablates loops between the Eµ region and the 3′RR enhancer,
hs5–7 region (87). Thus, YY1 is essential for long-distance DNA
loops within the IgH locus involved in either VDJ rearrangement,

or CSR (Figure 2). Finally, YY1 is also involved in long-distance
DNA interactions at the Th2 cytokine locus and controls IL4, IL5,
and IL13 expression (128). These dramatic results indicate that
YY1 is required for long-distance DNA loops that control IgH
V(D)J rearrangement, CSR, and gene regulation. Our studies at
the Igκ locus (85) also indicate a role for YY1 in long-distance
DNA interactions needed for Igκ rearrangement (Figure 3).

REGULATORY MECHANISMS FOR YY1 FUNCTION
How mightYY1 be functioning in these diverse long-distance DNA
interactions? As described above, in pro-B cells, YY1 binds consti-
tutively to the Eµ enhancer, to hs5–7 sites in the 3′RR enhancer,
to a site between the Cγ1 and Cγ2b exons, and inducibly to the
hs3b site in the 3′RR enhancer in splenic B cells (5, 78, 87, 94). The
mechanism of regulation of developmental stage-specific function
of YY1 in VDJ rearrangement at the IgH locus (pro-B cells), in Vκ–
Jκ rearrangement at the Igκ locus (pre-B cells), and in CSR at the
IgH locus (mature splenic B cells), is presently unknown. YY1
may participate in regulatory stage-specific functions to control
locus accessibility (129), but other factors may control accessibility
enabling subsequent YY1 DNA binding.

Yin Yang 1 function can be regulated by a number of mecha-
nisms. Stage-specific regulation could be at the level of YY1 DNA
binding, such as the LPS inducible binding in the 3′RR enhancer
in splenic B cells. YY1 binding to the Ig heavy chain 3′RR hyper-
sensitive site 3b (hs3b) as well as to the Eµ enhancer is inducible by
LPS (94). In this case, YY1 appears to be sequestered from DNA in
resting B lymphocytes through interaction with hypophosphory-
lated retinoblastoma protein (Rb). However, after LPS induction,
Rb becomes hyperphosphorylated and releases YY1 enabling it
to bind to the hs3b and Eµ enhancers. Interestingly, hs3b and 4
hypersensitive sites are crucial for formation of Eµ: 3′RRl enhancer
synapses with germline switch region promoters after cytokine
treatment (119, 120). We hypothesize that LPS induction of CSR
might partially result from induction of YY1 binding to the 3′RR
and Eµ enhancers leading to induced DNA loop formation.

Alternatively, YY1 may be controlled by stage-specific post-
translational modifications, or by stage-specific interaction with
other proteins. A number of YY1 post-translational modifica-
tions can regulate YY1 DNA binding (phosphorylation of serines
180 and 184, and threonines 348 and 378) (130–132), and YY1
is sumoylated on lysine 288 (133), which can control protein–
protein interactions. Phosphorylation of serines 180 and 184 is
mediated by Aurora B kinase and expression of this kinase peaks
in splenic germinal center B cells (www.immgen.org) when CSR
is active. Several studies demonstrated that YY1 subcellular local-
ization is regulated during cell cycle progression and development
(132, 134–137) suggesting that YY1 might also regulate subcellular
localization of interacting partner proteins. In addition, apoptotic
stimuli promote rapid translocation of YY1 from the cytoplasm
to the nucleus in asynchronous HeLa cells (138). Thus, YY1 might
function to increase transport of proteins from the cytoplasm to
the nucleus via the nuclear pore.

During B cell development, YY1 expression levels remain rela-
tively constant, as defined by transcript levels (www.immgen.org).
However,YY1 protein levels are regulated in some systems yielding
biological responses. This is most well studied in skeletal muscle
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Atchison YY1 and DNA loops

FIGURE 5 | Model of YY1 recruitment of proteins to DNA needed for
long-distance DNA interactions. Using the IgH locus as a model, YY1
binding sites are indicated. Binding by YY1 then results in recruitment of
condensin, cohesin, and PcG complex proteins. These proteins may form
homotypic or heterotypic interactions to mediate long-distance DNA

interactions. Positions of the Eµ enhancer, 3′RR enhancer, and various V
genes are shown by arrows. Black rectangles represent various CH constant
regions. YY1 also physically interacts with AID, and AID is able to interact with
condensin, and cohesin complexes, and thus may contribute to DNA loop
formation in germinal center B cells.

differentiation systems where YY1 expression levels drop as a result
of proteolysis (24), and in cardiac disease conditions (139, 140).
Thus, regulation of YY1 protein stability may control DNA loop
formation.

It should be noted that RNA expression profiles of PcG pro-
teins EZH2 and YAF2, as well as cohesin, and condensin subunit
proteins SMC4, SMC2, SMC1, SMC3, CAP-G, CAP-H (BRRN1),
and CAP-D2 all peak during B cell development at the pre-B
cell stage (www.immgen.org). Expression levels are also high in
pro-B cells, but peak in pre-B cells, then drop in immature B
cell stages. This expression pattern is coincident with the tim-
ing of Ig rearrangement and is consistent with a role in Ig locus
contraction and rearrangement. However, this timing is also coin-
cident with high levels of proliferation in pre-B cells suggesting
a possible effect of YY1 on the pre-B proliferative burst dur-
ing development. All factors peak again in germinal center B
cells (www.immgen.org) suggesting possible roles in proliferation,
CSR, or somatic hypermutation.

Whatever the mode of locus accessibility or YY1 DNA binding,
YY1 may then recruit proteins to DNA that are required for long-
distance DNA interactions. As presented above, YY1 physically
interacts with PcG, condensin, cohesin, and lamin proteins, all

involved in long-distance DNA interactions, and we have noted
co-localization of some of these proteins with YY1 at the Igκ
locus (Figure 4). PcG proteins can mediate long-distance DNA
interactions (60), and since YY1 recruits PcG proteins to DNA
via the REPO domain (50, 61), we predict that this interaction
will be important for long-distance interactions leading to DNA
loop formation. Notably, condensin and cohesin complex pro-
teins (105, 107), and lamin proteins (100–103) are all involved in
long-distance DNA structures, suggesting that the DNA binding
capacity of YY1 at IgH and Igκ sequences may nucleate protein–
protein interactions that govern DNA looping mechanisms. In
addition to co-localization of YY1 and condensin proteins at the
Igκ locus, YY1 co-localizes with cohesin at the hs5–7 sites in the
3′RR enhancer (78, 81).

MODELS OF YY1-MEDIATED LONG-DISTANCE DNA
INTERACTIONS
Based upon: (a) the crucial nature of the YY1 REPO domain for
B cell development, (b) the ability of this domain to recruit PcG
proteins to DNA, (c) the physical interaction of the REPO domain
with PcG, condensin, cohesin, and lamin proteins, (d) the co-
localization of YY1, EZH2, and condensin proteins across the Igκ
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locus, (e) the co-localization of YY1 and cohesin proteins at the IgH
3′RR enhancer, (f) the effect of cohesin knock-down on CSR, (g)
the effect of condensin subunit knock-down on Vκ–Jκ rearrange-
ment, (h) the high levels of EZH2, YAF2, cohesin, and condensin
proteins in pro-B, pre-B, and germinal center cells, (i) the critical
role of YY1 in long-distance DNA loops in the IgH V region and 3′

region, and (j) the regulatory role of YY1 in CSR, we propose the
following mechanism. We propose that YY1 binds to sites span-
ning the IgH and Igκ loci. Concomitant with YY1 DNA binding,
increased EZH2,YAF2, cohesin, and condensin subunit expression
results in these proteins binding to the same DNA regions, presum-
ably due to interactions with YY1. The nucleated PcG, cohesin,
and condensin proteins then mediate long-distance interactions
between the YY1 binding sites resulting in contraction of the Ig
loci in looped or rosette structures (Figure 5). These loops then
control somatic rearrangement of IgH and Igκ genes as well as
CSR. Immediately upon maturation to the immature B cell stage,
or upon maturation to plasma cells,EZH2,YAF2,cohesin,and con-
densin protein expression drops dramatically (www.immgen.org),
thus facilitating de-contraction of the Ig loci, perhaps assisting in
regulation of the allelic exclusion process, and causing a decrease
in the inducible loops needed for CSR. In the case of CSR, it is
intriguing that AID binds to many of the same factors that bind
to YY1 (condensin, cohesin, and INO80 complexes) (123). Thus,
YY1–AID physical interaction may also contribute to DNA loop
formation (Figure 5).

Finally, it has been proposed that YY1 function in long-
distance DNA interactions relates to the regulation of non-coding
antisense transcripts in the IgH VH PAIR sequences (88). YY1
knock-out ablates some of these transcripts, and these transcripts
have been proposed to play a role in IgH locus contraction (87,
88). Some RNA transcripts are known to regulate long-distance
DNA interactions via interactions with the mediator complex
(141). Whether YY1 functions in this mechanism is presently
unclear.

FUTURE STUDIES AND REMAINING QUESTIONS
A number of outstanding questions remain. (1) Is recruitment
to DNA of proteins involved in DNA loop formation dependent
upon YY1 DNA binding? (2) What mechanisms enable YY1 to
function at distinct loci at various developmental stages? (3) Is
YY1 function controlled by post-translational modifications? (4)
Is YY1 controlled by stage-specific protein interactions? (5) What
functions and domains of YY1 are needed for DNA looping,V(D)J
rearrangement, and CSR? (6) What are the biochemical mech-
anisms for Ig locus contraction and for DNA loop formation?
These questions and others are important for immune function
and control of gene expression. The ubiquitous nature of YY1 and
its involvement in looping at multiple loci (78, 87, 128) suggests
that paradigms learned in the Ig systems will be globally applicable
to other long-distance DNA interactions.
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The essential events of B-cell development are the stochastic and sequential rearrange-
ment of immunoglobulin heavy (Igµ) and then light chain (Igκ followed by Igλ) loci. The
counterpoint to recombination is proliferation, which both maintains populations of pro-B
cells undergoing Igµ recombination and expands the pool of pre-B cells expressing the
Igµ protein available for subsequent Igκ recombination. Proliferation and recombination
must be segregated into distinct and mutually exclusive developmental stages. Failure to
do so risks aberrant gene translocation and leukemic transformation. Recent studies have
demonstrated that proliferation and recombination are each affected by different and antag-
onistic receptors.The IL-7 receptor drives proliferation while the pre-B-cell antigen receptor,
which contains Igµ and surrogate light chain, enhances Igκ accessibility and recombination.
Remarkably, the principal downstream proliferative effectors of the IL-7R, STAT5 and cyclin
D3, directly repress Igκ accessibility through very divergent yet complementary mecha-
nisms. Conversely, the pre-B-cell receptor represses cyclin D3 leading to cell cycle exit and
enhanced Igκ accessibility.These studies reveal how cell fate decisions can be directed and
reinforced at each developmental transition by single receptors. Furthermore, they identify
novel mechanisms of Igκ repression that have implications for gene regulation in general.

Keywords: B cells, lymphopoiesis, recombination, proliferation, epigenetics

INTRODUCTION
Development of a diverse repertoire of peripheral B cells is
dependent on the appropriate and ordered progression of B-
lymphopoiesis. This process occurs through discrete developmen-
tal stages driven by the sequential rearrangement and expression
of genes encoding the immunoglobulin heavy (Igµ) and then
light chains (Igκ or Igλ). Successful expression of a functional
Igµ capable of pairing with surrogate light chain (SLC) compo-
nents and Igα/Igβ to form the pre-B-cell receptor (pre-BCR) at
the cell surface is associated with a proliferative burst that expands
the pool of pre-B cells expressing Igµ prior to cell cycle exit
and the rearrangement of Igκ. Proliferation and recombination
must remain mutually exclusive to maintain genomic integrity
and prevent excessive cell death or oncogenesis through aberrant
translocations. Recent work has begun to uncover the molecular
mechanisms dictating these developmental stages. Of particular
interest, is the integration and opposition of the IL-7R and pre-
BCR signaling pathways along with the effect of downstream epi-
genetic modifications on Igκ loci rearrangement and early B-cell
proliferation.

B-CELL DEVELOPMENT
Interactions with bone marrow (BM) stromal cells induce the
differentiation of common lymphoid progenitor cells (CLPs),
capable of generating B and T cells, into multipotential precursor–
progenitor (pre–pro) B cells (1, 2). At this stage, initial Igµ
rearrangements occur at diversity (DH) and joining (JH) gene
segments (3). Pre–pro-B cells are not committed to the B-cell lin-
eage as some developing T cells bear Igµ DHJH rearrangements.

Within IL-7 rich niches of the BM, pre–pro-B cells commit to the
B-cell lineage through differentiation into progenitor (pro)-B cells
expressing CD19 (4–6). IL-7 provides critical proliferative and sur-
vival signals needed to maintain the pool of pro-B cells. The hall-
mark event of pro-B cells is the completion of Igµ rearrangement
with the addition of a variable (VH) region to the DHJH segment.
This process of recombination is mediated by the semi-random
induction of double-stranded DNA breaks by the recombinase
activating gene (Rag)-1 and Rag-2 proteins at recombination sig-
nal sequences (RSS) followed by non-homologous end joining
(NHEJ) (7). Rag-mediated recombination of the antigen receptor
loci is an essential and defining feature of B- and T-lymphopoiesis.
Genetic mutation of the Rag genes results in severe combined
immunodeficiency (SCID) in humans and mice (8–10).

Progression to the pre-B-cell stage of development is marked
by the expression of a functional Igµ, due to in-frame rearrange-
ment at one locus, which can pair with SLC components, VpreB
and λ5, to form the pre-BCR at the cell surface (11). Early events
following the expression of the pre-BCR serve to expand in num-
ber B-cell populations that have successfully rearranged Igµ (12).
Not all Igµ chains effectively pair with SLC and therefore the
pre-BCR checkpoint shapes the repertoire of Igµ chains selected
into the small pre-B-cell pool (13). In mice deficient in SLC,
cells that escape by rearranging immunoglobulin light chain are
preferentially autoreactive (14). Furthermore, conferring defined
self-reactivity rescues SLC deficiency (15). However, it is not clear
if this means that the pre-BCR censors autoreactivity or if autore-
activity, and ligation by self-antigen, is required to complement
SLC deficiency.
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Following poly-clonal expansion, late (small) pre-B cells
migrate away from proliferation-inducing IL-7 rich niches of the
BM, exit cell cycle, and begin to rearrange Igκ genes (6). Final
pairing of translated Igµ and Igκ form the antigen-specific BCR
on immature B cells which are then subjected to the mech-
anisms of tolerance that diminish autoreactivity in the naïve
repertoire. Although the necessity of the IL-7R and pre-BCR for B-
lymphopoiesis has long been appreciated, recent work has begun
to detail the molecular mechanisms and downstream interplay of
these pathways that drive B-cell development.

IL-7R AND PRO-B CELLS FATE
Signaling through the IL-7R, which is a heterodimer of the IL-7Rα

chain and the common γ chain, is essential for proliferation and
survival of pro- and pre-B cells. In vitro culture assays demon-
strated that pro-B cells and not pre–pro-B cells proliferate in
response to IL-7 (4). Accordingly, IL-7Rα-deficient mice demon-
strate a significant impairment in B-lymphopoiesis beginning at
the pro-B-cell stage (16–18). However, IL-7-deficient mice display
a less severe defect in pro-B-cell development suggesting the IL-
7Rα chain may participate in an additional signaling complex that
compensates for loss of IL-7-induced signaling (17). Nonetheless,
although pairing of IL-7Rα with alternative complexes may pro-
vide some compensation to IL-7-induced signaling, it is clear that
the downstream components of the IL-7R pathway determine the
pro-B-cell fate.

Through pairing with Janus kinase (JAK) 3 and JAK1, the IL-
7R, upon activation, recruits and activates signal transducer and
activator of transcription (STAT) 5a and b (19). STAT5 is criti-
cal for the biological effects of the IL-7R. B-cell development in
mice deficient in both STAT5a and b is blocked at the pro-B stage,
similar to IL-7Rα-deficient mice (20). Accordingly, constitutive
activation (CA) of STAT5 in mice mostly restores B-lymphopoiesis
in the absence of IL-7R signaling, while in humans, CA-STAT5
gene mutations have been identified in patients with acute lym-
phoblastic leukemia (21–23). Activated STAT5 primarily drives
proliferation by inducing expression of the gene encoding cyclin
D3, Ccnd3 (23, 24). Pairing of cyclin D family members with
cyclin-dependent kinases 4 and 6 (CDK4/6) during G1 activates
retinoblastoma protein (Rb) family members and E2f transcrip-
tion factors to induce upregulation of cell cycle genes and suppress
cell cycle inhibitors p27Kip1 and p21Cip1 (25). Although both cyclin
D2 and D3 are expressed during B-cell development, only cyclin
D3 can be found in complexes with CDK4/6 in pro-B cells (26).
Moreover, a defect in early B-cell development is found only in
Ccnd3−/− mice, while Ccnd2−/− mice display a later defect in
peripheral B-cell proliferation (24, 27, 28). In addition to pro-
liferative signals, STAT5 maintains survival of developing B cells
through induction of several pro-survival genes including Mcl1,
Bcl2, and Pim1 (22, 29, 30). Therefore, IL-7R-mediated activation
of STAT5 represents a critical event in the expansion and stability
of early B cells populations.

Pro-B cells are both proliferating and rearranging Igµ genes (4).
Recent studies have provided some insights into how these incom-
patible processes are segregated to distinct populations within the
pro-B-cell pool (31, 32). For example, it has been demonstrated
that the core machineries of recombination and proliferation are

antagonistic. The Rag proteins are expressed in G0/G1 and are
degraded in dividing cells at the transition from G1 to S phase (33).
Cyclin A/CDK2 complexes induce cell cycle entry and inhibit the
accumulation of Rag-2, while several CDK inhibitors, including
p21Cip1, p27Kip1, and p57Kip2 induce Rag-2 expression (34). This
is because the cyclin A/CDK2 complex phosphorylates threonine
490 of Rag-2 targeting it for degradation by Skp2 (35). Muta-
tion of threonine 490 results in persistence of Ig recombination
in proliferating cells and increases the prevalence of chromosomal
translocations and lymphoid malignancies (36). Impaired NHEJ
accompanied with defective DNA-damage-induced apoptosis also
increases the occurrence of leukemogenesis. Mice with combined
deficiencies of the pro-apoptotic protein p53 with either XRCC4
or Ku80, both members of the NHEJ machinery, develop IgH–Myc
translocations that promote pro-B leukemia (37, 38). Therefore,
separation of proliferation and recombination is crucial to the
avoidance of excessive B cells’ death or development of B-cell
leukemia.

It is also now clear that the pro-B-cell compartment is not
homogeneous but contains subpopulations of cells that express
relatively high or low levels of the IL-7R. Furthermore, in these
populations, IL-7R expression levels correlate with intracellular-
activated STAT5 (39). These findings suggest a dynamic model
where pro-B cells shift from proliferation to recombination
through the oscillation of IL-7R expression (Figure 1). In con-
trast to oscillating between IL-7R high and low states, it is also
possible that pro-B cells sequentially progress through IL-7R high
and low stages. The mechanism driving IL-7R downregulation in
pro-B cells, however, is still unknown. One possibility is through
asymmetric cell division, where the accumulation of IL-7R toward
IL-7-producing stromal cells results in distal daughter cells inher-
iting less IL-7R on their surface, therein, providing a transient
decrease in STAT5 activation and the initiation of VH–DHJH

rearrangement.

PRE-BCR, PROLIFERATION, AND Igκ REARRANGEMENT OF
PRE-B CELLS
LARGE PRE-B CELLS
Cells transition to the pre-B-cell stage when Igµ pairs with SLC
components, VpreB and λ5, along with the signaling module
Igα/Igβ to form the pre-BCR at the cell surface. Initial expres-
sion of the pre-BCR is associated with a proliferative burst of
early pre-B cells, also known as large pre-B cells, to expand the
population of cells expressing a functional Igµ. Proper expres-
sion of the pre-BCR is critical to development as deficiencies of
Igα, Igβ, or surface Igµ completely arrest B-lymphopoiesis while
rearrangement and expression of Igκ inefficiently rescues SLC
deficiency (40–43). Activation of the pre-BCR requires the non-
immunoglobulin domain of λ5, which mediates aggregation of
the receptor (44–46). Although receptor aggregation is required,
it is not clear if receptor aggregation is an intrinsic property of
λ5 or if the SLC enables recognition of one or more selecting lig-
ands within the BM (44, 47). Putative selecting ligands identified
within the BM including heparin sulfate and galectin-1 have been
suggested as natural ligands (48–50).

Concurrent to pre-BCR expression, large pre-B cells maintain
IL-7R expression. It is within large pre-B cells that an additional
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FIGURE 1 | Proliferative and recombinatorial states of pro-B cells. (A) Elevated levels of IL-7R expression and signaling activate STAT5 and PI3K/Akt signaling
modules, which enforce the proliferative program of pro-B cells while suppressing Igµ recombination. (B) Down modulation of the IL-7R is associated with a
loss of proliferative signaling through STAT5 and PI3K/Akt and release of FoxO1, Rag-1, and Rag-2 suppression allowing progression of Igµ recombination.
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downstream target of IL-7R signaling important for B-cell devel-
opment, the phosphoinositide 3-kinase (PI3K) pathway, plays a
role (51, 52). The absence of PI3K has a definitive effect on periph-
eral B-cell proliferation, and selective deletion of the regulatory
subunit p85α or the combined catalytic subunits p110α and p110δ

result in impairment of B-lymphopoiesis (53–55). However, the
effects of PI3K on early B-cell proliferation appear to be within the
initial proliferative events of pre-B cells, not pro-B cells. Deficien-
cies in p85α or PTEN, a negative regulator of PI3K does not affect
the number of pro-B cells in cycle, and the defect in development
in p110α- and p110δ-deficient mice begins at the pre-B-cell stage
(26, 52). Compared to cycling pro-B cells, large pre-B cells are
indeed larger in size and display a heightened rate of proliferation
(4). PI3K may be required in large pre-B cells to support increased
protein synthesis and rapid cell division through increased glu-
cose uptake and glycolytic activity by activated Akt, downstream
of PI3K (56–58). Coincidently,Akt is capable of enhancing survival
by inhibiting pro-apoptotic pathways through direct repression of
BAD and also indirectly by suppressing FoxO transcription factors,
which induce Bim (59–62).

The pre-BCR is expressed on large pre-B cells and therefore
has been thought to enhance proliferation in response to IL-7R
signaling. Among, the signaling pathways common to the BCR
and the IL-7R in the periphery, PI3K was an attractive candi-
date for any synergy that might occur between the two receptors.
However, the pre-BCR does not efficiently couple to PI3K. Trans-
fection of Rag-2−/− pro-B cells in the presence of IL-7 with a
prearranged, functional Igµ resulting in pre-BCR expression does
not increase phospho-Akt activation and phospho-Akt levels are
similar in pro and large pre-B cells (52). Furthermore, deletions of
the genes encoding several pre-BCR downstream signaling com-
ponents, including BLNK (SLP-65), Btk, and phospholipase Cγ2
(PLCγ2), result in a developmental block at the cycling pre-B-
cell stage (63–65). Finally, re-expression of BLNK in deficient cells
induces cell cycle arrest and Igκ rearrangement (66). These obser-
vations indicate that the pre-BCR signals cell cycle exit rather than
proliferation.

Therefore, the mechanisms driving the pre-B-cell proliferative
burst remain unclear. It is possible that in pre-B cells, the pre-
BCR has two signaling states, one pro-proliferative and one anti-
proliferative (52, 67). However, the downstream effectors of such
a pre-BCR-dependent proliferative pathway have yet to be identi-
fied. Alternatively, signaling mechanisms occurring independently
of the pre-BCR could enhance IL-7R-mediated proliferation.

In addition to driving proliferation, signals through the IL-
7R, and the downstream activation of STAT5, potently repress Igκ
recombination (68). Activated STAT5 binds as a tetramer to a criti-
cal E-box-containing enhancer region of Igκ, the intronic enhancer
(Eκi), and tetrameric binding enables recruitment of the poly-
comb repressive complex (PRC2), which represses accessibility of
the Igκ region (69). Additionally, PI3K–Akt activation by the IL-7R
represses recombination through indirect downregulation of Rag
proteins (52). FoxO transcription factors induce Rag-1 and Rag-2
expression, however, repression of FoxO by the PI3K–Akt mod-
ule inhibits Rag protein expression and inhibits recombination
(70, 71). Therefore, beyond the intrinsic regulation of Rag pro-
teins by the cell cycle machinery as described above, in large pre-B

cells, IL-7R signaling through STAT5, and the PI3K–Akt module,
further enforce proliferation while suppressing pre-BCR-induced
recombination.

SMALL PRE-B CELLS
The transition from highly proliferative large pre-B cells to small
resting pre-B cells undergoing Igκ recombination is a pivotal
point in normal B-lymphopoiesis. This transition is controlled
by the signaling cascades downstream of the IL-7R and pre-
BCR (Figure 2). As described below, the pre-BCR orchestrates
Igκ recombination, but cannot do so while the IL-7R is trans-
mitting signals (23, 52, 68). First cells must escape IL-7 signal-
ing, presumably through migration toward IL-7 low niches of
the BM (6). Interestingly, upregulation of the interferon reg-
ulatory factor (IRF)-4 by the pre-BCR induces the expression
of the chemokine receptor CXCR4 (68). The potential pres-
ence of the CXCR4 ligand, CXCL12, outside of IL-7 niches, may
provide a mechanism by which early events of the pre-BCR
enables movement into relatively IL-7-deficient niches and transi-
tion from proliferation-inducing signals (IL-7R) to those driving
recombination (pre-BCR).

The opening of the Igκ locus by the pre-BCR is predominately
accomplished through activation of the Ras/Erk pathway (23, 72).
Activated Erk induces E2A and inhibits the E2A repressor Id3
leading to an accumulation of free E2A within the nucleus (23,
73) that then binds the Eκi and the Igκ 3′ enhancer (Eκ3) (23).
Escape from IL-7 signaling relieves tetrameric STAT5 occupancy
of Eκi, allowing E2A to bind, which promotes accessibility of the
Igκ loci for transcription and recombination (69). Genetic target-
ing of the E-boxes within Eκi has demonstrated the importance of
E2A recruitment in Igκ recombination (74).

In addition to de-repressing Igκ, loss of IL-7R signaling
enhances specific pre-BCR-dependent and -independent mech-
anisms important for Igκ recombination. Loss of IL-7R-induced
PI3K–Akt activation results in increased FoxO expression. FoxO1
directly binds the Rag-1 and -2 genes and induces their expres-
sion (70). FoxO also binds and induces expression of the Syk and
BLNK genes (52). The Syk/BLNK module induces the transcrip-
tion factors IRF4 and 8, which bind the 3′ Igκ enhancer (Eκ3) and
enhance Igκ accessibility (68, 75, 76). Furthermore, downstream
of BLNK, activation of p38 MAP kinase further enhances FoxO
activation thereby setting up a feed-forward loop that reinforces
commitment to Igκ recombination (52).

Pre-B-cell receptor signals additionally repress the proliferative
program. FoxO1 represses surface expression of IL-7R in pre-B
cells, while BLNK inhibits PI3K/Akt activation (52, 71). Pre-BCR
signals also induce the expression of the transcription factors
Aiolos and Ikaros (77, 78). These factors impede cell cycle by
repression of Myc and cyclin D3 gene expression (23, 78). Accord-
ingly, conditional deletion of Ikaros at the pro-B-cell stage of
development results in a severe block in B-lymphopoiesis with an
accumulation of cycling large pre-B cells (79). Ikaros might have a
direct role in Igκ recombination although the mechanisms remain
to be defined (79). Collectively, downstream of the IL-7R and pre-
BCR, these networks of feed-forward and feed-back mechanisms
mediate the transition from proliferation to recombination and
ensure sharp demarcation between each developmental state (80).
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FIGURE 2 | IL-7R and pre-BCR mediated transition of large pre-B to
small pre-B cells. (A) Localization of large pre-B cells near IL-7-producing
stromal cells maintains IL-7R-induced proliferation through STAT5 and
PI3K/Akt signaling modules. Additionally, tetrameric STAT5 reinforces
inhibition of Igκ recombination through direct binding to Eκi. (B) Migration
away from IL-7-rich niches limits IL-7R signaling allowing pre-BCR-induced

Ras/ERK and BLNK signaling modules to promote E2A and IRF4/IRF8
induction. Binding of these transcription factors to Igκ enhancer elements
enables recombination in small pre-B cells. Additionally, the BLNK module,
along with Aiolos and Ikaros, downstream of the pre-BCR inhibit
proliferation by repressing IL-7R expression, PI3K/Akt activation, and
Ccnd3 transcription.

EPIGENETIC REGULATION OF Igκ ACCESSIBILITY AND
RECOMBINATION
IL-7R AND PRE-BCR IMPOSED REGULATION OF Igκ ACCESSIBILITY
Chromatin structure and accessibility are fundamental to B-cell
development. Recent evidence indicates that, at least in part,

accessibility of Ig genes is determined by post-translational epi-
genetic modifications of regional histone cores. Accessibility to
recombination correlates with transcription (81) and indeed the
primary effectors of epigenetic remodeling are transcription fac-
tors. It has become apparent that both STAT5 and E2A regulate
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FIGURE 3 | Epigenetic regulation of the Igκ loci. (A) In large pre-B cells,
downstream of the IL-7R, tetrameric STAT5 directly binds at Eκi as a
tetrameric complex. This both inhibits E2A binding and recruits the
methyltransferase EZH2 and polycomb repressive complex 2 (PRC2) which
decorates Jκ and Cκ with H3K27me3. Additionally, through an unknown
mechanism, Cyclin D3 (Ccnd3) restricts Vκ segments’ accessibility. (B) Loss
of IL-7R signaling in small pre-B cells leads to a loss of tetrameric STAT5 at
Eκi which allows E2A binding and the recruitment of histone
methyltransferases (HMT) and histone acetyltransferases (HAT). The
resulting H3K4me3 and H4Ac marks open Jκ and Cκ to transcription and
recombination.

Igκ accessibility by determining the epigenetic landscape of the
locus in pre-B cells (Figure 3). Initially, tetrameric STAT5, down-
stream of the IL-7R, recruits the histone methyltransferase Ezh2,
which decorates the Igκ locus with repressive histone 3 lysine 27
trimethylation (H3K27me3) marks (69). Following release from
STAT5-mediated repression of Igκ, E2A can access Eκi, and marks
the flanking Jκ and Cκ segments with activating H3K4 trimethyla-
tion (H3K4me3) and H4 acetylation (H4Ac) to promote an open
chromatin structure (69, 82).

Interestingly, the above mechanisms of epigenetic regulation
apply only to Jκ and Cκ and do not extend to the extensive Vκ

regions (69). In fact, the Vκ regions are relatively devoid of any
measured post-translational histone modifications identified for
Cκ and Jκ [unpublished data and (83)]. Surprisingly,Vκ transcrip-
tion is repressed by cyclin D3, through mechanisms that do not
involve direct DNA binding (26). Instead, it appears that nuclear
matrix-associated cyclin D3, and not that fraction associated

with CDK4/6, represses Vκ. The mechanisms by which cyclin D3
regulates Vκ transcription are not known, but might include con-
trolling access to RNA polymerase II or nuclear positioning (84,
85). Regardless of mechanism, repression of Vκ accessibility by
cyclin D3 provides a direct link between cell cycle transit and
repression of Igκ recombination.

RAG-MEDIATED RECOMBINATION DEPENDS UPON EPIGENETIC
MODIFICATIONS
Recombination events at Igκ are also dependent on an open chro-
matin structure for accessibility of Rag proteins to RSS sites.
RAG-mediated cleavage at RSS sites is restricted by a closed nucle-
osome structure (86–88). Histone modifications associated with
open chromatin structures, including H3K4me3, histone 3 lysine
36 trimethylation (H3K36me3), H3Ac, and H4Ac correlate with
recombination (89–91). Additionally, the recruitment of Rag-2 is
dependent on the Rag-2 PHD domain binding to H3K4me3 (92,
93). The epigenetic regulation of JκCκ, and the recruitment of
RAG-2 to the marks of open chromatin, is consistent with current
concepts that the JκCκ region serves as the site of recombination
(94). Furthermore, the JκCκ region is anchored to the nuclear
matrix and anchoring is necessary for efficient Igκ recombination
(95). This suggests that the recombination platform is relatively
fixed and Vκ segments are recruited to it.

Although histone modifications at Jκ and Cκ have been asso-
ciated with recombination and Rag-2 recruitment in vivo, there
is no direct evidence that these modifications alone are capable
of inducing RSS accessibility. In fact, in vitro experiments have
demonstrated that hyperacetylation of histones is unable to over-
come nucleosome-induced restriction of RSS sites and allow Rag-
mediated recombination (87, 96). However, these extracellular
in vitro experiments may lack additional lineage or stage-specific
factors needed to translate epigenetic modifications into open
chromatin. One such factor might be the SWI/SNF complex which
can read specific epigenetic marks and open immunoglobulin gene
loci for recombination (83, 97).

CONCLUDING REMARKS
Recent observations have revealed that the IL-7R and the pre-
BCR regulate complex networks of signaling and transcription
cascades that direct and reinforce either pre-B-cell proliferation
or Igκ recombination. Central to understanding these networks is
the clear demonstration that the IL-7R induces proliferation and
represses Igκ recombination and these biological activities are dia-
metrically opposed by the pre-BCR. However, several questions
still remain. For instance, if IL-7R signaling is constant in pro-
and pre-B cells, and the pre-BCR does not provide a prolifera-
tive signal, what then is driving the large pre-B-cell proliferative
burst? Additionally, although much effort has begun to describe
how fate-determining transcription factors and epigenetic mod-
ifiers prime the required epigenetic landscape, little is known
about the “readers” of these marks that impose and specify B-
cell developmental events. The precise relationships between Igκ
transcription and recombination are unclear. Moreover, in the
absence of epigenetic modifications, how is Vκ accessibility regu-
lated? Further research into the molecular mechanisms that target
and regulate the recombinatorial machinery to specific sites of the
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Ig loci will be critical for understanding normal and pathogenic
B-lymphopoiesis.
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The Igκ locus undergoes a variety of different molecular processes during B cell devel-
opment, including V(D)J rearrangement and somatic hypermutations (SHM), which are
influenced by cis regulatory regions (RRs) within the locus. The Igκ locus includes three
characterized RRs termed the intronic (iEκ), 3′Eκ, and Ed enhancers. We had previously
noted that a region of DNA upstream of the iEκ and matrix attachment region (MAR) was
necessary for demethylation of the locus in cell culture. In this study, we further character-
ized this region, which we have termed Dm, for demethylation element. Pre-rearranged Igκ

transgenes containing a deletion of the entire Dm region, or of a Pax5-binding site within
the region, fail to undergo efficient CpG demethylation in mature B cells in vivo. Further-
more, we generated mice with a deletion of the full Dm region at the endogenous Igκ locus.
The most prominent phenotype of these mice is reduced SHM in germinal center B cells
in Peyer’s patches. In conclusion, we propose the Dm element as a novel Pax5-binding cis
regulatory element, which works in concert with the known enhancers, and plays a role in
Igκ demethylation and SHM.

Keywords:V(D)J rearrangement, DNA methylation, B cell development, Pax5, somatic hypermutation

INTRODUCTION
The B cell receptors (BCRs) are encoded in the mouse genome
by the three immunoglobulin (Ig) loci, the IgH heavy chain locus,
and the two light chain loci, Igκ and Igλ. In their germline con-
formations, the Ig loci do not give rise to functional proteins.
It is only through a tightly regulated process of genome editing,
termed V(D)J recombination, that the loci are reconfigured to
allow transcription of an Ig gene in B cells. During the recom-
bination process, the variable (V), diversity (D), and joining (J)
segments are cleaved by the RAG complex and joined together
into one continuous segment by the DNA repair machinery (1).
Each rearrangement utilizes a single V, D (in the heavy chain), and
J segment, and each B cell contains one productively rearranged
heavy chain and light chain. In this way, B cells give rise to the
multitude of antigen recognition specificities which constitutes
the adaptive immune system.

The recombination of the different loci takes place in a devel-
opmentally staggered manner, with the IgH locus undergoing
VDJ recombination first in the pro-B cell stage (2). Light chain
rearrangement normally takes place only after a successful IgH
rearrangement, which allows the cells to differentiate to the pre-
B cell stage (3). In mice, the Igκ locus is the primary source for
the BCR light chain and will undergo preferential rearrangement.
The recombination of the different loci is kept tightly separated,
despite the fact that the enzymatic machinery responsible for the
processes is essentially the same and is present at both the pro-
and pre-B cell stages. The light chain loci are maintained in an
inaccessible chromatin state via epigenetic mechanisms prior to
the pre-B cell stage, at which point they become available to
the rearrangement machinery (3, 4). One such epigenetic mark
is DNA methylation, a mark that is established at the Igκ locus
during early embryonic development and which is hereditarily

maintained during cell division (5). DNA methylation has been
shown to block the activity of the rearrangement machinery
in vitro (6). The Igκ locus undergoes selective demethylation at
the pre-B cell stage, immediately prior to rearrangement (5, 7,
8). The rearranged Igκ allele is unmethylated from that stage
onward, while alleles which do not undergo rearrangement remain
methylated, even at the mature B cell stage. The low level of
methylation is significant for an additional stage of Igκ editing
during B cell development, namely for efficient somatic hypermu-
tation (SHM), which will allow affinity maturation of the BCR
in activated mature B cells (9). Methylated pre-rearranged Igκ
sequences do not undergo proper SHM at this stage, whereas
identical unmethylated sequences do (10).

The stage-specific transcription, rearrangement, and chro-
matin structure of the Igκ gene is mediated by regulatory sequences
within and in proximity to the locus. The locus contains three char-
acterized enhancers, including an intronic enhancer (iEκ) (11),
located in the intron between the Jκ segments and the Cκ exon
and two enhancers situated a few 1000 bases downstream of the
Cκ exon, termed 3′Eκ (12) and Ed (13). These enhancers work
in cooperation to promote stage-specific chromatin accessibility,
DNA demethylation, V to J rearrangement, heightened transcrip-
tion of the locus, and SHM in activated B cells, with different
enhancers contributing to a varying extent to each one of these
processes. iEκ and 3′Eκ have been implicated in promoting acces-
sibility and rearrangement of the locus in pre-B cells (14–16), while
3′Eκ and Ed strongly effect the level of transcription and SHM in
mature B cells (17, 18), neither of which is significantly affected by
the deletion of iEκ (14, 18). All of the three enhancers contribute
together to the demethylation of the locus (16, 19). Replacement
of iEκ with the IgH intronic µ enhancer is enough to change the
rearrangement timing of the locus to the earlier pro-B cell stage,
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showing that it is indeed these sequences which direct the temporal
precision of the developmental program (20).

Other than the enhancers, there are a number of additional
regulatory elements surrounding the Igκ locus, increasing the
complexity of the regulation. The recently discovered HS10 ele-
ment, which lies downstream of Ed, appears to mostly function
in plasma cells. While itself being a weak enhancer, HS10 acts as
a co-enhancer to strengthen the activities of 3′Eκ and Ed (21).
A matrix attachment region (MAR) lies immediately adjacent to
iEκ and mediates connections between the locus and the nuclear
matrix (22).

The activities of the cis regulatory elements are mediated by
various transcription factors, which either activate or repress the
enhancer activity. Many of these transcription factors are master
regulators of the B cell lineage, which are important for maintain-
ing B cell identity, such as E2A and PU.1 that bind sites in iEκ and
3′Eκ and substantially contribute to the enhancer activity (23–27).
However, binding of Pax5, a master regulator of B cell identity, has
been surprisingly missing from these enhancers in mature B cells.
While binding sites have been identified in 3′Eκ (24, 25, 28), as
well as in K-I and K-II (29, 30), which are regulatory regions (RR)
upstream of the Jκ segments, Pax5 plays an inhibitory role in this
context and is released during the pre-B cell stage when the locus
is activated. This is despite the fact that Pax5 itself is necessary for
the active induction of the locus (31).

In this work, we characterize a region adjacent to the MAR/iEκ

elements. We had previously identified this element as a partici-
pant in the demethylation process of the Igκ locus in cell culture
and thereby designated it Dm (32). Here, we find that this element
binds Pax5 in B cell stages from the pre-B cell stage and onward. It
is necessary for demethylation of a pre-rearranged Igκ transgene,
but deletion of the element in the endogenous locus does not affect
the demethylation process. We find that the element contributes
to efficient SHM of the Igκ locus, indicating that the Dm element
functions at more than one stage of B cell development.

MATERIALS AND METHODS
MICE
Targeted mice were backcrossed for 10 generations on a BALB/c
background. Igκ∆Dm/∆Dm mice were bred with wild-type (WT)
BALB/c to produce IgκWT/∆Dm mice. Human Cκ knock-in
mice (33) (gift from M. Nussenzweig) were bred with either
WT BALB/c or ∆Dm BALB/c to produce IgκWT/WTCκh/m and
IgκWT/∆DmCκh/m mice, respectively. IgκWT/∆Dm mice were bred
with CAST/EiJ (Cast) mice (Jackson Laboratory) to produce
BALB/c/Cast IgκWT/WT and BALB/c/Cast Igκ∆Dm/WT/littermates.
Rag1-/- mice (Jackson Laboratories) were bred onto a Cast back-
ground. Igκ∆Dm/∆Dm were bred onto a C57BL/6 Rag1-/- (B6) back-
ground containing the 3H9 IgH chain transgene (IgH+). CAST/EiJ
Rag1-/- mice were bred with C57BL/6 Rag1-/- IgH+ either with
or without a deletion of the Dm element, giving rise to B6/Cast
Rag1-/- IgH+ Igκ∆Dm/WT and B6/Cast Rag1-/- IgH+ IgκWT/WT

mice, respectively. Mice were housed in specific pathogen-free con-
ditions at the Hebrew University Medical School animal facility.
Transgenic mouse lines Lκ, Lκ∆Dm, and Lκ∆70 were produced,
using the constructs described in the Section “Targeting Con-
structs,”at the Hadassah Hospital Medical School Transgenic Unit.

Two independent founder lines were produced for the Lκ trans-
gene, four for the Lκ∆Dm and three for the Lκ∆70. The copy
number of the transgene for each founder line varied from low
(two insertions) to high (20 insertions) with most lines having
a moderate number of insertions (four to eight insertions). All
animal procedures were approved by the Animal Care and Use
Committee of the Hebrew University of Jerusalem.

TARGETING CONSTRUCTS
The Lκ∆Dm construct was prepared using the following steps;
the 4.3-kb KpnI–KpnI fragment, containing VκJ5–Cκ sequence,
was excised from the Lκ plasmid (34) and cloned into the KpnI
site of the Bluescript vector which was modified to destroy the
polylinker XbaI site. The resulting pBSKpn2 plasmid was cut at
unique compatible XbaI and NsiI sites, and recirculized, resulting
in the deletion of 930 bp XbaI–NsiI Dm fragment from the JκCκ

intron. The KpnI–KpnI Dm-deleted fragment was excised and
reinserted into the Lκ plasmid, resulting in the Lκ∆Dm construct.

The Lκ∆70 construct was prepared using the following steps;
the HindIII-blunt TaqI 2.6-kb fragment, containing the germline
Jκ region, was cloned to HindIII–EcoRV sites of the Bluescript
vector. Next, a blunted Bst EII–BglII 2-kb fragment containing the
Cκ exon was cloned into blunted EcoRI–BamHI sites of the previ-
ously described Jκ containing Bluescript vector to yield the p-∆70
construct, which had the 70 bp TaqI–Bst EII deletion introduced
into the HindIII/BglII 5.6-kb JκCκ germline sequence. The 1-kb
intact intronic XbaI–HindIII region of pBSKpn2 plasmid (pre-
viously described, containing the KpnI–KpnI fragment from the
Lκ plasmid) was replaced with XbaI–HindIII fragment bearing
the 70 bp deletion, excised from p-∆70. The 4.2-kb KpnI–KpnI
fragment with the 70 bp deletion was excised from the result-
ing pBSKpn2 ∆70 plasmid and cloned back into the Lκ plasmid,
replacing the original 4.3-kb KpnI–KpnI sequence, and yielding
the Lκ∆70 construct.

The ∆Dm targeting vector was prepared as using the following
steps; a short arm of homology (neo-SAH) plasmid was con-
structed by using BanII (ends filled with Klenow) and NsiI to
excise the 1.25-kb MAR and Eiκ containing fragment from the
pBκMAR plasmid. This fragment was cloned into the sticky XbaI
and blunted Pst I sites of the Bluescript vector. This construct
was next cut at the polylinker sites ClaI and EcoRI and used for
insertion of the 1.26-kb Not I–XbaI loxP flanked neoR gene frag-
ment from the pMMneoflox-8 plasmid (all restriction ends were
made blunt by reaction with the Klenow fragment), a long arm
of homology (TK-LAH) plasmid was constructed by excision of
the 7.1-kb Pst I–Pst I germline Jκ–Cκ region containing fragment
from pSPIg8 plasmid (ends were blunted by reaction with T4 poly-
merase) and ligation into the HindIII site (blunted with reaction
with Klenow fragment) of pIC19R/MC1-TK. The final ∆Dm tar-
geting vector was produced by cloning of the 8.9-kb XhoI–SalI
fragment from TK-LAH into the neo-SAH SalI polylinker site.
Targeting strategy is illustrated in Figure S1 in Supplementary
Material.

CELLS AND CULTURES
All cells in this manuscript were grown in RPMI 1640
medium (Gibco) supplemented with 10% fetal calf serum, 2 mM
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l-Glutamine, 100 µg/ml penicillin, 100 µg/ml streptomycin, and
50 µM 2-mercaptoethanol. BaF3 cell medium was addition-
ally supplemented with IL3 secreted by WEHI-3b cells. IL-7-
dependent pre-B cell cultures used for chromatin immunopre-
cipitation (ChIP) analysis were performed as has been previously
described (35). COP8 cells were transiently transfected with a
Pax5 expression plasmid (gift from M. Busslinger) using the DEAE
dextran method (36).

ISOLATION AND ANALYSIS OF LYMPHOID CELLS FROM BONE
MARROW AND SPLEEN
Bone marrow cells from femur and tibia bones were flushed out
with PBS using a 25 G syringe needle. Spleens were disrupted and
pulp dispersed in PBS. Erythrocytes were lysed with RBC lysis
solution (Biological industries) and cells were washed. When indi-
cated, cells were isolated on magnetic MACS columns (Miltenyi
Biotech) by positive selection with either αCD19 magnetic beads
or streptavidin magnetic beads and biotinylated αB220 (Miltenyi
Biotech), according to the manufacturer’s instructions. Cell purity
following isolation was assayed as <95% by flow cytometry (LSR
II, BD Bioscience).

Cells from erythrocyte disrupted spleens and bone marrows
were stained with the antibodies indicated and cellular com-
position was analyzed by flow cytometry (LSR II, BD Bio-
science). The antibodies used in this report include anti-mouse-
Igκ-PE (Southern Biotech), anti-human-Igκ-FITC (Southern
Biotech), anti-IgM-APC (eBioscience), anti-B220-PerCP-Cy5.5
(Biolegend), anti-CD43-PE (Biolegend), anti-IgD-FITC (eBio-
science). Flow cytometry output was analyzed using Flowing
Software v2.5.0 (Turku Centre for Biotechnology).

ANALYSIS OF DNA METHYLATION BY SOUTHERN HYBRIDIZATION
Cellular genomic DNA (5–15 µg) was digested with the spec-
ified enzymes, electrophoresed in native (Tris–acetate) agarose
gels, denatured and transferred to nitrocellulose. DNA was then
hybridized with the specific radioactive probes and analyzed by
autoradiography (37). Hybridization was carried out at 65°C for
16 h. The degree of methylation was measured semiquantitatively
using a PhosphorImager BAS-1800 (Fuji) and Tina2.10 g software
(IsotopenMedgerate GmbH).

NUCLEAR EXTRACT PREPARATION
Cells (3–5× 106) were washed in PBS, resuspended in low salt
buffer (10 mM HEPES pH 7.9, 10 mM KCl, 0.1 mM EDTA, 0.1 mM
EGTA, 1 mM DTT, 0.5 mM PMSF, 20 µg/ml aprotinin, 10 µg/ml
leupeptin) and incubated for 10 min on ice. NP-40 was then
added to a final concentration of 0.66%, the mixture was vor-
texed briefly and centrifuged for 30 s, 16,000 g. Nuclei were resus-
pended in high salt buffer (20 mM HEPES pH 7.9, 0.4 mM KCl,
1 mM EDTA, 1 mM EGTA, 1 mM DTT, 1 mM PMSF, 20 µg/ml
aprotinin, 10 µg/ml leupeptin) and rotated for 20 min at 4°C.
Nuclear debris was removed by centrifugation at 16,000 g for
20 min at 4°C.

ELECTROPHORETIC MOBILITY SHIFT ASSAY
Oligonucleotide probes were end-labeled with α32P-dCTP using
Klenow fragment. Two micrograms of nuclear extract was

incubated with 0.3 ng of the radioactive double strand probe
in a solution containing 2 µg poly-dI-dC, 10 mM Tris–HCl pH
7.9, 10% glycerol, 100 mM KCl, and 4 mM DTT for 20 min at
25°C. In competition assay, 100-fold molar excess of an unlabeled
probe was preincubated for 10 min prior to the addition of the
radiolabeled probe. In supershift assays, the indicated antisera
(antibodies A1 and A2 kindly provided by Meinrad Busslinger)
were added to the nuclear extract 15 min prior to the addi-
tion of the probe. Samples were then electrophoresed at room
temperature on a 4% polyacrylamide gel (19:1 acrylamide/bis)
in 0.25× TBE buffer. Gels were dried and bands were visual-
ized by autoradiography. Probes used for assays were Dm-70 bp
5′-CGATTGTAATTTTATATCGCCAGCAATGGACTGAAACGGT
CCGCAACCTCTTCTTTACAACTGGGTGAC-3′ and the Pax5-
binding site from the promoter of sea urchin H2a-2.2 5′-GGG
TTGTGACGCAGCGGTGGGTGACGACTCCAGAGTCGACA-3′.

DNAse I FOOTPRINTING
TaqI–SacII fragment (130 bp) from the Dm segment, encompass-
ing the detected Pax5-binding site, was labeled with 32P-dCTP
at TaqI end by a fill-in reaction with Klenow fragment to a
specific activity greater than 104 cpm/ng of DNA. Probes were
incubated for 20 min at room temperature with 20 µg of nuclear
extract in a 50-µl reaction mixture containing 10 mM Tris pH 7.8,
14% glycerol, 57 mM KCl, 4 mM DTT, and 0.2 µg poly(dI-dC).
DNase I (0.5–1 U; Promega) diluted in 50 mM MgCl2, 10 mM
CaCl2 was added for 1 min. The reaction was terminated by
addition of 150 µl of a stop solution containing 200 mM NaCl,
20 mM EDTA, 1% SDS, and 5 µg yeast tRNA. DNA was extracted
with phenol–chloroform, ethanol precipitated, dissolved in load-
ing buffer (deionized Formamide – 5 mM EDTA), denatured for
10 min at 85°C and separated on a 6% polyacrylamide sequenc-
ing gel containing 7 M urea. Sequencing reactions performed
using the Maxam and Gilbert procedure were run parallel to
each probe.

BISULFITE SEQUENCING
DNA was converted by bisulfite treatment using the EpiTect Bisul-
fite kit (Qiagen) and amplified by PCR with GoTaq (Promega)
using the following primers; BisDm F 5′-TTGATAGATAGTTTAA
GGGGTTTTT-3′, BisDm R 5′-ATCTATCACATCTCTATTCTCTT
CAAATTA-3′, BisJκ2 F 5′-TTTTTGGAGAATGAATGTTAGTGTA
ATAAT-3′, BisJκ2 R 5′-TAAAACAATTTTCCCTCCTTAACAC-3′;
ionJκ2 F 5′-(ion torrent A adapter)-(index)-GAAATGTTTAAAGA
AGTAGGGTAGTTTGT-3′; ionJκ2 R 5′-(ion torrent P1 adapter)-
CCCTCCTTAACACCTAATCTAAAAATAA-3′; ionJκ4 F 5′-(ion
torrent A adapter)-(index)-ACCAAAAATAACTCATTTAACCAA
AATAT-3′, ionJκ4R 5′-(ion torrent P1 adapter)-TGATTTTATGTT
AGATTTGTGGGAR-3′. Amplicons were visualized on a 1.5%
agarose gel, excised, and purified with the Qiaquick gel extraction
kit (Qiagen). Amplicons intended for standard Sanger sequencing
were TA cloned using pGEM-T easy kit (Promega). PCR with uni-
versal T7 and SP6 primers was performed on transformed colonies
and correctly inserted clonal amplicons were sequenced by Sanger
sequencing (ABI-Prism-3700). Samples amplified with ion tor-
rent fusion primers were sequenced on an Ion Torrent Personal
Genome machine (Invitrogen).
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CHROMATIN IMMUNOPRECIPITATION
IL-7-dependent pre-B cell cultures were made from the bone mar-
row of IgκWT/∆Dm mice as has been previously described (35).
Cells were crosslinked with formaldehyde, chromatin extracted,
and immunoprecipitated with an antibody directed against Pax5
(5 µg per 30 µg DNA) (SantaCruz). Semi-quantitative PCR
was carried out on input DNA compared to immunoprecip-
itated DNA using primers specific for the Dm element and
primers spanning the Dm deletion in order to test the enrich-
ment on the WT and ∆Dm alleles separately. PCR amplicons
were visualized on an 8% polyacrylamide gel. Primers used:
∆DmChIP-F 5′-CCAAGAGATTGGATCGGAGA-3′, ∆DmChIP-
R 5′-CCATGACTTTTGCTGGCTGT-3′; WTDmChIP-F 5′-GGCC
ACGGTTTTGTAAGACA-3′, WTDmChIP–R 5′-CAGGGTGAA
CGCCAAATG-3′, CD19-F 5′-GATTTGGAAGAGTGCCTACA-3′,
CD19-R 5′-GCCTGCCTCCTACTAAGGTA-3′, β-actin-F 5′-CG
CCATGGATGACGATATCG-3′, β-actin-R 5′-CGAAGCCGGCTT
TGCACATG-3′.

SOMATIC HYPERMUTATION ANALYSIS OF PEYER’S PATCHES B CELLS
Peyer’s patches (PP) were dissected from the small intestines of
4–6-month-old IgκWT/WT, Igκ∆Dm/∆Dm, or IgκWT/∆Dm mice. PP
from three to four mice were pooled for each experiment. PP were
mashed through a 70 µm nylon mesh and washed with PBS to
produce single cell suspensions. Cells were washed with PBS-0.5%
BSA and labeled with PNA-FITC (Vector Labs) and αB220-PE
(BD Bioscience). Germinal center B220+/PNAhigh B cells were
sorted (FACSStar BD) to greater than 90% purity. WT and ∆Dm
rearranged Igκ alleles were amplified with Vκ-Degenerate 5′-
GTCCCTGCCAGGTTYAGTGGCAGTGGRTCWRGGAC-3′ and
R3-1 5′-CAGACCCTGGTCTAATGGTTTGTAACCACATGGG-3′

primers using high fidelity PCR kit (Roche) with an initial denat-
uration of 4 min at 94°C, followed by 35 cycles of denaturation
at 94°C for 15 s and annealing combined with elongation at 68°C
for 2 min. 3′ A-overhang nucleotides were added by 20 min incu-
bation with Taq polymerase and ATP at 72°C. PCR fragments
corresponding to Vκ–Jκ5 rearrangement of the WT and ∆DM
(2.2 and 1.3 kb, respectively) were visualized on a 0.8% agarose
gel, excised and purified with the QIAquick gel extraction kit
and cloned into the TOPO-2.1 TA cloning vector (Invitrogen).
Plasmids from single colonies were prepared and sequenced by
Sanger sequencing (ABI-Prism-3700). Sequences were aligned to
the Igκ locus and mutations in the 188 bp region downstream of
the Vκ–Jκ5 joint were analyzed.

PYROSEQUENCING
RNA was extracted using tri-reagent (Sigma-Aldrich) from
CD19+ MACS sorted (Miltenyi Biotec) splenic cells of
BALB/c/Cast IgκWT/WT and BALB/c/Cast Igκ ∆Dm/WT littermates,
as well as control BALB/c and Cast mice. cDNA was prepared
with mMLV reverse transcriptase (Promega) using random hexa-
mer primers (Thermo Scientific). Rearranged Igκ transcripts were
amplified with Vκ-degenerate: 5′-GTCCCTGCCAGGTTYAGT
GGCAGTGGRTCWRGGAC-3′ and biotinylated CκR-5′-GGGAA
GCCTCCAAGACCTTA-3′. Resulting amplicons were visual-
ized on a 1.5% agarose gel, excised and purified with the
QIAquick gel extraction kit (Qiagen). Allelic distribution of

BALB/c/Cast transcripts was assessed by pyrosequencing on
a PyroMark Q24 instrument (Qiagen) using Cκ-pyro primer
5′-ACATCAACTTCACCCAT-3′.

LUCIFERASE REPORTER ASSAY
M12 cells were transiently transfected using the DEAE dextran
method (36) with a luciferase reporter plasmid containing the
minimal β-globin promoter TATA box (pTATA), without any addi-
tional regulatory elements or with insertions of the Dm element,
iEκ, or four NF-κB binding sites immediately upstream of the
promoter. The cells were co-transfected with pβ-GAL to normal-
ize for transfection efficiency. Luciferase activity was measured
using the Luciferase Assay System (Promega) according to the
manufacturer’s instructions.

RESULTS
CHARACTERIZATION OF THE Dm ELEMENT
We have previously identified an element lying ~700 bp upstream
of the iEκ which facilitates demethylation of the Igκ locus in cell
culture, in cooperation with iEκ (32). The element, designated
Dm, is not part of the previously defined core iEκ (Figure 1A). The
Dm element, as determined by our previous experiments, spans
~1 kb and contains numerous areas which are conserved through-
out different species (Figure 1A). The element itself contains a
stretch of ~200 bp with the highest density of CpG sites found
within the Igκ locus. In order to see whether this element was
transcriptionally active, we tested its functionality in an enhancer
reporter assay. We compared its activity in a reporter plasmid to the
well-characterized iEκ (Figure 1B). Luciferase assays show that the
Dm element acts only as a weak transcriptional enhancer which
is about sevenfold weaker than the core intronic enhancer in M12
B cell lymphoma cells (Figure 1C), suggesting that the Dm ele-
ment on its own does not exert its effect by direct transcriptional
activation.

Pax5 BINDING AT THE Dm ELEMENT
Cis regulatory elements, such as enhancers and promoters, convey
their influence on cellular phenotypes by binding trans regulatory
transcription factors, which mediate transcription and changes
in chromatin structure. As the Igκ locus is selectively active in B
cells, starting from the pre-B cell stage, we speculated that the Dm
element may bind B cell-specific transcription factors, thus medi-
ating the changes it induces. Upon searching for potential binding
sites for key B cell transcription regulators, we identified an area
within the CpG-rich segment with remarkable similarity to the
Pax5 consensus sequence (38) (Figure 2A). A 70-bp probe contain-
ing this sequence is shifted to a specific height when incubated with
nuclear extracts from B lineage cells which have passed the pro-B
cell stage, but not in other cell types tested in an electro-mobility
shift assay (EMSA) (Figure 2B). These results clearly show that
the binding of this protein is specific for the stages when the Igκ
locus is active. Notably, this specific shift can be attained using a
fibroblast extract, which normally does not produce such a shift,
by forced expression of Pax5 (Figure 2C), and titrated away by
competition with a probe containing the Pax5-binding site of the
H2a-2.2 promoter, strongly implying that indeed the Pax5 pro-
tein is binding at this site. When the nuclear extract is incubated

www.frontiersin.org May 2014 | Volume 5 | Article 240 | 59

http://www.frontiersin.org
http://www.frontiersin.org/B_Cell_Biology/archive


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Levin-Klein et al. A novel Igκ regulatory element

FIGURE 1 | Conservation and transcriptional activity of the Dm element.
(A) Schematic map of the Igκ locus, drawn to scale. Basewise conservation
across mammalian genomes is shown graphically, adapted from UCSC
genome browser “Conservation” track. (B) Schematic map of transfected
plasmid constructs. (C) Average relative luciferase activity in M12 cells

transfected with the indicated plasmids. Plasmids were co-transfected with a
constitutive β-Gal-expressing plasmid and luciferase activity was normalized
for transfection efficiency to β-Gal activity. Transfection and luciferase assay
was carried out at least three times for each construct. Error bars represent
the standard deviation of the luciferase activity.

with an antibody raised against the DNA-binding domain of Pax5
(designated A1), the shift on the EMSA gel disappears, whereas
incubation with an antibody recognizing the Pax5 transactiva-
tion domain (designated A2) introduces a supershift, confirming
that the 70-bp probe indeed specifically binds the Pax5 transcrip-
tion factor (Figure 2D). DNase I footprinting using nuclei of the
Pax5-expressing M12 B cell lymphoma cell line shows a defini-
tive protection at the putative Pax5-binding site in comparison to
S194 plasmacytoma cells which do not express Pax5 (Figure 2E).
Interestingly, this specific footprint correlates precisely with the
predicted Pax5-binding site. ChIP was performed on pre-B cells
from IgκWT/∆Dm mice (introduction of the ∆Dm allele into mice is
described in Section Characterization of Methylation, Rearrange-
ment and B Cell Development in Dm Knockout Mice) with an
antibody recognizing the Pax5 protein. While the Dm positive
allele showed significant enrichment for Pax5, the deleted allele was
not enriched for Pax5-binding (Figure 2F). These results indicate
that Pax5 indeed binds in this region in vivo and that the binding is
directly dependent on the presence of the Dm element. Altogether,
the above described data shows that Pax5 specifically binds to the
Dm element in vivo.

Dm FACILITATES DNA DEMETHYLATION OF Igκ TRANSGENES
We wished to further investigate the role of the Dm element in
demethylation of the Igκ locus. In order to do so, we introduced a
well-characterized transgene (34, 39) containing a pre-rearranged
Igκ allele to mice, termed Lκ (Figure 3A). Two additional trans-
genic mice were produced with modified constructs, one contain-
ing a deletion of the entire Dm locus, termed Lκ∆Dm, and the

second containing a deletion of the 70 bp region containing the
Pax5-binding site, termed Lκ∆70 (Figure 3A). DNA from splenic
B220+ cells was assayed for the methylation of these transgenes
by restriction analysis, which allows for simple differentiation
between the transgenic and endogenous regions. Digestion with
KpnI gave rise to a 4.3-kb fragment in the Lκ and Lκ∆70 trans-
genes and a 3.4-kb fragment in the Lκ∆Dm transgene, whereas the
endogenous locus yields a 15-kb fragment. These fragments were
further digested with methylation-sensitive restriction enzymes
AciI and HhaI (HhaI was not used to assess the Lκ∆Dm state since
the HhaI site is deleted in this transgene). The digested DNA was
hybridized with a probe recognizing the MAR and iEκ sequences.
To assess the level of methylation, the amount of the undigested
DNA was measured using a PhosphorImager. Interestingly, while
the Lκ transgene was almost completely unmethylated, with only
8% of the DNA remaining undigested (Figures 3B,C), the Lκ∆Dm
transgene was highly methylated (73%) (Figures 3B,D), indicat-
ing that indeed the Dm element facilitates the hypomethylation of
the Igκ locus in B cells. Notably, deletion of only 70 bp from the
Dm in the Lκ∆70 transgene reduced the ability of the transgene
to become unmethylated (50%) (Figures 3C,D).

Bisulfite analysis of the CpG-rich region surrounding the Pax5-
binding site in the endogenous locus, Lκ and Lκ∆70 transgenes
showed a picture that agrees quite nicely with the above results
(the Lκ∆Dm was not assayed in this manner, since this region is
deleted within the transgene). These results take into considera-
tion the difference between the methylation levels measured by
bisulfite sequencing, which probes all CpG sites in the region, and
the restriction analysis which measures the methylation only at
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FIGURE 2 | Pax5-binding within the Dm element. (A) Comparison of the
putative Pax5-binding site within the Dm element, known Pax5-binding site
in sea urchin H2a-2.2 promoter and Pax5 consensus sequence. Bases which
match the consensus sequence are marked in red, while bases which do not
match are marked in gray. (B) Electro-mobility shift assay (EMSA) of
TaqI–BstEII 70 bp fragment from the Dm element, containing the putative
Pax5-binding site, with the indicated hematopoietic cell type nuclear
extracts. Red arrowhead indicates B cell lineage-specific shift.
(C) Competition EMSA. Unlabeled H2a-2.2 probe competes with radioactive
TaqI–BstEII Dm probe and reduces shift in B lineage cell extracts (M12,
70Z/3), and in extracts of fibroblast cells (cop8) transfected with a Pax5
expression vector. Nonsense unlabeled probe (ns) is unable to compete with
Dm probe. Red arrowhead indicates specific shift. (D) Supershift assay with
TaqI–BstEII Dm probe, which was incubated with antibodies (ab) raised
against the DNA-binding site of Pax5 (A1), the transactivation domain (A2),

or general rabbit antisera (P.I.). (E) DNase I footprinting assay on end-labeled
TaqI–SacII probe from the Dm element. Labeled probe was incubated with
nuclear extracts from the indicated cell types. A control Maxam and Gilbert
reaction (G/A) was run in parallel. Footprint specific to Pax5-expressing M12
cells is indicated with a red arrow. Location of the putative Pax5-binding site
is marked in red on the nucleotide sequence. (F) Chromatin
immunoprecipitation (ChIP) enrichment of Pax5 at the Dm element in
Igκwt/∆Dm cultured pre-B cells. Enrichment was measured by
semi-quantitative PCR via comparison of the input DNA (Input) to the
immunoprecipitated fraction (αPax5), using primers specific to the Dm
element (Dm) and the deleted allele (∆Dm). One and three times the
amount of PCR template were run in parallel to ensure linearity. Positive
(CD19 promoter) and negative (β-actin promoter) controls for Pax5-binding
were analyzed in parallel to ensure specificity of the enrichment. ChIP with a
non-specific antibody (IgG) does not enrich the Dm element.

the sites which correspond to the digestion site. The endogenous
locus is close to 50% methylated, as expected from a region which
undergoes monoallelic demethylation (Figure 3E). The Lκ∆70
transgene is 76% methylated, while the Lκ transgene is completely
unmethylated (Figure 3E). In order to see how these results cor-
relate with the restriction analysis, the percent of sequences which
would be protected from AciI digestion was assessed. Fifty-seven
percent of the Lκ∆70 sequences remain protected, supporting the
restriction analysis results. These experiments clearly show that
the Dm element contributes to the demethylation of the Igκ locus

in vivo, results that support previously published data obtained
from cell culture systems.

CHARACTERIZATION OF METHYLATION, REARRANGEMENT, AND B
CELL DEVELOPMENT IN Dm KNOCKOUT MICE
Given the results in transgenic mice, we generated a knockout
mouse in which the entire Dm element in the endogenous locus
was replaced with a LoxP-flanked Neo gene which was then excised
from the genome (Figure 4A; Figure S1 in Supplementary Mate-
rial). We assessed the methylation pattern of the Igκ locus by
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FIGURE 3 | Effect of Dm element on methylation of Igκ locus in
transgenic mice. (A) Schematic map of the transgenes and probe used
in experiments. Bold Aci I line indicates multiple Aci I restriction sites
within close proximity. (B,C) Southern blot assay assessing methylation
state of Lκ, Lκ∆Dm (B) and Lκ∆70 (C) transgenes in B220+ splenic B
cells. DNA was digested with KpnI either alone or with methylation
sensitive enzymes Aci I or HhaI and hybridized with the indicated probe.
Methylation levels were quantified by phosphorImager. (D) Graphical
representation of the average methylation levels at Aci I sites of the
indicated transgenes, as quantified by phosphorImager. Methylation was

measured in DNA from two to four independent founder mice for each
transgene. Error bars represent standard deviation of the methylation
levels. (E) Bisulfite analysis of CpGs flanking the Pax5-binding sequence
of the Dm element. Triangles mark CpGs recognized by Aci I restriction
enzyme. Black circles signify methylated, white signify unmethylated,
gray signify undetermined, and red signify CpGs deleted in transgene.
Percentage of methylated CpGs is noted. Relative location of the CpGs
within the Dm element is indicated with arrows on schematic
representation of the genomic region. Location of primers is marked by
arrows in (A).

bisulfite analysis of the Jκ2 fragment in ex vivo mature B cells.
Surprisingly, given the strong phenotype in transgenic mice, no
significant difference was seen between the methylation levels of
IgκWT/WT and Igκ∆Dm/∆Dm mice (Figure 4B).

We then proceeded to investigate whether the methylation pat-
terns at the Igκ locus are affected by deletion of the Dm element in
the pre-B cell stage, which is the very first stage in which demethy-
lation of the locus is detected. To this end, Igκ∆Dm mice were
bred onto a Rag1−/− background, effectively blocking rearrange-
ment of the Igκ locus and differentiation to the mature B cell stage.
Expression of a pre-rearranged IgH transgene was ensured in order
to allow the cells to express the pre-BCR and differentiate to the
pre-B cell stage. These mice were further bred with Rag1−/− M.
castaneous mice, which contain an intact Dm element, thus allow-
ing distinction between the WT and the Dm-deleted alleles based
on the strain-specific DNA polymorphisms. Ex vivo CD19+ bone
marrow cells were purified from B6/Cast Rag1-/- IgH+ Igκ∆Dm/WT

and B6/Cast Rag1-/- IgH+ IgκWT/WT mice and the methylation of
the Jκ2 and Jκ4 segments was determined by high-throughput
sequencing. We did not, however, detect significant differences in
levels of methylation between the WT and ∆Dm alleles (Figure 4C,
Figure S2 in Supplementary Material). Taken together,we find that,
while the Dm element plays a role in demethylation of the Igκ locus
in transgenes, this role is not translated to the endogenous locus,
probably due to redundancy of the many enhancers of the locus,
not all of which are present in the transgene.

We explored the possibility that the Dm element may affect
other developmental processes pertaining the Igκ locus and nor-
mal B cell development, as has been observed for cis regulatory
elements in the locus such as the enhancers. There was no sig-
nificant difference seen in the levels of rearrangement of the
WT versus ∆Dm allele, as assessed by FACS and pyrosequencing
analyses (Figure S3 in Supplementary Material). The pyrosequenc-
ing results also indicate that the level of Igκ transcription is not
changed by the deletion of the Dm element, supporting the above
described results showing that the Dm element is a weak tran-
scriptional enhancer. The B cell development in the bone marrow
of Igκ∆Dm/∆Dm mice appeared normal, with proportions of pro-,
pre-, immature, and mature B cells similar to those of WT mice
(Figure 4D, Figure S4 in Supplementary Material). Overall, these
results indicate that, in the endogenous locus, deletion of the Dm
element does not curtail these early stages of B cell development.

EFFECT OF Dm ELEMENT ON SHM
We investigated whether deletion of the Dm element affects a later
stage of Igκ maturation, specifically the process of SHM in acti-
vated B cells. Levels of SHM in IgκWT/WT mice versus Igκ∆Dm/∆Dm

mice were examined, and a significant drop in amount of muta-
tions in the germinal center B220+PNAhigh B cells from Peyer’s
patches of the Dm negative mice was observed (Figures 5A,B). In
order to rule out mouse to mouse variation, which could poten-
tially give rise to such an effect, SHM in heterozygous IgκWT/∆Dm
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FIGURE 4 | Effect of deletion of the Dm element at the endogenous locus
on Igκ methylation and B cell development in the bone marrow.
(A) Schematic map of the endogenous Igκ locus in wild-type (WT) and Dm
knockout (∆Dm) mice. Relative locations of CpGs in Jκ2 region are indicated
with arrows. CpG present only in Castaneous (Cast) strain is marked with a
red arrow. (B) Bisulfite analysis of CpGs at the Jκ2 region in splenic CD19+ B
cells from WT and ∆Dm mice. Black circles signify methylated CpGs, white
circles signify unmethylated CpGs. Percentage of methylated CpGs is noted.
(C) Bisulfite analysis by high-throughput sequencing of Jκ2 region from

CD19+ bone marrow pre-B cells from Rag1−/− C57BL/6/Castaneous
IgH-3H9-Tg mice with or without a deletion of the Dm element on the
C57BL/6 (B6) allele. Copies (1600–3000) of each CpG from each genotype
were analyzed. Alleles were differentiated by strain-specific polymorphic sites
within the amplified regions. The methylation state of each CpG is
summarized graphically. (D) Summary of proportions of B cell populations
within bone marrows of WT and ∆Dm mice. Error bars mark standard
deviation. Six mice were analyzed in each group. Representative FACS plots
can be seen in Figure S4 in Supplementary Material.

mice was assessed. Here too, the proportion of mutations on
the ∆Dm allele was lower than on the WT allele (Figure 5C).
As a control, a similar number of colonies were sequenced from
B220+PNAlow cells, with no mutations detected (data not shown).
While the average number of mutations is lower in the ∆Dm allele,
sequences which have undergone SHM do so at an efficiency sim-
ilar to the WT allele, as seen when examining the mutation rate
in total sequences versus rate in mutated sequences (Figure 5),
suggesting that the Dm element affects the recruitment but not
the processivity of the machinery involved in SHM. These results
indicate that the Dm element, which is immediately adjacent to
the intronic MAR and iEκ, helps promote SHM. This is particu-
larly notable, as deletion of the MAR/iEκ region on its own has no
discernable effect on the normal SHM process (18). Our results
clearly show that the Dm element contributes to proper SHM at
the Igκ locus, a role which has not been previously attributed to
the intronic enhancer region.

DISCUSSION
In this paper, we characterized a novel cis regulatory element sit-
uated within the Jκ–Cκ intron of the Igκ locus. This sequence
was originally identified as an element which lies adjacent to iEκ

and contributes to its demethylating activity, as deletion of either
element was sufficient to abolish demethylation in a cell culture
system (32). In our present study, we find that the Dm element is

necessary for hypomethylation of the Igκ locus of the Lκ transgene
in vivo, but is dispensable for the demethylation of the endogenous
locus. The apparent discrepancy between the phenotype in these
two cases may be due to the fact that the transgene contains the
sequences in the Igκ locus up to the 3′Eκ, but does not include the
Ed. The three Igκ enhancers work cooperatively and, to a certain
extent, redundantly to activate and demethylate the locus. Previous
studies have shown that deletion of any single enhancer has only
a small effect on the developmentally regulated DNA demethyla-
tion, whereas the combined lack of two enhancers abolishes the
demethylation process (16, 19). Another difference between the
transgene and the endogenous locus is that the transgene contains
a pre-rearranged Igκ. It is possible that the Dm element only affects
the demethylation when the locus is in a rearranged configuration,
but not in the germline conformation. In this study, we see that
the deletion of the Dm sequence, which is not part of the core
iEκ, greatly impedes the demethylation process in the transgene,
indicating that the Dm element contributes to the activity of iEκ,
possibly as a co-enhancer. As the Dm is only a weak transcrip-
tional enhancer as a solitary element, it is the combined activity
with neighboring cis acting elements which gives rise to the full
activity.

The mechanisms by which genomic loci undergo targeted
demethylation have long been shrouded in mystery (40). Findings
from recent years have pointed to the Tet family of enzymes as
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FIGURE 5 | Effect of deletion of the Dm element at the
endogenous locus on somatic hypermutations. Somatic
hypermutations in B220+PNAhigh Peyer’s patches germinal center B
cells from (A) IgκWT/WT, (B) Igκ∆Dm/∆Dm, and (C) IgκWT/∆Dm mice. Pie charts

indicate the number of mutations sequenced in a 188-bp region
immediately downstream of the Vκ–Jκ5 joint. Number of colonies
sequenced from each mouse and mutation rate per kilobase in total
and mutated clones are indicated.

possible catalysts of the demethylation process, via oxidation of
the methyl group into a hydroxymethyl moiety (41). When acting
as a demethylation intermediate, the hydroxymethylated cytosine
is then either passively diluted during DNA replication (42), as it
is not recognized by the methylation maintenance machinery (43,
44),or, conversely, is actively excised from the genome and replaced
with an unmethylated nucleotide (45,46). Targeting of Tet proteins
to specific genomic loci is sufficient to induce local demethylation
(47, 48). Tet2 has been implicated in the active demethylation of
tissue-specific genes in postmitotic human monocytes (49). Addi-
tionally, Tet2 has been found to bind PU.1 (50) and EBF1 (51) in
the hematopoietic system. A recent report has uncovered a dif-
ferent strategy to induce demethylation by which DNMT1, the
maintenance DNA methyltransferase, is sequestered from specific
genomic loci by binding non-coding RNA. This prevents the place-
ment of methyl groups on DNA during replication and, in turn,
brings about passive demethylation of a defined region (52). It is
still unclear what mechanism is implemented by the cis regulatory
elements to demethylate the Igκ locus during B cell development,
especially since deletion of Tet2, the strongest Tet candidate in the
immune system, causes leukemia in mice (53–55), which masks
many of the tissue-specific effects that may occur as a result. As
methylation is a strong barrier to the rearrangement process (8),
future studies can address this issue.

We have identified a sequence within the Dm element which
binds the B cell lineage specifier Pax5. This site is bound by Pax5
starting with the pre-B cell stage, up to mature B cells, but is
unbound in Baf3 pro-B cells,where the Igκ locus is not yet activated
and made accessible for rearrangement, nor in plasma cells where
Pax5 expression is down-regulated. It should be noted, though,
that the Baf3 pro-B cell line tested here does not express Pax5 (56),
whereas most pro-B cells do, and as such we are unable to rule
out the possibility that Pax5 is already bound at the pro-B cell
stage. This is the first report, to our knowledge, of a Pax5-binding
site within the Igκ locus which binds Pax5 at the time of locus
activation. Previous reports have located sites in 3′Eκ (24) and

in the K-I–K-II (29, 30) regulatory elements in which Pax5 plays
a repressive role and where binding is lost upon Igκ locus activa-
tion. The new site we report is particularly interesting, considering
that Pax5 is known to be directly necessary for Igκ locus activa-
tion and κ0 germline transcription in pre-B cells (31). We find
that Pax5-binding in the vicinity of the Jκ–Cκ intron is dependent
on the presence of the Dm element and that the Pax5-binding
site contributes to the demethylating capabilities of the Dm ele-
ment. While this clearly cannot be the only Pax5-binding site, since
∆Dm pre-B cells maintain their full ability to rearrange the Igκ
locus, this site highlights the potency of this B cell identity protein
in one more area of B cell development.

It should be noted that the sequence of the Pax5-binding site
within the Dm element is conserved among rodents, but not in the
human-Igκ locus, though other aspects, such as the CpG-dense
region, are. This is not the only aspect which differs between the
human and murine counterparts of the Igκ locus. For example,
the Sis element, a transcriptional silencer which has been shown
to recruit the Igκ locus to the pericentromeric heterochromatin in
mice, is not conserved in the human locus (57). It stands to rea-
son that regulation of the human and murine Igκ loci may differ
somewhat, as the strongly biased usage of the κ versus λ chain seen
in mice (where 95% of mature B cells express the κ chain) is not
present in humans, which have a ratio of 60:40 of κ versus λ usage
(58). This could be due to differences in the RR of the human and
murine Igκ locus that may contribute to this phenomenon.

While the deletion of the Dm element did not, on its own,
affect the methylation status of the endogenous Igκ locus, nor the
relative amount of the deleted allele which underwent rearrange-
ment, we observed a decrease in the levels of SHM on Igκ alleles
lacking the Dm element. The role of the Dm element in facili-
tating SHM appears to be independent of the iEκ/MAR region,
since the combined deletion of the iEκ and MAR elements has no
perceptible effect on SHM (18). The lower level of SHM does not
appear to be the result of lower levels of Igκ transcription, since
deletion of the Dm element does not lower the levels of Igκ RNA
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observed in mature B cells. Deletion of the Dm element appears to
cause inefficient recruitment of the mutating machinery, but once
the machinery is in place, the mutation efficiency is similar to
the WT locus. The element may therefore function by efficiently
recruiting the mutation machinery to the locus, possibly by key
regulators such as Pax5 which are bound to the Dm element. Pax5
itself has a known role in SHM by activating the transcription of
the Aicda gene, encoding the AID protein, which is the deami-
nase responsible for SHM (59, 60). It may be that Pax5 plays more
than one role in SHM induction. The role of the Dm element
in SHM fits in well with its location, which is almost immedi-
ately adjacent to the Vκ–Jκ rearranged region which is the hotspot
for SHM.

In conclusion, we have characterized the Dm sequence as an
element that regulates the Igκ locus during different stages of
B cell development. The Dm is both a team player, cooperating
with the three characterized enhancers to demethylate the locus
for rearrangement, as well as an element that affects the locus in
its own right in allowing efficient SHM. This report adds to our
understanding of the complex regulation of the Igκ locus, which
undergoes many drastic changes during development and must be
fine-tuned for each developmental stage.
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All mature blood cells derive from hematopoietic stem cells through gradual restriction
of their cell fate potential and acquisition of specialized functions. Lineage specification
and cell commitment require the establishment of specific transcriptional programs involv-
ing the activation of lineage-specific genes and the repression of lineage-inappropriate
genes. This process requires the concerted action of transcription factors (TFs) and epi-
genetic modifying enzymes. Within the hematopoietic system, B lymphopoiesis is one of
the most-studied differentiation programs. Loss of function studies allowed the identifica-
tion of many TFs and epigenetic modifiers required for B cell development. The usage of
systematic analytical techniques such as transcriptome determination, genome-wide map-
ping ofTF binding and epigenetic modifications, and mass spectrometry analyses, allowed
to gain a systemic description of the intricate networks that guide B cell development.
However, the precise mechanisms governing the interaction between TFs and chromatin
are still unclear. Generally, chromatin structure can be remodeled by some TFs but in turn
can also regulate (i.e., prevent or promote) the binding of otherTFs.This conundrum leads
to the crucial questions of who is on first, when, and how. We review here the current
knowledge about TF networks and epigenetic regulation during hematopoiesis, with an
emphasis on B cell development, and discuss in particular the current models about the
interplay between chromatin and TFs.

Keywords: hematopoiesis, B cell development, transcription factors, chromatin regulators, pioneer transcription
factors

INTRODUCTION
The character of a cell type is defined by its specific transcrip-
tional program, which is regulated by transcription factors (TFs)
that bind DNA cis-regulatory elements (cis-REs) to activate or
repress defined set of genes. Cis-REs refer to loci that regulate
the expression of genes located in the same molecule of DNA.
They are composed of binding sites for TFs that recognize a spe-
cific nucleotide sequence and therefore act as trans-acting factors.
Promoters and enhancers are the two major types of cis-REs in
eukaryotes. At the DNA sequence level, the repertoire of cis-REs
is identical in all cell types. Therefore, the transcriptional pro-
grams specific to each cell lineage must be the consequence of the
repertoire of TFs expressed in a given cell that select genes for tran-
scriptional activation or repression. However, the same TFs can be
equally expressed in different cell types but have distinct binding
profiles, indicating that the interaction between the TFs and their
cognate sequences is not sufficient to explain the action of TFs
and their transcriptional output. Indeed, in addition to the DNA
sequence recognition, TFs occupancy strongly depends on chro-
matin structure and epigenetic modifications which provide an
additional layer of gene regulation and establish heritable cellular
memories.

Chromatin consists of repeating units of nucleosomes, com-
prising histone octamers (containing two copies each of H2A,
H2B, H3, and H4) around which 147 bp of DNA are wrapped
(1). Multiple residues within the tails and the globular domains
of histones can undergo post-translational modifications (PTMs),
including acetylation, methylation, phosphorylation, ubiquitina-
tion, and sumoylation. These PTMs are catalyzed by a variety of
histone-modifying enzymes that have been classified in two major
groups, the writers such as histone acetyl transferases (HATs) and
histone methyltransferases (HMTs) and the erasers such as his-
tone deacetylases (HDACs) and histone demethylases (KDMs) (2)
(Figure 1). Histone modifications act combinatorially to regulate
transcriptional activity; some histone modifications are associated
with transcriptional activation while others are associated with
distinct mechanisms of transcriptional repression. For example,
tri-methylation on lysine 4 of histone H3 (H3K4me3) is mainly
associated with active promoters; in contrast, the mono methy-
lation of the same residue (H3K4me1) is a hallmark of poised
and active enhancers, while H3K27ac marks exclusively active
enhancers and promoters. The best studied repressive histone
modifications are the methylation of lysines 9 and 27 of histone
H3 (H3K9 and H3K27), which are respectively associated with
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FIGURE 1 | Simplified scheme of condensed heterochromatin and
open chromatin features. Heterochromatin is mostly hypo-acetylated,
marked by methylated lysine 9 on histone H3 (H3K9me2/3) which forms a
binding site for heterochromatin protein 1 (HP1), contains methylated DNA,
and results from the action of repressive complexes such as histone
deacetylases (HDACs), H3K9 methyltransferases (H3K9-MT), and DNA
methyltransferases (Dnmts). Chromatin opening is orchestrated by the
concerted action of transcription factors (TFs) and chromatin modifying
enzymes such as histone methyltransferases (HMTs), histone acetyl
transferases (HATs), and SWI/SNF remodeling complexes. Open chromatin
is generally acetylated, harbors active histone marks, and is accessible to
the transcription machinery and RNA polymerase II (Pol II). TF binding sites
(TFBSs) are indicated by yellow rectangles and the nucleosomes consisting
of histone octamers are depicted by green cylinders. For simplicity, only a
single histone tail is shown protruding out of each nucleosome and DNA
methylation is not depicted.

heterochromatin and polycomb-group (PcG) proteins-mediated
repression.

DNA methylation provides yet an additional mechanism for
gene regulation. It is an efficient repressive DNA modification
that occurs at the fifth position of cytosine (5-mC), mostly in the
context of CpG dinucleotides (3) and is associated with transcrip-
tional repression through two general mechanisms. First, DNA
methylation can directly inhibit the binding of proteins impor-
tant for transcription initiation, such as TFs and others. Moreover,
methylated DNA can recruit proteins containing a methylated
DBD, which may interfere with transcription by co-recruitment
of repressors such as HDACs [reviewed in Ref. (4)]. Most of the
genome is depleted of CpGs except for CpG islands, which repre-
sent ca. 60% of mammalian promoters and are largely unmethy-
lated (5). DNA methylation is catalyzed by three enzymes: the
maintenance DNA methyltransferase Dnmt1, which ensures that
already methylated residues are faithfully maintained during DNA
replication (6), and the de novo methyltransferases Dnmt3A and
Dnmt3B which can add methyl groups to non-methylated CpG
residues (7). DNA methylation is dynamic and also reversible:
removal of methyl groups can occur through active or passive

mechanisms. The latter is due to the absence of methylation by
Dnmt1 of newly synthesized DNA during replication. In con-
trast, active DNA demethylation corresponds to the reaction that
leads to the removal of the methyl group from 5-mC residues
independent of DNA replication. Active DNA demethylation has
been a controversial subject as many mechanisms were proposed
to explain this process and the putative demethylases could not
be identified in a conclusive manner [reviewed in Ref. (8)]. How-
ever, it is now well accepted that the dioxygenases Tet1 and Tet2
catalyze DNA demethylation through the conversion of 5-mC to
hydroxymethyl cytosine (5-hmC) (9, 10).

Additional mechanisms involved in epigenetic regulation are
contributed by chromatin remodeling complexes (CRC) and
diverse kinds of non-coding RNAs. Chromatin remodelers are
ATP-dependent complexes that regulate DNA accessibility by
modifying nucleosome positioning and conformation. They can
be divided into four groups: the SWI/SNF, ISWI, CHD, and INO80
families of remodelers [reviewed in Ref. (11, 12)]. In addition,
long or short non-coding RNAs can influence chromatin and gene
expression, for example by mediating inactivation of one chromo-
some (X inactivation by Xist RNA), opening up loci or helping
to define boundaries of chromatin domains [reviewed by Mercer
et al. (13)].

These different mechanisms of histone modifications, DNA
methylation, chromatin remodeling, and non-coding RNAs play a
central role in shaping chromatin structure, which in turn affects
the interaction between TFs and their cognate binding sites. Con-
versely, the binding of TFs triggers a chain of events, often leading
to changes in local chromatin properties. Indeed, TFs can interact
with and recruit many chromatin modifying or remodeling com-
plexes to their target loci. Thus, establishing chromatin structure
requires TF activity and TF activity depends on chromatin struc-
ture. This reciprocal interplay raises a major question: how is the
communication between TFs and chromatin regulated and which
additional cellular signals feed into this complex network during
development and cellular differentiation?

Understanding the mutual and interdependent interactions
between TFs and chromatin features and their impact on gene reg-
ulation in a developmental system requires a biological paradigm
where successive differentiation stages can easily be identified and
isolated. In this regard, hematopoiesis provides a powerful system
to study epigenetic and transcriptional dynamics. B cells derive
from hematopoietic stem cells (HSCs) through a multistep differ-
entiation program. HSCs have both self-renewal and multipotency
capacities. The precise balance of these properties is essential
to maintain the HSC pool size throughout animal life. HSCs
initially give rise to multipotent progenitors (MPPs) that loose
self-renewal capacity but keep the ability to generate early progen-
itors of lymphoid and myeloid lineages. Lymphoid lineage consists
of B, T, and natural killer (NK) cells while myeloid lineage con-
tains macrophages (M), granulocytes (G), erythrocytes (E), and
megakaryocytes (Mk). The exact branching point between lym-
phoid and myeloid lineages as well as the differentiation potential
of progenitor populations is still matter of some debate [reviewed
in Ref. (14)]. The identification of common lymphoid progeni-
tors (CLPs) (15) and common myeloid progenitors (CMPs) (16)
supports the model that lymphoid and myeloid lineages follow
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distinct developmental paths from MPPs. This model was chal-
lenged by the identification of the lymphoid-primed multipotent
progenitors (LMPPs) that loose MkE potential but keep lymphoid
and GM potential (17, 18). Another study showed that the MPP
compartment contains a subpopulation of cells with strong lym-
phoid potential and weak myeloid colony-forming activity (19).
These cells, called early lymphoid progenitors (ELPs) start to
express recombination-activating gene 1 (Rag1) and Rag2 and ini-
tiate the immunoglobulin heavy chain (IgH) rearrangement (19).
ELPs are thought to precede the CLP stage. Recently, it was shown
that the CLP compartment contains two distinct subpopulations:
all lymphoid progenitors (ALPs) and B cell-biased lymphoid prog-
enitors (BLPs) (20). ALPs retain full lymphoid potential, whereas
BLPs behave essentially as B cell progenitors (20). Mature B cells
derive from BLPs through sequential differentiation steps that
can be defined by five major stages that are phenotypically and
functionally distinct: pro-B, pre-BI, large and small pre-B II, and
immature B cells (21) (Figure 2). Early B cell differentiation is
intimately connected to the DNA rearrangement of Ig genes, the
so-called V(D)J recombination, in order to generate functional Ig
molecules. Pro-B cells, first express the pan-B cell marker B220
and this coincides with entry into the B cell lineage. Next, pre-BI
cells express the CD19 gene and complete recombination of the
IgH diversity (DH) to joining (JH) segments and the next stage sees
the generation of IgH V(D)J alleles [reviewed in Ref. (21)]. This
allows expression of the rearranged heavy chain which assembles
with the surrogate light chain to form the pre-B cell receptor (pre-
BCR), a crucial checkpoint in B cell development (22). If cells pass
this functional test they can go on to the next developmental stage,

small pre-BII cells, where the Ig light chain rearranges and allows
for the formation and exposure at the cell surface of a functional
Ig molecule, the BCR. Finally, immature cells can then leave the
bone marrow (BM) and enter the periphery (22).

The generation of immature and mature B cells from early
precursors is a progressive process, every step of which is character-
ized by a specific transcription program involving the activation,
repression, or maintenance of distinct sets of gene expression pat-
terns. This genetic regulation results from the concerted action
of ubiquitous and lineage-specific TFs as well as epigenetic mod-
ifiers. Proper and timely recombination of the Ig loci is essential
for normal progression through B cell development and is highly
dependent on chromatin structure, DNA methylation, and also
expression of various RNAs across the Ig locus. In particular, the
accessibility model, first posited by Frederick Alt and colleagues,
highlighted the importance of “sterile” transcripts which origi-
nate from unrearranged Ig gene segments and make their chro-
matin accessible to the recombination enzymes RAG1 and RAG2
[reviewed in Ref. (23)]. Thus,B cell development presents an extra-
ordinarily complex and dynamic system to study the establishment
and maintenance of transcriptional and epigenetic networks.

KEY TRANSCRIPTION FACTORS ESSENTIAL FOR B CELL
DEVELOPMENT
Loss of function studies using mouse models have identified many
TFs important for distinct stages during B cell development and a
particular emphasis has been put on early B cell specification and
commitment. Prominent among those are E2A, Ebf1, and Pax5,
as well as other TFs acting downstream and upstream to these

FIGURE 2 | Scheme for B cell development from HSCs to mature
B cells. Successive stages and alternative lineages are indicated. Key
transcription factors and chromatin regulators are shown according to their
established requirement during the early B cell differentiation process.
HSC, hematopoietic stem cell; MPP, multipotent progenitors; MEP,
megakaryocyte–erythrocyte progenitors; LMPP, lymphoid-primed
multipotent progenitors; ELP, early lymphoid progenitors; CMP, common
myeloid progenitors, GMP, granulocyte–macrophage progenitors; CLP,

common lymphoid progenitors; ALP, all lymphoid progenitors; BLP, B
cell-biased lymphoid progenitor; Pro NK, progenitor natural killer cells; NK,
natural killer cells. When a factor is required at multiple developmental
stages, only the earliest stage has been indicated and only factors
important for the early stages of hematopoietic or B cell development are
depicted. For simplicity, only one model of myeloid versus lymphoid
divergence is illustrated; the alternative routes are not shown here
[reviewed in Ref. (14)].
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factors. Some of these TFs such as Ebf1 and Pax5 are restricted
to the B cell lineage while others such as Ikaros, PU.1, E2A, and
FoxO1 are also involved in other lineage fate determination.

The expression of these TFs is temporally regulated; e.g., Ikaros,
PU.1, and E2A are expressed in the very early progenitors including
HSCs and MPPs before the commitment to the lymphoid branch,
Ebf1 and FoxO1 are expressed at the CLP stage under the control
of E2A (24) and Pax5 expression is induced by the concerted action
of Ebf1, FoxO1, and E2A in committed pro-B cells. The sequential
expression and activity of these TFs suggests a hierarchy in their
action. Yet, the transcriptional regulation of early B cell develop-
ment is not a simple hierarchical cascade, as many of these TFs
act in a cooperative manner and directly regulate the expression
of other TFs, involving both positive and negative feedback loops
leading to a complex cross-regulatory network (25) (Figure 3).

PU.1
If one considers a hierarchical classification of the TFs involved in
B cell development, PU.1 and Ikaros come on the top of the reg-
ulatory pyramid. PU.1 (encoded by Spi-1, Sfpi-1) belongs to the
ETS family of TFs, its expression was thought to be restricted to the
hematopoietic lineage, but was recently also detected in adipocytes
(26). Within the hematopoietic system, PU.1 activity is essential
for the development of lymphoid cells as well as macrophages
and neutrophils (27). Disruption of the PU.1 DBD in mouse pre-
vents the commitment of MPPs toward the lymphoid lineage (27).
PU.1 is expressed in HSCs (28), lymphoid, and myeloid progeni-
tors (16) as well as in fully mature and functional cells (29). This
broad expression pattern indicates that PU.1 is not only required
for cell differentiation but also plays a role in the function of the
specialized hematopoietic cells. The expression of PU.1 in many
hematopoietic lineages raised the question about its mechanism of
action and the rules that determine the interaction between this TF
and its binding sites in different cellular and physiological contexts.
Genome-wide mapping of PU.1 binding sites in macrophages and
B cells revealed that PU.1 is enriched at transcription start sites
(TSSs), but the majority of binding sites were found at inter- and
intra-genic sites (30) indicating a role of PU.1 in regulating both
transcription initiation and enhancer function. Interestingly, PU.1
binding at TSSs exhibits a high correlation between macrophages
and B cells; in contrast, binding sites at distal regulatory elements
are highly cell type-specific. Motif analysis of cell type-specific
PU.1 binding sites revealed that PU.1 binds in vicinity of lineage-
specific TFs: B cell-specific PU.1 binding sites are enriched in E2A,
Ebf1, OCT, and NF-kB motifs, while macrophage-specific sites are
enriched in C/EBP and AP-1 motifs (30). These findings strongly
suggest that the cell type-specific function of PU.1 is partly due to
its collaborative interaction with other lineage-specific TFs. The
role of PU.1 in shaping the enhancer repertoire in hematopoi-
etic cells will be further discussed in a later section of this review.
Interestingly, PU.1 action was shown to depend critically on its
expression level and involves a tight dose-dependent control. PU.1
shows low to medium expression level in LT-HSCs and exhibits
varied levels in progenitors and mature cells; e.g., PU.1 is weakly
expressed in erythroid and T cells and shows intermediate levels
in B cells, in contrast, it is highly expressed in macrophages and
neutrophils (31). Importantly, this graded expression has a critical

FIGURE 3 | An early B cell specification module. Schematized network of
inter-dependent TFs regulating early B cell development. The scheme
depicts TFs that have been implicated in the control of early B cell
specification and/or commitment (for clarity, factors such as Spi-B, OBF1, or
NF-KB, which are important at later stages of B cell development, are not
depicted here). Direct positive regulation between two factors at the
transcriptional level is indicated by the corresponding arrows. Note that the
scheme does not imply biochemical interactions (e.g., complex formation)
between the factors, although they may also take place in some cases.

role in specifying the different lineages: by artificial expression of
PU.1 in PU.1-deficient progenitors, it could be demonstrated that
moderate PU.1 levels promote B cell development, while high PU.1
expression promotes macrophage differentiation and at the same
time blocks B cell development (32).

IKAROS
The zinc finger factor Ikaros (encoded by the izkf1 gene) also
plays a critical role during early lymphoid lineage specification.
Ikaros was proposed to promote the differentiation of pluripotent
HSCs into the lymphocyte pathways: mutational disruption of the
Ikaros DNA-binding domain (DBD) leads to an early block in
lymphopoiesis before the commitment to the lymphoid restricted
stages (33). However, another study showed that Ikaros is dis-
pensable for the transition from HSCs to LMPPs, but is rather
required for the progression of LMPPs into the lymphoid lineages
(34). Recently, Ikaros was found to be required for the induc-
tion of lymphoid lineage priming in HSCs and for the repression
of self-renewal and multipotency genes after HSC differentiation
(35). Ikaros is also involved in later stages of B cell development,
where it promotes heavy-chain gene rearrangements by inducing
expression of the RAG1 and RAG2 genes, as well as by control-
ling accessibility of the variable gene segments and compaction
of the IgH locus (36). Furthermore, Ikaros was recently shown
to be required for the differentiation of large pre-B to small pre-B
cells and for transcription and rearrangement of the IgL locus (37).
Ikaros functions either as a transcriptional activator or repressor by
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recruiting various CRC including SWI/SNF and Mi-2/nucleosome
remodeling and deacetylase (Mi-2/NuRD) to DNA regulatory
elements and to pericentromeric heterochromatin (38–42).

E2A
E2A (encoded by tcf3 with two splice variants, E12 and E47) is
a helix–loop–helix TF essential for B cell differentiation (43, 44).
E2A-null mutant mice fail to generate LMPPs and lack B cells (43).
E2A acts synergistically with PU.1 and is required for Ebf1 and
FoxO1 expression at the CLP stage (45, 46). Genome-wide map-
ping experiments in B cell progenitors (Ebf1−/− and Rag2−/−)
showed that E2A binds both TSSs and putative enhancers (24) and
is required to induce H3K4me1 deposition at enhancer elements
in concert with PU.1 (30).

EARLY B CELL FACTOR 1
Early B cell factor 1 (Ebf1) belongs to the EBF/COE family of TFs
(47). EBF/COE family members contain an N-terminal DBD with
an atypical zinc knuckle domain (H–X3–C–X2–C–X5–C), a TF
immunoglobulin (TIG/IPT) domain, a helix–loop–helix–loop–
helix (HLHLH) domain and a carboxy-terminal transactivation
domain (48). The HLHLH domain was found to be important
for the dimerization of EBF1 (48). EBF1 is essential for B cell
specification (49) and commitment (50). Ebf1 acts in concert
with E2A, FoxO1, and other TFs to regulate the expression of
many genes required for B cell development including TFs such
FoxO1 and Pax5 (51); the latter in turn binds to Ebf1 enhancers
and increases its expression, thereby leading to a positive feedback
loop between these two factors (24, 52, 53). Ebf1 can also act as a
repressor; indeed, it was shown that Ebf1 prevents Id2- and Id3-
mediated inhibition of the E47 isoform of E2A by downregulating
the expression of their mRNA (54).

Pax5
Pax5 acts downstream of Ebf1, its expression is under the control
of a cohort of TFs including PU.1, Ebf1, FoxO1, IRF4, and IRF8
(55). Pax5 is essential for B cell commitment (56) and mainte-
nance of B cell identity through activation of B cell-specific genes
and repression of lineage-inappropriate genes (57). Deletion of
Pax5 in mature B cells leads to the de-differentiation to lymphoid
progenitors, which can differentiate into functional T cells (58).
The role of Pax5 in regulating gene expression will be discussed in
more detail in a later section.

FoxO1
The forkhead TF FoxO1 plays an important role during B cell
development. FoxO1 was found to be critical at several stages of B
cell differentiation (59). Early deletion of FoxO1 causes a substan-
tial block at the pro-B cell stage due to a failure to express the IL-7
receptor-alpha chain. FoxO1 inactivation in late pro-B cells results
in an arrest at the pre-B cell stage due to impaired expression of
Rag1 and Rag2 (59), which are direct targets of FoxO1 (60). In
addition, deletion of FoxO1 in peripheral B cells leads to reduced
number of lymph node B cells due to down regulation of L-selectin
and defect in class-switch recombination (59).

c-Myb AND Runx1
B cell development also depends on many other TFs such as for
example c-Myb and Runx1. Deletion of c-Myb in mice leads

to a block at the pre–pro-B cell stage which is accompanied
with impaired expression of the alpha-chain of the IL-7 recep-
tor and Ebf1 (61). Deletion of Runx1 also causes a developmental
block at the pro-B cell stage accompanied by reduced expression
of E2A, Ebf1, and Pax5. Furthermore, Runx1 directly binds the
Ebf1 promoter and this binding is critical for Ebf1 activation;
indeed, Runx1-deficient pro-B cells were shown to harbor exces-
sive amounts of the repressive histone mark H3K27me3 in the
Ebf1 proximal promoter. Interestingly, retroviral transduction of
Ebf1, but not Pax5, into Runx1-deficient progenitors restores B
cell development (62). It was also shown that Runx1 controls
the expression of PU.1 via direct interaction with its upstream
regulatory element (URE) (63).

As discussed above, many of the TFs critical for early B cell
development directly regulate each other’s expression, positively
or negatively, by binding to cis-REs in their corresponding genes.
This inter-dependent network forms a B specification module,
which has EBF1 at its center, which in concert with Ikaros, E2A,
IRF4/8, and FoxO1, positively activates expression of Pax5, thus
locking B cell development (Figure 3).

EPIGENETIC REGULATORS INVOLVED IN HEMATOPOIESIS
AND B CELL DEVELOPMENT
In addition to the TFs, many epigenetic regulators are crucial
for hematopoiesis and/or B cell development. Among those, PcG
proteins play an important role in this system. Mammalian cells
contain two major PcG complexes, PRC1 and PRC2. PRC2 con-
tains SUZ12, EED, and EZH1 or EZH2. EZH proteins are HMTs
that catalyze the di- and tri-methylation of histone H3K27 (64).
PRC1 contains RING1, CBX, PHC, and BMI1 or MEL18 [reviewed
in Ref. (65)]. PRC1 recognizes and binds H3K27me3 via its sub-
unit CBX, while RING1 mono-ubiquitylates histone H2A at lysine
119 (H2AK119ub1) (61, 62). The H2AK119ub1 mark is thought
to play a role in inhibiting RNA polymerase II (pol II) elonga-
tion (66). The H3K27me3 mark is associated with the silencing of
many key developmental regulatory genes, such as Hox homeotic
genes and many others [reviewed in Ref. (67)].

Many PcG deficiencies correlate with defective development
and/or activation of lymphocytes. For example, inactivation of
Bmi1 or mel-18 causes a severe block in B cell development that
leads to B cell lymphopenia (68, 69). By contrast, deficiency in
Cbx2 does not affect lymphocyte development but alters splenic
B cell response to lipopolysaccharide (LPS) (70). Conditional
knockout studies targeting members of the polycomb machinery
highlighted the critical role of these enzymatic complexes in the
hematopoietic system. Bmi1 is the most studied PRC1 subunit in
hematopoiesis. Depletion of Bmi1 leads to impaired self-renewal
capacity of HSCs due to the de-repression of two major cell cycle
regulators: Ink4a (p16) and Arf (p19) (71). Bmi1 directly binds
and repress the promoters of these genes and the deletion of
both Ink4a and Arf genes restores the self-renewal capacity of
Bmi1−/− HSCs (72). Moreover,Bmi1−/− mice have a BM microen-
vironment that is severely defective in supporting hematopoiesis.
In this case however, the deletion of both Ink4a and Arf genes
did not significantly restore the impaired BM microenvironment
(72). Bmi1 is also involved in the repression of Ebf1 and Pax5
in HSCs and MPPs. Depletion of Bmi1 causes aberrant expres-
sion of these two genes, leading to premature lymphoid lineage
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specification (73). Another PRC1 subunit, Ring1b, was also found
to be critical for adult hematopoiesis. Mice deficient for Ring1b in
hematopoietic cells develop a hypocellular BM that unexpectedly
contains an enlarged, hyperproliferating compartment of imma-
ture cells, with an intact differentiation potential. These defects are
associated with differential upregulation of cyclin D2 and Ink4a
(74). Controlled expression of PRC2 components is also impor-
tant for hematopoiesis. Several studies have highlighted the role of
Ezh1 and Ezh2 in embryonic and adult HSCs. Loss of Ezh2 severely
impairs fetal HSC self-renewal without affecting the function of
adult stem cells present in the BM (75). In addition, EZH2 was
also found to have a crucial role in early B cell development and
in rearrangement of the IgH gene (66).

Early B cell development also requires HDACs activity (76). Tar-
geted deletion of the major class I HDACs, HDAC1 and 2 showed
that B cell development requires the presence of at least one of
these two enzymes. When both enzymes are deleted, B cell devel-
opment is dramatically impaired at the large pre-BII stage with
a strong cell cycle block in the G1 phase accompanied by the
induction of apoptosis. In contrast, elimination of HDAC1 and
HDAC2 in mature resting B cells is not deleterious; however, when
these cells are induced to proliferate cell cycle block and apoptosis
ensue. These data indicate that the role of HDAC1 and 2 during
early B cell development is at least partially linked to cell cycle
control (76). The potential role of HDACs in controlling other
processes in B cells and other hematopoietic lineages remains to
be elucidated.

The activity of DNA methyltransferases is also crucial for
hematopoiesis. Conditional deletion of the maintenance DNA
methyltransferase Dnmt1 in HSCs leads to impaired self-renewal
capacity and prevents HSCs from giving rise to hematopoietic
progenitors (77). Based on the initial studies, loss of the de novo
DNA methyltransferases, Dnmt3a or Dnmt3b alone was thought
to have no impact on HSC function (78); by contrast, loss of
both together was reported to abolish self-renewal without affect-
ing differentiation capacity (78). However, a more recent study
reported that Dnmt3a-null HSCs exhibit upregulation of multi-
potency genes and downregulation of differentiation factors. The
progeny of Dnmt3a-deficient HSCs exhibit global hypomethyla-
tion and impaired repression of HSC-specific genes. These data
highlighted the important role of Dnmt3a in the repression of
HSC genes in order to enable proper cell differentiation (79).

V(D)J recombination of immunoglobulin genes is thought to
be regulated by changes in the accessibility of target sites, such as
modulation of methylation. In vitro experiments showed that spe-
cific methylation within the heptamer of recombination signal
sequences markedly reduces V(D)J cleavage without inhibiting
RAG1/RAG2–DNA complex formation (80). Recent investiga-
tions of the IgH locus recombination showed that the diversity
(DH) and joining (JH) gene segments are methylated prior to
recombination, in contrast the DJH product is demethylated. DJH

junctional demethylation is restricted to B cells and requires the
Eµ enhancer, located within the intronic region of the IgH locus
(81). However, it is unclear whether the demethylation is required
for DJH junction or whether it is simply the consequence of the
DNA recombination. Earlier experiments had shown that loss of
methylation of the kappa light chain locus is not sufficient to

activate recombination in cultured pre B cells lacking Dnmt1 (82).
Cd19-cre mediated deletion of the de novo DNA methyltransferase
Dnmt3a and Dnmt3b, failed to identify a critical role for these
enzymes in B cell development (83). Cd19-cre is expected to
induce the deletion of targeted genes from pre B cells onward
(84). Thus, this study, strongly suggest that Dnmt3a and b are
dispensable to the progression from pre B cells to mature B cells.
Overall, these studies suggest that the maintenance DNA methyl-
transferase Dnmt1 is required at all the stages of hematopoiesis,
whereas the de novo DNA methyltransferases Dnmt3a and 3b are
required only at the very early stages and become dispensable at
later stages. However, additional studies will be needed to fully test
these assumptions.

INTERPLAY BETWEEN CHROMATIN LANDSCAPE AND TF
ACTIVITY DURING B CELL DEVELOPMENT
The progression of MPPs toward specialized cells is thought to be
accompanied by extensive epigenetic reprograming. In the recent
years, genome-wide technologies have been used to map histone
modifications and TF binding sites (TFBSs) in various B cell pop-
ulations and to describe the epigenetic changes accompanying B
cell development. Recent studies in different systems indicated
that the chromatin of cis-REs is in a pre-active state in stem cells
and/or early progenitors before the transcriptional initiation, lead-
ing to the concept of “gene priming” (85). The priming is thought
to be driven by a specific class of TFs called “pioneer TFs,” that
are able to induce the early chromatin changes during the gene
activation process (86). Pioneer TFs are thought to mark certain
loci for downstream activation during development. Cis-RE book-
marking by pioneer TFs was first described in the mouse liver
where FoxA and Gata factors were found to bind the liver-specific
enhancer of the alb1 gene in the precursor gut endoderm prior
to its activation in nascent liver (87, 88). The appellation “pio-
neer TF” must meet the following criteria, although these have not
always been unambiguously demonstrated in every case: (i) bind-
ing to the regulatory region prior to transcription activation, (ii)
binding prior to the arrival of other factors, (iii) binding to their
target sites in condensed chromatin, and (iv) being able to induce
chromatin modifications and/or remodeling in order to render the
locus accessible for downstream TFs [reviewed in Ref. (86)]. It is
important to mention that in the majority of cases, it is difficult
to establish unequivocally the exact binding chronology of a set of
TFs at a given locus (see Figure 4).

Several studies have described primed enhancers (sometimes
also called poised enhancers) in the hematopoietic system (85, 89).
Primed enhancers refer to distal regulatory elements that harbor
H3K4me1 mark but lack acetylation marks such as H3K27ac and
H3K9ac; their associated genes are therefore not transcribed. In
contrast, active enhancers harbor both H3K4me1 mark and acety-
lation marks and their associated genes are transcribed. According
to the current priming models, once a cell has reached terminal dif-
ferentiation, its enhancer repertoire is completely established and
maintained by cooperatively acting lineage-specific TFs. Inducible
or regulated TFs that are activated by extracellular stimuli operate
within this predetermined framework, landing close to where mas-
ter regulators are already bound (Figure 5). However, this model
was recently challenged by the identification of a novel class of
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FIGURE 4 | Simplified scheme of stepwise enhancer activation
based on the pioneering model. A pioneer TF is exemplified by the ETS
factor PU.1; the transcription start site (TSS) is indicated by a red or
green arrow and the enhancer element is schematized by four
nucleosomes. For simplicity, the nucleosomes covering the rest of the
DNA including the promoter region are not indicated. (A) The pioneer TF
recognizes and binds its cognate site in condensed chromatin.

(B) Recruitment of histone methyltransferases (HMTs) and chromatin
remodeling complexes (CRC) which prime the enhancer for subsequent
activation. At this step, the enhancer now harbors H3K4me1 mark but
still lacks acetylation marks. (C) Subsequent collaborative binding of
downstream TFs accompanied by histone acetyl transferases (HATs) that
catalyze histone acetylation, leading to enhancer activation and gene
transcription.

FIGURE 5 | Stimuli-dependent activation of different classes of
enhancers in terminally differentiated cells. (A) In differentiated cells,
the majority of stimuli-dependent enhancers are primed, i.e., already
bound by pioneer TFs and marked by H3K4me1, but inactive. After
stimulation, downstream inducible TFs bind to their cognate sites to

activate target enhancers and gene transcription. (B) Latent enhancers are
special class of enhancers, that are unbound by pioneer TFs and unmarked
by H3K4me1 in unstimulated cells. At this stage, their chromatin structure
is not well characterized. TF binding, active chromatin marking, and gene
activation occur after the stimulation.

enhancers in macrophages. These cis-REs have been called “latent
enhancers” and are not bound by TFs and also lack H3K4me1 and
acetylation marks under basal or uninduced conditions. However,

they acquire all these features in response to stimulation (90)
(see Figure 5). These data suggest that the priming may not be
absolutely required for all enhancer elements; however, it cannot
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be excluded that upon the stimulation the priming occurs before
the activation of target enhancers.

UNDERSTANDING THE ORDER OF EVENTS
In an effort to investigate how the enhancer repertoire is estab-
lished and maintained during myeloid and B cell development,
Mercer et al. have generated long-term cultures of hematopoietic
progenitors by enforcing the expression of the E-protein antag-
onist Id2, which inhibits E2A activity by preventing its binding
to DNA. These progenitors, called Id2-HPC, can be differenti-
ated in vitro into myeloid and B cell lineages by switching off Id2
expression, therefore effectively restoring E2A activity. Using this
system, H3K4me1 mark was mapped in Id2-HPC cells as well as in
myeloid and B cells generated in vitro from these artificial precur-
sors. Interestingly, it was found that a substantial fraction of the
lymphoid and myeloid enhancers were pre-marked by H3K4me1
(i.e., primed) already in MPPs. Thus, multilineage priming of
enhancer elements in hematopoietic progenitors precedes com-
mitment to the lymphoid and myeloid cell lineages (85). Motif
analysis showed that PU.1 and Runx motifs were over-represented
in H3K4me1 enriched loci in Id2-HPC cells, while enhancers of
genes activated after B cell differentiation were enriched in E2A
and Ebf1 motifs, in addition to PU.1 motif (85). These find-
ing clearly demonstrate a relationship between cell type-specific
binding of TFs and the pattern of H3K4me1 enhancer mark.
They also indicate a potential role of PU.1 and Runx factors in
priming enhancers in hematopoietic progenitors for subsequent
downstream activation.

The correlation between PU.1 binding and presence of
H3K4me1 mark was also reported in other hematopoietic lin-
eages, including B cells (30) and macrophages (89). However, it
was unclear whether the H3K4me1 modification serves as a beacon
to recruit PU.1 and other TFs, or whether these TFs can initi-
ate the deposition of H3K4me1 in hematopoietic progenitors. By
expressing a tamoxifen-inducible PU.1/ER fusion protein in PU.1-
deficient myeloid progenitors (91), Heinz et al. demonstrated that
PU.1 binding can induce H3K4me1 deposition at some loci; yet,
many loci were found to lack H3K4me1 despite the binding of
PU.1, suggesting that additional factors may be required to write
this mark (30). In addition, PU.1 was found to bind to loci that
were already marked by H3K4me1; in this case PU.1 was found to
be able to initiate nucleosome remodeling (30).

An earlier study has shown that the intronic enhancer of the
Pax5 gene is bound and regulated by PU.1, IRF4, IRF8, and NF-KB
(55). Interestingly, the chromatin at this enhancer harbors active
marks already in progenitors and is bound by PU.1 and IRF fac-
tors before Pax5 transcription takes place in committed pro-B
cells (55). It was also shown that the concerted action of PU.1
and Runx1 primes the activation of both promoter and enhancer
elements of the c-fms gene in myeloid cell (92, 93). All together,
these data clearly indicate the pioneering and priming abilities
of the master hematopoietic regulator PU.1. This is consistent
with its expression during early hematopoietic cell differentiation
from HSCs onward and its dynamic collaborative binding with
various TFs.

E2A was also found to alter the H3K4me1 pattern at enhancer
elements in B cell progenitors, however it is unclear whether E2A

can directly induce de novo H3K4 mono-methylation or only
modulate the positioning of nucleosomes already pre-marked by
H3K4me1 via nucleosome remodeling mechanisms (24).

Other downstream TFs such as Ebf1 and Pax5 were also found
to regulate chromatin structure at cis-REs. For example, Ebf1 plays
a role in the demethylation of the Cd79a promoter in B cell prog-
enitors (94). Ebf1 is also crucially required for the remodeling and
activation of chromatin in the Pax5 promoter region (55). Pax5
regulates chromatin structure by recruiting chromatin-modifying
and remodeling complexes to the Pax5 regulated loci (57). Inter-
estingly, Pax5 fulfills both activation and repression functions; it
induces active chromatin at promoters and enhancers of activated
target genes, while eliminating active chromatin at the regulatory
elements of repressed target genes. Pax5 rapidly induces H3K4
methylation and H3K9 acetylation at enhancers and promoters
of activated target genes. Pax5 activation function involves direct
interaction with the chromatin-remodeling SWI/SNF-like BAF
complex, the histone acetyltransferase CBP, and the PTIP protein,
which is known to recruit the MLL-containing H3K4 methyltrans-
ferase complex to chromatin (95). The repressing activity of Pax5 is
mediated by its ability to recruit the NCoR1 co-repressor complex
with its associated HDAC3 enzyme, which is likely responsible for
histone deacetylation at some Pax5 repressed loci (57). Pax5 was
also found to interact with members of the co-repressor Groucho
family, thus leading to repression of target genes (96). An intrigu-
ing question is how TFs such as Ikaros and Pax5, having both
activation and repression abilities, can distinguish which set of
genes must be repressed or activated.

FoxO TFs were also described to have pioneering capacity
[reviewed in Ref. (97)] and FoxO1 was found to be able to bind
to its cognate sites in condensed chromatin. This binding stably
perturbs core histone by de-condensing linker histone-compacted
chromatin (98), possibly because the FoxO DBD shares structural
similarities with the globular domain of the linker histones H1
and H5 (99, 100). Furthermore, the amino-terminal and carboxy-
terminal regions of FoxO1 mediate histone H3 and H4 binding
(98). By functioning as pioneer factors, FoxO TFs might open
condensed regions and allow the binding of other TFs.

Overall, these studies demonstrated that chromatin structure
in hematopoietic progenitors and committed cells can act as a
beacon for binding of some TFs. Conversely, TFs such as PU.1,
E2A, Ebf1, and many others, can modulate chromatin features at
cis-REs to create or enhance a chromatin environment favorable
for the binding of additional TFs. The priming and activation of
cis-REs requires the collaborative and/or cooperative action of sev-
eral TFs. For example, in B cells, the pioneer TF PU.1 co-occupies
enhancers with E2A, Ebf1, and Oct2, while in macrophages it binds
together with AP-1 and C/EBP (30). However, the synergy between
pioneer and downstream TFs is not simply hierarchical but also
involves cross-regulatory interactions. For example, at certain loci,
PU.1 binding in B cells depends on E2A and Ebf1 (30) in spite of
the fact that these two factors were not clearly identified as pio-
neer TFs. What regulates whether PU.1 binds by itself or requires
other factors is not known, but is likely to involve the precise
binding site and/or the local chromatin structure. It is also not
established whether the pioneer TFs identified so far are a special
class of factors with unique properties, or whether most factors can
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act as pioneers in the right context. Thus, the term “pioneer TF”
does not have an absolute meaning, but should rather be viewed
as a useful descriptor for properties identified in specific cases.
Indeed, a downstream TF can act as a pioneer for an upstream
TF, and vice versa, in a context- and locus-dependent manner.
Therefore, many TFs involved in the priming of cis-RE can fall
into the category of pioneer TFs. However, as mentioned above,
it is often difficult to unambiguously monitor the precise chrono-
logical binding order of a set of TFs and corresponding epigenetic
modifications under in vivo conditions. Thus, instead of using the
term pioneer when the evidence is scarce, it may be better to rather
speak about collaborative action of TFs at a given locus.

CONCLUDING REMARKS
In summary, the questions of who is on first, the chromatin or
the TF, when, and why/how are still largely unanswered. In some
physiological situations, specific chromatin features must precede
and are required for TF binding, while in other situations the TF
binding initiates a series of epigenetic events eventually required
for the recruitment of downstream TFs. The extensive efforts that
were made to investigate transcriptional and epigenetic regula-
tion of B cells and other hematopoietic lineages identified several
mechanisms of cross-regulation between TFs, chromatin modi-
fiers, and the pre-existing chromatin landscape. The interactions
between the actors cited above are very likely to be controlled
by environmental, spatial, and temporal signals that remain to be
defined. Also, many additional factors – TFs, chromatin modifiers,
non-coding RNAs . . . – remain to be tested for their potential role
in the hematopoietic system or in B cells. However, achieving a
deeper understanding of the mechanisms involved will require
the ability to examine single cells in real-time to understand how
the interplay between chromatin and TFs is orchestrated and
unambiguously determine causal relationships. Also, the ability
to genetically manipulate the system, not only at the level of the
TFs or other trans-acting factors, but also of the cis-REs, e.g., by
using the newly developed CRISPR/Cas9 (clustered regularly inter-
spaced short palindromic repeats) system (101) will be invaluable
to further our understanding.
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ARID3a/Bright is a DNA-binding protein that was originally discovered for its ability to
increase immunoglobulin transcription in antigen-activated B cells. It interacts with DNA as
a dimer through its ARID, or A/T-rich interacting domain. In association with other proteins,
ARID3a increased transcription of the immunoglobulin heavy chain and led to improved
chromatin accessibility of the heavy chain enhancer. Constitutive expression of ARID3a in
B lineage cells resulted in autoantibody production, suggesting its regulation is important.
Abnormal ARID3a expression has also been associated with increased proliferative capacity
and malignancy. Roles for ARID3a in addition to interactions with the immunoglobulin locus
were suggested by transgenic and knockout mouse models. Over-expression of ARID3a
resulted in skewing of mature B cell subsets and altered gene expression patterns of fol-
licular B cells, whereas loss of function resulted in loss of B1 lineage B cells and defects
in hematopoiesis. More recent studies showed that loss of ARID3a in adult somatic cells
promoted developmental plasticity, alterations in gene expression patterns, and lineage
fate decisions. Together, these data suggest new regulatory roles for ARID3a. The genes
influenced by ARID3a are likely to play pivotal roles in lineage decisions, highlighting the
importance of this understudied transcription factor.

Keywords: Bright, ARID3a, hematopoietic regulation, B cell development, gene regulation

Bright (B cell regulator of immunoglobulin heavy chain tran-
scription) is a 70 kDa DNA-binding protein first characterized
in the mouse as a component of a protein complex associated
with increased transcription of the immunoglobulin heavy chain
(IgH) locus in activated B lymphocytes (1–3). Bright, also known
as DRIL1, E2FBP1, or ARID3a (the designation for the human
ortholog, hereafter referred to as Bright), is a member of the A+T
rich interaction domain (ARID) protein family, many of which
have been shown recently to have epigenetic regulatory functions
[reviewed in Ref. (4–6)]. These proteins bind to A+T rich DNA
sequences and are typically members of larger chromatin modula-
tory complexes. Bright, and other ARID3 family members, require
dimerization for DNA-binding activity and contain an extended
DNA-binding domain that confers increased DNA sequence speci-
ficity to these proteins compared to other ARID family members
(7–9). Although Bright was the first member of this family iden-
tified in mammalian cells, its functions have only begun to be
elucidated. Previously, Bright expression in adult, mouse, and
human cells was thought to be largely restricted to B lympho-
cyte lineage cells. However, more recently, we and others have
shown that Bright plays important regulatory functions in early
hematopoiesis. Although Bright expression is restricted in adults,
it is more widely expressed in the embryo/fetus and plays impor-
tant regulatory roles in embryonic stem cell differentiation (10).
These data also highlight novel roles for Bright in gene repres-
sion. This article will emphasize the regulatory roles of Bright in

hematopoiesis and will summarize new contributions pertaining
to its regulatory capacity in those and other cell types.

BRIGHT AND HSCs
From a historical perspective, the majority of studies involv-
ing Bright have aimed at understanding its roles in B lympho-
cytes. However, recent evidence suggests Bright may play an even
broader role in the development of hematopoietic lineage cells.
Hematopoietic stem cells (HSCs) have the capacity to self-renew or
to differentiate into other precursors that will eventually produce
all mature blood cell types. Differentiation of hematopoietic prog-
enitors occurs primarily along three pathways: erythroid, myeloid,
and lymphoid lineages (Figure 1). An intricate network of tran-
scription factors contribute to HSC fate decisions, with more than
20 transcription factors implicated in the development of vari-
ous hematopoietic subpopulations [reviewed in Ref. (11)], such
as growth factor independence 1 (Gfi1), E2A, and Ikaros fam-
ily zinc-finger protein 1 (Ikaros) in lymphoid lineage regulation;
CCAAT-enhancer binding protein alpha (C/EBPα), GATA1, and
PU.1 for myeloid lineage decisions [reviewed in Ref. (11–13)].
Bright is expressed in HSCs in both mouse and man [(14–16); and
our unpublished data] and appears to be required for development
of several early progenitor subsets including multipotent prog-
enitors (MPPs) and lymphoid-primed MPP (LMPP) (Figure 1).
Therefore, Bright contributes to early progenitor ontogeny, which
may ultimately affect the development of multiple lineages.
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FIGURE 1 | Bright expression in hematopoiesis. Hematopoietic progenitor
populations [as described (11)] indicate stages, which express Bright/ARID3a
(red font) versus those not known to express Bright (black font). Thick red
arrows indicate stages of developmental progression for which Bright
function is important. HSC, hematopoietic stem cell; MPP, multipotent
progenitor; LMPP, lymphoid-primed multipotent progenitor; CMP, common

myeloid progenitor; CLP, common lymphoid progenitor; GMP,
granulocyte-macrophage progenitor; MEP, megakaryocyte–erythrocyte
progenitor; BCP, B cell progenitor; TCP, T cell progenitor; NKP, NK cell
progenitor; MP, macrophage progenitor; GP, granulocyte progenitor; EP,
erythrocyte progenitor; MkP, megakaryocyte progenitor; BAS, basophils; NE,
neutrophils; MC, mast cells; EOS, eosinophils.

Bright knockout mice die between E11.5 and E13.5 as a result
of defects in erythroid lineage differentiation (16). Bright knock-
out embryos have severe pallor and show fewer mature erythro-
cytes by flow cytometry. Embryonic death in Bright-deficient
mice coincides with the shift from primitive hematopoiesis in
the yolk sac to definitive hematopoiesis in the fetal liver. Num-
bers of fetal liver lin−cKithiSca1+CD150+CD48− HSCs in these
embryos were reduced by >90%, while LSKs (Lin−Sca1+cKit+

cells that include HSC and MPP populations) were decreased in
Bright deficient versus wild-type littermate controls by 80% (16).
Numbers of common myeloid progenitors (CMPs) and common
lymphoid progenitors (CLPs) were also decreased in Bright knock-
out fetal livers, but to a lesser degree. This suggests that Bright
may have greater effects in HSCs than in later precursor subsets.
Bright knockout fetal liver cells were also impaired in their abil-
ity to generate erythroblast, erythromyeloid, and B lymphocyte
colonies in in vitro methylcellulose cultures compared to wild-type
cells (16). Therefore, Bright may also contribute to the expan-
sion and development of these hematopoietic cells. Importantly,
these data confirm the importance of Bright for normal erythroid
differentiation.

Rare Bright knockout mice (<1%) survived to adulthood for
unknown reasons. These adult Bright-deficient mice exhibited
reduced numbers of hematopoietic precursors in the bone mar-
row, including LSK, CMP, and CLP subsets, but to a lesser degree
than was observed in Bright null embryos (16). Although adult

Bright-deficient mice showed decreased numbers of several early
B cell subsets, interestingly, no deficiencies in T cell or erythro-
cyte development were observed (16). The importance of Bright
in other hematopoietic lineages has not been fully explored; how-
ever, recent data from The Immunological Genome Project suggest
Bright transcripts are expressed in mouse neutrophils where its
function is unclear (17). Currently, our data from knockout mouse
models suggest that the function of Bright in adult bone mar-
row may be more critical for the development of B lymphocytes
and early precursor subpopulations of those cells than for other
hematopoietic cell types.

BRIGHT SIDE OF B CELLS
Common lymphoid progenitors give rise to early subpopulations
of precursor B cells (Figure 2), which eventually develop through
multiple differentiation states in both the bone marrow and the
periphery to result in fully differentiated,mature B cells. Pro-B cells
express RAG1/2 gene products, and rearrange IgH gene segments
(18, 19), and in man, they are the first B cell progenitors to tran-
scribe Bright (14). Bright expression occurs in both mouse and
human subsets of pre-B cells, transitional B cells, activated and
memory B cells, and plasma cells (14, 15) (Figure 2). However,
the majority of resting, naïve, and mature, peripheral B lympho-
cytes do not express Bright as evidenced by the absence of Bright
transcripts in the majority of circulating blood cells in man, and
in follicular spleen cells in the mouse (14, 15). Both human and
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FIGURE 2 | Bright expression during B lymphopoiesis. Gray cells
indicate B lineage subsets not known to express Bright. Purple subsets
express Bright, while lighter shades (T2, MZ B, and B1 B) represent
slightly lower levels of Bright expression. Bright is required for

development of B1 B cells indicated by red hash marks. Bolded arrow
indicates developmental skewing caused by Bright over-expression. CLP,
common lymphoid progenitor; MZ B, marginal zone B cells; FO B, follicular
B cell; GC B, germinal center B cells.

mouse innate-like B cells, represented by peritoneal cavity B1 B
lymphocytes and splenic marginal zone (MZ) B lymphocytes in
mice, and by B1-like and MZ-like cells in human peripheral blood
[reviewed in Ref. (20, 21)], express low levels of Bright [(22);
unpublished data]. Thus, Bright expression is tightly regulated
at the level of transcription throughout B cell differentiation.

Transgenic mice expressing a dominant negative form of Bright
from the CD19 pan-B cell promoter were generated by introduc-
tion of point mutations in the DNA-binding domain to test the
function of Bright within B lineage cells (8, 22). These transgenic
mice had slightly decreased numbers of mature B cells, decreased
serum IgM levels, and defective responses against Streptococci (22),
phenotypes similar to those observed in Bruton’s tyrosine kinase
(Btk) deficient mice [(23), reviewed in Ref. (24, 25)]. Although
these mice developed mature B1 B cells, a major source of IgM
in the mouse, those cells were functionally defective in their abil-
ity to secrete immunoglobulin (22). Furthermore, the few total
Bright knockout mice that survived to adulthood lacked B1 B cells
(16), suggesting Bright is important both for development and
function of those mature B cells. Adult Bright-deficient mice also
showed impaired T cell-dependent IgG1 production due to defects
in class switch recombination (16). Thus, Bright contributes to
select functions in mature B cells.

Forced expression of native Bright throughout the B cell lineage
suggested that regulation of Bright is critical for normal devel-
opment of MZ and follicular B cells. Transgenic FVB/N mice
constitutively over-expressing Bright from the CD19 promoter
exhibited significant increase in immature transitional B and MZ
B cells relative to the other splenic B cell populations (26). On
the C57BL/6 background, over-expression of Bright also resulted
in decreased numbers of follicular (FO) B cells (27). The FO B
cells that were present in those mice displayed transcript levels
of genes previously shown to be differentially expressed in FO
versus MZ B cells (28) that were similar to those observed in
MZ B cells. Chimeras generated from mixtures of transgenic and
wild-type bone marrow cells also showed preferential develop-
ment of MZ versus FO B cells (27), suggesting that constitutive
Bright expression contributes preferentially to MZ versus FO B
cell development.

Bright expression can be induced in mature resting B cells
through a number of activating signals, including stimulation with
lipopolysaccharide (LPS), CD40 ligand, interleukin-5 (IL-5) plus
specific antigen, and with agonistic monoclonal antibodies against
CD38 or RP105 (2, 3, 15). Additionally, Epstein–Barr Virus (EBV)
infection also activates Bright expression in human B cells (14).
Although the function of Bright in B lymphocytes was thought to
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be exerted primarily in the nucleus via interactions with A+T-rich
DNA sequences, a very small percentage of Bright was discovered
to be palmitoylated and diverted to lipid rafts (29). In vitro stud-
ies demonstrated Bright localization to these rafts increased the
signaling threshold of the B cell receptor (BCR). Upon effective
activation, Bright was released from the lipid rafts via SUMOyla-
tion. Interestingly, Btk remained unphosphorylated when Bright
was present, delineating a putative role for Bright in BCR signal-
ing (29). However, FO B cells from transgenic mice with forced
expression of Bright did not have elevated levels of Bright in lipid
rafts, in contrary to transitional and MZ B cell populations, nor
did they have alterations in their ability to flux calcium through the
BCR. Together, these data suggested other cell type-specific factors
may contribute to Bright-mediated effects through the BCR (27).

GENE TARGETS FOR BRIGHT
It was originally observed that stimulation of an antigen-specific
mouse B cell line with antigen and IL-5 resulted in an increase in
immunoglobulin (µ) heavy chain transcription. Further analyses
identified two discrete A+T rich elements within the V1 S107
variable heavy chain promoter were bound by a protein complex
later identified to contain Bright (3). Intriguingly, further analy-
ses showed potential Bright-binding motifs in about half of the
murine VH promoters, and binding sites were not restricted to spe-
cific V region families (30, 31). Similarly, only a subset of human
VH promoters had binding sites for Bright (32). These data sug-
gest that Bright may preferentially affect transcription of a subset
of IgH genes.

In the mouse, the intronic enhancer of the IgH gene is flanked
by 5′ and 3′ A+T rich regions called matrix associated regions
(MARs) that act to tether DNA to the nuclear matrix. Promoter
binding sites for Bright were shown to have MAR activity (1), and
conversely, Bright was shown to bind to the MARs of the intronic
IgH enhancer in the mouse (7). Mouse and human IgH enhancers
are similar, but not identical, showing some differences in binding
sites for several transcription factors (Figure 3). Bright-binding
sites flank both the mouse and human enhancer core sequences.
Although Bright did not directly activate transcription of the IgH

enhancer regions in vitro, in contrast to promoter fragments that
bound Bright (33), MAR regions bound by Bright have been pro-
posed to play important roles establishing chromatin domains
important for expression. Indeed, the intronic enhancer region in
the mouse locus has been shown to be important for chromatin
remodeling, and binding of Bright to sites flanking that region
correlated with increased enhancer accessibility (34). Bright can
also form tetramers and was found to enhance DNA-bending,
suggesting it may also contribute to higher order structures link-
ing the intronic enhancer to specific VH region promoters (35).
Therefore, we speculate that Bright, like other members of the
ARID family, may contribute to epigenetic regulation of the IgH
locus.

Recently, additional gene targets for Bright have been identified.
Bright was shown to bind to the core promoter sequence of the
EBV C promoter (Cp) where it interacts with E2F-1 and Oct-2, and
to the family of repeats (FR) region at the latent origin of plasmid
replication (oriP) in the EBV plasmid (36). Cp regulates expression
of genes required for B cell proliferation in latent EBV infections.
The FR regions are upstream of Cp, functioning as an essen-
tial enhancer to this promoter, and this interaction is mediated
by Epstein–Barr nuclear antigen 1 (EBNA1) (37). Together, these
interactions lead to the initiation of transcription of EBV latency
proteins (36), suggesting that Bright contributes to maintenance
of EBV in certain B cell subsets.

Additional putative gene targets for Bright/ARID3a have been
identified as part of the ENCODE project, and that database now
lists a number of potential gene targets for Bright/ARID3a in
human cell lines (38). One target of particular interest is Oct4. We
found that Bright binds to the Oct4 promoter and acts to repress
its transcription in mouse embryonic fibroblasts (39). These data
are the first to indicate Bright can have repressive as well as activat-
ing functions, such as those described for the IgH locus. Further,
the Drosophila ortholog of Bright, Dril1, recruits Groucho to Dor-
sal where it is also associated with strong repressive potential (6).
It is likely that Bright levels will affect multiple gene targets in
hematopoietic cells, where it will be important to consider that it
may also act to suppress gene expression.

FIGURE 3 | Bright binds to sequences flanking the mouse and human IgH enhancer. Schematic diagrams of fragments including the Eµ core enhancer
show binding site for E proteins, Ets proteins (µA, µB, HE2), and Oct transcription factors. Matrix association regions (MARs) identified by MAR-binding assays
are indicated by red stars on either side of the core (1). Orange enhancer elements denote those regions that are not conserved between species.
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CO-REGULATORY AND INTERACTING PROTEINS
Dimerization of Bright was required for binding to the IgH locus
in mobility shift assays (8). Earlier antibody supershift assays were
the first to suggest that the Bright complex might also contain
additional proteins, potentially including topoisomerase II (40).
The S107 VH gene, containing the prototypic Bright-binding site,
was required for immune responses against phosphorylcholine,
a response deficient in mice lacking Btk [Ref. (23), reviewed in
Ref. (24, 25)]. These data led to experiments demonstrating that
Btk interacted directly with Bright, and that its kinase activity
was required for Bright-associated transactivation of the IgH pro-
moter (41). Further studies demonstrated that the transcription
factor TFII-I, a Btk target [reviewed in Ref. (42)], also bound to
Bright through the helix-turn helix domain at the carboxyl end
of Bright, and that this interaction was also required for activa-
tion of the immunoglobulin locus (33). TFII-I is ubiquitously
expressed in multiple isoforms and functions as a transcription
factor for basally expressed genes and a transcription activator for
upstream protein complexes [reviewed in Ref. (42)]. This suggests
that Bright may act as a DNA-binding component to recruit or
tether other transcription activating proteins to specific promoter
sites.

A truncated form of human Bright/ARID3a was cloned and
identified by others from embryonal carcinoma cells as an E2F-
binding protein, E2FBP1 (43). These studies showed interactions
of Bright and E2F-1, a pRB-controlled protein important for cell
cycle regulation, and linked Bright function to cell cycle regu-
lated functions. Functional screens for products that rescued Ras-
induced senescence in mouse embryonic fibroblasts also identified
Bright (hDril1) as a candidate protein (44). Those studies also
linked Dril1/Bright functions to proliferation and pRB-mediated
pathways; however, results using human cells did not mirror those
observed in mouse embryonic fibroblasts. In other model systems
that required p53, Bright over-expression induced G1 arrest by
activating p21 in response to DNA damage in human osteosar-
coma cells (45). In this and other studies, ARID3a was found to
be a direct downstream target of p53, and a co-regulator with
p53 of other gene targets (45, 46). The multiple roles played by
Bright/ARID3a during the cell cycle in different cell types high-
light the necessity to use caution in interpreting data that may be
of a complex nature and the result of interactions with different
intracellular mediators. Interpretation of studies involving over-
expression of Bright may be further complicated, as levels of Bright
within cells of the same lineage appear to be tightly regulated as
a consequence of the differentiation state (14). Indeed, SUMOy-
lation of Bright was reported to impair interactions with E2F-1
while promoting transcriptional activation of myeloid lineage-
specific genes in HSC populations (47), indicating further com-
plexities that may exist in some cell types due to post-translational
modifications of Bright and/or the proteins with which it may
interact.

Bright has also been shown to interact with several components
of promyelocytic leukemia nuclear bodies (PML NBs), includ-
ing the ubiquitously expressed protein SP100 and the lymphoid-
restricted homolog, LYSp100B (48). Bright was found to colocalize
with Sp100 in PML NBs and was found to repress Bright trans-
activation functions, while LYSp100 strongly stimulated Bright

transactivation of the IgH locus. These data support functions for
Bright in higher order chromatin topology and epigenetic reg-
ulation. Other studies suggest that levels of Bright/E2FBP1 are
important for maintenance of PML NBs and cell viability (49, 50).
Some viral proteins, including those from human herpes simplex
viruses, also disrupt PML NBs and show linked regulatory effects
with Bright/E2FBP1 (51). Clearly, it will be important to under-
stand further consequences of Bright functions in these important
nuclear structures.

Finally, as we continue to see examples of transcription factors
that interact to form large chromatin modulatory complexes or
interactomes that regulate large sets of genes involved in specific
cellular processes, it is likely that we will identify new protein part-
ners for Bright. Recent findings suggest Bright/ARID3a is one of
a number of genes induced by gamma-interferon in Th1 cells, a
T helper cell subset previously unknown to express Bright (52).
These findings emphasize again the likelihood that Bright may
play distinct regulatory roles in different types of cells.

REGULATION OF BRIGHT
Id1, a member of a family of three proteins described to be nega-
tive regulators of E2A proteins (53, 54), was also shown to interact
with Bright/Dril1 in human fetal lung fibroblasts and in lung
fibroblasts from patients with idiopathic fibrosis (55). As with
other factors inhibited by Id proteins, Id1 formed a complex with
Bright that abrogated its DNA-binding activity. In fibrotic lung
tissues, Bright was expressed abundantly as a consequence of TGF-
β signaling (55). Lending further support that Bright may be a
downstream mediator of TGF-β signaling, the Bright ortholog in
Xenopus was required for normal development of mesoderm in
embryos, through SMAD2-dependent TGFβ pathways (56). Fur-
thermore, our lab has observed a link between levels of Bright in
human B lymphocytes and expression of TGF-β pathway associ-
ated genes (our unpublished data), additionally supporting associ-
ations between TGF-β signaling and Bright induction. Id proteins,
important for regulation of Bright in lung tissues (55), have also
been shown to be important in lineage decisions and in directing
B cells toward MZ versus FO B cell phenotypes (57, 58). As men-
tioned previously, we demonstrated that levels of Bright contribute
to those same B cell lineage decisions in transgenic mouse models
(27). Therefore, we speculate that Id proteins may also regulate
Bright during B cell development.

Very little is known regarding Bright regulation. In B lympho-
cyte lineage cells, Bright is tightly regulated during differentiation
at the level of transcription (14). An important microRNA family
regulating transcript levels during hematopoiesis is miRNA125.
This microRNA family consists of three members that function
at different stages of this process. Myeloid lineage fate deci-
sions have been reported to be regulated by miR125b, push-
ing granulocyte-macrophage progenitors for the myeloid lineage
toward macrophage differentiation (59). Previous studies char-
acterized expression of the miR125 family of micro RNAs in
human B lymphocytes at various stages of differentiation, show-
ing members of this family were differentially expressed according
to the maturation state of the cells (60). In addition, these studies
indicated that over-expression of miR125b inhibited B cell differ-
entiation and affected survival of myeloma cells. Although it is
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unclear whether some of these effects may be mediated through
suppression of Bright, others have shown that Bright is a direct tar-
get of miR125b in B cell progenitors (61). Expression of miR125b
in human pre-BI cells increased their proliferation in culture. Sim-
ilar responses were observed in B cell acute lymphocytic leukemias
(B-ALL), where these effects were mediated through suppression
of ARID3a (61). Suppression of ARID3a in those cells also resulted
in decreased apoptosis in a p53-independent fashion. Interestingly,
increased expression of miR125b did not block in vitro pre-B dif-
ferentiation (61). Thus, Bright functions likely differ according to
the maturation state of the B cell.

IMPLICATIONS IN HEALTH AND DISEASE
Because Bright was first identified in B lymphocytes, its func-
tions have been better elucidated in those cells. Over-expression
of Bright in mouse B lineage cells increased production of autoan-
tibodies with anti-nuclear antigen (ANA) specificities (26, 27).
These antibodies formed immunoglobulin deposits in the kidney
glomeruli, although this did not affect kidney function nor did
mice display autoimmune phenotypes that threatened mortality.
These data imply that Bright over-expression in B lineage cells
may predispose those cells toward autoreactive phenotypes, either
by expanding B cells with autoimmune phenotypes or by allow-
ing their escape from important tolerance checkpoints. Increased
numbers of T1 transitional B cells and MZ B cells have been
implicated in autoimmune disease in both mouse and human
and both of these B lineage subsets express Bright (26, 27). ANA
production is a defining characteristic of autoimmune patients
with systemic lupus erythematosus (SLE), and we found that those
patients also show increased numbers of Bright+ peripheral blood
B lineage cells that are associated with increased disease activity
(our unpublished results). Several studies have linked EBV and
SLE, with nearly all pediatric and adult SLE showing EBV infec-
tion [reviewed in Ref. (62)]. Intriguingly, Bright is induced in
human B cells upon infection with EBV (14), and EBV requires
Bright for maintenance of latency genes (36). In addition, many
miRNAs have been noted to be differentially expressed in SLE
patients versus healthy controls, and miR125a, a member of the
family responsible for down-regulation of Bright activity in B
cell progenitors (61), was described as being down-regulated in
lupus lymphocytes [reviewed in Ref. (63)]. Together, these studies
highlight the importance for future mechanistic studies to explore
the links between Bright expression and ANA production in SLE
patients and their relationship to epigenetic changes implicated in
SLE pathology (64).

Bright dysregulation has also been implicated in several types
of malignancies, including those derived from hematopoietic lin-
eage cells. Analyses of diffuse large B cell lymphomas (DLBCL)
over a decade ago identified two distinct subtypes of those malig-
nancies with different survival advantages, the activated B-like
(ABC) and germinal center B-like (GCB) DLBCL by gene expres-
sion profiling, which indicated differential ARID3a expression in
the two subsets (65). More recent large scale comparative analyses
of gene expression patterns in >2000 cases of DLBCL identified
Bright/ARID3a as a member of a family of transcription factor
signature genes consistently associated with ABC DLBCL, sug-
gesting it might be a useful marker for identification of this subset

of lymphoma (66). To the contrary, in the pre-B cell malignancy,
B-ALL, Bright expression was down-regulated compared to levels
found in healthy pre-B cells as a consequence of 30- to 600-fold
higher expression of miR125b, resulting in the oncogenic prop-
erties of increased proliferation and cell survival (61). These data
suggest that dysregulated Bright/ARID3a levels may contribute
to malignancy. This may not be surprising in light of associa-
tions between Bright, p53, and other critical cell cycle mediators
described above. In keeping with the multiple advances describ-
ing additional cell types expressing ARID3a, recent studies also
indicate that high levels of Bright/ARID3a may distinguish col-
orectal carcinomas with good prognosis and a more differentiated
phenotype (67).

Interestingly, a B-ALL patient sample with down-regulated lev-
els of Bright was reported to have significant upregulation of
pluripotent factors (61). We previously showed that loss of Bright
expression in mouse B lineage cells up-regulated pluripotency gene
expression and promoted developmental plasticity, giving rise to
cells that resembled induced pluripotent stem cells (10). Many
types of malignancies are proposed to contain adult stem cell pop-
ulations that contribute to their oncogenic potential [reviewed in
Ref. (68)]. Stem cells, as a consequence of their self-renewal prop-
erties, express many genes commonly dysregulated in oncogenesis.
Our recent studies show that Bright knockout mouse embryonic
fibroblasts can spontaneously form stem cell-like colonies and the
key pluripotency factor, Oct4, is repressed as a consequence of
Bright function (39). The ability to reprogram cells from multiple
sources, including hematopoietic lineage cells, by manipulating
expression of Oct4 and other pluripotency-related transcripts has
tremendous potential for regenerative medicine (69). We hypoth-
esize that directed manipulation of Bright levels will also have
useful applications in regeneration of some cell types. The next
decade is full of Bright promise.
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In lymphocytes, the three NFAT factors NFATc1 (also designated as NFAT2), NFATc2
(NFAT1), and NFATc3 (NFAT4 or NFATx) are expressed and are the targets of immune
receptor signals, which lead to a rapid rise of intracellular Ca++, the activation of phos-
phatase calcineurin, and to the activation of cytosolic NFATc proteins. In addition to rapid
activation of NFAT factors, immune receptor signals lead to accumulation of the short
NFATc1/αA isoform in lymphocytes which controls their proliferation and survival. In this
mini-review, we summarize our current knowledge on the structure and transcription of
the Nfatc1 gene in lymphocytes, which is controlled by two promoters, two poly A addition
sites and a remote downstream enhancer. The Nfatc1 gene resembles numerous primary
response genes (PRGs) induced by LPS in macrophages. Similar to the PRG promoters, the
Nfatc1 promoter region is organized in CpG islands, forms DNase I hypersensitive sites,
and is marked by histone tail modifications before induction. By studying gene induction
in lymphocytes in detail, it will be important to elucidate whether the properties of the
Nfatc1 induction are not only typical for the Nfatc1 gene but also for other transcription
factor genes expressed in lymphocytes.

Keywords: chromatin, induction, lymphocytes, Nfatc1, transcription

INTRODUCTION
In peripheral B lymphocytes, the NFATc factors NFATc1, c2, and
c3 are the final targets of B cell receptor (BCR)-mediated activa-
tion, and inhibiting their induction by the immunosuppressant
Cyclosporin A (CsA) abrogates the antigen-induced proliferation
of B cells (1). In freshly isolated (naive) splenic B cells according
to the number of RNA reads in RNA Seq assays, 10-fold more
transcripts were detected for the Nfatc1 and Nfatc3 genes than
for the Nfatc2 gene. BCR signals increase the transcription of the
Nfatc1 gene, but not of the Nfatc2 and Nfatc3 genes (Muham-
mad et al., submitted). Although all three NFATc transcription
factors (TFs) bind to similar DNA motifs and transactivate the
promoters of numerous genes in transfection studies, inactivating
the individual Nfatc genes in mice resulted in quite diverging phe-
notypes. Whereas inactivation of the Nfatc1 gene led to an early
death of mice embryos (2, 3), Nfatc2−/− mice were born at nor-
mal Mendelian ratio but developed with age, a hyper-proliferative
syndrome and elevated immune responses (4–6). These features
of the Nfatc2−/− mice were found to be accelerated in mice defi-
cient in both NFATc2 and NFATc3 (7). Ablation of NFATc1 in
B cells led to a marked reduction in BCR-mediated proliferation
and Ca++ flux, increase in activation induced cell death (AICD),
and defects in antibody production upon immunization, whereas
opposite effects were observed for Nfatc2−/− B cells (1, 8).

These functional differences between NFATc1 and NFATc2
might be due to the synthesis of NFATc1/αA, a short isoform of
NFATc1, which lacks the C-terminal peptide of approximately 250
amino acids residues typical for most of the other NFATc proteins.

NFATc1/αA is the most prominent NFAT protein in effector B cells
and is able to rescue B cells from early cell death (1).

STRUCTURE OF THE Nfatc1 GENE
The genes encoding NFATc1 in mouse and man consist of 11
exons and span approximately 110 and 134 kb DNA, respectively.
Due to the existence of two promoters, two poly A sites and alter-
nate splicing events, six NFATc1 RNAs, and proteins are generated
in peripheral lymphocytes (9–11) (Figure 1A). The two Nfatc1
promoters, P1 and P2, show the typical features of eukaryotic
promoters. They are highly conserved between mouse and man
over 800 bp (P1) or 100 bp (P2) DNA and form DNase I hyper-
sensitive chromatin sites. Both promoters are organized in CpG
islands. While in peripheral blood lymphocytes, in Jurkat T cells,
and in other lymphoid cell lines in which NFATc1 is expressed the
DNA of promoter islands is de-methylated, inactivation of human
NFATC1 gene in several Hodgkin’s lymphoma cells lines is corre-
lated with the methylation of all CpG dinucleotides within the P1
promoter (12).

The inducible P1 promoter of 800 bp can be divided into
two DNA “homology blocks” (10) of approximately 250 bp DNA,
which harbor DNA binding motifs for Sp1 at their termini. Sp1
binding is known to protect CpG islands from DNA methyla-
tion (19, 20), and the relatively weak binding of Sp1 to these
P1 sites in Hodgkin’s lymphoma cells in which the promoter is
suppressed led us to speculate that they could function as “road
blocks” to prevent the methylation of P1 DNA in effector lympho-
cytes (12) [but see also Ref. (21) and below for the function of
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FIGURE 1 | Molecular organization and epigenetic marks of the Nfatc1
gene. (A) Exon–intron structure of the murine Nfatc1 gene. The two
promoters P1 (red) and P2 (blue) and the two poly A addition sites pA1 and
pA2 (both in green) are indicated. In intron 10, an enhancer for the Nfatc1
induction in lymphocytes is located, and at the 3′ end of intron 1, an
enhancer was described for controlling Nfatc1 transcription in endocardial
cells of the developing heart (13). (B) Occurrence of DNase I hypersensitive
sites in the human NFATC1 gene in CD34+ hematopoietic progenitor cells
and CD3+ T cells (see http://nihroadmap.nih.gov/epigenomics (14). Note the
existence of DNase I hypersensitivity over the promoter region and the
intron 10 in which we identified an enhancer for the induction of Nfatc1
gene (Patra et al., in preparation; see below). (C) Epigenetic H3K4me3
marks – as indicator for regulatory elements, which are either poised for or
active in transcription (15) – at the promoter region and intron 10 sites in Th1
and Th2 cells (16). Note the appearance of H3K4me3 mark around the P1
and P2 promoters in all types of T cells, whereas the occurrence of
H3K4me3 mark in intron 10 is restricted to Th1 and Th2 in which we
observed a strong Nfatc1 induction upon cellular activation (17).
(D) Accumulation of RNA polymerase II (pol II) and of epigenetic marks on
the Nfatc1 gene in DP thymocytes (18). Note the appearance of pol II at
promoter P2 and of enhancer mark H3K4me1 in the promoter region and
intron 10.

Sp1 in the control of primary response promoters]. The TF bind-
ing motifs within each block of homology represent composite
sites for the inducible binding of Creb/Fos/ATF and NF-κB/NFAT

factors. When used as probes in electrophoretic band shift assays
(EMSAs), the NF-κB/NFAT sites form predominantly NF-κB com-
plexes with proteins from activated T and B cells. However, under
conditions of high nuclear NFAT levels these sites can also be
bound by NFAT. Together with the two NFAT sites within the dis-
tal block of homology, which are arranged in tandem, they enable
strong binding of NFAT factors to the P1 promoter (9). This con-
tributes to the NFATc1-mediated auto-regulation of P1-directed
Nfatc1 transcription, which keeps high levels of NFATc1 for days
under persistent immune receptor stimulation (11).

In spite of the tight assembly of TF binding sites within the P1
promoter, when transfected into EL-4 thymoma cells, P1-directed
luciferase reporter constructs showed a poor induction, which dif-
fers markedly from the induction of endogenous Nfatc1 gene (9).
Instead of being induced as the endogenous Nfatc1 gene by the
phorbol ester TPA and the Ca++-ionophore ionomycin (which
mimic immune receptor signals), inducers of protein kinase A,
such as forskolin, led in combination with ionomycin to the
strongest induction of P1 in EL-4 thymoma cells (9).

These functional studies on the induction of Nfatc1 P1 pro-
moter led us to conclude that not all sequence elements controlling
the induction of the Nfatc1 gene in lymphocytes are part of its
promoter region. Whereas fusion of more upstream DNA to the
highly conserved P1 region of approximately 800 bp did not result
in any increase in promoter induction, fusion of a 1-kb DNA frag-
ment from the central region of intron 1 of the Nfatc1 gene to
P1 enhanced its overall activity fourfold to fivefold, but did not
affect its induction mode (9). However, when we inserted an ele-
ment from intron 10 of the Nfatc1 gene into a luciferase construct
directed by the P1 (or P2) promoter, we observed both a strong
increase in promoter induction and a mode of induction simi-
lar to the endogenous Nfatc1 gene. These findings suggest that an
enhancer for the optimal induction of Nfatc1 gene is located in
intron 10, which supports Nfatc1 induction in lymphocytes (Patra
et al., in preparation).

In Figures 1B,C, mapping studies of DNase I hypersensitive
sites in human CD34+ lymphoid progenitor cells and CD3+ T
cells and of H3K4me3 mark in various subsets of murine T cells
are presented for the Nfatc1 gene. They show that, in addition to
the promoter region, both DNase I hypersensitive chromatin sites
and H3K4me3 marks were mapped within intron 10 of Nfatc1.
The distal intron 10 site was found to be marked by H3K4me1
and H3K4me3 modifications (see Figures 1C,D), and the enrich-
ment of H3K4me3 was identified as a feature of active enhancers
in T cells (22). And indeed, we determined this site (designated as
E2) as an enhancer element that supports the induction of P1 and
P2 promoters in lymphocytes (Patra et al., in preparation). Inter-
estingly, E2 appears to be less active (or inactive) in Th17 cells,
in thymus-derived regulatory T cells (Treg), and in induced Treg
(iTreg) in which we observed a weak Nfatc1 induction (17).

In resting CD4+ T cells and DP thymocytes in which Nfatc1
is poorly expressed, the (P2) promoter region of the Nfatc1 gene
shows characteristics of a “transcription initiation platform.” In
ChIP-Seq assays using DP thymocytes, the RNA polymerase II
(pol II) was found to be bound at P2 (and not at P1), whereas the
enhancer mark H3K4me1 was detected over the entire promoter
region and several intron 10 sites (Figure 1D) (18). However, when
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ChIP assays were performed for H3K27ac, a mark for active – and
not only poised – enhancers (23), only a peak over the central
intron 10 enhancer segment E2 appeared in double-negative (DN)
thymocytes (Andrau, in preparation) in which the Nfatc1 gene is
expressed more robustly than in DP thymocytes (17).

Nfatc1 EXPRESSION IN PERIPHERAL B CELLS
When splenic B cells are induced by α-IgM for 24 h ex vivo,
the predominant synthesis of short NFATc1 isoform NFATc1/αA
is observed (1, 17). While in Western blots using whole B cell
protein a strong, more than 50-fold induction of NFATc1/αA pro-
tein is detected, in real time PCR assays measuring the levels of
Nfatc1/αA RNA a 5- to 10-fold increase was observed, and in
recent RNA Seq assays, high levels of NFATc1 RNA were found in
non-stimulated primary splenic B cells, which are not reflected
at the protein level. These observations suggest the existence
of both transcriptional and post-transcriptional control mecha-
nisms, which shape the appearance of NFATc1 protein(s) upon B
(and T) cell induction.

To study the expression of Nfatc1 gene at the transcriptional
level in vivo, we generated a BAC transgenic (tg) mouse line, which
expresses an Egfp reporter gene under the control of the entire
Nfatc1 locus (17). Within the BAC construct, the Egfp reporter
replaces exon 3 of the Nfatc1 gene followed by a SV40 poly A addi-
tion signal, which gives rise to short chimeric Nfatc1/Egfp RNAs
and proteins. Therefore, the Nfatc1/Egfp transcripts are generated
under the control of all regulatory elements of the Nfatc1 gene,
including both promoters and the downstream enhancer. How-
ever, the post-transcriptional mechanisms leading to NFATc1/αA
protein differ certainly between “normal” Nfatc1 and Nfatc1/Egfp
transcripts. Thus, in lymphocytes of tg Nfatc1/Egfp mice, the
expression of chimeric Nfatc1/Egfp tg should reflect the tran-
scription of Nfatc1 locus, but not the expression of NFATc1
proteins.

In tg Nfatc1/Egfp mice, the Nfatc1 gene is expressed as early as
in DN thymocytes and in naïve resting T and B cells of periph-
eral lymphoid organs. Although before the induction of pre-T cell
receptor at the transition of DN3 to DN4 thymocytes, NFATc1 α-
isoforms are not generated and, therefore, the P1 promoter is less
active (or inactive), the Nfatc1 gene appears to be transcribed at a
relatively high level in DN thymocytes lacking any immune recep-
tor (Patra et al., in preparation). This appears also to be the case in
naïve and resting T and B lymphocytes. Thus, similar to other TF
genes encoding Fos, Jun, Egr, ATF, and further TF factors, which
harbor CpG islands in their promoters, the Nfatc1 gene seems to
belong to the group of primary response genes (PRGs) that show a
moderate 5- to 10-fold induction upon cellular stimulation. Con-
trary to secondary response genes (SRGs), which are often induced
more than 100-fold, PRGs appear to be organized in an “open”
chromatin, which is poised for transcription or transcribed at a
low level (24, 25).

To a large part, our current view on the regulation of inducible
genes bases on studies about LPS-mediated gene induction in
macrophages (21, 26), see also (27) and (24). Previous approaches
on the knock down of components of SWI/SNF nucleosome
remodeling complexes in macrophages showed that in contrast
to the SWI/SNF-dependent induction of SRGs, the LPS-mediated

induction of PRGs is independent of SWI/SNF (28). Similar to
promoters of many house-keeping genes, which are also organized
in CpG islands, PRG promoters exhibit constitutively active chro-
matin with unstable nucleosomes, which form constitutive DNase
I hypersensitive regions (26). Before induction, they are associ-
ated with the initiating version of pol II phosphorylated at “Ser5”
within their C-terminal domain (CTD), and with Sp1, which helps
to recruit pol II. But contrary to the heat shock genes in Drosophila,
which are also pre-loaded with pol II and transcribed into short
RNAs (29), PRG transcripts in macrophages are elongated to full-
length transcripts, which appear to be instable and un-spliced (21).
LPS stimulation, however, which often leads to binding of NF-κB
to the promoters of PRGs results in the phosphorylation of pol II
at position S2 within its CTD repeats and the generation of stable
RNAs, which are spliced and processed (21, 26).

The architecture of the Nfatc1 promoter region and its induc-
tion is similar, but not in all aspects, to PRG promoters and
their induction in macrophages. In lymphocytes, induction of
the Nfatc1 gene is controlled predominantly by immune recep-
tor signals but not by LPS [or other co-stimulatory signals; see
Ref. (1)]. The Nfatc1 promoter region is organized in CpG islands,
forms DNase I hypersensitive sites, and is bound by Sp1 [and
CREB, which controls activity-dependent PRG regulation in neu-
rons (30)] prior to its induction by NF-κB. However, induction
of the Nfatc1 promoter differs significantly from that of PRG pro-
moters in macrophages. In contrast to PRGs (31) and similar to
the “inducible house-keeping” Nfkbia gene (21), the Nfatc1 gene
is efficiently transcribed in lymphocytes prior to the appearance
of stable, spliced transcripts in response to receptor signals. These
transcripts, however, remain un-translated (Muhammad et al., in
preparation.).

SUMMARY AND IMPLICATIONS
The immune receptor-mediated induction of NFATc1 TFs in
peripheral lymphocytes can be divided in two events: (i) the
rapid nuclear transport and activation of pre-formed cytosolic
NFATc proteins, and (ii) the massive transcriptional and post-
transcriptional induction of NFATc1/αA, a short NFATc1 protein,
which differs in many properties from other NFATc proteins (10).
Although the induction of the Nfatc1 gene leading to NFATc1/αA
in lymphocytes resembles the LPS-mediated induction of PRGs
in macrophages, it appears to differ from the induction of many
PRGs by (i) its high constitutive transcription into spliced tran-
scripts and (ii) its enhancer-mediated control. While the molecular
details of these events remain to be elucidated, it will be impor-
tant to investigate whether the properties of Nfatc1 induction are
specific for the Nfatc1 gene or a property of immune receptor-
mediated induction of many TF genes in lymphocytes. In any
way, the detailed knowledge of molecular mechanisms controlling
the induction of NFATc1 in lymphocytes could pave the way to
interfere with its induction, which controls numerous aspects of
adaptive immunity.
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INTRODUCTION
B cell lymphomas represent 95% of all lym-
phomas diagnosed in the Western world
and the majority of these arise from ger-
minal center (GC) B cells (1). Recurrent
chromosomal translocations involving Ig
loci and proto-oncogenes are a hallmark
of many types of B cell lymphoma (2).
Three types of breakpoints can be identi-
fied in Ig loci. Translocation breakpoints
adjacent to the DH or JH gene segments
form secondary to V(D)J recombination, a
process that occurs in early B cell develop-
ment. Other translocations are located in
rearranged V(D)J exons that have acquired
mutations indicating that translocation
is a byproduct of somatic hypermutation
(SHM) which occurs in GC B cells. A third
type of translocation is characterized by
breakpoints in the Igh switch regions, a tar-
get for double strand DNA breaks (DSBs)
during class switch recombination (CSR)
that occurs in mature B cells, both inside
and outside the GC. Thus, in B lympho-
cytes, V(D)J joining, CSR, and SHM create
obligate single- or double-strand DNA
breaks as intermediates for chromosomal
translocations (3, 4).

Activation-induced deaminase (AID) is
the enzyme that initiates CSR and SHM
(5) by inducing the formation of DSBs
in switch (S) regions and mutations in V
gene exons (6–10). Studies indicate that
non-Ig genes are mistargeted by AID (11,
12) and thereby acquire single and dou-
ble strand DNA breaks at sites coinci-
dent with translocation breakpoints (1,
2). Mature B cells are particularly prone
to chromosomal translocations that juxta-
pose Ig genes and proto-oncogenes, includ-
ing c-myc [Burkitt’s lymphoma (BL)], Bcl-
2 (follicular lymphoma), Bcl-6 (diffuse
large cell lymphoma), and FGFR (multiple
myeloma) and which are characteristic of
human B cell malignancies (2). The mouse

plasmacytoma (PCT) T(12;15)(Igh-myc)
translocation, a direct counterpart of the
human BL t(8;14)(q24;q32) translocation,
occurs as a dynamic process in mature B
cells undergoing CSR and is dependent on
the expression of AID (13, 14). Hence, a
direct mechanistic link between AID and
chromosomal translocations focused to Ig
genes has been established.

One of the most puzzling aspects of
recurrent chromosomal translocations is
that DSBs on two different chromosomes
must come into close proximity frequently
enough to facilitate the crossover. How
do the broken ends located at distal
sites in cis or on trans chromosomes
come together? Consideration of onco-
genic selection, sources of translocation
prone DSBs associated with antigen recep-
tor rearrangements in B and T lympho-
cytes, and the role of DSB persistence in
translocations have been recently reviewed
[(15, 16) and references therein]. Here we
consider the proposition that the spatial
organization of mammalian genomes is
intrinsically linked to genome stability and
modulates the frequency of chromosomal
translocations.

A MODEL FOR RECURRENT
CHROMOSOMAL TRANSLOCATIONS
Two general models have been proposed to
explain the non-random nature of higher
order spatial genome organization and the
correlation with chromosomal transloca-
tions (17). The “contact-first” model posits
that translocations require pre-existing
physical proximity, whereas, the “breakage-
first” model postulates that distant DSBs
can be juxtaposed, perhaps through DNA
repair machinery. These two theories,
the dynamic “breakage-first” and the sta-
tic “contact-first,” differ fundamentally in
their requirement for the presence of DSBs
and the mobility of the broken ends.

In the contact-first model only lim-
ited local positional motion of DSBs is
expected. In the breakage-first model, sin-
gle DSBs are formed and must undergo
large scale movement within nuclei to
search for appropriate interaction partners.
Although evidence for mobility has been
found in yeast systems (18–20), the situ-
ation in mammalians cells appears differ-
ent. In mammalian cells, damaged DNA is
largely stationary over time (21–23). How-
ever, deprotected telomeres as well as join-
ing of broken DNA ends during V(D)J
recombination experience higher mobility
(24, 25). Accordingly, the VH subdomain
of the Igh locus has been described as
spatially unstructured (26) although addi-
tional studies are required to confirm this
conclusion. Nevertheless, the weight of evi-
dence in mammalian systems favors the
“contact-first” model in light of the limited
spatial mobility of DSBs (27). Comparison
of a genomic organization map with sites of
chromosomal translocation revealed that
the spatial proximity of two DSBs is a dom-
inant factor in determining the transloca-
tion landscape genome-wide (28). There-
fore, it is useful to examine the disposition
of loci within chromatin architecture and
how this influences the probability of two
DSBs finding each other in nuclear space.

THREE DIMENSIONAL ORGANIZATION
OF THE MAMMALIAN GENOME
Emerging evidence indicates that a fun-
damental property of the mammalian
nucleus is the non-random organization
of the genome in nuclear space (29). Cyto-
genetic studies reveal that the mammalian
nucleus is occupied by non-randomly
positioned genes and chromosomes (30).
Together these studies have shown that
gene activation or silencing is often asso-
ciated with repositioning of that locus
relative to nuclear compartments and
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other genomic loci. In this regard, it is
relevant that in normal B cells, the break-
age sites of several common translocations
are more frequently found in close spa-
tial proximity in the nucleus than would
be expected based on random position-
ing (31). A similar relationship between
translocation frequency and spatial prox-
imity is observed in BL where the myc
locus is on average closest to its most
frequent translocation partner, Igh (32).
The non-random aspect of genome spatial
organization in a sub-compartmentalized
nuclear space has emerged as a potential
contributor to the genesis of chromosomal
translocations (23).

The combination of new imaging
tools and the comprehensive mapping of
long range chromosomal interaction has
revealed structural features and biologi-
cal properties of the three dimensional
(3D) genomic organization (33–38). Four
features contributing to an ordered 3D
organization of eukaryotic genomes have
become evident. (1) Individual chromo-
somes occupy distinct chromosomal ter-
ritories (CT) with only a limited degree
of intermingling (39). (2) The eukaryotic
genome is partitioned into functionally
distinct euchromatin and heterochromatin
(40). (3) Individual genomic loci and ele-
ments display preferences for nuclear posi-
tioning which correlates well with genomic
functions including transcriptional activity
and replication timing (39, 41). (4) Distant
chromosomal elements associate to form
chromatin loops thereby providing a mech-
anism for long range enhancer function
(36, 38, 42). These variables predict that
unique and unanticipated spatial genomic
relationships may determine unique com-
binations of chromosomal translocations
that may differ in specific tissues and
during differentiation.

CHROMOSOMAL LOOPING INTERACTIONS
FACILITATE CSR
The best studied property of chromatin
looping is the spatial proximity of genes
and their regulatory elements to estab-
lish functional states. Of relevance here
is the recognition that chromatin looping
influences partner selection during V(D)J
recombination (43–45), CSR (46, 47), and
may drive specific chromosomal transloca-
tion events (28, 48, 49). It is of importance
to understand the spatial relationships

within the Igh locus and how they relate
to the preferential expression of Ig gene
expression and protect against genome
instability. We focus here on CSR because
the most prevalent B cell lymphomas arise
from GC B cells and are dependent on the
expression of AID (1, 13, 14).

Class switch recombination promotes
diversification of CH effector function
while retaining the original rearranged
V(D)J exons. The mouse Igh locus spans
2.9 Mb within which a centromeric 220 kb
genomic region contains eight CH genes
(encoding µ, δ, γ3, γ1, γ2b, γ2a, ε, and α

chains) each paired with repetitive S DNA
(with the exception of Cδ) (Figure 1A).
CSR is focused on S regions and involves an
intra-chromosomal deletional rearrange-
ment (Figure 1B). Germline transcript
(GLT) promoters, located upstream of I
exon-S-CH regions, focus CSR to specific
S regions by differential transcription acti-
vation (9, 50). The I-S-CH region genes are
embedded between the Eµ intronic and
3′Eα enhancers (51). Chromosome con-
formation capture (3C) studies reveal that
in mature resting B cells the transcriptional
enhancer elements, Eµ and 3′Eα, engage in
long range chromatin looping interactions
(46, 47) (Figure 1C). B cell activation leads
to induced recruitment of the GLT pro-
moters to the Eµ:3′Eα complex that in turn
facilitates GLT expression and supports S/S
synapsis (46).

The 3′Eα regulatory region plays a sig-
nificant role in mediating the spatial struc-
ture of the Igh locus during CSR as well as
promoting genome stability (52). Targeted
deletion of hs3b,4 within 3′Eα abolishes
GLT expression and GLT promoter:3′Eα

and Eµ:3′Eα looping interactions (46, 53,
54). AID initiates a series of events end-
ing in creation of S region specific DNA
DSBs at the donor Sµ and a down-
stream acceptor S region to create S/S
junctions and facilitate CSR (7). S regions
targeted by AID for DSB formation are
transcriptionally active. Chromatin loop-
ing across this region ensures proximity
between two S regions targeted for DSB
creation and recombination (Figure 1C).
Thus, CSR is dependent on 3D chromatin
architecture mediated by long range intra-
chromosomal interactions between dis-
tantly located transcriptional elements that
serves to tether broken chromosomal DNA
together during the CSR reaction.

Chromosome conformation capture
(3C, 4C, 5C, and Hi-C) based studies indi-
cate that the most probable chromatin
interactions are the most proximal ones
and the probability of contact decreases
with distance. Correspondingly, alignment
of genomic organization maps with sites
of chromosomal translocation generated
in Hi-C and 4C studies have shown that
translocations are enriched in cis along
single chromosomes containing the tar-
get DSB and in trans in a manner related
to pre-existing spatial proximity (28, 55).
The positional immobilization of DSBs in
the Igh locus, for example, should render
the probability of successful translocation
as the product of the frequency of each
DSB at the sites of crossover and the fre-
quency with which these sites are synapsed
in physical space (28). In B lymphocytes
c-myc/Igh translocations occur in trans
and may represent a failure of stringent
spatial sequestration of AID induced DSBs
to within the Igh locus (56, 57).

DYNAMIC CHROMATIN INTERACTIONS AND
THE GENESIS OF CHROMOSOMAL
TRANSLOCATIONS
Chromosomal translocation frequency as
reported by genome-wide translocation
sequencing is determined by the fre-
quency of AID induced DSB at translo-
cation targets, factors that contribute to
synapsis of broken loci, and circumven-
tion of DNA repair functions that facili-
tate intra-chromosomal DSB joining (55–
58). Are recurrent chromosomal translo-
cations simply the result of a stochastic
process related to the probability of con-
tact between AID induced DSBs? Tagging
single loci with Lac operon (LacO) arrays,
as well as photobleaching and photoacti-
vation experiments, have shown that inter-
phase chromatin is locally mobile but rarely
moves over long distances (59–61). How-
ever, lamina associated domains are large
genomic regions that are in intermittent
molecular contact with the nuclear lamina
indicating a dynamic spatial architecture
of chromosomes (62). Chromatin loop-
ing, clustering, and compartmentalization
are dynamic and responsive to develop-
mental and environmental cues. Function-
ally dynamic chromatin responses include
formation of transcription and replication
factories, and nuclear relocation of loci
during development (63–66). The looping
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FIGURE 1 | Long range chromatin looping interactions in the Igh locus
facilitate CSR in mature B cells. (A) A schematic map, drawn to scale of the
2.9 Mb Igh locus located on chromosome 12 (chr12: 114,341,024–117,349,
200 mm9). The CH, JH, DH, and proximal and distal VH gene segments are
indicated. The Igh enhancers, 3′Eα and intronic Eµ bracket the CH region gene
cluster (top). A schematic showing an expanded segment of the Igh locus
spanning 220 kb and containing the CH region genes (bottom). The orientation
of this map follows the chromosomal organization of the Igh locus.
(B,C) Diagrams of the Igh CH locus describing CSR are by convention shown
with the Eµ enhancer at the 5′ end. (B) CSR promotes diversification of CH

effector function while retaining the original V(D)J rearrangement. Within the
mouse Igh locus, a 220 kb genomic region contains eight CH genes (encoding
µ, δ, γ3, γ1, γ2b, γ2a, ε, and α chains) each paired with repetitive switch (S)
DNA (with the exception of Cδ). CSR is focused on S regions and involves an
intra-chromosomal deletional rearrangement. Germline transcript (GLT)

promoters, located upstream of I exon-S-CH regions, focus CSR to specific S
regions by differential transcription activation (50, 67). Prior to CSR and upon
GLT expression, S regions become accessible to AID attack. AID initiates a
series of events culminating in formation of S region specific double strand
breaks (DSBs) at the donor Sµ and a downstream acceptor S region (50).
DNA DSBs in transcribed S regions are essential for CSR. Here, Sµ and Sγ1
acquire AID induced DSBs and engage in CSR to form recombinant Sµ/Sγ1
regions. (C) In mature B cells Eµ:3′Eα interactions create a long range
chromatin loop encompassing the CH domain of the Igh locus (left). Upon B
cell activation with LPS + IL4, long range chromatin interactions directed by
the GLT promoters and Igh enhancers creates spatial proximity between Sµ

and the downstream Sγ1 region locus (46). This spatial proximity facilitates
recombination between the broken S regions and creates a matrix of
chromatin contacts, which stabilize the locus during the recombination
transaction.

interactions spanning the Igh locus dur-
ing CSR and in the presence of DSBs may
also be dynamic and to some degree tran-
sient. In a dynamic chromosomal setting,
DSBs present in an Igh locus that lacks
Eµ:3′Eα tethering, for example, would be
at high risk of re-joining to sites outside
the Igh locus along chromosome 12 and
at lower frequency to sites on other chro-
mosomes. The dynamism of chromosomal
transactions are not yet fully described and
represent the next forefront for investiga-
tion to appreciate constraints and variables
of genome stability and instability.
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Secondary diversification of the antibody repertoire upon antigenic challenge, in the form of
immunoglobulin heavy chain (IgH) class-switch recombination (CSR) endows mature, naïve
B cells in peripheral lymphoid organs with a limitless ability to mount an optimal humoral
immune response, thus expediting pathogen elimination. CSR replaces the default con-
stant (CH) region exons (Cµ) of IgH with any of the downstream CH exons (Cγ, Cε, or Cα),
thereby altering effector functions of the antibody molecule.This process depends on, and
is orchestrated by, activation-induced deaminase (AID), a DNA cytidine deaminase that
acts on single-stranded DNA exposed during transcription of switch (S) region sequences
at the IgH locus. DNA lesions thus generated are processed by components of several
general DNA repair pathways to drive CSR. Given that AID can instigate DNA lesions and
genomic instability, stringent checks are imposed that constrain and restrict its mutagenic
potential. In this review, we will discuss how AID expression and substrate specificity and
activity is rigorously enforced at the transcriptional, post-transcriptional, post-translational,
and epigenetic levels, and how the DNA-damage response is choreographed with precision
to permit targeted activity while limiting bystander catastrophe.

Keywords: cytidine deamination, DNA recombination, DNA repair, class-switching, R-loops

INTRODUCTION
B cells are specialized lymphocytes that express Ig receptors (or
antibodies) on their cell surface. Antibodies are comprised of
immunoglobulin heavy chains (IgH) and light chains (IgL), with
the N-termini of IgH and IgL generating the antigen-binding
pocket, and the C-terminus of IgH performing effector functions.
A salient feature of B-lymphocytes is their ability to recognize
an almost infinite array of antigens. This enormous diversity is
achieved through V(D)J recombination, a process that assembles
the exons encoding the amino-terminal variable regions of IgH
and IgL from component variable (V), diversity (D), and join-
ing (J) segments (1). The end product of V(D)J recombination
is a mature but naïve IgM+ B cell that exits the bone marrow.
In the context of specialized structures called germinal centers in
secondary lymphoid organs such as the spleen and lymph nodes,
mature B cells interact with antigens and undergo class-switch
recombination (CSR) (2, 3).

The mouse IgH locus is comprised of eight constant region
(CH) exons, with Cµ most proximal to the variable region seg-
ments and Cα being the most distal (Figure 1). CSR exchanges
the default Cµ for an alternative set of downstream CH exons, for
example, Cγ, Cε, or Cα, so that the B cell switches from expressing
IgM to one producing a secondary antibody isotype such as IgG,
IgE, or IgA, respectively. CSR occurs between repetitive “switch”
(S) DNA elements that precede each set of CH exons. Accord-
ing to the conventional model for CSR, transcription through
S regions promotes formation of DNA:RNA hybrid structures,
such as R-loops that reveal single-stranded DNA (ssDNA) sub-
strates for activation-induced deaminase (AID)-mediated cytidine

deamination (Figure 2). The deaminated residues are processed
into DNA double-strand breaks (DSBs) by components of the
base-excision repair (BER) and mismatch repair (MMR) path-
ways (4–6). End-joining of DSBs between two S regions results
in the excision of the intervening sequence and juxtaposition of
a new set of constant region exons directly downstream of the
rearranged V(D)J segment, thereby generating Ig molecules with
the same antigen specificity but with new effector functions (2,
3) (Figure 1). Here, we will discuss the intrinsic properties of
AID, the factors commissioning its function to produce obliga-
tory DNA DSBs intermediates, and the DNA repair/end-joining
pathways that ensure productive recombination.

Germinal center B cells also undergo another AID-dependent
secondary diversification reaction termed somatic hypermuta-
tion (SHM) wherein point mutations, and sometimes inser-
tions and deletions, are introduced at a very high rate (10−2–
10−3/bp/generation) into the recombined variable region exons
encoding IgH and IgL, so as to select B cells with increased anti-
gen affinity (Figure 1). SHM requires transcription through the
variable region exons and occurs primarily, but not exclusively, at
RGYW “hot-spot” motifs where R= purine base, Y= pyrimidine
base, and W=A or T nucleotide. Details of SHM are outside the
scope of this review and have been discussed in multiple excellent
reviews [for example, Ref. (7)].

INTRINSIC PROPERTIES OF AID
Following the discovery of AID by subtractive cDNA hybridiza-
tion from the mouse CH12F3 B lymphoma cells and its proven
essentiality for SHM and CSR (8, 9), a huge amount of effort has
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FIGURE 1 | Overview of CSR. CSR is a deletional-recombination reaction between repetitive switch (S) regions (ovals) that precede each set of constant region
(CH) exons. Cytokine-induced transcription through S regions drives CSR to specific CH exons. CSR requires AID and components of the base-excision repair
(BER) and mismatch repair (MMR) pathways. Somatic hypermutation (SHM) introduces point mutations at a very high rate into variable region exons, V(D)J.
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FIGURE 2 | R-loop-based model for CSR. Transcription through S regions generates R-loop structures in which the RNA stably hybridizes to the template
strand, displacing the non-template strand as ssDNA. AID activity at R-loops generate uridines in the DNA, which are subsequently processed by BER and
MMR proteins to ultimately generate DSBs. End-joining of DSBs completes CSR. Asterisks represent nicks close to each other on opposite strands.

gone into the characterization of its enzymatic properties. Ele-
gant biochemical work using purified AID from activated splenic
B cells, recombinant GST-AID from Sf9 cells, and other epitope-
tagged forms, has shed light into the DNA deamination ability
of AID in vitro [reviewed in Ref. (2)]. These studies demon-
strated unequivocally that AID deaminates deoxycytidines (dCs)
in ssDNA, and fails to act on dsDNA, RNA, and DNA:RNA hybrids.
Additionally, it was shown that AID could deaminate dCs in the
context of transcribed dsDNA (10, 11), suggesting that access to
and activity on in vivo substrates might require transcription of the

locus. Since the crystal structure of AID has not been determined,
the field has faced a bottleneck in explicit elucidation of enzyme
biochemistry. Still, based on structural and biochemical insights
from bacterial cytidine deaminases and related DNA/RNA deami-
nases such as APOBECs, the mechanism of Zn2+-dependent catal-
ysis by the active site (H56, E58, C87, C90) residues and preference
for RGYW motif (residues 113–123) was cogently demonstrated
(12, 13).

In vitro deamination assays using recombinant GST-AID puri-
fied from insect cells suggest that AID performs processive catalysis
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(14), which leads to accumulation of multiple mutations on a sin-
gle DNA fragment, disfavoring“jumping”onto a second fragment.
This finding is in contrast to proposed distributive mode of action
based on the high net positive charge (+11 at pH 7.0) of AID that
promotes strong binding to nucleic acids (15). Nonetheless, in vitro
deamination assays performed on ssDNA substrates revealed that
AID-mediated deamination is intrinsically inefficient, haphazard,
and a “random bidirectional walk” along DNA, yielding ~3%
deamination upon hot-spot encounter (16). Such a mechanism
has likely evolved to generate a diverse array of mutations, espe-
cially to favor the selection of high affinity antibodies in vivo (16).
A note of caution to be borne in mind while interpreting these
biochemical analyses is that the bulky tag might affect inherent
properties of AID, and GST-AID does not reconstitute CSR in vivo
(17), suggesting that in vitro results may not accurately reflect the
in vivo scenario. Besides, this form of AID requires the action of
RNase A to be active in vitro, which contradicts reports of AID
purified from B cells (10), advocating for adventitious properties
unique to GST-AID. It is to be noted that AID, based on its homol-
ogy to the RNA editing enzyme APOBEC1, has been proposed to
edit mRNAs and/or micro-RNAs (miRs) required for CSR and
SHM, however, there is no experimental evidence yet to support
this notion (18). Thus, despite the limitations of AID enzyme biol-
ogy, strong genetic evidence has propelled DNA deamination as
being the generally accepted model, and this review is based on
this premise.

REGULATION OF AID EXPRESSION, LOCALIZATION, AND
STABILITY
While the primary and physiological role of AID is to introduce
DNA lesions at the Ig loci to drive antibody diversification, AID
also poses a threat to genomic integrity. Ectopic expression of
AID in non-B cells converts it into a general mutator (19, 20).
Even in B cells, mistargeted AID activity is the major underly-
ing cause behind oncogenic translocations that are hallmarks of a
large number of B cell malignancies (1, 21). Therefore, regulation
of AID expression is fundamental not only for the development
of an efficient immune system, but also for the maintenance of
genomic integrity inherent to cells expressing a mutator. Thus,
it is not surprising that AID comes outfitted with multifaceted
transcriptional and post-transcriptional regulatory mechanisms.

TRANSCRIPTIONAL REGULATION OF AID EXPRESSION
Activation-induced deaminase is encoded by the Aicda gene,
located on chromosome 6 and 12 in mice and humans, respectively.
Four highly conserved regulatory regions activate Aicda transcrip-
tion primarily in activated B cells, and restrict its expression in
other cell types (Figure 3). Region 1 is comprised of a TATA-
less promoter and enhancer elements that bind HoxC4–Oct1/2
and Sp1/3 [reviewed in Ref. (22)]. This region also contains ele-
ments that respond to estrogen and progesterone, hormones that,
respectively, activate or repress AID expression (23–25). Region
2 lies within the first Aicda intron and includes binding sites for
B-cell-specific Pax5 and E2A proteins (22). This region also har-
bors silencer elements that could bind repressors E2F and c-Myb
in a fashion unrestricted to B cells (22). Deletion of the silencer
elements drastically increases AID expression, without inducing
transcription in non-B cells, bolstering the notion of extensive
checks to AID expression (26). Region 3, approximately 25 kb
downstream of Aicda, is necessary to sustain physiological lev-
els of AID expression, likely through a BATF-binding site (22, 27,
28). Region 4 is approximately 8 kb upstream of the Aicda tran-
scriptional initiation site and contains enhancers that bind NF-κB,
STAT6, and SMAD3/4, factors that are stimulated by B cell activa-
tion (22). Recently, c-Myc was implicated in binding Region 4 to
promote robust AID expression (29, 30).

Although physiological AID expression is largely restricted to
mature B cells, its expression has also been reported in other
settings. AID is expressed in developing B cells in the bone mar-
row, inducing robust CSR to a subset of isotypes (31, 32). The
physiological relevance of CSR in the bone marrow is not clear
at present. AID expression has also been observed in intestinal
epithelial cells during Helicobacter pylori infection; whether this
represents aberrant expression or some uncharacterized response
to infection is not known (33, 34). Additionally, AID expression
has been observed in prostate cancer cells (35); such aberrant AID
expression might be correlative or causal to pathological outcomes.

It is not clear at present whether the non-B-cell-specific
expression of AID has any physiological relevance, and the AID
fate-mapping mouse does not reveal robust expression pattern
in non-lymphoid cells (36). But an intriguing finding is that
AID is expressed in primordial germ cells, in embryonic stem
(ES) cells, and also in mouse embryonic fibroblasts induced to
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Oct1 Oct2
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Pax5SP1/3
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FIGURE 3 |Transcriptional regulation of AID. The Aicda locus contains four conserved regulatory regions (R1–4). The first two exons (Ex1–2) and transcription
factors with the potential to bind these regions are shown. Factors with black center and white text are activators, while factors with white center and black
text are repressors.
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undergo transcription-factor-mediated reprograming (37, 38). In
this regard, AID has been posited to deaminate methylated cyti-
dine, and in concert with DNA BER, promote demethylation of
genes required for the maintenance of a pluripotent stem-cell state
(37–40). However, AID has extremely weak intrinsic activity on
5mC, and AID-deficient mice do not exhibit any overt pheno-
type or methylome changes that could be attributed to a failure in
active demethylation (41, 42). Thus, in vivo demethylation by AID
and the factors regulating AID expression in these settings remain
provocative and warrant further research.

MICRO-RNA-MEDIATED REGULATION OF AID EXPRESSION
Another level of regulation exists at the level of stability of Aicda
mRNA, enforced by miRs such as miR-155, miR-181b, and miR-
361, with miR-155 being the best characterized. miR-155 expres-
sion is upregulated upon activation for CSR. The 3′-untranslated
region (3′-UTR) of Aicda mRNA has a binding site for miR-155,
mutation of which, increased AID expression and doubled the fre-
quency of CSR (43, 44). Surprisingly, although miR-155-deficient
B cells upregulate AID expression, they do not undergo increased
CSR, perhaps due to dysregulation of other miR-155 targets rel-
evant to CSR (45). The 3′-UTR of Aicda mRNA also contains a
binding site for miR-361 (46). Significantly, the transcription fac-
tor Bcl6, required for formation of germinal centers, binds and
transcriptionally represses both miR-155 and miR-361, in turn
relieving repression of AID (46). The role, if any, of miR-361 in
the regulation of AID mRNA stability remains to be determined.
Finally, ectopic expression of miR-181b in activated murine B
cells impaired CSR, likely due to reduced AID mRNA and pro-
tein levels (47). Given the emerging significance of canonical and
non-canonical miR targeting, it can be conceived that many more
miRs affecting AID and CSR are awaiting discovery (48).

SUBCELLULAR LOCALIZATION AND STABILITY
A rational way to constrain AID activity on DNA is by regulat-
ing its subcellular localization. AID localization is governed by
active nuclear import, cytoplasmic retention, and efficient nuclear
export. The majority (greater than 90%) of AID is sequestered in

the cytoplasm, possibly through interactions of the C-terminus
of AID with eEF1A, chaperone Hsp90, and co-chaperone Hsp40
DnaJa1 (49). Nuclear entry of AID is dependent on importin-3
and a conformational nuclear localization signal (NLS) gener-
ated upon folding; a predicted bipartite NLS at the N-terminus of
AID might not be functional (49) (Figure 4). In the nucleus, AID
was recently found to accumulate in nucleolar structures where it
associates with nucleolin and nucleophosmin (50). Mutations that
abrogated AID localization to these structures resulted in reduced
levels of CSR (50). The nucleoli may serve as a nucleation site for
forming complexes, but the precise role of nucleolar AID remains
unresolved.

A mutator protein’s presence in the nucleus must be vig-
ilantly regulated, and a nuclear export signal (NES) within
the last 10 amino acids at the C-terminus of AID mediates
CRM1-dependent active nuclear export (49) (Figure 4). Muta-
tions in the NES increased levels of nuclear AID, enhanced
SHM, but severely impaired CSR, indicating that NES-bearing
C-terminus of AID plays a role in CSR beyond export, perhaps
in mediating CSR-specific interactions (49). Consistent with this
notion, replacement of the C-terminus of AID with a heterolo-
gous NES rescued nuclear export, but did not reconstitute CSR
(51). Strikingly, the stability of AID was often compromised upon
manipulation of the C-terminus of AID, even when nuclear export
remained unaffected (51). In this regard, the half-life of nuclear
AID is significantly shorter than its cytoplasmic counterpart (~2.5
vs. ~18 h) (52). This is largely due to interactions of AID with
the proteasome through ubiquitination or Reg-γ-mediated escort
(52, 53). Overall, the involvement of the C-terminus of AID in
mediating nuclear export, protein stability, cytoplasmic reten-
tion, and CSR-specific interactions render this region one of the
most fascinating, yet complicated domain that demands extensive
examination.

AID PHOSPHORYLATION
Numerous putative phosphorylation sites in AID have been impli-
cated in regulating its ability to effect CSR, SHM, and oncogenic
translocations,without affecting stability or deamination potential
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FIGURE 4 | Notable AID domains and residues. Primary structure of AID protein with pertinent domains, motifs, and residues indicated. Panels outlined in
black briefly describe functional impact of validated phosphorylation sites.
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(Figure 4). Unfortunately, for most, mechanistic insights of func-
tional pertinence remain elusive. Physiologically relevant sites that
play critical to modest roles in AID function include serine-3 (S3),
threonine-140 (T140), and S38 (54–58). Serine-3 was identified
as a site phosphorylated by protein kinase C (PKC) in vitro (55).
In contrast to other validated phosphorylation events, phosphory-
lated S3 inhibits AID function. Mutation of S3 to alanine enhances
CSR, SHM, and c-Myc/IgH translocations, despite unperturbed
catalytic activity (55); however, the mechanistic underpinnings
remain unresolved. PKC can also phosphorylate T140, and T140A
mutation perturbs SHM more profoundly than CSR. The mech-
anism through which phosphorylation at T140 differentially reg-
ulates SHM and CSR remains unclear (56). Phosphorylation of
AID at serine-38 has been extensively characterized and will be dis-
cussed later. Overall, the regulatory mechanisms discussed above,
and processes that mediate substrate specificity in vivo as discussed
below, impose checkpoints in maintaining physiological functions
of AID to facilitate successful and efficient CSR.

ACCESSIBILITY AND TARGETING OF AID
Since AID is an ssDNA deaminase, mechanisms must exist to gen-
erate and reveal such structures at S regions during CSR. Addition-
ally, AID must be actively and specifically recruited to S regions,
not only to be productively engaged in CSR, but also to reduce
collateral damage associated with expression of a mutator pro-
tein. The nature of S regions and their transcription promote AID
accessibility to DNA while several proteins have been implicated
to specifically recruit AID to the IgH locus during CSR.

S REGIONS, TRANSCRIPTION, AND R-LOOPS
S regions are 1–12 kb repetitive sequences that are enriched with
AID “hot-spot” 5′-RGYW-3′ motifs (59, 60), and are particularly
G-rich on the non-template strand. Evidence for the role of S
regions came from elegant genetic studies wherein deletion of Sµ

dramatically impaired CSR to all isotypes while deletion of Sγ1
abolished CSR to IgG1 (61–63). Recent studies have provocatively
suggested that apart from the default donor Sµ, even Sγ1 can serve
as a donor and allow sequential switching to IgE (64), an idea that
was suggested two decades back when double-isotype expressing
B cells were identified (65–68).

The ability of S regions to serve as recombination targets
is intricately linked with “germ-line” transcription, an essential
prerequisite for CSR (2, 3). Each set of CH exons is an indepen-
dent transcriptional unit, comprised of an intervening (I)-exon,
intronic S region, and the CH exons (Figure 5). The primary
transcripts produced constitutively (via µ promoter) or inducibly
(for other CH exons), are spliced and polyadenylated but have
no protein-coding capacity. These are referred to as germ-line or
sterile transcripts. Differential stimulation with distinct sets of
activators and cytokines, provided by helper-T cells or through
direct interaction with pathogens, induces transcription through
different CH exons and promotes CSR to that particular isotype.
Significant progress in our understanding of CSR came from
ex vivo studies wherein splenic B cells were activated in culture
under different conditions. For example, bacterial lipopolysac-
charide (LPS) induces germ-line transcription through Cγ2b and
Cγ3 and allows CSR to IgG2b and IgG3, while a combination

Transcrip�on Unit

Primary Transcript

Processed Sterile 

TranscriptAAAA

I
x

CH Exons

Sx

Sx

P

FIGURE 5 | CH exons as transcription units. Each set of CH exons is an
independent transcription unit comprised of a promoter (P), an intervening
I-exon, an intronic-switch (S) region, and CH exons. The primary transcript is
spliced and polyadenylated but does not have protein-coding capacity, and
is thus referred to as a sterile transcript.

of LPS and interleukin-4 induces Cγ1 and Cε transcription and
CSR to IgG1 and IgE. Mutational analyses that altered or deleted
the I-exon promoter perturbed CSR dramatically, thus providing
experimental evidence for the strong mechanistic link between
germ-line transcription and fulfillment of CSR (2, 3).

It is generally believed that transcription through S region
sequences promotes formation of R-loops, wherein the template
strand stably hybridizes with the G-rich primary transcript (69,
70). This allows the non-template strand to be looped out as
ssDNA, providing an ideal substrate for AID (2) (Figure 2). Com-
pelling work in support of the R-loop model came from the
observations that a transcribed synthetic DNA fragment with a
G-rich non-template strand can support AID deamination in vitro
and CSR in B cells, while the inverted sequence (C-rich non-
template strand) that does not form R-loops, neither supports
AID-mediated deamination in vitro nor CSR in vivo (10, 63). It
is to be noted that although the role for germ-line transcription
has been well-studied, a possible role of the transcript per se was
suggested from the observation that perturbing splicing of pri-
mary switch transcripts without affecting transcription impedes
CSR (71, 72). However, the neomycin-resistance cassette used in
targeting the splice donor site was not removed, leaving open the
possibility that the observed CSR defect was due to non-specific
effects of this cassette in the IgH locus. Despite this potential
caveat, given how non-coding RNAs like HOTAIR and Xist drive
PRC2 targeting (73, 74), it would not be surprising if these non-
coding switch transcripts play a significant role in AID targeting
and activity at S regions.

FACTORS PROMOTING TEMPLATE STRAND DEAMINATION
The R-loop model does not account for the mechanism of tem-
plate strand deamination by AID, a prerequisite for the formation
of DSBs. Several models have been put forward to account for
deamination of template strand. Anti-sense transcription through
the IgH locus has been proposed to facilitate access of AID to
the template strand (75); however, anti-sense transcription is not
essential for CSR (76). Components of the RNA exosome com-
plex have been shown to interact with AID and mediate acces-
sibility to the template strand by degrading the nascent RNA
hybridized to the template strand (77). Recent work cogently
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elucidated that Nedd4-dependent ubiquitination modulates the
fate of AID-associated RNA polymerase II (Pol II), thus generat-
ing free 3′-ends that serve as substrates for RNA exosomes (78).
RNaseH has also been proposed to facilitate R-loop collapse to
ensure template strand deamination (79). However, the kinet-
ics of such R-loop degradation must be stringently regulated in
the context of S regions to first allow AID to act on the non-
template strand, and elucidation of such intricacies awaits future
work.

TARGETING AID TO DNA
The primary sequence of S regions, transcription, and R-loops set
a platform favorable for AID activity. However, for AID to reach
this platform inside the nucleus is analogous to finding a nee-
dle in a haystack. Although AID-instigated off-target breaks are
incurred, the frequency is far less than what is observed for the
Ig loci (80–82). The low abundance of AID at the non-Ig genes
has led to the debate whether this represents true binding or mere
background creeping into the chromatin immunoprecipitation-
sequencing (ChIP-seq) analysis used in these experiments (83).
While genome-wide occupancy studies suggested that AID asso-
ciates with accessible chromatin at stalled promoters of transcribed
genes (82), reanalysis of the same data set (83) contradicted the
notion of genome-wide AID binding. The technicalities and sub-
tleties of data normalization for ChIP-Seq studies seem to be at the
heart of such disparate results, and do highlight the need for cau-
tion when interrogating chromatin binding of proteins with low
nuclear abundance (83). Thus, while both genome-wide (82) and
locus-specific ChIP (10, 81, 84) clearly show abundance of AID at
the Ig loci, the efficiency of its binding to other genomic sequences
needs to be re-evaluated. Nonetheless, AID-induced mutations at
non-Ig genes are observed in even normal B cells (80). Thus, it
is obvious that the process is stringently orchestrated to prevent
bystander damage by AID. Several elements within the Ig loci have
been implicated in targeting AID to the variable region exons dur-
ing SHM (85); however, in this review we will primarily describe
the factors that chaperone AID with exquisite precision to the S
regions during CSR.

Activation-induced deaminase was shown to be in a complex
with Pol II (84), and more specifically with Spt5, a Pol II-associated
protein mechanistically linked to transcriptional pausing (81).
Genome-wide Spt5 occupancy correlated significantly with stalled
Pol II and was predictive of AID-dependent mutations. B cells
depleted of Spt5 had a severe defect in CSR, a consequence of
decreased AID binding to S regions (81). A comprehensive trea-
tise on the role of RNA pol II pausing at S regions during CSR
has been reviewed elsewhere (86). The germinal center-specific
GANP protein has also been implicated in mediating AID–Spt5–
Pol II interaction (87). However, GANP deficiency does not impair
CSR. Thus, in the context of switching B cells, there might be
other unidentified players that facilitate AID targeting to stalled
Pol II, and recent studies have shown that members of the Pol
II-associated factor 1 (PAF1) complex and histone chaperone
FACT complex can promote immune diversification by regulating
association of AID with Pol II (88).

The 14-3-3 adaptor proteins have been implicated in recruit-
ing AID to DNA through their ability to interact with RGYW

sequences (89). It is unclear and somewhat counterintuitive as
to what happens to 14-3-3 proteins after they chaperone AID to
DNA, and why they do not compete directly with AID for DNA
binding. Additionally, recent data suggests that 14-3-3 proteins
perform scaffolding function by directly interacting with uracil
DNA glycosylase (UNG) and protein kinase A (PKA), two pro-
teins with well-established functions in CSR (90–92). Besides, the
data implicate an AID C-terminus-dependent complex formation
with 14-3-3 and subsequent targeting, but they fail to reconcile
how an AID ∆189–198 mutant that is impaired in 14-3-3 bind-
ing, can be targeted to the S regions and generate mutations (93).
Future work is warranted to unequivocally establish the role of the
14-3-3 adaptors in AID targeting.

Polypyrimidine-tract-binding protein-2 (PTBP2) was identi-
fied as an AID interactor that regulates AID targeting to S regions
(94). Originally known to be a splicing regulator in brain (neu-
ronal isoform, nPTB), this protein also interacted with both the
sense and anti-sense S region transcripts in primary B cells under-
going CSR. Since splicing might be important for CSR (71), it is
tempting to speculate a splicing regulation-associated function of
PTBP2 in AID recruitment to S regions. Molecular insights into
PTBP2-dependent regulation of AID targeting, and the fate of
nuclear AID in the absence of PTBP2 will surely constitute the
next phase of investigation.

ROLE OF CHROMATIN MODIFICATIONS IN TARGETING AID
It is becoming increasingly clear that epigenetic marks play cru-
cial roles in mediating S region accessibility (95, 96). Both donor
and acceptor S regions are specifically enriched for acetylation
and methylation marks at histones H3 and H4, generally associ-
ated with “open” chromatin, for example, H3K9/K14ac, H3K27ac,
H4K8ac, and H3K4me3. It has been suggested that AID target-
ing to Sµ is facilitated by the H3K9me3 mark, which tethers AID
to the donor S region via the HP1–KAP1 complex (97). Addi-
tionally, PTIP, a component of the mixed-lineage leukemia-like
complexes that are important regulators of H3K4 methylation,
participates in CSR by regulating transcription-coupled chro-
matin accessibility. PTIP-deficient B cells have a severe defect in
CSR due to decreased germ-line transcription of downstream CH

exons, and compromised DNA repair (98). Finally, combinatorial
H3K9ac and H3S10 phosphorylation (H3K9acS10ph), specifi-
cally in the recombining S regions, deposited by GCN5/PCAF
in stimulated B cells, leads to 14-3-3 adaptor-dependent AID
binding to permit efficient CSR (96). However, it is to be noted
that these chromatin marks are not likely to be unique to S
regions, and thus cannot be sole determinants of regions per-
missive to AID activity. Interestingly, it has been shown that
R-loops are tightly linked to H3S10ph, a chromatin condensa-
tion signature (99). Thus, it can be posited that R-loop formation
facilitates H3S10ph chromatin modification, which in combina-
tion with H3K9me3 and H3K9ac marks, permits AID-mediated
in vivo deamination of S region targets. The precise interplay of
chromatin “writers,” “erasers,” and “readers” that regulate these
events warrants further investigation, but it is unambiguous
that this complex recombination reaction must be impeccably
tuned by such epigenetic controls to prevent collateral damage
by AID.
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GENERATION OF DOUBLE-STRAND BREAKS DOWNSTREAM
OF DNA DEAMINATION
All the regulatory mechanisms alluded to above serve to gener-
ate AID-instigated dU lesions in S regions. Since CSR proceeds
through DSB intermediates, the deaminated S regions need to be
processed into DNA nicks, with two closely opposed nicks consti-
tuting a DSB (2, 3). This is achieved by components of the BER
and MMR pathways.

ROLE OF BER AND MMR PATHWAYS
According to the prevailing model for CSR, UNG, a component
of the BER pathway, removes the uracil base from deaminated S
regions. The abasic site thus generated is converted into a nick
by the apurinic/apyrimidinic endonuclease APE1. Two closely
spaced nicks on opposite strands constitute a staggered DSB,
further processing of which by nucleases or DNA polymerases
(fill-in) generates a blunt DSB that can participate in end-joining
(4, 5, 100). Consistent with this model, mutations in UNG lead
to a severe defect in CSR, likely as a consequence of impaired
formation of DSBs in S regions [reviewed in Ref. (2, 3)]. Addi-
tionally, APE1± mice and APE1-deficient CH12 cells reflected
decreased DSBs in S regions and compromised CSR (101, 102).
Components of MMR pathway have also been demonstrated to
process DNA during CSR through the ability of Msh2:Msh6 to
bind dU:dG mismatches, and subsequently recruit exonuclease 1
(exo1) to potentially process nicks and ssDNA gaps into DSBs.
Indeed, mutations in Msh2 and Exo1 alter S region junctions and
significantly impair CSR [reviewed in Ref. (2, 3)]. Conversely, defi-
ciency of Pms2 and Mlh1, other members of the MMR machinery,
lead to increased microhomology at S region junctions, suggest-
ing that they might act to suppress alternative end-joining (103,
104). However, UNG mutations have a more profound effect on

CSR than mutations in MMR proteins, suggesting that CSR is
more reliant on the UNG-dependent steps. Whether this reflects
an uncharacterized preference for one pathway over the other
or supports a proposed non-canonical role for UNG, indepen-
dent of uracil removal activity during CSR, remains an open
question (105).

GENERATION OF HIGH DENSITY OF DSBs: REQUIREMENT OF AID
PHOSPHORYLATION AT SERINE-38
The cellular DNA end-joining machinery is highly efficient and
it is conceivable that a single DSB at an S region will be repaired
before it can synapse with and ligate to a downstream DSB (106).
It has therefore been speculated that efficient CSR would require
a high density of DSBs at S regions to promote productive long
distance synapsis and recombination between acceptor and donor
S regions over intra-switch re-ligation (92), a phenomenon com-
monly observed in B cells that have initiated CSR but failed to
complete the process (2). Recent studies have suggested that AID
phosphorylated at serine-38 (S38) by PKA interacts with APE1
to actively generate a high density of breaks, a likely prerequisite
for CSR (92, 107). In keeping with this notion, mutation of S38 to
alanine severely impairs CSR due to a failure to efficiently generate
DSBs at S regions (54, 56–58, 92, 107, 108).

Strikingly, AID phosphorylation at S38 was stimulated by DSBs
(107). Thus, AID phosphorylation at S38 is both required for,
and dependent on DSBs. This suggests the existence of a positive
feedback loop wherein a low density of DSBs leads to AID phos-
phorylation, APE1 binding, and amplification of DSBs that feed-
back into the loop (Figure 6). It was also demonstrated that
ATM, a protein critical for cellular response to DNA-damage,
participates in sensing the DSBs at S regions, thereby promot-
ing AID phosphorylation and APE1 interaction (107). Being a
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FIGURE 6 | A phosphorylation-dependent positive feedback loop drives
CSR. Assembly of AID at S regions induces low-density DSBs and leads to
inefficient CSR, but ATM activation. This results in PKA-dependent AID
phosphorylation at serine-38, which promotes interaction of AID with APE1.

Active recruitment of APE1 to DNA accentuates DSB formation, which in turn
induces phosphorylation of additional molecules of AID, thereby perpetuating
the DSB amplification loop. This promotes the generation of high density of
DSBs at S regions that is required for CSR.
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master regulator of the DNA-damage response, it is possible to
envision ATM as a molecular rheostat that fine tunes DSB forma-
tion with efficient repair/recombination and allows safeguarded
CSR while minimizing translocations. This is reminiscent of the
role of RAG proteins in orchestrating V(D)J recombination by
generating DSBs and efficiently channeling them to productive
recombination, keeping translocation risks at bay (109–111). Sim-
ilar to RAG-dependent coordination of break induction and repair,
AID phosphorylated at S38 not only facilitates break formation,
but also interacts with the ssDNA-binding protein, replication
protein A, and likely enforces DNA repair pathways during CSR
(112, 113).

Phosphorylation at S38 actively integrates AID functions into
steps downstream of DNA deamination; however, several key
questions remain elusive. First, the factors that facilitate APE1
binding to pS38AID need to be identified. Second, the regula-
tory mechanisms that couple chromatin sensing to DNA-damage
signaling remain a mystery. Based on the recent finding of KAT5
(TIP60) tyrosine phosphorylation by DNA-damage to facilitate
H3K9me3 binding and subsequent acetylation of ATM (114), it
can be conjectured that such a pathway might be involved in
the context of S regions and CSR, where the H3K9me3 mark
has been shown to play a vital role (97). Finally, the steps
between ATM activation and PKA-dependent AID phosphoryla-
tion remain a black box. These questions remain an active area of
investigation.

COMPLETION OF CSR: END-JOINING OF SWITCH-REGION
DSBs
Double-strand breaks generated at two distinct S regions are
synapsed and ligated by end-joining during the completion phase
of CSR (115). Below, we discuss the DSB response and DNA
end-joining pathways that participate in this process.

DSB RESPONSE DURING CSR
During the general DNA-damage response, DSBs are rapidly
recognized by the Mre11–Rad50–Nbs1 (MRN) complex (116)
(Figure 7). Nbs1 recruits and activates ATM, which phosphory-
lates H2AX. Phosphorylated H2AX (γH2AX) serves as a docking
site for several DNA response proteins and promotes the rapid
accumulation of 53BP1, Nbs1, and MDC1 into repair foci near
DSBs (116). Deletion or mutation of Nbs1, H2AX, 53BP1, and
ATM impaired CSR, indicating that the proteins that participate in
sensing and transducing DSBs participate in CSR (116). Addition-
ally, the ATM-dependent DNA-damage response is required for
maintenance of genomic integrity and suppression of oncogenic
translocations, possibly through enforcing cell-cycle checkpoints
(116). Overall, ATM promotes the assembly of macromolecular
foci that stabilize DNA ends and facilitate the recruitment of repair
factors to ensure productive CSR while preventing oncogenic
translocations.

Among the ATM-activated DSB response factors, 53BP1 defi-
ciency leads to the most pronounced defect in CSR (116). CSR
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FIGURE 7 | DSB response during CSR. The combination of AID, BER, and
MMR proteins generate DSBs physiologically at the IgH locus and aberrantly
at non-Ig regions, leading to activation of the cellular DNA-damage response
pathways. 53BP1 is recruited to DSBs by directly binding to H4K20me2 or

through the γH2AX–RNF8–RNF168 node (see text for details).
53BP1-dependent end protection facilitates ligation of two S regions by NHEJ
and/or A-EJ. Collateral damage induced by AID at non-Ig genes is repaired by
NHEJ and by XRCC2-dependent homologous recombination.
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requires “synapsis” or close juxtaposition of donor and acceptor
S regions (115, 117) and 53BP1 has been proposed to promote
the synapsis of broken S regions during CSR (118). Furthermore,
53BP1 has been shown to associate with Rap1-interacting factor 1
(Rif1) to protect broken DNA ends from resection. Absence of Rif1
in B cells leads to increased DNA end resection, virtually pheno-
copying 53BP1 deficiency and providing functional significance
to the 53BP1–Rif1 interaction during CSR (119–121). A recent
study elegantly teased apart differential roles of distinct phospho-
protein interactions of 53BP1, and convincingly illustrated that
Rif1 serves as an effector of productive repair, whereas PTIP wards
against mutagenic repair. This study clearly demonstrated that
53BP1 is a key player at the crossroads of efficient/aberrant DNA
repair pathway choice (122).

The chromatin microenvironment strongly influences the DSB
response. Two mechanisms have been proposed to regulate 53BP1
recruitment to DSBs in the context of chromatin. The first relies on
its interaction with H4K20me2. Methylation of H4K20 and subse-
quent 53BP1 recruitment to sites of DNA-damage is regulated by
MMSET, a histone methyltransferase (123, 124). MMSET deple-
tion in the CH12F3 B cell line decreases H4K20me2 levels, attenu-
ates 53BP1 accumulation at S regions, and impairs CSR (123). The
other process that recruits 53BP1 to DSBs requires the RING finger
protein 8 and 168 (RNF8 and RNF168)-dependent histone ubiq-
uitination pathway. RNF8 is recruited to ATM-phosphorylated
MDC1 bound to γH2AX at the site of DSBs and catalyzes
ubiquitin-dependent recruitment of RNF168 to chromatin flank-
ing the DSBs (125). Recently, 53BP1 has been shown to recog-
nize DNA-damage-induced H2A Lys15 ubiquitination catalyzed
by RNF168, revealing the mechanism of RNF8/168-dependent
recruitment of 53BP1 at DSBs. RNF8 deficiency compromised
recruitment of 53BP1 to S regions in activated B cells and sig-
nificantly impaired CSR. Additionally, inactivation of RNF168
impaired CSR in mice (126–129). Taken together, these obser-
vations suggest that 53BP1 recruitment plays a critical DSB
end-protecting role during CSR.

DNA END-JOINING
Non-homologous end-joining (NHEJ) is the primary mecha-
nism used for end-joining during CSR (2). The canonical NHEJ
machinery includes the Ku70/Ku80 heterodimer (Ku), DNA-
dependent protein kinase catalytic subunit (DNA-PKcs), Artemis,
XRCC4-like factor (XLF or Cernunnos), XRCC4, and DNA ligase
IV (Lig4). Mutations in NHEJ components including Ku70/80,
XRCC4, and DNA ligase IV severely compromise CSR. The role
of NHEJ proteins in CSR is also evident from the observations
that mutations in DNA-PKcs, artemis, and XLF lead to high levels
of chromosomal IgH breaks and translocations, even in instances
where CSR frequency is not severely impacted (116). Our current
knowledge however, does not uncover how the initial recognition
of DSBs by the MRN complex leads to the binding of Ku and
DNA-PKcs to the broken DNA.

Non-homologous end-joining-deficiency does not abolish
CSR, and S junctions in NHEJ-deficient B cells reveal extended
microhomology, leading to the proposal that an alternative
end-joining process (A-EJ) ligates DSBs during CSR (116). No fac-
tors unique to A-EJ have yet been characterized; several proteins

involved in other DNA repair pathways have been implicated to
function in A-EJ, including Mre11 and CtIP. Mre11 and CtIP have
been implicated to trim broken DNA ends to uncover micro-
homology regions, generating short stretches of complementary
nucleotides at DNA breaks, thereby promoting A-EJ during CSR
(116). In CH12F3 cells, CtIP depletion impaired CSR to IgA and
reduced the overall length of microhomology at the S junctions
(130, 131). Notably, CtIP-deficient B cells undergo normal CSR
to IgG1 (132). Therefore, elucidation of the role of CtIP in CSR
requires further investigation. A major open question relates to the
interplay between NHEJ and A-EJ: does A-EJ operate in presence
of intact NHEJ and does it have a physiological role other than
being a mere backup to NHEJ?

ROLE OF HOMOLOGY-DEPENDENT REPAIR IN RESOLVING AID-INDUCED
BREAKS DURING CSR
It has been reported that AID instigates formation of widespread
DSBs throughout the genome in activated B cells, albeit at sig-
nificantly lower levels than that at the IgH locus (133–136). Such
off-target DSBs at non-IgH loci are the major underlying lesions
contributing to translocations between IgH and non-IgH loci
(such as c-Myc) in B cells and are largely responsible for the
ontogeny of a large number of B cell lymphomas in humans
(21). In addition to aberrant translocations, AID can also induce
somatic mutations at numerous loci linked to B cell tumorigenesis
(80). While AID-initiated DSBs are observed in the G1 phase of the
cell cycle (137), and CSR is likely completed before the cells transit
into the S phase, it has been suggested that homologous recom-
bination (HR)-dependent repair has a major role in providing
resistance to AID-induced off-target DNA-damage. This is based
on the observation that B cells deficient in the HR protein XRCC2
have significantly enhanced AID-dependent genome-wide DSBs
(138) (Figure 7). Notably, the interplay between AID-mediated
DNA breaks and HR repair pathway has been used in clinically
relevant studies wherein AID-expressing human chronic lym-
phocytic leukemia cells were shown to be hypersensitive to HR
inhibitors, possibly due to AID-dependent synthetic cytotoxicity
(139). Further studies, in clinical settings, should be an interesting
and possibly efficacious way to turn the mutator activity of AID
into a therapy for B cell malignancies.

PERSPECTIVE
The discovery of AID was a watershed event in the field of B
cell biology and in deciphering the underlying cause behind the
ontogeny of a large number of B cell lymphomas. We now have a
working model of how non-coding transcription and DNA deam-
ination initiate CSR and how general DNA repair proteins that
function in distinct pathways contribute to the process. Still, a
large number of unknowns plague the field. These include the
mechanisms that specifically recruit AID to the Ig loci, leaving
the rest of the genome largely untouched. We are yet to under-
stand the processes that subvert normal DNA repair machineries
and instead wield components of these pathways to promote
recombination of DSBs that could be over 100 kb apart. The mol-
ecular basis underlying the balance between normal and aberrant
repair requires further elucidation. Such basic knowledge can be
exploited to shift the fulcrum of repair judiciously in clinical
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settings of patients with immunodeficiency or lymphoid malig-
nancies to reap translational benefit. Finally, DSB response occurs
in, and is strongly influenced by the chromatin microenviron-
ment. The dynamics of chromatin compaction and relaxation
at DSBs are just beginning to unravel (140), but clearly much
more remains to be unearthed as to how the dynamics of his-
tone and DNA modifications impact and regulate a programed
DSB response that ensues during AID-orchestrated CSR. Address-
ing these exciting issues will be at the forefront of research in the
coming years.
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The Igh locus undergoes an amazing array of DNA rearrangements and modifications dur-
ing B cell development. During early stages, the variable region gene is constructed from
constituent variable (V ), diversity (D), and joining (J ) segments (VDJ joining). B cells that
successfully express an antibody can be activated, leading to somatic hypermutation (SHM)
focused on the variable region, and class switch recombination (CSR), which substitutes
downstream constant region genes for the originally used Cµ constant region gene. Many
investigators, ourselves included, have sought to understand how these processes specif-
ically target the Igh locus and avoid other loci and potential deleterious consequences of
malignant transformation. Our laboratory has concentrated on a complex regulatory region
(RR) that is located downstream of Cα, the most 3′ of the Igh constant region genes.
The ~40 kb 3′ RR, which is predicted to serve as a downstream major regulator of the Igh
locus, contains two distinct segments: an ~28 kb region comprising four enhancers, and
an adjacent ~12 kb region containing multiple CTCF and Pax5 binding sites. Analysis of
targeted mutations in mice by a number of investigators has concluded that the entire 3′

RR enhancer region is essential for SHM and CSR (but not for VDJ joining) and for high
levels of expression of multiple isotypes. The CTCF/Pax5 binding region is a candidate for
influencing VDJ joining early in B cell development and serving as a potential insulator of
the Igh locus. Components of the 3′ RR are subject to a variety of epigenetic changes
during B cell development, i.e., DNAse I hypersensitivity, histone modifications, and DNA
methylation, in association with transcription factor binding. I propose that these changes
provide a foundation by which regulatory elements in modules of the 3′ RR function by
interacting with each other and with target sequences of the Igh locus.

Keywords: immunoglobulin heavy chain gene locus, enhancers, insulators, CTCF, Pax5, class switch recombination,
somatic hypermutation

DISCOVERY OF 3′ RR ENHANCERS
The Igh locus spans ~3 Mb,beginning near the telomere on murine
chromosome 12 with the component variable (V ), diversity (D),
and joining (J ) segments of the variable region, followed by the
multiple constant region (CH) genes (Figure 1). My laboratory has
been interested in the regulation of the Igh locus’s multiple recom-
bination and mutation processes that generate a diverse antigen-
recognition repertoire. The entire 3′ Igh regulatory region (RR)
(enhancers and insulators) has been shown by others to poten-
tially contribute to regulation of variable region formation (VDJ
joining) (1). Importantly, it is definitively essential for class switch
recombination (CSR) (2), and somatic hypermutation (SHM) (3).
This review focuses on our studies on the structure and epige-
netic regulation of the 3′ RR as it contributes to those antibody
diversification processes.

The first transcriptional enhancer identified in mammalian
cells was the intronic enhancer of the Igh locus (Eµ), positioned
between the 3′-most JH segment and the 5′-most CH region, Cµ

[reviewed in Ref. (6)]. Eµ was found to confer expression upon Igh
genes when transfected into B cells, and was generally considered

to be of critical importance in enabling B cell-specific expression
of the Igh locus.

Not surprisingly, perhaps, Eµ was not the only B cell-specific
enhancer in the Igh locus. When B cell lines that had deleted Eµ

were found to retain the ability to express the Igh gene (7, 8),
the questions of gene regulation of Igh genes became increasingly
provocative. What exactly was Eµ’s role? Was Eµ required to ini-
tiate Igh expression but not to maintain it? Were there additional
enhancers that compensated for the absence of Eµ, and where in
the Igh locus might they be found? Examining a rat cosmid, the
Neuberger group identified a DNA sequence with B cell-specific
enhancer activity that was located ~25 kb downstream of Cα, the
most 3′ of the CH genes (9): this was the first of the 3′ enhancers
to be identified.

This newly identified enhancer was satisfyingly predicted to
account for the aberrant expression of myc in various B cell malig-
nancies when myc was activated as an oncogene via chromosomal
translocation with the Igh locus. The translocation breakpoints
in switch sequences upstream of CH genes divorced the intronic
enhancer from the oncogenic transcription unit, leaving myc
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Birshtein Epigenetic regulation of Igh 3′ RR

FIGURE 1 | Schematic representation of mouse (A) and human (B) Igh
gene loci with emphasis on the 3′ RR. The depicted orientation reflects the
centromere (proximal) to telomere (distal) orientation of the genome
sequences. DNase I hypersensitive sites hs3A, hs1.2, hs3B, and hs4 (mouse)
(red line); and hs3, hs1.2, and hs4 (human) are enhancers of the 3′ RR.
(A) Hs1.2 is the center of a palindromic region (double-headed arrow) (see
text). The 3′ RR hs5–8 region (gray hexagon) downstream of hs4 contains
CTCF sites interspersed with Pax5 sites, and has insulator activity (blue line).
Each of the downstream neighboring non-Igh genes, hole (Tmem121), crip1
and 2, and mta-1, has the same transcriptional orientation (demarcated by
purple arrows), which is opposite to that of all the immunoglobulin heavy
chain genes. Arcs indicate examples of physical interactions that occur in B

cells among the elements of the 3′ RR, and between these elements and
regulators of germline transcripts (GT) that are located upstream of switch
sequences associated with each CH gene, or with the expressed VDJ gene.
Transcription factor binding sites for Pax5, NFκB, octamer-binding proteins,
and a G-rich DNA binding protein are present in each of the 3′ RR enhancers
(4) (red line). The CTCF-binding region (blue line) has binding sites for Pax5 and
cohesin in addition to CTCF (5). (B) The human 3′ Igh enhancers and other
features are shown to scale under the scheme of the locus. Numbers
represent the actual location within human chromosome 14 (NT_026437.10).
This figure has been used with permission from its original publication in
Molecular Immunology. Some annotations and modifications have been
added.

apparently under the control of the 3′ enhancer [Ref. (9) and
reviewed by Vincent-Fabert et al. (10)]. A murine homolog of
this enhancer was isolated and named hs1.2 for its two DNAse I
hypersensitive (hs) sites (11).

Once more than one Igh enhancer was known, i.e., hs1.2 and
Eµ, it was natural to ask whether there were additional enhancers.
Potential enhancers were identified by DNase I hypersensitiv-
ity assays that marked DNA sites that were accessible to tran-
scription factors, and enhancer activity was generally analyzed
using transient transfection assays in B cell lines reflecting dif-
ferent stages of B cell development. In a series of experiments

by various investigators, using genomic sequences that were only
then becoming identified, additional DNase I hypersensitive sites
3′ of Cα were detected, primarily using the mouse locus as
a model (12–15). A mouse BAC sequence identified by Roy
Riblet was found to encompass the entire 3′ RR and the nearest
downstream non-Igh genes (AF450245) (16). Similar experiments
identified analogous enhancers of the human Igh locus (17–19),
with the enhancer-containing segment of the human 3′ RR fully
characterized by the Max laboratory (20). Figure 1 shows the
general features of the enhancer-containing segments of the 3′

RR in both mouse and human. A CTCF/Pax5 binding region
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with insulator activity is located within the 3′ RR downstream
of the 3′ RR enhancers (hs5–8), and will be discussed further
below.

STRUCTURAL FEATURES OF THE 3′ RR
ENHANCER-CONTAINING REGIONS
There are noteworthy structural features of the 3′ RR (note that
this region is sometimes referred to as 3′ Eα) [reviewed in Ref.
(21–24) (Figure 1)]. (1) Multiple DNase I HS sites with enhancer
activity are dispersed in relatively large DNA segments (~28 kb in
mouse) – a total of four enhancers in mouse (hs3a, hs1.2, hs3b, and
hs4) and three in humans (hs1.2, hs3, and hs4). (2) In humans,
there are two individual 3′ RRs, one each downstream of Cα1 and
Cα2, respectively. They are quite similar to each other in sequence.
The orientation of hs1.2 with respect to upstream and downstream
sequences is reversed in the two 3′ RRs in human, and also between
rat and mouse 3′ RRs (18). (3) A conserved palindrome feature,
although not its specific sequences, flanks the central enhancer –
hs1.2 (25). In mouse, the palindrome extends in both directions
from hs1.2 to terminate at two virtually identical enhancers, hs3a
and hs3b (26). Compared to mouse, the hs1.2 palindromic region
in humans is shorter (27). Other species also have a conserved
palindrome (28). (4) The hs4 enhancer is located outside and
downstream of the palindrome. (5) Individual 3′ RR enhancers in
a given species, like hs1.2, hs3, and hs4, differ in sequence from each
other (except for the virtually identical hs3a and hs3b in rodents).
(6) There are limited homologies in enhancer sequence between
species (e.g., hs1.2 in human and hs1.2 in mouse) (27).

Other than revealing a conserved palindromic structure, the
regions between the 3′ RR enhancers show virtually no homology
between rodents and humans (27). Nonetheless, other particular
sequence features stand out, as identified through genomic South-
ern analysis and percentage identity (dot-plot) analysis (29). In
mouse (and rat), the “palindromic” sequences that separate hs1.2
from each of the terminal enhancers at the end of the palindrome,
hs3a and hs3b, contain families of direct and inverted repeats
(26) while the human (and chimpanzee) 3′RR revealed several
regions of repetitive switch-like sequences (27). More recently,
the Cogne laboratory specifically sought and identified multiple
switch-gamma 1-like repeats in the mouse and human 3′ RRs that
were situated close to each of the four enhancers, as well as less
distinct although evident, similar sequences in other species, like
rabbit and dog (30). In mouse, the 3′ RR is highly polymorphic (26,
31), showing variations in the lengths of the sequences between
the enhancers and the number of repeats in these regions. The
hs1.2 region in humans is polymorphic, with varying frequency
of alleles in different populations (32). Polymorphic patterns of
human hs1.2, i.e., alleles, are associated with different autoimmune
disorders, such as lupus (33).

In summary, the 3′ RR contains several enhancers located in two
structurally distinctive modules – (1) a palindromic region (mouse
hs3a–hs1.2–hs3b) and (2) a separate structural unit (hs4). Inter-
enhancer regions reveal repetitive, switch-like sequences poten-
tially of functional significance for the Igh locus. Downstream of
the enhancer-containing segment of the 3′ RR is additional DNase
I hypersensitive sites (hs5–8), which contain CTCF and Pax5 sites

and have insulator activity. This hs5–8 region is discussed more
fully later.

TRANSCRIPTIONAL REGULATION OF 3′ RR ENHANCERS
Relatively coincident with these studies on the Igh locus were stud-
ies of genes of the β-globin locus, which, like the Igh genes, are
subject to developmental regulation. Multiple DNase I hypersen-
sitive sites, each with enhancer activity, are located upstream of
the β-globin genes. This enhancer-containing region is referred to
as the locus control region because endogenous deletions here are
found to affect expression of distally situated globin genes. Experi-
mental questions on Igh genes have paralleled experiments carried
out in the β-globin locus and in other loci [recent review in Ref.
(34)]: (1) what are the protein factors that bind to and regulate
these Igh enhancers? Can they account for B cell-specific regu-
lation? (2) Are the different enhancers similar in their function,
their relative “strength” and their activity on the target Igh locus?
How do these enhancers work together? Can these questions be
answered not only for in vitro, cellular conditions but also within
the animal context itself?

Electrophoretic mobility shift assays (EMSA) provided a tool
to identify proteins with the potential to bind enhancers. Using
nuclear extracts, we identified a B cell-specific binding protein with
sites throughout the Igh locus, including hs1.2 (35, 36). Based on
its cellular expression pattern, we predicted that this protein was
B cell-specific activating protein (BSAP), now called Pax5, as orig-
inally identified by the Busslinger laboratory (37); and various
observations were consistent with that prediction (36). Additional
3′ RR binding factors were identified leading to recognition of a
quartet of proteins – Pax5, octamer-binding proteins, NFκB, and
a G-rich DNA binding protein – that worked together on each of
the murine 3′ enhancers (4) (Figure 1).

Our experiments revealed that BSAP/Pax5 bound to each of the
mouse 3′ RR enhancers, where it could act as a repressor or acti-
vator (4). For example, mutational inactivation of a BSAP/Pax5
binding site of hs1.2 resulted in an increase in hs1.2 enhancer
activity upon transfection into B cell lines that expressed endoge-
nous BSAP/Pax5 (36). This finding showed that “BSAP” could be a
repressor of hs1.2. The enhancer activity resulting from mutation
of the BSAP/Pax5 binding site depended on the binding of the
remaining transcription factors (38). A similar outcome applied
not only to BSAP/Pax5 but also to each individual component
of this quartet, as individual mutation of other binding sites each
resulted in an increase in hs1.2 enhancer activity (38). Collectively,
then, this quartet worked in concert to repress hs1.2, while it acti-
vated hs4, revealing that individual 3′ RR enhancers had different
B cell-specific activities (4). Interestingly, human 3′ enhancers do
not have Pax5 binding sites, suggesting that humans and mice have
different modes of 3′ RR regulation. However, it is not known how
or whether the differences in Pax5 binding affect the function of
the 3′ RR in human and mouse. Human hs4 showed binding to
octamer-binding proteins, NFκB, and YY1 under some circum-
stances, and human hs1.2 to octamer-binding proteins and Spi1,
and to NFκB for some of the polymorphic hs1.2 variants (33, 39–
41). Other 3′ enhancer binding proteins have also been identified
(40, 42).
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Birshtein Epigenetic regulation of Igh 3′ RR

ADDITIONAL MODULE DOWNSTREAM OF 3′ RR ENHANCERS:
THE CTCF-BINDING REGION OF THE 3′ RR
Had we identified all the regulators of the 3′ RR [reviewed in Ref.
(43)]? Various observations suggested that additional functional
motifs were present beyond hs4. For example, the nearest non-Igh
genes downstream of hs4, i.e., hole (Tmem121), Crip, and mta-1,
each had a transcriptional orientation that was opposite to that
of all of the V, D, J, and CH elements of the Igh locus. This back-
to-back orientation led us to predict that a terminus of the Igh
locus might be located in this segment (16). In fact, we found
additional DNase I hypersensitive sites downstream of hs4, which
included hs5, 6, and 7, and has now been extended to include
a CTCF-binding site, named hs8 (44, 45). Discussions via Sandy
Morse with Victor Lobanenkov introduced us to CTCF as a mam-
malian insulator (46), and we predicted that CTCF sites might be
present in this region. EMSA of 50 overlapping DNA sequences
with recombinant CTCF revealed a CTCF-binding module of the
3′ RR [recently referred to as 3′ CBE, CTCF-binding elements
(47)], and transient transfection assays confirmed functional insu-
lator activity in the absence of any enhancer activity (44). The
CTCF sites are interspersed with Pax5 binding sites within the
hs5–8 region (5).

FUNCTIONAL ANALYSIS OF 3′ RR REGULATORY ELEMENTS
THROUGH TARGETED DELETIONS
3′ RR ENHANCERS
Analysis of the function of the endogenous 3′ RR began with the
description of spontaneous 3′ RR deletion mutants identified in
cell lines. For example, a low-producing variant (LP1.2) of a mouse
plasmacytoma cell line was shown to have sustained a deletion of
the entire 3′ RR (15, 48). This suggested that the 3′ RR supported
high levels of Igh expression in plasma cells. With the develop-
ment of both transgenic (49, 50) and endogenous models, the
3′ RR has been over many years the focus of multiple targeted
deletions [reviewed in Ref. (24)]. Although the efficiency of tar-
geting of this 3′ RR region has been hampered, perhaps because
of its complex structure, there has been gradual, ongoing success.
Deletion of individual enhancers had no significant phenotypic
consequence implying that the remaining elements, each constel-
lation of which is different, can provide 3′ RR function. Deletion
of two or more enhancers gave phenotypic consequences of vary-
ing degrees, e.g., deletion of hs3b and hs4 together eliminated class
switching to all isotypes except for IgG1 (51). Now, there are mice
from which the entire ~28 kb 3′ enhancer region has been deleted
(2), and these have provided a clear demonstration of the potency
of the complete 3′ RR enhancer region. Without 3′ RR enhancers,
mice are able to express only reduced levels of IgM at the plasma
cell stage, they lack class switch recombination to all isotypes (2)
and they are deficient in SHM (3). There is no impairment of
VDJ joining (52). Studies by the Cogne laboratory showed that
3′ RR enhancers hs1.2 and hs4 were transcriptionally active in B
cells, and hs1.2 could be targeted by AID, revealed by detectable
although relatively low levels of SHM (30). These AID-dependent
mutational and recombination processes involving the 3′ RR with
Sµ resulted in deletion of the entire IgCH region and B cell death
(30). This revealed an ongoing competition between generation of
live class switched mutated B cells and dead B cells, termed “locus

suicide” by the authors. In all, these data strongly show that the 3′

RR enhancer region (hs3a–hs4) is critical for CSR and SHM and
functions through synergy among the multiple 3′ RR enhancers.

CTCF/Pax5 BINDING REGION
Similar to the analysis of the 3′ RR enhancers, we used targeted
deletion to examine the effect of the CTCF/Pax5 binding region
of the 3′ RR on Igh expression (53). We were surprised to find that
deletion of the 8 kb hs5–7 region resulted only in a mild pheno-
type. There was an increase in recombination of the most proximal
D gene, DQ52, to JH3, a reduction in contraction between distal
VHJ558 and proximal VH7183 genes, and an ~2-fold increase in
VH7183 gene usage-all suggesting a modest contribution of the
CTCF/Pax5 region of the 3′ RR to steps in VDJ joining. Nonethe-
less, upon targeted deletion of hs5–7, there were essentially normal
levels of Igh recombination for VH formation and CSR,normal lev-
els of Igh expression and allelic exclusion, and B cell development
was unaffected. One possibility to account for these observations
was our finding that two CTCF sites remained downstream of the
seven sites that had been deleted, in the segment called “38” in the
manuscript and now termed hs8. In addition, CTCF sites are asso-
ciated with each of the downstream non-Igh genes. This suggests
that a full deletion of CTCF sites in this region might reveal a more
extensive phenotype.

PHYSICAL INTERACTION OF THE 3′ RR WITH ITS TARGET
SITES IN THE Igh LOCUS
VH promoters and I promoters that drive germline transcription
(GT) for CSR are situated quite far in a linear distance from the 3′

RR; yet it is implied that they all function together through physical
interaction (Figure 1). In fact, our finding of an inversion of the Igh
locus in a variant of the MPC11 plasma cell line that extended from
the VH through to the 3′ RR (54) was indicative of a loop formed
by interactions between DNA sequences at VH and 3′ RR inver-
sion breakpoints (55). Chromosome conformation capture (3C)
technology has been important in documenting interactions that
occur in a cellular context, by fixing these by formaldehyde cross-
linking, cutting away intervening DNA stretches with restriction
enzymes, ligating remaining neighboring fragments, and docu-
menting these interactions by PCR with selected primer pairs.
Using 3C, we sought to confirm the dependence of H chain expres-
sion in plasma cells on an intact 3′ RR (55): indeed, we found that
the 3′ RR interacted with the JH–Eµ region. This interaction took
place even in cells in which Eµ was deleted. Not only was there
interaction between the 3′ RR and its target sequences, but there
was also interaction among component 3′ RR enhancers and insu-
lators, including the CTCF/Pax5 binding unit (hs5–8) (3′ CBE).
Notably, substitution of hs1.2 by the NeoR gene in a variant of
the MPC11 plasma cell line resulted in loss of Igh expression (56)
and abrogation of the 3′ RR loop structure; i.e., looping was essen-
tial for Igh expression. Collectively, these experiments show that
the entire 3′ RR, including enhancers and insulators, works as a
physical unit.

The Kenter laboratory focused on normal spleen cells stimu-
lated to undergo switching for their 3C experiments (57). They
reported that in resting B cells, but not in T cells, the 3′ RR inter-
acted with the VDJ –Eµ region. Upon LPS± IL4 stimulation of
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Birshtein Epigenetic regulation of Igh 3′ RR

splenic B cells, they found that specific I/switch regions that drive
GT were brought into the VDJ –3′ RR loop. Splenic B cells from
mice that were unable to carry out GT and CSR as a result of the
combined deletion of the hs3b and hs4 3′ RR enhancers failed to
show these interactions.

Interestingly, mice bearing the combined deletion of hs3a and
hs3b (58) had no defects in GT or CSR, but interactions between
the 3′ RR and I/switch regions that ordinarily were cytokine-
dependent were already at an induced level in the hs3a/hs3b
deleted mouse. Collectively, these data provided support for a
loop interaction model by which H chain expression and CSR
are dependent on physical interaction of the 3′ RR with target Igh
sequences.

Presuming that the CTCF/Pax5 region (3′ CBE) of the 3′ RR
interacts with other Igh-associated CTCF sites, such candidate
CTCF target sites have been defined by colleagues using array
analysis and genome-wide ChIP (59, 60). Moving 3′–5′ upstream
of the 3′ RR, there are no CTCF sites in CH and JH genes until those
detected in the 5′ DH segment (1, 61). The VH region contains
multiple CTCF sites, some associated with specific Pax5 binding
sites, termed PAIR (62). Recent studies showed that the 3′ RR
CTCF/Pax5 binding region interacts with the two DH-associated
CTCF sites (IGCR1), targeted deletion of which showed their crit-
ical role in appropriate regulation of VDJ joining (1). We might,
therefore, predict that the deletion of the complete 3′ RR CTCF-
binding region with which IGCR1 interacts would have a major
influence on VDJ joining.

Genome-wide analyses have been used to identify interactions
between 3′ RR elements, e.g., hs3b and hs8, and the rest of the
Igh locus (47, 63). Studies with 4C (47) have identified Pax5-
dependent interactions in Rag−/− pro-B cells where VH genes are
poised to contract prior to VDJ joining. These 3′ RR interactions
are maintained even when individual regulatory elements, such as
Eµ, IGCR1, and the entire 3′ RR enhancer region from hs3A to
hs4, are deleted. This implies some independent means of inter-
action, perhaps involving retained 3′ RR CTCF-binding sites, or
synergy among regulatory elements that enables continued inter-
actions even when single elements are deleted. Notably, chromatin
interaction analysis by paired-end tag sequencing (ChIA-PET) of
long-range chromatin interactions has revealed interactions of the
3′ RR with transcribed Igh genes in B cells activated by LPS+ IL4
that are not detected in embryonic stem (ES) cells (63), in accord
with developmental differences in 3′ RR interactions.

WHAT PROTEINS SUPPORT LOOP FORMATION INVOLVING
THE 3′ RR?
To tackle this question, we used lentiviral delivery of shRNA
directed against expression of CTCF, Oct-2, and a coactivator
of Oct-2, namely Pou2af1 [i.e., OCAB, OBF-1, BOB1, each of
which, as proteins that bound to the 3′ RR, was a candidate for
loop promotion (64)]. Despite reduced levels of these proteins in
response to shRNA, no alterations in loop formation or Igh expres-
sion were observed in the mouse MPC11 plasmacytoma cell line
we examined. Interestingly, in contrast to our observations, there
was a report that reduction of Pou2af1 expression in the same
plasma cell line using step-wise selection of a cell line containing
two independent shRNA’s led to reduction in Igh expression and

3C interactions (65). Accordingly, we concluded (64) that there
are likely some conditions under which Pou2af1 can facilitate 3C
interactions involving the 3′ RR, among them the possibility that
this approach had selected a variant cell line that was dependent
on Pou2af1. Potentially, under other conditions, 3C interactions
depend on a protein other than Pou2af1, or on synergy involving
more than one protein, or on the low levels of individual proteins
remaining from inefficient knock down.

EPIGENETIC REGULATION OF 3′ RR DURING B CELL
DEVELOPMENT
Over several years, we have worked to know how components
of the 3′ RR are individually regulated, enabling them, in turn,
to act together as a unit in CSR and SHM, and potentially also
for VDJ joining. “Active” DNA segments are generally associated
with DNase I hypersensitivity, specific histone marks, and DNA
demethylation, which will be discussed individually below.

HISTONE MARKS
Non-B cells that were studied had varying profiles of histone acety-
lation of the 3′ RR (66). For example, a macrophage cell line had
active marks of AcH3 and AcH4, while T cells lacked both AcH3
and AcH4. In mouse erythroleukemic (MEL) cells, the CTCF-
binding region, but not 3′ RR enhancers, was associated with
acetylated histones. Therefore, active histone marks of the 3′ RR
were not necessarily B cell-specific. In B cells, modules of the 3′

RR sequentially acquire active histone marks during development
(44). The CTCF-rich region first acquires these marks, followed
progressively 5′ to hs4 and then to the palindromic enhancers.
ChIP experiments of the 3′ RR showed that in pro-B cells, hs5 and
hs6 of the CTCF-binding region were associated with AcH4 and
low levels of AcH3, while hs4 was also associated with AcH4 but not
with AcH3. In pre-B cells, the entire hs4–8 region was associated
with both acetylated marks; and then in B cells, the palindromic
enhancers also acquired these marks. These observations suggest
step-wise activation of different modules of the 3′ RR during B cell
development, raising the possibility that specific combinations of
3′ RR modules, involving palindromic enhancers, hs4, and the
CTCF-binding region, have specific functional contributions.

DNA DEMETHYLATION
Early studies had bluntly monitored DNAse I hypersensitivity and
DNA demethylation in the region now shown to contain the
entire 3′ RR (12), but as the complete 3′ RR structure became
known, a finer analysis was made possible (66). The CTCF-
binding region was generally constitutively demethylated in all
cell types analyzed. In several sources of non-B cells, the 3′ RR’s
palindromic region was demethylated without a corresponding
association with active histone marks. However, in B cells, three
epigenetic marks – DNase I hypersensitivity, active histone marks,
and DNA demethylation – were collectively engaged; and progres-
sive demethylation paralleled acquisition of active histone marks.
Hs4 and downstream CTCF-binding sites were DNase I hypersen-
sitive and demethylated, as assessed by relative sensitivity to the
methylation-sensitive isoschizomers HpaII and MspI, beginning
in pro-B cells and extending throughout B cell development. The
palindromic region became hypersensitive and partially demethy-
lated only later in B cell development. We found upon comparison
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Birshtein Epigenetic regulation of Igh 3′ RR

of wild-type with Pax5-deficient pro-B cells in which Pax5 expres-
sion could be reinitiated, that in the absence of Pax5, there was
scattered demethylation of the palindromic region. Re-expression
of Pax5 could promote methylation of the palindromic region.
These findings suggested that Pax5 was a critical factor in over-all
B cell-specific epigenetic regulation of the 3′ RR. In other studies
involving targeted deletion of linker histone H1 genes, we found
that linker histone H1 was also important for the methylation of
hs4–hs8 in wild-type ES cells.

EPIGENETIC REGULATION OF 3′ RR DURING CSR
Despite the critical role of the 3′ RR in CSR (and SHM), there are
no apparent changes in histone marks in the 3′ RR during switch-
ing in cultured cells (44). This implies that the 3′ RR in resting B
cells is already epigenetically poised for its activity for CSR. Instead,
we have observed dynamic changes in Pax5 interaction over time
in response to LPS stimulation (5). In resting B cells, Pax5 bound
hs4 and the 3′ RR was mostly methylated. When GT was at a peak
at ~48 h after commencement of LPS stimulation, Pax5 binding
had shifted from hs4 upstream to hs1.2 and downstream to hs7.
By 72 h, when CSR was essentially complete, Pax5 had resumed its
beginning position at hs4. ChIP analysis of cell sources that were
deficient in GT or in CSR showed differences in these Pax5 bind-
ing patterns, in accord with the notion that shifts in Pax5 binding
reflected mechanisms by which the 3′ RR supported GT and CSR.
We have proposed a model by which mouse 3′ RR enhancers form
a scaffold through which Pax5 can interact. Deletion of any indi-
vidual enhancer leaves residual Pax5 sites in each of the remaining
enhancers and in the CTCF/Pax5 binding region, which allows the
3′ RR to remain functional.

ON THE HORIZON: EXPERIMENTS ON THE 3′ RR
HOW DOES THE 3′ RR FUNCTION?
The 3′ RR enhancer region is critical for GT and CSR, and SHM,
and the CTCF/Pax5 binding region could contribute to VDJ join-
ing. We predict that a scaffold formed by modules of the 3′ RR
supports physical interactions with target sequences required to
accomplish these various activities. With deletions of individual 3′

RR enhancers having little phenotypic consequence, one can ask
how many different structural solutions are there to 3′ RR activ-
ity? Why are there multiple modules? Do the changes in epigenetic
alterations of 3′ RR modules that occur during development indi-
cate specific activities for individual modules? Could the 3′ RR
help target DNA repair proteins involved in SHM or CSR? What
roles does the 3′ RR share with other cis acting sequences that are
critical for SHM, such as those in the light chain loci? What is
distinctive about CSR, which is specific to the Igh locus? What is
the role of the conserved palindrome? How did the 3′ RR evolve?
What are the species-specific aspects of 3′ RR regulation?

Recent experiments on the β-globin LCR have identified hierar-
chical regulation by multiple transcription factors (67). Binding of
individual factors can provide a foundation for subsequent bind-
ing of other factors. Experiments of these types on the 3′ RR could
be equally informative in answering how this region functions.
Indeed, more complete deletion of 3′ RR CTCF-binding sites, and
targeted deletions and mutations in 3′ RR modules would also be

informative. The new CRISPR technology (68) should facilitate
these constructions and provide answers to many questions.

IS THE CTCF/Pax5 BINDING REGION THE TERMINUS OF B
CELL-SPECIFIC REGULATORS OF THE Igh LOCUS?
A persuasive set of experiments says “yes” to the role of the 3′ RR
as a terminus of Igh regulation via chromatin accessible marks.
These experiments have shown that active chromatin marks extend
unilaterally 3′–5′ from the 3′ RR as far as 450 kb when Igh-myc
translocations are assayed in endemic Burkitt lymphoma samples
(69). This supports the identification of the CTCF/Pax5 region
as a functional insulator of the Igh locus. In addition, 4C studies
have implicated hs8 as a 3′ boundary for Igh locus interactions
(47). Yet, as described below, there is a replicative terminus fur-
ther downstream, raising the possibility of additional Igh locus
regulators.

ROLE OF REPLICATIVE TERMINUS DOWNSTREAM OF CTCF/Pax5
REGION
Our experiments in collaboration with the Schildkraut laboratory
identified an origin of an ~500 kb Igh temporal replicative transi-
tion region in MEL (non-B) cells. DNA replication initiates ~45 kb
downstream of the CTCF/Pax5 module of the 3′ RR between crip1
and Tmem121 (Figure 1) and extends progressively 3′–5′ through-
out S phase to replicate the 3′ RR, CH, JH, DH, and most proximal
V regions (70, 71). All VH genes replicate late in S phase. In pre-
B cells, the entire Igh locus replicates early in S phase, indicating
the firing of multiple origins that are ordinarily quiescent in non-B
cells (71). In B cells, a temporal transition region is again apparent,
but origins appear to be closer to or within the 3′ RR, suggesting
that the replication landmark is flexible (72). These data implied
that Igh replication is under B cell-specific developmental control.
In MEL cells, the downstream origin, which is located beyond the
limits of the 3′ RR, may be a terminus for Igh locus regulation. It
is of interest that changes in Igh DNA replication are associated
with changes in nuclear location of the Igh locus (71, 73) but can
be independently regulated (74). In pro- and pre-B cells, the Igh
locus is located away from the nuclear periphery, while in MEL
and ES cells, and in B and plasma cells, the Igh locus is located
at the nuclear periphery. These observations raise the question
of whether there are finer demarcations of nuclear subcompart-
ments generally associated with the Igh locus and the 3′ RR? What
regulates the movement of the locus from one position to another?

IS THE 3′ RR INVOLVED IN INTER-CHROMOSOMAL INTERACTIONS?
The mechanism by which recurrent translocations involving the
Igh locus take place and the role of the 3′ RR are under close
scrutiny (75, 76). Epner and colleagues have reported a role for
the 3′ RR in transvection involving allelic interactions (77). Fur-
ther, our studies have identified a region between hs4 and hs5 that
has a methylation signature indicative of allelic expression (66).
The Skok laboratory has observed allelic interactions in Igh genes,
which are evident during steps of VDJ joining (78). The various
3C technologies and their broader counterparts, as noted in part
above (47, 63), should be very informative about the contribution
of the 3′ RR to genetic domains of interaction.
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Birshtein Epigenetic regulation of Igh 3′ RR

IS THERE A ROLE OF THE 3′ RR AS A SUPER ENHANCER?
Recent genome-wide studies have reported “super enhancers” (79,
80), DNA segments substantially larger than other “enhancer”
regions and identified as having strong binding sites for BRD4,
a member of the bromodomain and extraterminal (BET) sub-
family of human bromodomain proteins, and for the Mediator
complex with which BRD4 interacts. By these criteria, the 3′ RR
was predicted to be a super enhancer in multiple myeloma cells
(79), where it upregulates expression of the myc oncogene to
which it is juxtaposed as a result of a chromosomal transloca-
tion. An inhibitor of BRD4, JQ1, can lead to downregulation of
myc expression in multiple myeloma cells. However, myc appears
to be suppressed by JQ1 regardless of whether it is associated with
Igh sequences through translocation (81), potentially via B cell-
specific enhancers of myc (47, 63). Is the 3′ RR a super enhancer?
Under what circumstances? Does the 3′ RR share features in com-
mon with other “super enhancers”? How might the 3′ RR become
a super enhancer?
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The Oct2 protein, encoded by the Pou2f2 gene, was originally predicted to act as a DNA
binding transcriptional activator of immunoglobulin (Ig) in B lineage cells. This prediction
flowed from the earlier observation that an 8-bp sequence, the “octamer motif,” was a
highly conserved component of most Ig gene promoters and enhancers, and evidence from
over-expression and reporter assays confirmed Oct2-mediated, octamer-dependent gene
expression. Complexity was added to the story when Oct1, an independently encoded
protein, ubiquitously expressed from the Pou2f1 gene, was characterized and found to
bind to the octamer motif with almost identical specificity, and later, when the co-activator
Obf1 (OCA-B, Bob.1), encoded by the Pou2af1 gene, was cloned. Obf1 joins Oct2 (and
Oct1) on the DNA of a subset of octamer motifs to enhance their transactivation strength.
While these proteins variously carried the mantle of determinants of Ig gene expression
in B cells for many years, such a role has not been borne out for them by characterization
of mice lacking functional copies of the genes, either as single or as compound mutants.
Instead, we and others have shown that Oct2 and Obf1 are required for B cells to mature
fully in vivo, for B cells to respond to the T cell cytokines IL5 and IL4, and for B cells to
produce IL6 normally during a T cell dependent immune response. We show here that
Oct2 affects Syk gene expression, thus influencing B cell receptor signaling, and that Oct2
loss blocks Slamf1 expression in vivo as a result of incomplete B cell maturation. Upon
IL4 signaling, Stat6 up-regulates Obf1, indirectly via Xbp1, to enable plasma cell differenti-
ation.Thus, Oct2 and Obf1 enable B cells to respond normally to antigen receptor signals,
to express surface receptors that mediate physical interaction with T cells, or to produce
and respond to cytokines that are critical drivers of B cell and T cell differentiation during a
humoral immune response.

Keywords: Oct2, Obf1, Syk, Slamf1, B:T collaboration, cytokines

INTRODUCTION
Octamer binding protein 2, or Oct2, is encoded by the Pou2f2 gene.
It was one of the first cell type-specific transcription factors identi-
fied and cloned (1). As indicated by its name, it is a founding mem-
ber of a family of DNA binding proteins concurrently discovered,
that share a conserved bipartite DNA binding domain compris-
ing a homeobox-like domain and a second conserved sequence
entitled the POU domain, for the P it1, Oct1/Oct2, U nc86 pro-
teins (2). Oct2 binds to a conserved consensus DNA sequence,
the “octamer motif” found in the promoters and enhancers of
many genes, including those encoding immunoglobulins (3, 4).
The Obf1 protein encoded by the Pou2af1 gene, which is also
known as OCA-B and Bob.1 was subsequently cloned using a
yeast 1-hybrid screen for B cell proteins that physically interact
with Oct1 or Oct2 (5–7). While Oct1/Oct2 and Obf1 share the
capacity to bind to and activate genes adjacent to octamer motifs,
they are selective in the genes to which they bind. The selectivity of
target gene binding is determined, in part, by the sequence of the
octamer motif, and whether it conforms to one of two classes of

site, designated“PORE”and“MORE”motifs (8). Whether binding
mediates activation or repression is also influenced by the par-
ticipation of cofactors [reviewed by Tantin (9)], including Obf1,
which can potentiate the transactivation potential of Oct1 and
Oct2 (8, 10).

Oct2 is expressed primarily but not exclusively in the B cell
lineage, where it increases with cellular activation (11). Neurons,
macrophages, and T cells have also been shown to express Oct2
(12–18). Oct2 is required for post-natal survival (19), so must
regulate critically important genes outside of the immune system.
These will not be discussed here. The Oct2 gene is large, displays
complex splicing patterns, and encodes protein isoforms with mul-
tiple essential activation domains (20–22). Oct2 is largely localized
to the nucleus. Obf1 expression is mostly restricted to B lineage
cells, where it is also highly induced upon activation (23). Zwilling
et al. (24) have reported expression in T cells, but myeloid cells do
not express Obf1 (15). A small protein of ~35 kDa, Obf1 is found in
both the nucleus and cytoplasm, where a proportion may be teth-
ered to the cell membrane after post-translational myristoylation
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(25), and a potential role for membrane-associated Obf1 in B cell
receptor (BCR) signaling has been proposed (26).

A series of studies have shown that Oct2 and Obf1 are required
for full functional and phenotypic maturation of B cells. In single
knockout (KO) mice of each gene, peripheral B cells are numeri-
cally reduced and display some features of immature transitional
cells (27, 28). The peritoneal B1 and splenic marginal zone (MZ)
populations are missing in Oct2−/− mice (27, 29). Obf1−/− mice
are viable and fertile, but show B cell developmental defects (30,
31), have an expanded B1 cell population (32). They also lack
MZ B cells (33) and completely fail to produce germinal centers
(GCs), the sites of cognate B cell:T cell interaction and expan-
sion, upon immunization, or infection (34–37). Both Oct2- and
Obf1-deficient splenic B cells display aberrant responses to BCR
signaling and other characteristics of immature B cells (27, 34,
38). Oct2-deficient B cells also fail to respond to lipopolysac-
charide (LPS), which signals through TLR4 (38). In vivo, serum
immunoglobulin (Ig) levels in both mutants, particularly those
that are T cell dependent, are strongly reduced (34–36, 38). Mice
doubly deficient for Oct2 and Obf1 show a stronger humoral
deficiency phenotype, reflecting the distinct activities of the two
factors, but still express Ig genes (39). Thus, the two factors are
not required, singly or in combination, for Ig gene expression by
B cells.

Detailed functional studies on Oct2- and Obf1-deficient B cells
in vitro and in vivo have identified a number of genes regulated by
the two factors. Oct2 directly regulates the gene encoding CD36,
a class B scavenger receptor family (40), but only in B cells, not
in macrophages or dendritic cells (41–43). However, no role for
CD36 in B cells has been determined (44). Oct2-deficent B cells
have been shown to be defective in their responses to the T cell
cytokine IL5 as a result of the direct regulation of the Cd125 gene
encoding the IL5Rα chain (29). IL5 promotes antibody-secreting
cell (ASC) differentiation in mouse B cells (45), and Oct2−/− B
cells are defective in this process (29). In another study, it was
shown that both Oct2 and Obf1 contribute to the regulation of
IL6 production by activated B cells, through direct effects, at least
by Oct2, on the Il6 gene (11). As Obf1 does not contact DNA (5),
it is difficult using current procedures to prove direct interaction
of Obf1 with putative target gene loci. IL6 is important during T
follicular helper (Tfh) cell polarization (46). We have also shown,
using the same quantitative tools that identified the role of Oct2
and IL5 in ASC differentiation, that Obf1 is required for T cell
dependent ASC differentiation, but not isotype switching, both
in vitro and in vivo (29).

In addition to these established roles for Oct2 and Obf1 in
B cells, we include below data from studies on other genes that
we have found to be differentially regulated in Oct2- and Obf1-
deficient B cells. These include the genes encoding the Syk protein,
which is an important transducer of BCR signals and Slamf1, an
essential mediator of cell:cell contact, especially in the context of
a developing GC. Expression of Syk and Slamf1 are sensitive to
Oct2 loss, through different mechanisms. We also show that Obf1
is downstream of Stat6 in the IL4 signaling pathway of B cells, with
Xbp1, another Stat6 target, its direct activator. We include these
data to add to our understanding of the valuable roles that Oct2
and Obf1 play in B cell responses to antigen and to T cell help.

RESULTS
Consistent with their distinct roles in vivo, Oct2 and Obf1 have
quite distinct patterns of expression in peripheral B cells, as mea-
sured by RNAseq of sorted populations from naive C57BL/6 mice
(Figure 1A). Oct2 levels are highest in B1 cells of the peritoneal
cavity, and decline with terminal differentiation to ASCs. In con-
trast, Obf1 levels peak in GC B cells, which require Obf1 for their
generation, and remain high in ASC. For contrast, expression of
Syk and Slamf1 in the same populations are shown in Figure 1A, as
these two genes are influenced directly and indirectly, respectively,
by Oct2, and will be discussed below.

Oct2 MODULATES B CELL RECEPTOR SIGNALING BY FINE-TUNING Syk
EXPRESSION
A microarray screen for Oct2-dependent genes identified the tyro-
sine kinase Syk as a potential target gene. Characterization of the
murine Syk promoter using 5′ RACE identified two alternative
transcriptional initiation sites (Figure 1B) that append alternative
5′ non-coding exons to Syk mRNAs in B cells. Both transcripts
encode the same protein, as the start of Syk translation lies in
an exon common to the two transcripts. RNAseq data for Syk in
sorted B cell populations show that the usage of exons 1 or 2 varies
subtly among them (Figure 1C).

The promoter upstream of exon 2 is positively regulated by
Oct2. B cells sorted from Oct2−/− mice (Figure 2A) have a lower
level of Syk transcripts and protein than wild type (WT) mice
(Figures 2B,C). Using qPCR to distinguish Syk transcripts derived
from exon 1 or exon 2, we found that those derived from exon 2
were selectively reduced in Oct2−/− B cells (Figure 2D). To con-
firm the influence of Oct2 on the Syk exon 2 promoter, we stably
introduced an estradiol-inducible form of Oct2 (29) into a cloned
Oct2−/− B lymphoma cell line, OM1 (48). Upon treatment with
estradiol, there was no effect on expression from exon 1 with either
the vector only control or the inducible Oct2 construct. However,
estradiol induction of Oct2 selectively enhanced Syk expression
from exon 2 and culminated in markedly increased Syk mRNA
levels (Figures 2E,F). A DNA sequence search revealed three per-
fect consensus octamer sequences in the Syk gene (Figure 1B).
Chromatin immunoprecipitation (ChIP) of Oct2 on DNA from
the WT B lymphoma WEHI231 showed strong enrichment of
DNA from the promoter of the known Oct2 target gene Cd36
(Figure 2G). The DNA adjacent to the perfect octamer sequence
upstream of exon 2 was also significantly enriched in the ChIP,
but adjacent sequences in intron 1/2 were not. Thus, Oct2 can
directly increase Syk levels in B cells, acting at one of two alternative
promoters.

As mentioned above, Oct2 is required for the full functional and
phenotypic maturation of B cells, such that peripheral B cells in
Oct2−/− mice are numerically reduced and display some features
of immature transitional cells, and the B1 and MZ populations are
missing (27, 29, 38). Like transitional B cells, Oct2-deficient B cells
are killed rather that activated by BCR cross-linking [Ref. (38, 49);
see also Figure 3A]. However, Oct2−/− B cells respond normally
to the survival factor Baff/BlyS, and survive to expand normally
when BCR signaling occurs in the presence of Baff (Figures 3A,B
and data not shown). Oct2−/− mice expressing a Bcl2 transgene
still lack B1 and MZ B cells (data not shown). Thus abnormal
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FIGURE 1 | Expression of Oct2, Obf1, Syk, and Slamf1 in peripheral B cell
populations. (A) RNAseq data measuring expression of Oct2/Pou2f2,
Obf1/Pou2af1, Syk, and Slamf1 in B cell populations sorted ex vivo from naïve
C57BL/6 mice. FoB, follicular B cells from spleen (small B220+, IgM+, IgD+)
PerB1 and PerB2, B220+ cells from peritoneal lavages of naïve mice, stained
with CD23 and Mac1. B1 cells were CD23− and Mac1lo and B2 cells were
CD23+ and Mac1−; MZB, splenic marginal zone B cells, B220+, IgMhi, CD21hi;
GCB, germinal center B cells (B220+, Fas+, GL7+) from spleens of mice
immunized 8 days previously with SRBC; ASC, antibody-secreting cells sorted

as syndecan1+, GFP+ cells from spleens (Spl), and bone marrows (BM) of
mice carrying the Blimp-GFP reporter gene (47). Data were derived from at
least two independent biological replicates in all cases. Because Ig
sequences can represent >70% of the RNA from plasma cells (data not
shown), the RNAseq data shown in the figure excludes all reads mapping to
the Ig (heavy and light chain) loci as described in Section “Materials and
Methods.” (B) Structure of the mouse Syk gene, showing exons, alternative
transcriptional start sites (small arrows), the locations of a

(Continued)
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FIGURE 1 | Continued
perfect consensus octamer motif (*) and the positions of PCR primers used
here. Filled boxes indicate protein coding sequence, and open boxes,
sequence comprising the 5′ and 3′ untranslated regions of Syk mRNA. (C)
RNAseq tracks showing expression of the Syk gene exons in different sorted

B cell populations, normalized to library size, and aligned with the gene
structure of (B). Note that exon 1, as shown in this panel, is not included in
the RefSeq (Mouse mm9, July 2007) map of Syk mRNA, but is represented
in alternate Syk transcripts ENSMUST00000120135 and
ENSMUST00000118756 in the Ensembl database.
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FIGURE 2 | Oct2 directly and selectively activates transcription from
Syk exon 2. (A) Splenic B cells from WT and Oct2 KO mice stained for
B220 and IgD expression and sorted for phenotypically mature Fo B cells.
(B) Syk RNAseq data from WT (black bars) and Oct2−/− (gray bars) B cells,
sorted as in (A), activated for 48 h with CpG or anti-CD40. (C) Syk protein in
sorted resting Fo B cells from Oct2+ /+ or Oct2−/− mice. (D) qPCR of Syk
mRNA distinguishing transcripts initiated at exons 1 or 2 in sorted splenic
Fo B from WT and Oct2 KO mice. Expression is relative to that of the hmbs
housekeeping gene. Values are means±SD of triplicate assays. (E) Specific
induction of transcription from Syk exon 2 upon Oct2 over-expression in

OM1 cells, which are Oct2−/− (48), as shown by qPCR. Values are
means±SD of triplicates. (F) Northern blot for total Syk mRNA from a
parallel experiment. (G) Quantitation of Oct2 chromatin
immunoprecipitation (ChIP) qPCR data, showing enrichment of the Cd36
promoter [a known Oct2 target gene (41, 42)] and Syk sequences upstream
of exon 2. Oct2:DNA complexes were precipitated from WEHI231 B
lymphoma cells (which are Oct2+ /+) and OM1 B lymphoma cells. Oct2 does
not bind appreciatively to adjacent sequences in Syk intron 1/2. Values are
means±SD of triplicate assays. P values were calculated using the
unpaired Student’s t -test; NS, not significant.
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FIGURE 3 | Oct2 is required for normal signaling from the B cell
receptor, and ectopic Syk expression enhances the response in both WT
and KO B cells. (A) B cell proliferation in response to BCR signaling, Baff, or
both in combination after 3 days. Stimulation index is calculated as
proliferation relative to unstimulated cells. Filled bars, Oct2+ /+ gray bars,
Oct2−/−. All values are the mean of triplicates±SD. (B) Survival, assessed by
propidium iodide exclusion, of B cells cultured with Baff or with anti-µ for
3 days. Filled bars, Oct2+ /+ gray bars, Oct2−/−. All values are the mean of
triplicates±SD. (C) Syk protein levels in cloned B lymphoma cells

transduced with a Syk-expressing retrovirus. The Oct2+ /+ and Oct2−/− cell
lines are BC1 and OM1, respectively (48). (D) Cytometric measurement of
Ca2+ flux in clones of BC1 and OM1 cells transduced with vector only
(black) or a Syk-expressing retrovirus (red). The arrow indicates the timing of
addition of anti-µ to cross-link the BCR. (E) Primary splenic B cells from
Oct2+ /+ and Oct2−/− mice were activated, transduced (see Materials and
Methods) and subsequently treated with anti-µ. The number of live,
transduced (GFP+) cells in each culture after 48 h is shown. Values are
means (n=4)±SD. Filled bars, Oct2+ /+ gray bars, Oct2−/−.
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survival properties are not responsible for the lack of these two
populations in the Oct2 mutant mice.

We speculated that the reduced Syk levels in Oct2−/− B cells
might contribute to their failure to mature in vivo and respond to
BCR signals in vitro. We constructed a retroviral vector expressing
Syk, and infected and cloned WT (BC1) and Oct2-deficient (OM1)
lymphoma cells (Figure 3C). Boosting Syk protein levels enhanced
the BCR response, as measured by calcium flux, in both WT and
Oct2−/− cells (Figure 3D). Finally, using transduction of primary
B cells (see Materials and Methods), we found that elevating Syk
levels improved the proliferation of WT B cells, both unstimulated,
and more strongly, upon BCR cross-linking, and that Oct2−/− B
cells complemented with Syk retrovirus were activated to expand,
rather than be killed by a BCR signal (Figure 3E). The rescue was
not complete, as cell survival was still lower overall in the mutant
cell cultures. This is likely to reflect technical limitations of the
assay, including comparative infectivity of WT and mutant cells,
and the correct timing of exogenous Syk expression in the con-
text of the BCR signal. However, the results strongly suggest that
Syk levels are limiting in Oct2−/− and, to a lesser extent, in WT B
cells. We propose that Oct2 regulates Syk gene expression to enable
positive selection through the BCR and therefore entrance to the
mature follicular B cell pool, and it may similarly enable differen-
tiation of B1 and MZ B cells, which are highly dependent on BCR
signal strength.

Oct2 INDIRECTLY AND SELECTIVELY REGULATES Slamf1 EXPRESSION
ON B CELLS
Slamf1 encodes CD150, a lymphocyte signaling and adhesion mol-
ecule (50) that is expressed in B cells and T cells and at very
low levels in myeloid cells (see www.immgen.org). Our RNAseq
analysis of activated B cells indicated that Slamf1 was expressed
at abnormally low levels in Oct2 KO B compared to controls
(Figure 4A). This was confirmed by flow cytometric analysis
(Figure 4B). Resting WT and LPS-activated B cells expressed sim-
ilar levels of Slamf1, but levels on Oct2-deficient B cells were much
lower than controls under both conditions. Activated WT T cells
up-regulated Slamf1 from resting levels. However, Slamf1 was not
Oct2-dependent in resting or activated T cells, or in macrophages
expanded from fetal liver, despite Oct2 normally being expressed
in these cell types (15, 16, 18).

We next asked whether Slamf1 was a direct Oct2 target using
cloned WT (WEHI231) and KO (OM1) B lymphoma lines trans-
duced with the inducible Oct2-ER vector, as described above. As
expected, the Oct2 target Cd36 gene was expressed in WEHI231
but not OM1 (Figure 4C). Estradiol treatment enhanced Cd36 lev-
els in WEHI231, and strongly induced Cd36 expression in OM1
cells. However, Slamf1 expression, while low in the Oct2−/− line,
was not increased by Oct2 induction. Therefore, Oct2 is unlikely
to directly regulate Slamf1 transcription in B cells.

Examination of the pattern of expression of the Slamf1 gene
during B cell development, using the Immgen database (http:
//www.immgen.org) and by flow cytometry of bone marrow (BM)
and peripheral B cell populations indicated that Slamf1 is a marker
of B cell maturation, appearing during the transition from imma-
ture (IgMhi/IgDlo) to mature (IgMlo/IgDhi) follicular B cells of
the spleen (Figure 4D), with MZ B cells expressing intermediate

Slamf1 levels. We conclude that loss of Oct2 blocks B cell matu-
ration before the Slamf1+ stage, thereby indirectly regulating its
expression.

It has been shown that B cells lacking Slamf1 cannot form the
lasting interactions with Tfh cells that are required for GC for-
mation (51), and yet Oct2 mice do form GC upon infection and
immunization (11). We immunized WT and KO mice with SRBC
and stained GC cells for Slamf1 9 days later. Oct2+/+ and Oct2−/−

GC B cells expressed similar levels of Slamf1. This indicates that
Oct2 is dispensable for Slamf1 expression, and that endogenous
signals driving the GC response override the Oct2 maturation
defect in vivo (Figure 4E). To explore the nature of these signals,
we tested the capacity of a number of mitogens and cytokines to
induce Slamf1 expression on Oct2-null B cells in vitro. Anti-µ,
anti-CD40, Baff, and IL4, tested singly or in all possible combi-
nations, failed to induce appreciable Slamf1 on Oct2−/− B cells,
suggesting that other factors and cells contribute in vivo. Collec-
tively these studies point to an Oct2-regulated differentiation step
that enables efficient FoB cell maturation.

Obf1 ENABLES T CELL DEPENDENT ASC DIFFERENTIATION DRIVEN
BY IL4
We have shown that both Oct2 and Obf1 affect a B cell’s capacity
to differentiate to ASC in response to particular cytokines, with
Oct2 regulating the response to IL5 (29), and Obf1 being essential
for ASC differentiation driven by IL4 (52).

We determined that Obf1 lies downstream of Stat6 in the
IL4 signaling cascade (Figures 5A–C). Interestingly, while the
IL4/Stat6 axis drives both isotype switching and ASC differen-
tiation (45), Obf1 is dispensable for IL4 driven switching (52).
In order to learn how IL4 and Stat6 regulate Obf1 expression, we
performed microarray analysis on the WEHI231 B lymphoma,
an IL4 responsive line. Because Stat6 exists in a latent form in
the cytoplasm, and is activated by phosphorylation to enter the
nucleus and act as a transcription factor (53), direct Stat6 targets
would be activated after IL4 signaling even in the absence of new
protein synthesis. Cells therefore were treated with cyclohexam-
ide (CHX) to inhibit translation, and 1 h later, IL4 was added.
A parallel culture did not receive IL4. After another 4 h, RNA
was prepared from both. Analysis using Illumina Sentrix Mouse
v1.1 arrays identified a small number of genes whose expression
rose two to fourfold during this short period of IL4 stimula-
tion, genes likely to be regulated directly by Stat6. Among these
were three transcriptions factors: Nfil3, Vdr, encoding the 1,25-
dihydroxyvitamin D3 receptor, and Xbp1. Their induction under
these conditions was validated by qPCR (Figure 5D). Interestingly,
Obf1 transcription was not elevated by IL4 treatment in the pres-
ence of CHX, indicating that it is not a direct Stat6 target gene
(Figure 5D).

As Obf1 RNA is elevated by IL4 treatment in B cells in the
absence of CHX (Figure 5B), we hypothesized that one of the
three transcription factors directly regulated by Stat6 might drive
Obf1 expression. We therefore constructed ER fusion vectors for
each to determine their effects on Obf1 expression. The Xbp1-
ER expression vector contained the mature, processed, and active
form of this factor (54). Clones of each line were cultured for
24 h unstimulated, with estradiol to induce each fusion protein, or
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FIGURE 4 | Oct2 influences and Slamf1 expression in B cells. (A) Analysis
of Slamf1 expression in Oct2-null and Oct2+ /+ B cells activated in vitro. Cells
were cultured for 48 h in the presence of CpG or aCD40 before RNA was
prepared for RNA sequencing. Filled bars, Oct2+ /+ gray bars, Oct2−/−.
(B) Slamf1/CD150 protein expression in cells of the indicated genotypes.
Cells were assessed directly ex vivo (resting, top panels), or were activated

in vitro for 48 h with either LPS (B cells) or anti-CD3 (T cells). Macrophages
were expanded from fetal liver as described in Section “Materials and
Methods.” In the histograms, WT cells are represented with heavy black lines
and Oct2−/− as red. Unstained controls are indicated by thin black lines.
(C) WEHI231 cells (Oct2+ /+) and OM1 cells (Oct2−/−), either uninfected or

(Continued)
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FIGURE 4 | Continued
transduced with an Oct-ER expression vector, were cultured in the
presence or absence of estradiol (Es) for 24 h and CD36 and Slamf1 levels
were determined by flow cytometry. Thin lines indicate background
fluorescence of unstained controls, blue lines represent CD36 and Slamf1
levels in uninduced cultures, and heavy black lines, the levels after Es
induction. (D) Slamf1 expression during B cell maturation. Colors indicate
the populations represented in each histogram. For bone marrow,
recirculating B cells were B220++ and IgM+, immature B were B220+ and

IgM++, and precursor B were B220+ and IgM−. For spleen, immature B
cells were IgMhi, IgDlo, MZ B cells were IgMhi, CD21hi, and Fo B cells were
IgMlo, IgDhi, CD23+, and CD21+. Lymph node B cells were IgMlo, IgDhi, and
CD23+. (E) Flow cytometric analysis of splenic B cells from naïve and
immunized mice (9 days after SRBC immunization). Top panels show the
percentage of GL7+Fas+ GC B cells (gated) among total B220+ cells in
spleens from mice reconstituted with WT or Oct2−/− fetal liver. Bottom
panels show the Slamf1 levels on non-GC (gray lines) and GC (black line) B
cells for each animal, gated as shown in the upper panels.

with IL4. IL4 caused an increase in Obf1 RNA levels in all cases, as
expected. However, estradiol induction only increased Obf1 lev-
els significantly in the Xbp-ER expressing cell line (Figure 5E).
Finally, primary splenic B cells from Xbp1+/+, heterozygous and
conditional KO mice were stimulated for 48 h with CD40 ligand
and IL4, and protein extracts prepared. Western blots showed that
Xbp1-null B cells express markedly less Obf1 than the controls
(Figure 5F). These data indicate that Nfil3 and Vdr do not influ-
ence Obf1 expression, but that Xbp1 has the capacity to directly
activate the Obf1 gene in response to IL4/Stat6 signaling in B cells.

DISCUSSION
The data we present here adds to a growing view of Oct2 and
Obf1 as essential contributors to the sensing capacity of B cells
(Figure 6). These two factors enhance the cell’s ability to deliver
a BCR signal to drive maturation, or to sense a foreign antigen
and become activated. We show here that Oct2 may do so by
fine-tuning Syk levels. Since Oct2 loss blocks peripheral B cell
maturation, such that MZ B cells are missing and mature FoB
reduced, Oct2 may play its most important role prior to a diver-
gence point of Fo and MZ B cells (55). The immature Slamf1−,
BaffR+, CD23+, CD21+, IgMhi, Dlo, HSAhi phenotype of Oct2−/−

B cells does not neatly fit into the phenotypic transition of imma-
ture to mature B cells (55), and may represent a normally transient
phase of B cell maturation. Obf1 is required for normal B cell
maturation and MZ B cell development (33), but as Obf1 does
not influence Syk expression, it is likely that the two factors act
through unique subsets of target genes for this aspect of B cell
development. Indeed, it has been reported that Obf1 positively
regulates SpiB gene expression (56), and that SpiB is required for
normal B cell maturation and BCR signaling, through regulation
of c-rel (57, 58).

T cell dependent antibody responses depend upon Oct2 and
Obf1 in several ways. Both Oct2 and Obf1 are required for B cells to
produce normal levels of IL6, a cytokine important in Tfh matura-
tion in the context of a Slamf1-mediated B cell:Tfh cell interaction
(11, 59, 60). These molecular interactions enable the initiation of
a fruitful T cell-dependent humoral immune response. For exam-
ple, IL6 produced by activated B cells early in the GC response
reinforces the early dendritic cell signal that initiates Tfh differen-
tiation, and IL21 produced by the nascent Tfh enhances both Tfh
function and B cell differentiation into GC B cells and ASC (61–
66). Slamf1, which is indirectly dependent upon Oct2, is required
to prolong the B:Tfh interaction while these important signals are
exchanged. Subsequently, Oct2 and Obf1 enable B cells to respond
to other Th cell cytokines that drive ASC differentiation. Oct2
regulates Cd125 expression (29), and so expression of the high

affinity receptor for IL5, an ASC differentiation factor (45). Obf1
is required for a normal B cell response to IL4, a growth, survival,
isotype switching and differentiation factor for B and plasma cells
[(45, 67) and this study].

Except for the specific case of Obf1 and a subset of VL genes
(68), there is no evidence that Oct2 or Obf1 are required for Ig
gene expression or for antibody secretion in ASC generated from
single or double KO mice (29, 39, 52). Interestingly, however, we
show here that Xbp1, which is highly expressed in ASC and known
to be required for ASC function [(69–72) and our unpublished
data], can directly activate Obf1. Shen and Hendershot (73) have
also shown in ASC that Obf1 is a direct target of Xbp1. Accord-
ingly, Obf1 expression is elevated in normal ASC compared to B
cells, unlike Oct2 expression, which declines with differentiation
(Figure 1). Xbp1, normally associated with the unfolded protein
response in ASC, is an IL4 response gene in B cells. We confirm
here that Obf1 is an Xbp1 target gene in FoB cells, and that IL4 and
Stat6 directly induce Xbp1. Iwakoshi et al. (70) have earlier shown
that, in the context of ASC differentiation, IL4 strongly induces
Xbp1 expression and Stat6 is required. Thus, the selective ASC
differentiation defect in Obf1 null B cells under T cell-dependent
conditions may reflect an important Stat6-Xbp1-Obf1 axis.

Instead of direct influences on Ig gene expression, poor
humoral immune responses in Oct2 or Obf1 mutant mice more
likely reflects a paucity of differentiated peripheral B cell popu-
lations and weak to absent influences of T cells on these B cells.
Oct2 and Obf1 are most highly expressed in GC B cells, with Obf1
being essential for their differentiation, but Oct2 dispensable (11).
In both mutants, the B cells defects are cell intrinsic. Outstanding
questions remain: what are the genes that Oct2 and Obf1 reg-
ulate to ensure full peripheral maturation and competent BCR
signaling? What are the Obf1 regulated genes that are essential for
GC development under all circumstances tested so far, including
immunization, infection, and autoimmunity (11, 32, 37)? While
these critical Obf1 target(s) are not yet known, candidates such
as Bcl6 (or its co-repressor MTA3), Bach2, Irf4 and CXCR5, all
critical for normal GC formation or maintenance [see Ref. (74)],
can be excluded, as they are not influenced by Obf1 loss (our
unpublished data). Ongoing genome-wide RNA expression analy-
sis, coupled with ChIPseq, will enable detailed characterization of
the full Oct2 and Obf1 gene regulatory networks, and their shared
and unique responsibilities in delivering effective B cell immunity.

MATERIALS AND METHODS
CELL LINES, CELL CULTURE, AND RETROVIRAL TRANSDUCTION
B lymphoma cell lines used here were all generated in house:
WEHI231 (75), BC1, and OM1 (48). Primary splenic B and T
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FIGURE 5 | Obf1 is downstream of Stat6 in the IL4 signaling
cascade. (A) Western blots to detect Obf1 and Stat6 proteins in purified
B cells of the indicated genotypes, harvested 48 h after anti-CD40± IL4
treatment. Actin is included as a loading control. (B) RNA sequencing
data showing Obf1 expression 48 h after anti-CD40± IL4 treatment in
WT (black bars) and Stat6−/− B cells (gray bars). (C) Western blot on the
same samples as in (B), to detect Stat6 and Obf1 proteins. (D) Induction
of IL4 responsive genes in the presence of the translational inhibitor
cycloheximide (CHX), as measured by qPCR. (E) Induction of Obf1 RNA

levels in B lymphoma cell lines each expressing a ER fusion of each of
the transcriptional regulators that are direct IL4 target genes: Nfil3, Vdr,
and Xbp1. Cells were untreated or treated with either estradiol or IL4 for
24 h. In (B,D,E), values are means±SD for triplicate samples.
(F) Western blot to detect Obf1 protein in purified B cells from Xbp1+ /+,
heterozygous, or conditional KO mice. Cells were cultured in anti-CD40
plus IL4 for 48 h before analysis. In (B,D,E), means±SD for triplicate
measurements are shown, with P values determined using the unpaired
Student’s t -test. NS, not significant.
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FIGURE 6 | Oct2 and Obf1: finessing the B cell. Summary of published
work and data discussed here, identifying the B cell responses that depend
upon Oct2 and Obf1 for their optimal function. Oct2 (red arrow) selectively
enables B cells to respond to IL5, a T cell-derived driver of ASC
differentiation (45). Obf1 (blue arrow) selectively mediates IL4 driven ASC
differentiation, downstream of Stat6. Both Oct2 and Obf1 (green arrows)
enable BCR signaling, B cell maturation and indirectly, expression of
Slamf1, an important mediator of B cell:T cell interactions during a humoral
immune response.

cells were purified using anti-B220 or anti-CD4 microbeads (Mil-
tenyi), as described (11). Oct2+/+ and Oct2−/−macrophages were
expanded in vitro from E13 fetal liver using M-CSF, as described
(15). Retroviral transduction in all cases used the pMX-pie vector
and was preformed using spin infection as described (48, 76). For
lymphoma lines, cells were cloned post-infection as single GFP+

cells in puromycin-supplemented medium.
For the retroviral complementation experiment of Figure 3E,

primary splenic B220+ cells were stimulated for 24 h with
CpG [1 µM oligonucleotide CpG 1668 (sequence 5′-TCCATGA
CGTTCCTGATGCT-3′), fully phosphothioated GeneWorks] to
promote cell cycling and enable retroviral infection. After
overnight culture, cells were washed and resuspended in
medium at 0.5× 106 cells/ml, without CpG but containing anti-µ
[10 µg/ml AffiniPure F(ab′)2 fragment, goat anti mouse Jack-
son Laboratories] and/or Baff (250 ng/ml a kind gift from
Jürg Tschopp). Cell survival in transduced (GFP+) cells was
assessed after a further 48 h by flow cytometry, propidium
iodide exclusion, and cell counting using internal microbead
controls.

Retroviruses expressing transcription factors fused to the
human estrogen receptor (hER) dimerization domain were gen-
erated by amplification of each factor’s ORF, and sequencing each
amplified product to ensure it was mutation-free and in frame
with the hER. Production of ER fusion proteins of the correct size
was confirmed by western blots of infected or transfected cells.
Anti-CD40 (clone FGK4.5) was prepared in house and used at
10 µg/ml. β-Estradiol (Sigma) was used at 10 µM, cycloheximide
at 50 µM.

MICE
Oct2−/−, Obf1−/−, and Stat6−/− mice have been described previ-
ously (19, 36) Xbp1fl/flCd19Cre/+mice, where Xbp1 is conditionally
deleted in the B cell lineage, were generated by Hetz et al. (77) and
further described in Taubenheim et al. (72). All mice were main-
tained on a C57BL/6 background, and all experiments conformed

to the relevant regulatory standards of the Animal Ethics Com-
mittee of the Walter and Eliza Hall Institute of Medical Research
(AEC Projects 2010.010 and 2013.014).

ANTIBODIES
For westerns, antibodies used were specific for Oct2 (clone 9A2,
in house), Obf1 (clone 6F10, in house) Stat6 (S-20), Syk (N-
19), and actin (I-19) all from Santa Cruz and Xbp1 (Ab37152-
100, Abcam). For flow cytometry, antibodies used were specific
for B220 (RA3-6B2), IgD (11-26c.2a), fas/CD95 (Jo2), all from
BD Pharmingen Slamf1/CD150 (TC15-12 F12.2, Biolegend), and
GL7 (eBioscience). Calcium flux was assessed cytometrically as
described (78).

MICROARRAYS
Illumina Sentrix Mouse v1.1 arrays were probed with RNA pre-
pared from independent B lymphoma cell lines: to identify Oct2-
dependent genes, two independent clones of OM1 cells stably
transduced with a control vector or one expressing an estradiol-
inducible Oct-ER fusion protein were treated in vitro for 6 or 48 h
with estradiol prior to RNA preparation. For Obf1 targets, two
clones of the Obf1−/− BM1 lymphoma line (78), transduced with
vector control or an Obf1-ER expression vector, were induced in a
similar manner and RNA prepared and analyzed.

RNA SEQUENCING
Peripheral B cell populations were sorted from naïve or immu-
nized C57Bl/6 mice as described in the legend to Figure 1. Two
independent biological replicates were prepared for each popu-
lation, except for spleen and BM ASC. Because of the paucity of
ASC in these tissues, cells were pooled from three to four individ-
uals before sorting. Two such pools were processed independently
for sequencing. Normalized expression levels are shown in the
graphs. As more than 70% of reads in RNA from ASC map to
the Ig loci, all Ig reads were excluded from the data, for all pop-
ulations, before normalization to generate the values shown in
Figure 1A. Specifically, all reads from the IgH locus on chromo-
some 12, NC_000078.6 (positions 113,258,768–116,009,954), all
reads from the Igλ locus on chromosome 16, NC_000082.6 (posi-
tions 19,026,858–19,260,844), and all reads from the Igκ locus on
chromosome 6, NC_000072.6 (positions 67,555,636–70,726,754)
were excluded. For Figure 2B, Oct2+/+ and Oct2−/− B cells were
sorted, as in Figure 2A, from spleen of two independent mice of
each genotype and activated for 48 h before RNA extraction and
preparation for sequencing. As these conditions do not induce ASC
differentiation, Ig sequence reads were not excluded from analysis
of these samples.

PRIMERS
The starts of Syk transcription in primary B cells were deter-
mined directly using FirstChoice® RLM-RACE (Ambion) and
nested Syk gene specific primers specific for the first Syk coding
exon: 5′-GTAGGTCAGGTGGTTGGCGCTGTCCACAGC-3′ and
5′-CCCGCCATGTCTGCACCCCTTCAGAGTTC-3′.

For exon-specific Syk qPCR, these primers were used:

5′Syk exon 1: 5′-CAGTGACTGCGGCTGAGCGCGGACC-3′

5′Syk exon 2: 5′-CAGCAGGAAACCTCCACTTGCTCTCC-3′
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Common 3′ Syk primer: 5′-CCATGTCTGCACCCCTTCAGAG
TTC-3′.

For Syk ChIP PCR, these primers were used:

Exon 2: fwd 5′-GCCTAGGCCACGATGGTCAAAGGAGG-3′ and
rev 5′-GGAGAGCAAGTGGAGGTTTCCTGCTG-3′.
Upstream of exon 2: fwd 5′-CCATTGGTGGGCCCTCAGCTTG
GTTC-3′ and
rev 5′-GACCAGAGAAGAAATGGCCTCAGAAGACAGG-3′.

Chromatin immunoprecipitation was conducted as previously
described (29), using high titer, polyclonal anti-Oct2 rabbit serum
generated in house.

Primers for other qPCR were:

Stat6: fwd 5′-CTGCTGGGCCGAGGCTTCACATTT-3′

rev 5′-TCAGGGGCCATTCCAAGATCATAAGGT-3′

CD36 : fwd 5′-GGAGGCATTCTCATGCCAGTCGGAGAC-3′

rev 5′-CAAAACTGTCTGTACACAGTGGTGCCTG-3′

Slamf1: fwd 5′-GGGAGCTATCCAGATCACCTG-3′

rev 5′-CGTTCTCCTCCACGCTCAC-3′

Cd23: fwd 5′-GACACTGCAATTCAGAATGTCTCTCATG-3′

rev 5′-GCTTCTGTTCAGCTTGGAGTTCTTGCAAG-3′

Nflil3: fwd 5′-CTCACGGACCAGGGAGCAGAACCACG-3′

rev 5′-CAGGTCTTAAGGACTTCAGCCTCTCATCC-3′

Obf1: fwd 5′-CGGTGTTGACCTATGCTTCTCCACC-3′

rev 5′-GAGGGGCGCCTGGTGCTCGGGACCC-3′

Vdr: fwd 5′-CGCTATGACCTGTGAAGGCTGCAAGGG-3′

rev 5′-GCCAATGTCCACGCAGCGTTTGAGCC-3′

Xbp1: fwd 5′-AGCAGCAAGTGGTGGATTTG-3′

rev 5′-CCAAGCGTGTTCTTAACTCCT-3′

Hmbs (for normalization): fwd 5′-GACCTGGTTGTTCACTCC
CTGAAG-3′

rev 5′-GACAACAGCATCACAAGGGTTTTC-3′

Chromatin immunoprecipitation PCR and qPCR were per-
formed on triplicate samples in all cases, and the data presented
as means± SD. Statistical significance was determined using the
unpaired Student’s t -test.

IMMUNIZATION
Mice stably reconstituted with Oct2+/+ or Oct2−/− fetal liver
were immunized i.p with 2× 109 sheep red blood cells (Applied
Biological Product Management, Australia) in 100 µl of PBS and
sacrificed after 9 days.
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The NF-κB family of transcription factors plays a central role in the inducible expression
of inflammatory genes during the immune response, and the proper regulation of these
genes is a critical factor in the maintenance of immune homeostasis. The chromatin envi-
ronment at stimulus-responsive NF-κB sites is a major determinant in transcription factor
binding, and dynamic alteration of the chromatin state to facilitate transcription factor
binding is a key regulatory mechanism. NF-κB is in turn able to influence the chromatin
state through a variety of mechanisms, including the recruitment of chromatin modify-
ing co-activator complexes such as p300, the competitive eviction of negative chromatin
modifications, and the recruitment of components of the general transcriptional machin-
ery. Frequently, the selective interaction with these co-activators is dependent on specific
post-translational modification of NF-κB subunits. Finally, the mechanisms of inducible NF-
κB activity in different immune cell types seem to be largely conserved. The diversity of
cell-specific NF-κB-mediated transcriptional programs is established at the chromatin level
during cell differentiation by lineage-defining transcription factors. These factors generate
and maintain a cell-specific chromatin landscape that is accessible to NF-κB, thus restricting
the inducible transcriptional response to a cell-appropriate output.

Keywords: transcription, chromatin, gene expression, NF-kappaB, signaling, transcription factor

INTRODUCTION
Upon pathogen detection, the innate immune system must be able
to mount a robust and rapid response, but equally important is the
need to rein in the cytotoxic effects of the inflammatory response.
Therefore, modulation of pro-inflammatory gene expression is of
fundamental importance in the maintenance of immune home-
ostasis. Pro-inflammatory genes are maintained in a silent, yet
poised, state that can be rapidly induced in response to differ-
ent stimuli, and this characteristic pattern is achieved through the
action of two elements: the activation of inducible transcription
factors and the modulation of the chromatin environment at gene
regulatory elements.

Multiple signaling pathways are activated in response to
immune and inflammatory stimuli, resulting in the activation
of many different transcription factors. The transcription factors
induced upon stimulation must interact with cis-regulatory ele-
ments of target genes to facilitate recruitment of the general tran-
scriptional machinery. The chromatin state at these cis-elements
plays a critical role in modulating the activity of transcription fac-
tors, mainly by functioning as a steric barrier to DNA binding
and as a post-translational regulatory platform that influences the
recruitment of transcriptional cofactors. This review will focus
on the interplay of the archetypal inducible transcription factor
NF-κB with the chromatin environment, and discuss how the
chromatin presents a selective regulatory barrier to NF-κB activ-
ity and how NF-κB alters the chromatin environment to induce
transcription of inflammatory genes.

The NF-κB family of transcription factors is conserved through
metazoan organisms. These transcription factors are characterized

by a unique DNA-binding motif known as the Rel homology
domain (RHD). In mammals, there are five RHD containing
proteins: p65 (RelA), c-Rel, RelB, p100/p50, and p105/p52. Each
protein is capable of forming homodimers and heterodimers, with
15 dimer combinations possible (1). In unstimulated cells, NF-κB
is sequestered in the cytoplasm by the inhibitor of NF-κB fam-
ily (IκB) via their ankyrin repeat domains. Upon stimulation, the
IκB kinase (IKK) complex is activated and phosphorylates serine
residues on IκB molecules, targeting them for ubiquitination by
the SCF E3 ligase and subsequent degradation by the proteasome.
Degradation of IκB releases NF-κB, which translocates into the
nucleus to initiate a transcriptional response (2).

BASIC TRANSCRIPTIONAL MECHANISMS
Transcription can fundamentally be understood as the interaction
of cis- and trans-acting factors within the nucleus that orchestrate
the expression of a particular gene. The cis-acting elements are
defined as non-coding DNA elements located on the same chro-
mosome as the protein-coding locus. Two critical cis-elements
are the promoter and the enhancer. Trans-acting factors include
sequence-specific transcription factors (such as NF-κB and IRF),
chromatin modifying complexes (such as histone acetyltrans-
ferases and chromatin remodeling complexes), the mediator com-
plex, and finally general transcriptional factors (GTFs), including
RNA polymerase II (3–5).

Transcription initiates from the cis-regulatory element known
as the promoter, which can be divided into two portions, the core
promoter and the proximal promoter. The core promoter contains
regulatory elements that bind Pol II and the general transcriptional
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machinery, extending from −35 to +35 relative to the transcrip-
tional start site. The distal promoter extends ~300 bp upstream
from the core promoter and serves as the binding site for sequence-
specific transcription factors. It is thought that proximal promoter
binding transcription factors coordinate with distal enhancer-
binding transcription factors to recruit the mediator complex and
the general transcriptional machinery.

A number of conserved elements comprise the core promoter.
This includes, but is not limited to, the BRE (TFIIB recognition
element), TATA box, initiator, and downstream promoter ele-
ment (DPE). However, not all of these elements are absolutely
required for a promoter to be functional. In addition to these
discrete elements, vertebrate promoters are also distinguished by
their CpG dinucleotide content, with high CpG content promoters
commonly classified as CpG-island promoters (CGI) (6–8). How-
ever, all these regulatory elements function within the context of
chromatin.

Eukaryotic DNA is highly condensed, a necessary strategy for
the compaction of large genomes into a relatively small nuclear
volume. This is achieved by the wrapping of DNA around his-
tone proteins. The resultant DNA:histone complex is referred
to as the nucleosome, which is the core repeating unit of the
chromatin. The degree of compaction of chromatin fibers plays
an important role in accessibility of DNA-binding proteins for
their cognate binding sites. Furthermore, elongating polymerases
encounter nucleosomal barriers during their progression through
the locus. Thus,chromatin presents additional layers of complexity
to the mechanism of transcription (9).

There are four major histone proteins, H2A, H2b, H3, and
H4. Two copies of each protein form the histone octamer, and
147 bp of DNA wraps around the octamer to form the nucleo-
some. The interaction of DNA and the octamer is highly stable.
High-resolution crystal structures have shown that there are over
100 points of contact between the octamer and DNA, and that
the DNA is stabilized by arginine residues of the octamer directly
contacting the minor groove of DNA (10).

HISTONES AND CHROMATIN MODIFICATION DOMAINS AT
REGULATORY ELEMENTS
The tails of histone proteins are subject to a broad range of post-
translational modifications that influence all aspects of chromatin
biology. Histone modification is thought to have two major pur-
poses: (1) the alteration of net charge of the tail, which has an
effect on tail-DNA interactions and inter-histone interactions;
(2) the generation of recognition sites for activating or repressive
factors (9).

Lysine acetylation and methylation have been the most well-
studied histone modifications that regulate transcription. Addi-
tion of acetyl residues is accomplished by histone acetyltransferase
complexes (HATs), and removal of these marks is catalyzed by
histone deacetylases (HDACs). HATs, such as the p300/CBP com-
plex, are generally non-specific and are able to target multiple
lysine residues on various histone proteins. Lysine acetylation is
largely associated with active transcription. Acetylation of H4K16
has been shown to have a significant impact on the compaction of
nucleosomal arrays in vitro, and is a general mark of euchromatin
in vivo. The specialized domain that recognizes acetylated lysines

is known as the bromodomain. Proteins that have bromodomains
include HATs and chromatin remodeling complexes such as RSC
and SWI/SNF (11, 12).

Lysine methylation can act as an activating or repressive
mark, depending on the specific residue modified. For example,
trimethylation of H3K4 is strongly associated with active tran-
scription, and is found at active promoters, while methylation
of H3K9 and H3K27 is associated with transcriptional repres-
sion. In contrast to acetyltransferases, methyltransferase have very
restricted substrate specificities, in keeping with the more special-
ized and context-dependent roles that methylated lysines have.
Furthermore, methylated lysine residues have relatively restricted
distributions across gene loci; for example, H3K4me3 is enriched
at promoters of active genes, while H3K4me1 has been more
recently recognized as an enhancer-specific mark, and finally
H3K36me3 and H3K79me are found within gene bodies (3, 11).

SETTING THE STAGE: DEVELOPMENTAL ESTABLISHMENT OF AN
NF-κB-RESPONSIVE GENE PROGRAM
NF-κB dimers are broadly distributed, especially in cells of the
immune system, and are activated in response to a variety of
cell-specific receptor stimuli (e.g., TCR in T-cells, pattern recog-
nition receptors in myeloid cells). In response to these stimuli
however, NF-κB is able to induce the expression of a diverse
range of genes tailored to a specific cellular response. Such cell-
type specific response is established during development and is
broadly speaking, the result of lineage-defining transcription fac-
tors binding to enhancer elements at an early developmental stage.
In macrophages for example, the major lineage-determining tran-
scription factors PU.1 and C/EBP and AP-1 families bind cognate
enhancer elements and establish an active chromatin state. This
renders the enhancer and promoter elements accessible to addi-
tional factors, resulting in a cell-specific array of binding sites in
genes that have been epigenetically primed for binding to acti-
vated NF-κB (13, 14). The establishment of an inducible epigenetic
landscape is not the only mechanism by which NF-κB binding is
modulated. Many loci require the synergistic activity of multiple
signal-dependent transcription factors, as well as further mod-
ulation of the chromatin structure at enhancers and promoter
elements.

REGULATION BEFORE THE SIGNAL: CHROMATIN AS A DETERMINANT
FOR NF-κB BINDING ACTIVITY
The concerted activity of lineage-defining transcription factors
and inducible transcription factors are required for the proper reg-
ulation of inflammatory genes expression. Along those lines, the
synergistic activity of multiple inducible transcription factors is
frequently necessary to overcome the inhibitory chromatin state at
inflammatory genes. A classic example of transcription factor syn-
ergism is the induction of the human interferon-β (IFNB) gene in
response to viral infection. Stimulus-dependent expression of this
gene requires the cooperative binding of three transcription fac-
tors: NF-κB, IRF3/IRF7, and ATF-2/c-JUN. NF-κB initially binds
to the conserved PRDII element in the promoter. This in turn
facilitates the recruitment of IRF and ATF-2/c-Jun. Once properly
assembled at the promoter, these transcription factors serve as a
platform for the sequential recruitment of the PCAF chromatin
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modifying complex, the p300/CBP acetyltransferase, and subse-
quently the SWI/SNF chromatin remodeling complexes. SWI/SNF
remodels the downstream nucleosome that encompasses the TATA
box, thus allowing TBP binding and subsequent pre-initiation
complex assembly (15–17). The regulation of the IFNβ enhanceo-
some is an important illustration of transcriptional regulation
through the combinatorial control of multiple transcriptional fac-
tors, and how only the concerted effort of these factors can resolve
the presence of a chromatin barrier.

Studies on the regulation of expression of the cytokine gene
Il12b have shown that a non-permissive chromatin configuration
functions as regulatory barrier that must be inducibly resolved for
proper gene expression. Early studies on Il12b expression focused
on identifying critical transcription factor binding sites by sys-
tematic mutation of promoter–reporter constructs. These studies
showed that NF-κB, specifically the c-Rel subunit, in conjunction
with C/EBP, AP-1, and NFAT transcription factors, are required
for Il12b activation (18–21). Nucleosomal mapping of endoge-
nous Il12b promoter revealed that the critical transcription factor
binding sites were occupied by a positioned nucleosome extend-
ing from −30 to −175 upstream of the transcriptional initiation
site, and that this nucleosome was selectively remodeled upon
LPS stimulation. Furthermore, this promoter remodeling event
was dependent on de novo protein synthesis, but was independent
of c-Rel binding, as evidenced by promoter remodeling occur-
ring in c-Rel deficient cells that lacked the ability to express Il12b
(22–24). Thus, in contrast to the enhanceosome, which required
NF-κB in a synergistic complex to recruit chromatin remodeling
complexes, Il12b operates under a slightly different mode of reg-
ulation in which remodeling is required prior to DNA binding.
Moreover, since NF-κB genes are induced with variable kinetics,
there would appear to be multiple chromatin-based regulatory
strategies governing the binding of NF-κB.

To this end, Saccani and colleagues made the important obser-
vation that although NF-κB RelA subunits entered the nucleus
rapidly upon stimulation, they only bound to a subset of genes
initially (25). Other genes were bound at later time points, suggest-
ing that their binding sites were inaccessible, consistent with the
observations at the Il12b promoter. Inspection of the chromatin
modifications at early versus late bound genes showed a consis-
tent pattern: early recruiting genes had higher levels of histone
acetylation while late bound genes had low basal acetylation lev-
els that increased upon stimulation (25). From these data, a model
emerged in which NF-κB binding was inhibited at certain promot-
ers during the early phase of stimulation by inaccessible chromatin
structure, and NF-κB could only bind these late gene promoters
after critical chromatin remodeling events had occurred.

Implicit in this model is the idea that NF-κB itself lacks the
ability to bind a chromatinized template and requires the binding
of additional factors capable of recruiting chromatin remodeling
complexes. This hypothesis is supported by structural studies of
NF-κB, which showed its precise binding to a naked DNA tem-
plate (26–28). It has been reported that NF-κB p50-homodimers
can indeed bind nucleosomal κB sites in vitro, albeit at a reduced
efficiency than the naked template (29, 30). Furthermore, the
positioning of the binding site within the nucleosome strongly
influenced the binding affinity of p50, with binding sites near the

edge of the nucleosome being highly favored. The in vitro nucleo-
some binding was also at least partially dependent on remodeling
complex activity or partial disassembly of the histone octamer
(31). It remains to be seen whether this nucleosome binding activ-
ity is specific to p50-homodimers and its specific cognate site, or
whether it is a common feature shared by a broad variety of NF-
κB dimers and binding sites. Interestingly, p50 dimer complexes
have been observed in the nucleus of unstimulated cells, which are
displaced by activating dimers (RelA or c-Rel species) in stimu-
lated cells presumably after chromatin remodeling has occurred
(32, 33). Given that p50 lacks a trans-activation domain, and has
been shown to associate with deacetylase complexes, the latent p50
binding to a more compact chromatin template may be part of a
regulatory strategy keeping genes silent under resting conditions
by maintaining a repressive chromatin environment (32).

Although it is clear that differential chromatin states influence
the NF-κB response, the mechanisms that contribute to inducible
chromatin remodeling remained unclear. To test whether specific
chromatin remodeling complexes were required for expression
of NF-κB dependent genes, Ramirez-Carrozzi and colleagues tar-
geted the SWI/SNF chromatin remodeling complex by retroviral
knockdown of its ATPase subunits, Brg and Brm (34). This protein
complex was a likely candidate for chromatin remodeling as it had
been shown to be strongly associated with gene activation in var-
ious contexts. In the targeted cells, the chromatin remodeling of
Il12b was strongly inhibited, concurrent with a loss in expression
of Il12b. The knockdown, however, had no effect on the inducible
expression of another gene, the rapidly expressed chemokine,
Cxcl2. Further comparison of the expression patterns of these two
genes revealed that (1) Cxcl2 was strongly induced upon 30 min
of LPS treatment while Il12b was most strongly induced only after
2 h of treatment and (2) expression of Cxcl2 was not inhibited by
protein synthesis inhibitors, indicating that it is a primary response
gene. Based on such criteria including induction kinetics, protein
synthesis requirement, and SWI/SNF dependence, inducible genes
could be partitioned into three classes: early primary, late pri-
mary,and secondary. The early primary response class was induced
rapidly and did not require either Brg1/Brm or new protein syn-
thesis and included genes such as Cxcl2, Tnf, and Ptgs2. However,
a subset of primary response genes (which included Ccl5, Saa3,
and Ifnb1) did require Brg1/Brm for activation and were induced
with delayed kinetics relative to remodeling-independent primary
response genes. Finally, secondary response class (which included
Il12b, Nos2, and Il6) required both Brg1/Brm and new protein syn-
thesis. ChIP analysis of Brg showed that the remodeling complex
was associated in an inducible fashion at remodeling-dependent
genes. Furthermore, nuclease sensitivity analysis at representa-
tive genes from each class showed a pattern consistent with their
dependence on Brg1/Brm. Namely, inducible promoter accessi-
bility was seen at late primary and secondary genes, and this
sensitivity was lost during knockdown of Brg1/Brm. In contrast,
early primary genes had much more accessible promoters and this
accessibility was unchanged by Brg1/Brm knockdown (34, 35).

This classification of inflammatory genes was further expanded
by the discovery that many remodeling-independent genes were
distinguished by the presence of a CpG island (CGIs) (35,36). CGIs
are prevalent in the promoters of ~70% of protein-coding gene
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promoters, including the promoters of ubiquitously expressed
housekeeping genes (37). The presence of CpG-island promoters
is highly correlated with an accessible chromatin configuration,
namely high levels of H3K4me3 marks, as well as pre-association
of Pol II in the basal state. The contribution CGIs to this favor-
able chromatin state is thought to emerge from multiple possible
mechanisms. First, the recruitment of chromatin modifying com-
plexes that deposit H3K4m3 marks and display specificity for CGIs
via CXXC domain containing proteins (38, 39). Secondly, CGI
sequences may be inherently unfavorable to the formation of sta-
ble, repressive nucleosome formation at these promoters (35, 40).
Finally, many transcription factors, such as Sp1, have binding affin-
ity for GC-rich sequences, and may contribute to the maintenance
of an open chromatin configuration of CGI promoters. In con-
trast, non-CpG-island genes were largely remodeling dependent,
and many such genes have been shown to be dependent on the IRF
transcription factors, which are competent for recruiting SWI/SNF
complexes.

These studies have generated a regulatory framework that inte-
grates the basal chromatin state with the kinetics of transcriptional
induction and selective requirement for chromatin remodeling.
Within this model, the kinetics of a particular gene’s expression
correlated with the basal chromatin state and the synthesis and
induction of transcription factors (such as IRF) capable of pro-
moting the remodeling of nucleosomal barriers to NF-κB dimer
recruitment and transcriptional activation. NF-κB dimers may still
be involved in recruitment of remodeling complexes but are most
likely to do so in cooperation with other transcription factors
(Figure 1).

Subsequent to binding, NF-κB plays a major, yet heteroge-
neous role, at the chromatin level. The many different interactions
between NF-κB and its various transcriptional cofactors have not
been extensively defined, and the molecular order of many of these
various interactions remain unclear. Nevertheless, it is accepted
that NF-κB regulates the expression of its target genes through

FIGURE 1 | Chromatin state at different promoter classes dictates the
kinetics of the NF-kB response. (A) CpG-island promoters (red dashed
lines) are characterized by high levels of histone H3K4me3 and more highly
accessible chromatin. This allows for rapid transcriptional induction by
NF-kB, independent of the need for any SWI/SNF-dependent nucleosome
remodeling. (B) Low-CpG promoters contain inactive and inaccessible
chromatin signatures in the basal state, which forms a barrier to NF-kB
binding and transcriptional activation. SWI/SNF complexes must be
recruited to these genes by additional factors such as IRF proteins in order
to facilitate chromatin remodeling. Upon chromatin remodeling, NF-kB can
bind and induce transcription.

a broad range of chromatin-mediated mechanisms. These roles
can be generalized into two broadly defined activities: recruit-
ment of positive cofactors/marks and the removal of negative
regulators/marks, as discussed below.

NF-κB IN THE NUCLEUS: A VARIETY OF ROLES AND A
VARIETY OF PARTNERS
RECRUITMENT OF CO-ACTIVATORS
NF-κB is capable of interacting with many different transcrip-
tional cofactors via its trans-activation domain, including chro-
matin modifying complexes and general transcription factors (41).
The purpose of these chromatin modifications is to serve as a
recruitment platform for additional activators, such as remodeling
complexes, enabling recruitment of the transcriptional machinery
to the promoter, followed by initiation of transcription. Although
many of these cofactors are essential for the expression of NF-
κB-induced genes, the mechanisms of how NF-κB can selectively
regulate or recruit them remains unclear.

One of the most well-characterized cofactors of NF-κB, specif-
ically the RelA subunit, is the p300/CBP histone acetyltransferase
complex. The interaction between these factors is interesting
in that it requires additional modification of RelA in order to
occur. Post-translational modifications of RelA have been shown
to play an important role in modulating the activity of NF-κB.
Although the mechanistic importance of many of these modi-
fications remains unclear, studies of specific residues have shown
that they may regulate the recruitment of transcriptional cofactors
such as histone acetyltransferases (HATs) or histone deacetylases
(HDACs). The p300/CBP complex is an important example of
a chromatin modifying complex that directly interacts with NF-
κB. Strikingly this interaction is regulated at the post-translational
level, being dependent on the specific phosphorylation of the RelA
protein.

The Ser276 residue of RelA can be phosphorylated, has been
shown to be targeted by the catalytic subunit of protein kinase A
(PKA), mitogen- and stress-activated protein kinase-1 (MSK1),
and Pim1 kinase (42–45). The importance of this phosphory-
lated serine was shown to be threefold: it moderately enhanced
DNA-binding activity of RelA; it caused a conformational shift
that allowed CBP/p300 binding in place of the latent interaction
of RelA with HDAC complexes; RelA deficient cells reconstituted
with S276A mutants were severely impaired in NF-κB dependent
gene expression (32, 45–48) (Figure 2). Most convincingly, the
absolute necessity of this phosphorylation event was demonstrated
by the generation of a knock-in mouse containing an alanine sub-
stitution at RelA S276 residue. Mice homozygous for S276A point
mutants were embryonic lethal between E11 and E16 and exhibited
severe developmental defects, most notably in eye development,
and embryonic fibroblasts showed a defect in the activation of
selective subsets of pro-inflammatory genes (47).

The interplay between p300/CBP and RelA illustrates critical
aspects of NF-κB biology. In order for NF-κB to fully function, it
must be activated by canonical NF-κB signaling, and then modi-
fied by a distinct signaling pathway. p300/CBP has also been shown
to acetylate RelA itself, notably on lysine 310. As with phosphory-
lation of Ser276, differential modification of Lys310 plays a major
role in dictating RelA cofactor specificity. Acetylation of the residue
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FIGURE 2 | Chromatin state at different promoter classes dictates the
kinetics of the NF-kB response. (A) Release of NF-kB dimers through
appropriate stimulation is linked to phosphorylation of p65 at serine 276 in the
cytoplasm by PKAc or in the nucleus by MSK1/2. Phosphorylated p65
preferentially interacts with CBP/p300 co-activator complexes, displacing its
latent binding to HDAC complexes. The specific interaction of p65 and p300

results in the acetylation of p65 itself and of surrounding histones, and
subsequent transcriptional induction. (B) The acetylation of p65 on K310
promotes the recruitment of the positive elongation factors Brd4 and P-TEFb,
which can phosphorylate the polymerase C-terminus. p65 can also recruit
GCN5 acetyltransferase complexes, leading to promoter acetylation,
Brd4-P-TEFb recruitment, and polymerase elongation.

promotes an interaction with the histone acetyltransferase Tip60
and the transcriptional elongation factors PTEF-B (49–51). Con-
versely, methylation of Lys310 by the SET6 proteins facilitates an
interaction with the histone methyltransferase GLP/G9a, leading
to downregulation of transcription. The selective modulation of
these two residues highlights the functional diversity of NF-κB
in the control of the inflammatory response. Many other post-
translational modifications have been shown to occur on RelA,
with a corresponding enhancement or attenuation of transcription
of selective inflammatory genes (52, 53).

DE-REPRESSION: REMOVAL OF REPRESSIVE MARKS AND COMPLEXES
In addition to the inducible recruitment of activating marks,
another regulatory mechanism is to maintain a basal repres-
sive state at gene promoters. These repressive marks are subse-
quently removed upon stimulation. This phenomenon can occur
at the level of basal chromatin marks, or the binding of repres-
sive complexes. For example, some inducible gene promoters
have high levels of the H3K9 dimethyl modification, a repressive

mark associated with transcriptional silencing. Upon stimulation,
this mark is removed by the Aof1 histone demethylase, which is
recruited by initially bound c-Rel dimers (54, 55). Similarly, sub-
sets of inflammatory gene promoters are marked by the repressive
trimethyl H3K27 deposited by the Ezh2 methyltransferase, and
the inducible removal of this mark by the Jmjd3 demethylase
is required for their expression (56). The dynamic regulation of
this mark has proved to be of interest, due to the development
of a Jmjd3-specific pharmacological inhibitor that can attenuate
inducible pro-inflammatory gene expression (57).

The stimulus-dependent eviction of basally bound co-repressor
complexes at promoters is another chromatin-based strategy for
maintaining tight regulation on the expression of NF-κB depen-
dent genes. Nuclear receptor corepressor (NCoR) and the closely
related protein silencing mediator of retinoid and thyroid recep-
tors (SMRT) are multiprotein co-repressor complexes containing
histone deacetylases (HDACs), specifically HDAC3. These HDACs
function to keep H3K9/14 acetylation levels low in the resting
cell. Upon stimulation, this repressive state is relieved, allowing
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for the accumulation of activating marks and recruitment of the
transcriptional machinery. Similarly, NCoR/SMRT complexes are
also displaced, promoting NF-κB binding and recruitment of co-
activator complexes. It should be noted that both NCoR and
SMRT complexes function in non-redundant fashion, and are
recruited to regulatory elements by different sequence-specific
transcription factors: JUN homodimers and p50 dimers in the
case of NCoR, and the ETS-related protein, translocation–ETS–
leukemia (TEL) in the case of SMRT (36, 58, 59). In addition to
HDAC-dependent removal of activating marks, NCoR complexes
can maintain a silent state via the deposition of the repressive
H3K20me3 mark. Subsequently upon stimulation, these marks
are removed by the NF-κB dependent recruitment of histone
demethylase (60).

Because these repressive complexes restrain the expression of
inflammatory gene program in the basal state, one would pre-
dict that their targeted disruption would lead to hyperacetylation
and therefore enhanced expression of immune genes. Surprisingly
however this is not the case. Knockout of NCoR in macrophages
led to an anti-inflammatory phenotype, contrary to the expec-
tation that removal of a basal repressor would lead to the hyper-
responsiveness of pro-inflammatory genes. Although NF-κB bind-
ing activity appeared to be unaffected in these cells, the lack of the
basal repressive complex compromised the stimulus-dependent
deposition of H3K4me2, a mark associated with productive tran-
scription. The mechanism contributing to this phenotype was
attributed to the de-repression of metabolic pathways that sub-
sequently inhibit chromatin modifying complexes required for
induction of pro-inflammatory genes (61). Along similar lines,
HDAC3-deficient macrophages were defective in their ability to
activate a broad range of pro-inflammatory genes. Although the
knockout did result in hyperacetylation across immune genes,
there was a specific defect in the expression of IFNβ, which com-
promised overall STAT protein signaling and the secondary gene
response to TLR4 stimulation (62).

NF-κB-MEDIATED REGULATION OF Pol II ELONGATION
After polymerase recruitment to the promoter, sequential mod-
ifications of Pol II are required for productive transcription to
occur. The initial stage of transcriptional elongation requires local
unwinding of the promoter DNA. Characteristic of this stage is
the phosphorylation of serine 5 of the C-terminal heptad repeat
by the Cdk7 subunit of TFIIH, or the CDK8 subunit of the media-
tor complex. Ser5 phosphorylation serves as a platform to recruit
RNA capping enzymes to the nascent transcript (63, 64). A second
pause occurs ~40–50 bp downstream of the transcription initi-
ation site, and de-repression of this block requires the kinase
activity of P-TEFb. This final de-repression commits the poly-
merase to the elongation phase of transcription (65, 66). During an
inflammatory response, there is evidence for stimulus-dependent
unpausing being the major rate-limiting step in the expression of
rapidly induced genes (36, 67, 68). Along with the p300/CBP com-
plex, NF-κB has been shown to recruit GCN5 acetyltransferase
complexes, which primarily modify H4K5/K8/K12 lysines. These
residues have been shown to be deposited in response to NF-κB
binding. The accumulation of acetylated H4 in stimulated cells
allows binding of the bromodomain-containing protein BRD4,

which then plays a positive role in transcription by recruiting the
elongation factor P-TEFb (Figure 2) (36).

The signal-dependent elongation by Pol II is most prevalent at
rapidly induced CGI containing promoters, where the permissive
chromatin structure allows for a pre-assembled polymerase com-
plex to exist in the basal state. At these genes, the major regulatory
checkpoint is therefore the licensing of the polymerase to enter
a productive elongation phase, as opposed to the recruitment of
polymerase itself. Signal-dependent elongation is a well-conserved
regulatory mechanism, having been well-documented at the heat-
shock genes, and more recently at rapidly induced immune genes
in Drosophila (69, 70). The inhibition of BRD4 by highly selective
chemical compounds, however, revealed that such an inhibition
can selectively inhibit low-CpG containing genes (71). Although
BRD4 activity is essential for a broad class of NF-κB depen-
dent genes, the selective effect of the I-BET chemical antagonists
implies multiple mechanisms of BRD4 recruitment. Indeed, there
is evidence that acetylated NF-κB can directly recruit BRD4 (72).

CHROMATIN DYNAMICS AT ENHANCER REGIONS: A
MECHANISM FOR IMMUNOLOGICAL MEMORY AND
VARIABILITY?
Chromatin dynamics at promoters play a central role in how
inducible genes are regulated, but advances in genome-wide stud-
ies have shed new light on how enhancer regions can also play
a dynamic regulatory role. Because enhancer elements can be
located great distances from the transcriptional start sites (ranging
from a few kilobases to over a megabase), identification of bona
fide enhancers has been a significant challenge, and the mecha-
nisms of enhancer-mediated regulation of transcription remain
somewhat unclear. As discussed above, enhancers are important
in establishing the transcriptional competence of a locus follow-
ing the binding of lineage-specifying factors. A highly multiplexed
ChIP-seq study by Garber et al. in dendritic cells further developed
this model, differentiating enhancer-binding transcription factors
into three major regulatory classes: stably bound pioneer factors
C/EBP and PU.1, which presumably bind to inaccessible chro-
matin early in lineage commitment; “primer” factors, such as Jun
and AP-1, which are stably bound subsequent to pioneer factor
binding and presumably contribute to local chromatin modifi-
cation and remodeling; and finally the inducible factors, chiefly
NF-κB and STAT proteins (73). Concurrent with inducible tran-
scription factor binding, enhancer chromatin modifications are
also dynamic. Active enhancer regions in a broad variety of cell
types are distinguished by high levels of H3K4 monomethylation,
and a number of ChIP-seq studies have utilized this specific mark
to discover novel enhancers at a genome-wide level (74, 75).

The H3K27 acetyl mark has recently been demonstrated
as another important enhancer-associated modification (76).
Genome-wide analyses of this mark in macrophages has enabled
functional categorization of enhancer elements into constitutive,
poised, latent, and repressed classes based on the dynamics of
the two histone modifications and PU.1 binding. Constitutively
active enhancers are marked by PU.1 binding and high levels of
both H3K4m1 and H3K27ac that remain stable upon stimulation.
Poised enhancers only contain PU.1 and H3Km1, and H3K27 is
dynamically acetylated upon stimulation. Latent enhancers are
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devoid of these marks, which are deposited upon stimulation.
These enhancers govern the expression of late-phase genes, and
are established in a stimulus-specific manner. Specifically, activa-
tion via TNF and IL1β, potent activators of the NF-κB signaling
pathway, results in latent enhancers that are bound by the lin-
eage definer PU.1 and NF-κB. By contrast, interferon stimulation
results in the appearance of a latent enhancer repertoire enriched
for PU.1 and STAT/IRF binding sites. In this manner, cells that
have been exposed to a specific stimulus retain a short-term
epigenetic memory of that stimulus, facilitating a more rapid
and efficient transcriptional response upon subsequent stimula-
tion (77). On the other hand, repressive chromatin modifications
can be deposited at regulatory elements upon an initial stimu-
lus, thereby attenuating responses to a secondary stimulus, and
causing the cell to become tolerized against the stimulus. At the
level of chromatin, it has been shown that promoters of tolerizable
genes become hypoacetylated and adopt an inaccessible chromatin
structure and are subsequently hyporesponsive (78).

Given that enhancers play such an important modulatory role
in the inducible gene program, there has been considerable inter-
est in how genetic variation of regulatory elements can influence
gene expression. Heinz and colleagues recently showed that strain-
specific genetic variations at enhancers affected PU.1 and CEB/P
binding in macrophages. Loss or gain of these lineage-determining
factors was concomitant with alterations of H3Km1 and H3K27ac
levels, as well as the expression levels of nearby genes. Impor-
tantly, the variability in lineage-factor binding sites resulted in a
loss of NF-κB binding at enhancers, much more so than variation
of κB sites themselves (79). The strong correlation between loss of
lineage-factor binding, loss of chromatin modification, and loss
of NF-κB, support the role of NF-κB as a multifunctional switch
that can only bind to sites marked and poised by lineage-defining
factors.

FUTURE DIRECTIONS AND ADVANCES
In the 25 years since its discovery, NF-κB has become one of the
most heavily studied transcription factors. This is of course not
without cause, as it is well-appreciated that a number of disease
states, particularly inflammatory disease states, are at some level
due to dysregulated NF-κB signaling. This review has attempted to
summarize the broad range of chromatin-regulated mechanisms
that govern the specificity of NF-κB-mediated transcription, the
variety of ways NF-κB itself can influence chromatin structure, and
a survey of how epigenetic programs initiated in response to NF-κB
are established and propagated. A recurring theme in the study of
NF-κB is that this transcription factor rarely acts alone. Lineage-
determining transcription factors set the stage at the chromatin
level, thereby dictating the response NF-κB will induce. Further-
more, a number of chromatin changes must take place at NF-κB
dependent genes in order for proper gene induction to occur. In
this sense, NF-κB can be thought of as the final regulatory switch.
At rapidly induced genes, the switch controls late events such as the
licensing of a pre-assembled polymerase into a productive elon-
gation phase. In late-expressed genes, chromatin remodeling must
occur, polymerase must be recruited and transition into an elon-
gation phase takes place. This regulatory scheme largely focuses
on events at the promoter, and indeed only fairly recently have the

mechanisms of enhancer regulation been appreciated. However,
a number of outstanding questions remain to be answered. Post-
translational modification of NF-κB has long been appreciated
as an important regulatory mechanism, dictating cofactor speci-
ficity for active dimers, but the physiological necessity of many of
these modifications remains unclear outside of in vitro settings. In
many of these cases, the identity of modification-dependent inter-
action partners is unknown, and the spatiotemporal regulation
of the majority of modifications remains unclear. Furthermore,
the relative contributions of the multiple regulatory mechanisms
remain unclear. For example, the p300/CBP bound by NF-κB plays
a role in enhancing transcription of inducible genes (as in the
case of the IFNβ enhanceosome), but its direct acetylation of
NF-κB also plays a critical and perhaps more diverse regulatory
role. It is possible that NF-κB cofactor requirements are dictated
by cooperative transcription factor binding at specific regulatory
elements. As with the case of the RelA Ser276 residue, genera-
tion of genetic models targeted at specific residues would be of
tremendous value.

Genome-wide studies of the chromatin state during a patho-
genic response have strengthened the understanding of the various
regulatory mechanisms involved in establishing a competent tran-
scriptional response. Although our understanding of the dynamics
of NF-κB and its relationship with lineage-defining factors has
deepened, it should be noted that there are numerous transcrip-
tion factors and chromatin modifying complexes whose roles and
relationship with NF-κB remain to be further characterized. Inte-
grative and multiplexed studies have given us a snapshot of the
different hierarchies of transcription factor binding (73), and
similar studies examining the panoply of chromatin modifica-
tions will likely prove fruitful as well. By systematically targeting
different chromatin modifiers, either chemically or genetically, a
deeper understanding of the regulatory logic governing the NF-κB
transcriptional response can be developed.
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Class II transactivator (CIITA) is a transcriptional coactivator that regulates γ-interferon-
activated transcription of Major Histocompatibility Complex (MHC) class I and II genes. As
such, it plays a critical role in immune responses: CIITA deficiency results in aberrant MHC
gene expression and consequently in autoimmune diseases such as Type II bare lympho-
cyte syndrome. Although CIITA does not bind DNA directly, it regulates MHC transcription
in two distinct ways – as a transcriptional activator and as a general transcription factor. As
an activator, CIITA nucleates an enhanceosome consisting of the DNA binding transcription
factors RFX, cyclic AMP response element binding protein, and NF-Y. As a general tran-
scription factor, CIITA functionally replaces the TFIID component, TAF1. Like TAF1, CIITA
possesses acetyltransferase (AT) and kinase activities, both of which contribute to proper
transcription of MHC class I and II genes. The substrate specificity and regulation of the
CIITA AT and kinase activities also parallel those of TAF1. In addition, CIITA is tightly reg-
ulated by its various regulatory domains that undergo phosphorylation and influence its
targeted localization.Thus, a complex picture of the mechanisms regulating CIITA function
is emerging suggesting that CIITA has dual roles in transcriptional regulation which are
summarized in this review.

Keywords: CIITA, MHC transcription, NLR/CATERPILLER proteins, enhanceosome, TAF1, general transcription
factors

The class II transactivator (CIITA) is a master regulator of major
histocompatibility complex (MHC) gene expression. It induces de
novo transcription of MHC class II genes and enhances constitu-
tive MHC class I gene expression. The role of CIITA in regulating
MHC gene transcription is well established: CIITA deficiency or
aberrant expression is linked to the Type II bare lymphocyte syn-
drome and to cancer, respectively (1, 2). Although CIITA has been
primarily characterized as a transcriptional regulator of MHC
genes, it also regulates transcription of over 60 immunologi-
cally important genes, including interleukin 4 (IL-4), IL-10, and
a variety of thyroid-specific genes (3, 4). Despite the important
role of CIITA in regulating expression of these genes, the actual
mechanisms by which it functions are still being unraveled. Early
studies established that CIITA is a coactivator that nucleates the
formation of an enhanceosome with transcription factors bind-
ing to enhancer elements in the upstream regions of the MHC
genes (5, 6). In addition, more recent studies from our lab have
demonstrated that it also functions as a component of the basal
transcriptional machinery (7–9). Here we review the two dis-
tinct mechanisms by which CIITA regulates transcription of MHC
class I and II genes and speculate on how these activities may be
interconnected.

CIITA BELONGS TO THE FAMILY OF NLR/CATERPILLER
PROTEINS
The members of the NLR/CATERPILLER family of proteins are
defined by their structures which include both a nucleotide bind-
ing domain (NBD) and a C-terminal leucine rich region (LRR)
(10). Of the nearly two dozen genes within the family, many encode
proteins that mediate inflammatory responses and whose aberrant

expression has been correlated with a variety of diseases (11). Of
these, only CIITA is a critical mediator of adaptive immunity. Con-
stitutive expression of CIITA is limited to antigen presenting cells.
However, γ-interferon exposure induces de novo CIITA expression
in most cell types (12, 13). Its activity is known to be modulated
by several posttranslational modifications including phosphory-
lation, ubiquitination, acetylation, and deacetylation (14). CIITA
can also self-associate and oligomerize (15, 16). CIITA activity
is further modulated by its cellular localization: the GTP bind-
ing domain (GBD) of CIITA regulates its shuttling between the
nucleus and cytoplasm (17, 18).

Class II transactivator consists of a series of regulatory domains
that include an activation domain (AD), an acetyltransferase (AT)
domain, a proline/serine/threonine (PST) domain, a GBD and
finally, the canonical LRR domain common to all NLR proteins.
The CIITA AD domain binds to general transcription factors and
the CREB-binding protein (CBP), leading to activation of the
MHC class II promoter and repression of the IL-4 promoter (19,
20). This domain also partially overlaps the region required for the
AT activity of CIITA (7). The role of the PST domain, which while
essential for CIITA function, remains unknown (21). The LRR
domain, which interacts with the GBD, is known to play an impor-
tant role in CIITA movement into the nucleus and in regulating
its transactivation function (15, 21, 22). The GBD domain, which
is perhaps the best studied among the CIITA domains, has been
shown to be the site of interaction of several DNA binding transac-
tivators (23). The GBD regulates translocation of CIITA: mutation
or deletion of the GBD results in increased nuclear export, suggest-
ing that it is a negative regulator of CIITA nuclear export (18). Two
nuclear localization signals have been mapped to the N-terminal
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domain, as well as an additional one in the C-terminus (18). CIITA
also contains two LxxLL motifs which are crucial for the transacti-
vation function and self-association of CIITA (24). In addition to
these multifunctional domains, CIITA also contains two degrons
in the AD and PST domains respectively. These degrons signal the
rapid degradation of CIITA through the ubiquitin-proteasome
pathway, and are responsible for the instability and short half-
life of CIITA (~30 min) (25). CIITA function is also regulated
through its oligomerization, which has been shown to be medi-
ated by amino acids 253–410 (16). Each of the domains and regions
listed above are also the targets of multiple post translational mod-
ifications which control their function (14). The expression of the
CIITA gene itself is regulated by a complex mechanism involving
four promoters and five enhancers that combine to form a dynamic
chromatin structure (26, 27). Thus, CIITA is an extremely com-
plex, unstable, and short lived protein, suggesting that its presence
and function are tightly regulated.

CIITA FUNCTIONS AS A TRANSACTIVATOR BY NUCLEATING
AN ENHANCEOSOME
The role of CIITA as a central component of an enhanceosome
has been characterized primarily for the MHC genes. MHC class
II genes are transcriptionally controlled via conserved cis-acting
elements in their promoters. These elements, named the W/S,
X, X2, and Y boxes interact with specific trans-activating DNA
binding factors to regulate MHC transcription either positively or
negatively (28). The DNA binding factors involved, namely RFX
(a hetero-multimer consisting of subunits RFX5, RFX-ANK, and
RFX-AP), cyclic AMP response element binding protein (CREB),
and NF-Y (A, B, and C), bind directly to the X, X2, and Y boxes
respectively. These factors are constitutively expressed but their
binding to the class II gene is not sufficient to support expression
(29). CIITA interacts with each of these DNA binding factors (30).
Those interactions depend on distinct structural domains within
CIITA. CIITA transactivator function is dependent on the AD, PST,
GBD, and LRR domains within its primary protein structure. RFX-
ANK and NF-YC bind to the N-terminal acidic AD, whereas the
remaining trans-activating factors interact with the GBD (23). The
interaction of CIITA with the DNA-bound transcription factors
serves to form a transcriptionally active complex, or enhanceo-
some (5). Importantly, the cognate DNA binding sites are spaced
in a manner that supports the formation of an enhanceosome
complex anchored by CIITA (31).

Within the enhanceosome, CIITA functions in the recruit-
ment of various histone modifying enzymes, both activating and
repressive. During MHC gene activation, CIITA recruits histone
modifying enzymes such as the ATs p300, CBP, and the p300/CBP-
associated factor (PCAF), as well as the methyltransferase CARM1
which function to support active transcription (32). In contrast,
during MHC gene silencing, CIITA and RFX recruit and bind his-
tone deacetylases HDAC1, HDAC2, and HDAC4 (31). CIITA also
interacts with chromatin remodeling factors, such as BRG1 (33),
and other coactivactors such as SRC-1 (32). Thus, while CIITA
does not directly bind DNA, it serves to nucleate and coordi-
nate the various transcription factors and chromatin modifying
enzymes that are necessary to support transcription of the class I
and II genes.

The concept of a CIITA-nucleated enhanceosome fits well
with the regulation of MHC class I and II transcription, and
is supported by considerable circumstantial evidence. Such evi-
dence includes the demonstration of direct interaction between
CIITA and the other components of the predicted enhanceo-
some (5). However, CIITA also transactivates many genes that
may not possess the cis-elements and trans-factors that are found
on MHC genes (3). This raises the possibility that CIITA may
also have a more direct function in transcription besides nucleat-
ing an enhanceosome. Indeed, as will be discussed below, CIITA
functions as a component of the basal transcription machinery.

CIITA FUNCTIONS AS A GENERAL TRANSCRIPTION FACTOR
AND FUNCTIONAL HOMOLOG OF TAF1
The basal transcriptional machinery requires the assembly on the
core promoter of a pre-initiation complex (PIC) that plays a cen-
tral role in regulating transcription initiation. PIC assembly is
initiated by the binding of the TFIID general transcription fac-
tor complex – composed of the TATA-binding protein (TBP) and
a set of TBP-associated factors (TAFs) – to the core promoter (34).
The largest factor in the TFIID complex, TAF1, has AT and kinase
activities both of which are essential for transcription initiation
(35, 36). In early studies from our lab, it was demonstrated that
constitutive transcription of MHC class I genes depends on the AT
activity of TAF1: MHC class I expression was abrogated at restric-
tive temperatures in TAF1 temperature-sensitive mutants. In con-
trast, CIITA-activated transcription of MHC genes was unaffected
under these conditions, and thus independent of TAF1 function
(37). This finding led to our discovery that CIITA, like TAF1, has
an intrinsic AT activity and can bypass the requirement for TAF1
(7). Based on these findings, we proposed that CIITA functions as
a general transcription factor that can substitute for TAF1 function
during γ-interferon-activated MHC transcription (38).

Consistent with the model that CIITA is a general transcription
factor that assembles a TFIID-like complex, CIITA is known to
recruit and directly interact with components of the TFIID com-
plex, including TBP, TAF6, and TAF9, as well as PTEFb and TFIIB
which are components of the PIC (39, 40). Further supporting
this model, we found that CIITA interacts with the TFIID compo-
nent TAF7 (8) which acts as a check-point regulator of constitutive
class I transcription initiation by inhibiting TAF1 AT activity (41).
TAF7 binds directly to the region encompassing the AT domain of
CIITA. Importantly, the binding of TAF7 to CIITA in vitro inhibits
both its AT activity and transcription. In vivo knock-down of TAF7
resulted in a significant increase in CIITA-activated MHC class I
gene expression (8). Taken together, these findings suggested that
CIITA is a functional homolog of TAF1.

Further evidence for the parallels between CIITA and TAF1
came from the finding that CIITA, like TAF1, is a kinase (9).
In the canonical TFIID complex, TAF1 is associated with and
inhibited by TAF7 until PIC assembly is complete. Transcription
initiation requires the release of TAF7 from TAF1, thereby reveal-
ing TAF1’s essential AT activity. The release is mediated by TAF1
autophosphorylation by its intrinsic kinase activity, which is essen-
tial for initiating transcription (42). Interestingly, although TAF1
also phosphorylates TAF7, this does not cause the release of TAF7
from the TFIID complex. Rather, it modulates the subsequent
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regulation of TFIIH, BRD4, and PTEFb transcription factors by
TAF7 (43, 44). The finding that CIITA AT activity bypasses the
requirement for TAF1 during activated MHC class I transcrip-
tion and that TAF7 inhibits this activity suggested that CIITA also
might have a kinase activity responsible for dissociating TAF7.
Indeed, we recently found that CIITA has intrinsic kinase activity
(9). CIITA, like TAF1, autophosphorylates. This autophospho-
rylation prevents the binding of TAF7 which would otherwise
inhibit its AT activity. CIITA phosphorylates TAF7, although at
sites distinct from those phosphorylated by TAF1 (9). It remains
to be determined whether TAF7 phosphorylation by CIITA, like by
TAF1, modulates the subsequent regulation of TFIIH and PTEFb
by TAF7.

Similar to TAF1, the AT activity of CIITA was identified by its
ability to acetylate histones in vitro (7). However, the actual in vivo
substrate(s) for both CIITA and TAF1 remain to be defined. This
leaves open the possibility that CIITA acetylates any of its numer-
ous interacting partners in vivo. Additionally, the AT activity of
CIITA is modulated by its own GBD; the binding of GTP at this site
increases AT activity and nuclear localization of CIITA (7). Acety-
lation of CIITA on its N-terminal nuclear localization domain by
PCAF is also known to be a signal for its nuclear localization (45).
However, the loss of its AT domain does not affect CIITA’s nuclear
localization (18). Thus, while it is established that the AT activity
of CIITA is undoubtedly required for its function in transcrip-
tional regulation, many questions remain regarding the targets of
this activity, the complexity of its regulation both directly by trans
factors and indirectly by other regulatory domains on CIITA.

Class II transactivator function is also regulated by phosphory-
lation, as has been well documented (16, 46, 47). CIITA is known to
be phosphorylated by PKA, PKC, GSK3, CK1, ERK1/2, and CKII
kinases at various sites spanning its AT, PST, and LRR domains
(14). These phosphorylation events are known to regulate its trans-
activation function, nuclear localization, oligomerization, and its
ability to interact with DNA binding transactivators. The newly
discovered kinase activity of CIITA adds an additional layer of
complexity to the functional mechanisms by which CIITA oper-
ates. The kinase activity of CIITA and its ability to autophosphory-
late are thus likely to have significant ramifications on its function.
Indeed, we found that autophosphorylation of CIITA enhances
its AT activity in vitro, suggesting that the two enzymatic activi-
ties of CIITA are interconnected. In contrast to the AT activity of
CIITA, at least three independent substrates for CIITA kinase activ-
ity have been found thus far including TAF7, Histone H2B, and
the TFIIF component RAP74 (9). While CIITA autophosphoryla-
tion regulates its ability to interact with TAF7 and consequently
its AT activity, the purpose of TAF7 phosphorylation by CIITA
is yet to be discovered. By analogy with TAF1 (44), we speculate
that it modulates TAF7 binding to its downstream targets, BRD4,
PTEFb, and TFIIH. RAP74 phosphorylation by TAF1 is thought
to help in coordinating the functions of different components of
the pre-initiation complex (36). Whether CIITA phosphorylation
of RAP74 serves the same purpose remains to be seen. Similarly,
the phosphorylation of Histone H2B at Ser36 has been demon-
strated to play a significant role in regulating transcription during
cell cycle progression and stress response (48, 49). Therefore, the
ability of CIITA to phosphorylate Histone H2B Ser36 (9) supports

the idea that it has a role beyond its known function in regulating
MHC genes. The substrate specificities of CIITA kinase activity,
although very similar to those of TAF1, are distinct. CIITA phos-
phorylates TAF7 at a different site and phosphorylates all histones
unlike TAF1 (9). We speculate that the distinct nature of CIITA
kinase activity suggests that it may have other substrates, possibly
in the enhanceosome complex that it nucleates.

INTEGRATING THE DUAL FUNCTIONS OF CIITA: A MODEL
Although CIITA has no obvious structural homology with TAF1,
it has remarkable functional parallels. Like TAF1, CIITA associates
with general transcription factors to form a TFIID-like complex
(8, 39, 40). Both CIITA and TAF1 have AT activity that is essen-
tial for transcription (7, 35, 41); both AT activities are regulated
by TAF7 (8, 41). CIITA and TAF1 both have kinase activity that
results in autophosphorylation leading to TAF7 dissociation (9, 36,
42). Taken together, these findings demonstrate that CIITA func-
tions as a general transcription factor and functional homolog of
TAF1, independent of its role as a coactivator that nucleates an
enhanceosome. The dual functionality of CIITA, as a coactivator
and a general transcription factor, leads to the question of how
these two disparate functions are coordinated during MHC gene
regulation. We propose the following model (Figure 1).

Following induction by γ-interferon, CIITA nucleates the for-
mation of an enhanceosome through its interaction with transac-
tivators that are constitutively bound to conserved DNA elements
within the extended promoters of MHC class I and II (Figure 1A).
We speculate that within the enhanceosome, CIITA may partici-
pate in chromatin remodeling, along with the histone modifying
enzymes it recruits to the enhanceosome. Indeed, CIITA efficiently
acetylates histones H3 and H4 (7). The acetylations may serve
to maintain the MHC class I- and II-associated chromatin in a
transcriptionally active conformation. Alternatively, within the
enhanceosome, CIITA may acetylate any one of its interacting
partners: the binding site on CIITA for many of the CIITA inter-
acting partners in the MHC II enhanceosome (e.g., RFX-ANK and
NF-YC) maps to the N-terminal α-helical acidic domain between
amino acids 58 and 94 (23), which is immediately adjacent to the
CIITA AT domain between amino acids 94 and 132 (7). Whether
these factors are substrates of the AT activity or whether their
binding to CIITA within the context of the enhanceosome acti-
vates or represses AT activity remain intriguing questions. CIITA
also efficiently phosphorylates all four histones (9). Phosphoryla-
tion of H2B by CIITA has been mapped to Ser36 (9), an event that
leads to increased transcription and survival during cell stress (49).
Thus it is possible that CIITA’s enzymatic activities contribute to
its coactivator function.

We further speculate that the TFIID-like complex assembled by
CIITA is recruited to the promoters of MHC class I and II genes
by the CIITA-nucleated enhanceosome through dimerization of
the CIITA molecules contained within each complex (Figure 1B).
According to this model, following nucleation by CIITA, the
enhanceosome would interact with the TFIID-like CIITA complex
and deliver it to the downstream core promoter. The binding of the
TFIID-like CIITA complex to the core promoter would trigger the
assembly of a PIC. Once PIC assembly is complete, CIITA would
autophosphorylate, releasing TAF7 from the TFIID-like complex.
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FIGURE 1 | Proposed model for the dual roles of CIITA in MHC gene
transcription. (A) The induction of CIITA, in response to γ-interferon, leads to
the assembly of an enhanceosome through CIITA’s interactions with CREB
and the NF-Y and RFX transactivators associated with the X and Y box DNA
elements, respectively. In addition, CIITA interacts with chromatin modifying
(CM) enzymes, contributing to chromatin remodeling. (B) Independently,
CIITA recruits several components of the canonical TFIID complex, namely

TAF6/9, TAF7, and TBP. The CIITA in the TFIID-like complex is recruited to and
dimerizes with the CIITA present at the enhanceosome. TAF7 keeps the
acetyltransferase activity of CIITA in check during this process ( ). (C) The
arrival of other general transcription factors (GTFs) completes assembly of the
pre-initiation complex, leading to autophosphorylation of CIITA ( ). CIITA
autophosphorylation triggers the release of TAF7 and reveals the AT activity of
CIITA ( ), allowing transcription to initiate.

The release of TAF7 would relieve the inhibition of the AT activ-
ity associated with the CIITA in the TFIID-like complex. This AT
activity, like that of TAF1, is required for transcription initiation.

As noted above, CIITA also activates transcription of non-MHC
genes that do not support formation of enhanceosomes comprised
of NF-Y and RFX (3). We speculate that these promoters recruit
CIITA to the upstream regulatory regions of promoters through
its binding to a variety of other transcription factors. This CIITA,
by dimerization with CIITA in the TFIID-like complex is then able
to deliver it to the core promoter. Future experiments will test this
model.

The fact that CIITA is one of a family of NLR/CATERPILLER
proteins also raises the possibility that other members of the family
may have similar bi-functionality. Indeed, NLRC5, another NLR
family member, regulates MHC class I gene transcription (50).
NLRC5 domain structure is similar to that of CIITA; it has been
proposed to assemble an enhanceosome on MHC class I pro-
moters. It will be of interest to determine whether NLRC5 has
enzymatic activities and dual roles in transcription analogous to
those of CIITA.

CONCLUSION
Class II transactivator regulates transcription of both MHC and
non-MHC genes through its multiplicity of functions. It functions
as a transcriptional transactivator in assembling an enhanceosome
with transcription factors bound to the distal promoters of MHC
genes and as a general transcription factor and functional homolog
of TAF1 associated with the core promoter. While it is possible
that these CIITA functions are independent, the cross-regulation
of the AT and kinase activities of CIITA suggests that they are
interconnected. Thus, we speculate that CIITA initially assembles
an enhanceosome with DNA-bound transactivators, first recruit-
ing histone modifying enzymes and then a TFIID-like complex
containing CIITA that nucleates assembly of the PIC. Within the
PIC, CIITA functionally replaces TAF1 to initiate transcription.

As other substrates for the enzymatic activities of CIITA are dis-
covered in the future, it is likely that the complexity of CIITA
function will further increase. Which genes CIITA activates as a
basal transcription factor, and if this is determined by the presence
or absence of upstream nucleation sites for an enhanceosome, will
also be subjects for future research.
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