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Editorial on the Research Topic

Common and distinct mechanisms of migraine and stroke

The Research Topic “Common and distinct mechanisms of migraine and stroke” is focused

on the underlying mechanisms of both disorders. Both migraine and stroke are common

and costly disorders that pose a great burden on the patient, their family, and society.

Epidemiological studies have demonstrated a bidirectional comorbidity, which poses the

question to what extent similar molecular mechanisms lead to the disorders and the co-

occurrence in a patient. Evidence for a mechanistic link between stroke and migraine is

strongest for migraine with aura and suggests that spreading depolarization (SD) in the brain

is a key shared mechanism. Still, other mechanisms, e.g., neuroinflammation and oxidative

stress, likely contribute to both pathologies, and a hypercoagulable state may also play a

role in both migraine and stroke (Figure 1). Whereas, current evidence suggests a “stroke-

migraine SD continuum,” we lack detailed knowledge on the full spectrum of underlying

neurobiological mechanisms in migraine and stroke, hence the focus of the Research Topic.

The presented research aims at elucidating disease mechanisms that play a role in

stroke and, to a certain extent, shed light on the relationship between stroke and migraine

(Figure 1). The collection of contributions on SD is crowned by a comprehensive review by

Lemale et al. on the SD continuum in various clinical conditions, ranging from migraine to

ischemic stroke and traumatic brain injury. A claim was made that SD represents a prime,

most neglected, pathophysiological process in acute neurology. The authors review the basal

mechanisms underlying SD and associated changes in cortical activity and provide evidence

that associations between SD and spreading depression of activity are by no means trivial,

but rather pose unsolvedmechanistic puzzles. Lu and Scharfman presented amethodological

advance to study SD using hippocampal slices in a submerged chamber with a flow of

low-magnesium/high-potassium solution above and below the slice that reliably evokes

recurrent SDs and seizure-like events. Their model provides new opportunities to explore

SDs and interactions between SDs and paroxysmal activities. Gainetdinov et al. presented a

quite unique developmentally immature SD phenotype with small depolarizations, transient

recovery, and maintained excitability in neonatal cortical neurons during SD evoked by

oxygen-glucose deprivation.
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FIGURE 1

Common and distinct symptoms and mechanisms in migraine and stroke. Both migraine and stroke might have common symptoms, such as

headache and aura, as well as sustained in stroke and transient in familial hemiplegic migraine motor impairment. The central mechanism in stroke is

neuronal death, while there is some evidence of the presence of microinfarctions in migraine. The best obvious common mechanism of the two

disorders is cortical spreading depolarization (CSD) in migraine with aura that is similar to peri-infarct depolarization in ischemic stroke. The PID in

stroke is also associated with local hypoxia, which exaggerates the outcome of this pathology via edema, excitotoxicity, and finally leads to neuronal

death.

In search for a treatment, Wei et al. explored for beneficial

effects of oxymatrine, a quinolizidine alkaloid used in traditional

Chinese herb medicine, against neonatal hypoxic–ischemic brain

damage. Oxymatrine exerted neuroprotective effects both in vivo

and in vitro in models of hypoxia-ischemia that involve the

PI3K/Akt/mTOR pathway and attenuation of excessive autophagy.

Suleimanova et al. investigated through computational

modeling, nociceptive signaling in familial hemiplegic migraine

type 3 (FHM3) caused by gain-of-functionmutations in the SCN1A

gene. The gene encodes the α1 subunit of voltage-gated NaV1.1

sodium channels with mutations linked to epilepsy and stroke,

which are comorbid with migraine. The combined activation

by ATP and serotonin of purinergic P2X3 and serotonergic

5-HT3 receptors, expressed on trigeminal afferents, resulted

in high-frequency spiking activity in the disease condition. Of

several FHM3 mutations, missense mutation L263V has the longer

activation state and induced the most profound spiking activity

in the meninges, predicting more severe headache symptoms in

patients with this mutation.

Linstra et al. investigated the connection between migraine

and stroke, and especially sex differences in the risk of stroke in

patients with migraine, among 2,492 patients with ischemic stroke,

of which 425 also had migraine. A history of migraine appears not

to be associated with changes in the prevalence of conventional

cardiovascular risk factors. However, young women with migraine

had a higher risk for stroke whereas men with migraine had a

poorer outcome compared to those without migraine.

van derWeerd et al. performed a systematic review of 24 studies

with data on sex differences in hemostatic factors in ischemic

stroke. Data from 25 factors were investigated in a total of 7,247

patients. Although lack of data, foremost of replication of findings

in independent studies that calls for follow-up studies, current data

suggested higher levels of procoagulant factors (FVII-C, FXI, D-

dimer, tPA, and PAI-1) in women and higher coagulant inhibitors

(protein-S and P-selectin) in men.

In a mechanistic study, Liu Y. et al. explored the DNA

methylation status in blood samples of stroke patients. Compared

to controls, almost 300 genes showed different methylation levels,

of which seven were validated in larger patient groups, with

CAMTA1 being significantly altered. The authors also generated a

CAMTA1 knockout in SH-SY5Y neuroblastoma cells, revealing an

enrichment of gene sets that are involved in cellular proliferation

and cell cycle. When knockout cells were subjected to oxygen-

glucose deprivation and reperfusion, which induces neuronal

injury related to brain ischemia, it was shown that cyclin D1,

an essential regulator of cell cycle progression, was upregulated,

suggesting that CAMTA1 plays a role in stroke.

The last contribution to the Research Topic came from Liu

C. et al. who used a bioinformatics approach to identify possible

therapeutic targets related to ferroptosis, a type of programmed

cell death characterized by iron-dependent accumulation of

lipid peroxides. By combing ischemic stroke microarray data

with publically available data on ferroptosis regulators and

disease associations, they identified 33 differentially expressed

genes relevant to ferroptosis. Four of which, HMOX1, STAT3,

CYBB, and TLR4, were enriched in the HIF-1 signaling pathway.

Subsequent analyses revealed an upregulation of these genes

in mouse brain tissue after ischemic stroke by middle cerebral

artery occlusion (MCAO)/reperfusion. Dexmedetomidine, a

selective α2-receptor agonist, reduced MCAO-induced cell

death and improved neurobehavioral deficits. Also, it reversed

the abovementioned expression changes as well as levels of

inflammatory factors TNFα and IL-6, thereby providing

evidence that the compound inhibits ferroptosis mechanisms

in ischemic stroke.

In summary, this Research Topic highlights common

mechanisms and complex, often intertwined, relationships

between migraine and stroke. Newly discovered mechanisms

revealed potential therapeutic targets that need confirmation

in clinically predictive animal models. Large patient cohort

studies revealed clinical risk factors and sex differences in

migraine and stroke. Together, the collected articles are an

important reference to guide the field in finding fundamental

answers to the overlapping pathology in migraine and stroke,

which eventually is expected to lead to safe, effective, and

personalized treatments.
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Oxymatrine (OMT), a quinolizidine alkaloid extracted from traditional Chinese herb Sophora
flavescens Ait, has drawn attention because of its beneficial bioactivities against
hypoxic–ischemic brain damage (HIBD). However, the underlying molecular
mechanism remains unclear. In this study, we determined the in vivo and in vitro
effects of OMT on seven-day old Sprague–Dawley rats with HIBD and in a rat model
of primary hippocampal neuron oxygen glucose deprivation reoxygenation (OGD/R). This
study was aimed to evaluate whether OMT exerted neuroprotective effects mediated by
the (phosphatidylinositol 3-kinase/protein kinase B/mammalian target of rapamycin) PI3K/
Akt/mTOR pathway after HIBD. Experimental results showed that the alkaloid significantly
improved the early neurofunctional development, brain water content, abnormal
pathological changes, and necrosis of neurons after HIBD. Moreover, OMT enhanced
the cell viability and stabilized the mitochondrial permeability transition pore in the primary
hippocampal neurons after OGD/R. OMT significantly decreased the autophagosome
generation, elevated the expression of PI3K, Akt, and mTOR, and simultaneously reversed
the mRNA expression of microtubule-associated protein 1-light chain 3 (LC3), Beclin-1,
and sequestosomel (P62) induced by hypoxia and ischemia. However, these protective
effects against HIBD could be suppressed when rapamycin, a specific inhibitor of mTOR,
was included. Hence, the OMT exerted neuroprotective effects against HIBD by
attenuating excessive autophagy by mediating the PI3K/Akt/mTOR pathway.

Keywords: hypoxic-ischemic brain damage, oxymatrine, neuroprotective, autophagy, PI3K/AKT/mTOR

INTRODUCTION

Neonatal perinatal asphyxia usually results in hypoxic–ischemic brain damage (HIBD), which is
characterized by cerebral hypoxia and decreased or suspended cerebral blood flows. This HIBD
condition, is closely related to acute death and subsequent life-long neurological deficits in neonates
and accounts for approximately 23% of the annual neonatal deaths (Lawn et al., 2005; Martin et al.,
2019). Although antenatal and neonatal cares have been advanced in the past several decades, the
incidence of HIBD is approximately 26 cases per 1,000 live births in developing countries (Yıldız
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et al., 2017; Li et al., 2019). Hypothermia is currently the only
established treatment option that decreases the risk of death and
neurodevelopmental impairment in infants with HIBD (Jacobs
et al., 2013), such as cerebral palsy, hearing loss and other
neuromotor disorders, from 60 to 45% (Martin et al., 2019).
However, approximately 50% of infants are still at risk of
neurological sequelae and even death with hypothermia
treatment (Edwards et al., 2010; Wu and Gonzalez, 2015).

Potential injurious factors of neonatal HIBD are complex and
involve mitochondrial damage, excitotoxicity, oxidative stress,
inflammation, apoptosis and autophagy (Douglas-Escobar and
Weiss, 2015). Autophagy is a programmed cell death pattern of
self-degradation in aging, damaged organelles and long-lifespan
proteins. Neuronal autophagy plays an important role in
hypoxia–ischemia (HI)-induced neuronal loss. This process is
also a double-edged sword, that is moderate autophagy can
maintain the homeostasis and function of neurons. By contrast,
excessive autophagy may destroy organelles and cytosol, leading to
the destruction of cellular structures and functions. Reducing
excessive autophagy and increasing neuronal survival can be
effective therapeutic targets for neonatal HI brain injury. The
kinase cascade including phosphoinositide 3 kinase (PI3K),
protein kinase B (Akt), and the mammalian target of rapamycin
(mTOR) (PI3K/Akt/mTOR) signaling pathway, is the central
cascade involved in cell transcription, translation, migration,
metabolism, proliferation, and survival (Koh and Lo, 2015). As
the only protective pathway of autophagy, this cascade is closely
related to the regulation of autophagy. Several studies have
demonstrated that the PI3K/Akt/mTOR signaling pathway
could attenuate autophagy when it is activated (Liu et al., 2019).
The neuroprotective effect of the PI3K/Akt/mTOR pathway has
been widely studied in cerebral ischemia. Previous studies have also
shown that the inhibition of autophagy exert neuroprotective
effects by regulating the PI3K/Akt/mTOR signaling pathway
(Koh and Lo, 2015; Huang et al., 2018).

Chinese medicinal herbs have been widely used in clinical
treatment because of their multiple targeting capacity and
protective benefits in traditional Chinese medicine.
Oxymatrine (OMT), a quinolizidine alkaloid extracted from
traditional Chinese herb Sophora flavescens Ait (Funaya and
Haginaka, 2012; Panthati et al., 2012) (Chinese name
“Kushen”), has been proved to vast pharmacological actions,
such as anti-inflammation, antioxidant, antiviral,
immunomodulation, and neuroprotection activities (Cui et al.,
2011; Dong et al., 2013; Wang and Jia, 2014; Zhao et al., 2015).
We also showed in our previous study that this alkaloid could
ameliorate brain injury in hypoxic-ischemic neonatal rats (Huang
et al., 2018). However, the molecular mechanism of
neuroprotection by OMT remains unclear. Based on a study
that reported the involvement of PI3K/Akt/mTOR in the
autophagy processes in HIBD, we hypothesized that PI3K/Akt/
mTOR pathways could be a part of the therapeutic effects of
OMT. Therefore, we performed in vivo and in vitro experiments
to explore deeply the protective effect of OMT after HIBD and
determine its relationship with the PI3K/Akt/mTOR signaling
pathway in regulating autophagy.

MATERIALS AND METHODS

Animals and Establishment of the HIBD
Model
Seven-day old Sprague–Dawley rats, 12–17 g weight (The ratio
of male to female is 1:1) were provided by the Experimental
Animal Center of Ningxia Medical University (animal license
number: SCXK Ningxia 2015-0001). All surgeries and sample
collection were carried out under diethyl ether anesthesia to
minimize suffering and the number of animals used. The
protocols were performed in accordance with the current
guidance for the care of laboratory animals in Ningxia
Medical University. All the researchers who performed
testing were blinded.

A modified Rice-Vannucci model was established as
previously described (Vannucci and Vannucci, 2005). Seven-
day-old Postnatal 7 days (P7) neonatal Sprague–Dawley rats
were narcotized by ether inhalation, the left common carotid
artery was ligated with 6-0 silk and cut off within 5 min. After
the surgery, the rats were allowed to return to their dam and
recover for 1.5 h. Then, the pups were placed in a low-oxygen
container (8% oxygen in nitrogen) maintained at 37°C and
hypoxia for 2.5 h. All surviving pups were returned to their
dam after 2.5 h of hypoxia. In the sham group, the left common
carotid artery was only exposed. Our previous experiments
showed that brain tissue suffers moderate damage at 48 h
time point (Huang et al., 2018), we selected this time point
for the following experiments.

Drug Administration
OMT (Beijing Zhongke quality inspection Biotechnology Co.,
Ltd., China, purity � 98.26%, Batch NO: Y-013-161216) was
dissolved in normal saline (NS; 0.9% NaCl) before the
experiment. Drugs were administered intraperitoneally at
0.1 ml/10 g body weight. To determine the neuroprotective
effects on HIBD, unsexed pups were assigned randomly into 3
groups (n � 6 for each group) as follows: Group 1, control (sham
surgery) with an equal volume by body weight of NS; Group 2,
subjected to cerebral hypoxia-ischemia (HI) with an equal
volume by body weight of NS; Group 3, HI with OMT
(120 mg/kg). OMT was intraperitoneally (ip) injected at 12 h
intervals for 2 days. To further assess between the neuroprotective
of OMT and the PI3K/Akt/mTOR pathway, the mTOR inhibitor
rapamycin (MCE, America) were dissolved in 2%
carboxymethylcellulose sodium (CMC-Na) and administered
via intraperitoneal (ip) injection 1 h before HI (Bodine et al.,
2001).

Measurement of Neurobehavioral
Development
According to previous published literature (Wu et al., 2017), the
neurological reflexes including righting reflex, negative geotaxis
reflex and cliff avoidance reflex was elicited at 48 h after HI. An
outside environment was maintained at 37°C, each reflex assessed
subsequently, and the pups were given 5 min of rest.
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Determination of Infarct Volume
After 48 hours of HI, the brain infarct volume was measured
according to the previously described (Wei et al., 2019). The
infarct volumes were measured through image analysis software
(Image-Pro Plus, United States). The brain infarction volume was
calculated accurately as follows to exclude the influence of
cerebral edema (Lin et al., 1993): The percentage of brain
infarction (%) � (normal hemisphere volume − non-infarct
volume of the infarct side)/normal hemisphere volume × 100.

Measurement of the Brain Water Content
The cerebral water content according to the wet-dry method as
previously described (Wang et al., 2018). Briefly, brains were
removed quickly and acquired the wet weight using an electronic
analytic balance. Then, the samples were dried in a 100°C oven for
24 h and weighed again to obtain the dry weight. The following
formula was used to determine the degree of brain water content:
water content (%) � (wet weight − dry weight)/wet weight × 100%
(Zhu et al., 2018).

Hematoxylin and Eosin (HE) Staining
After 48 h of HI, rats were anesthetized and perfused with ice NS
followed by 4% cold paraformaldehyde. Then, the brains removed
immediately and submerged in 4% paraformaldehyde for overnight.
Every tissue specimenwas dehydrated and embedded in paraffin, and
then successive brain coronal sections (5 μm)madewith amicrotome
(Leica, Germany). The sections were dried at 80°C for 30min,
deparaffinized, rehydrated and stained with hematoxylin and
eosin. The histopathological changes in cerebral hippocampus
CA1, hippocampus CA3 and cortex were observed with light
microscopy (Olympus BX-51, Japan) at a magnification of 200×
and 400×.

Terminal Deoxynucleotidyl
Transferase-Mediated dUTP Nick-End
Labeling (TUNEL) Staining
The slices were deparaffinized, rehydrated and then permeated with
proteinase K to increase cell membrane permeability. The DNA
fragmentation of apoptotic or necrotic cells bound to the terminal
deoxynucleotidyl transferase (TdT) enzyme in a reaction buffer. After
rinsing with PBS thoroughly, slides were mounted with 4′, 6-
diamidino-2-phenylindole (DAPI) for at room temperature for
nuclear staining. Ultimately, the TUNEL-positive neurons in 6
cortical fields of each group were photographed randomly with an
Olympus fluorescence microscope (Olympus FV1000, Japan) at a
magnification of 400×. The following formula was used to calculate
the rate of apoptosis: apoptotic neurons amount/total neurons
amount × 100%.

Measurement of Transmission Electron
Microscopy (TEM)
The cerebral tissues were prefixed with ice fixative solution for 2
h, and cut into 1 mm × 1 mm × 1 mm blocks. They were collected
and fixed for 2 h with 2% cold glutaraldehyde. Then, the blocks
were post-fixed with 2% ice osmium tetroxide, dehydrated, and

embedded in epon. Ultrathin sections (75 nm-thick) were cut,
placed onto colloid-coated copper grids and stained with 0.4%
uranyl acetate and 2% lead acetate. Finally, Samples were
observed by TEM (Hitachi, Tokyo, Japan).

Primary Hippocampal Neurons Culture
and Oxygen Glucose Deprivation/
Reoxygenation (OGD/R) Model
The primary hippocampal neurons were prepared from brains
(within 24 hours of born) of SD rats. Briefly, the hippocampus
from newborn rats were separated carefully and placed in
D-Hanks’ balanced salt solution. After trituration and
digestion with trypsase (containing EDTA) for 15 min at 37°C,
the cell suspensions were seeded at a density of 1 × 106/L in 96-
well plates or culture dishes in DMEM supplemented with 2%
HEPES-buffered salt solution and 10% FBS. Afterward, DMEM
culture medium was discarded and changed to neurobasal
medium containing 2% B27. After that, change the culture
medium every 2°days.

The primary cultured hippocampal neurons were subjected to
OGD insult for 2 h and reperfusion for 24 h on day 7. Specifically,
the culture medium was changed to glucose-free EBSS, a mixed gas
(95% N2 and 5% CO2) was continuously pumped into the
incubator for 2 h at 37°C. After the OGD, the culture medium
was replaced with regular medium and put back into a normoxic
incubator at normal conditions and OMT (5 μg/ml) with or
without Rapamycin was added for 24 h. Rapamycin was
dissolved in DMSO and the final concentration was 0.2 μg/ml.
In the control group, the neurons were cultured under normal
conditions without oxygen or glucose deprivation.

MTT Assay Cell Viability
To determine whether OMT could ameliorate OGD/R-induced
neuronal death, Methyl-thiazolyl-diphenyl-tetrazolium bromide
(C0009, Beyotime, China) assays were used to evaluate the
neuronal viability according to the manufacturer’s instructions.
Briefly, primary hippocampal neurons were plated in 96-well
plates. After reoxygenation for 24 h, 20 μL of MTT solution was
added and incubated at 37°C for 4 h. After incubation, the medium
was replaced, and the neurons were suspended in dimethyl sulfoxide
(DMSO). The optical density (OD) was detected at 490 nm by a
microplate reader and the results are expressed as the percentages of
cell viability compared to the control group.

Determination of Mitochondrial Permeablity
Transition Pore (mPTP)
Primary hippocampal neurons were underwent OGD/R 24 h
later, the determination of mPTP according to the operation
of mPTP detection kit. Diluting the dye solution to the desired
concentration, and then added 1 ml of staining working fluid to
each dish. The neurons were incubated with staining working
fluid at 37°C for 15 min. After washing three times with PBS and
then imaged with an Olympus fluorescence microscope
(Olympus FV1000, Japan) at excitation wavelengths of 488 nm
and emission wavelengths of 520 ± 10 nm, respectively.
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Monodansylcadaverine (MDC) Staining
After 24 h of OGD/R, neurons were centrifuged at 800 g for
5 minutes and collected after cleaning with 1 × Wash buffer
(300 μL). Afterward, the supernatant was sucked out and
suspended with equal volume 1 × Wash buffer, the
concentration of neuron was adjusted to 106/ml. The 90 μL cell
suspension and 10 μL MDC dye solution was mixed evenly and
stained at room temperature for 35 minutes. After centrifugation,
the neurons were washed again with 300 μL 1×Wash buffer.
Subsequently, Collection buffer was added to collect suspended
neurons, which added to the slides and observed under an
Olympus fluorescence microscope (Olympus FV1000, Japan)
at a magnification of 600×.

Immunofluorescence Analysis
For the immunofluorescence analyses, hippocampal neurons were
washed with PBS three times and incubated with 4%
paraformaldehyde for 15min. Afterward, the cells were incubated
in goat serum for 60min at room temperature to block unrelated
antigens. The primary anti-p-mTOR antibody (1:100, Cell signaling
technology, 5536S) was applied to the cells at 4°C overnight and
followed by incubation with Rhodamine (TRITC)–conjugated
secondary antibody at 37°C for 1 h in the dark. Ultimately, the
nuclei were stained with DAPI for 5min and images were acquired
with a fluorescence microscope (Olympus BX-51, Japan) and the
fluorescence intensity was analyzed with the ImageJ software.

Western Blot Analysis
The rats were euthanized by anesthesia with inhaling ether 48 h after
HIBD, and the ischemic hemisphere were removed rapidly in ice
and stored at −80°C. Primary hippocampal neurons were collected
from the culture dishes 24 h after OGD/R. The ischemic hemisphere
and primary hippocampal neurons were homogenized in ice-cold
lysis buffer in glass homogenizers (Nanjing Jiancheng
Bioengineering Institute, Nanjing, China) or epoxide tubes. The
homogenate was centrifugated at 12,000 g for 10 min at 4°C to
obtain the total protein. The protein concentration of the
samples was analyzed by BCA method according to
manufacturer’s instruction (Nanjing Jiancheng Bioengineering
Institute, Nanjing, China). Equal amount of protein lysate
(50 μg) in each simple were separated by 10% or 6% sodium
dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE)
and then transferred onto polyvinylidene fluoride (PVDF)
membranes (200 mA, 2 h). Membranes was subsequently

blocking with 5% skim milk powder for 2 h at room temperature
and incubated with the primary antibodies overnight at 4°C (Table
1). After washing with PBST three times (containing 20% Tween-
20), the PVDF membranes were incubated with the secondary
antibodies (1:2000, SA00001-2; Proteintech) for 2 h at room
temperature. The protein bands were observed by a Western blot
detection system (Bio-Rad Laboratories, United States). Finally, the
gray values of the bands were analyzed by Quantity One software.

Quantitative Real-Time Polymerase Chain
Reaction (Q-PCR)
At 24 h after OGD/R, total RNA of primary hippocampal
neurons was extracted in accordance with the previous
description (Zhao et al., 2018). Total RNA was then reverse
transcribed, amplified and real-time Q-PCR analysis.
Ultimately, the PCR products were analyzed quantitatively by
using the melting curve. The fold induction (2-△△Ct) was
represented as the calculated results. Nucleotide sequences of
primers utilized are as follows: Beclin1 (forward 5′-
AGGAGTTGCCGTTGTACTGTTCTG-3′/reverse 5′-TGCCTC
CAGTGTCTTCAATCTTGC-3′; 183 bp, 61.2°C), LC3 (forward
5′-AGCTCTGAAGGCAACAGCAAC-3′/reverse 5′-GCTCCA
TGCAGGTAGCAGGAA-3′; 101 bp, 59.8°C), P62 (forward 5′-
GGTGTCTGTGAGAGGACGAGGAG-3′/reverse 5′-TCTGGT
GATGGAGCCTCTTACTGG-3′; 101 bp, 60.7°C) and β-actin
(forward 5′-CCCATCTATGAGGGTTACGC-3′/reverse5′-
TCTGGTGATGGAGCCTCTTACTGG-3′; 174 bp, 60.0°C).

Data Analysis
The apoptosis ratio was analyzed by nonparametric test. The other
values were expressed as mean ± SEM, and the statistical analysis of
the results was evaluated by one-way ANOVA followed by Dunett’s
test. p < 0.05 was considered statistically significant.

RESULTS

OMT Improved HIBD-Induced Neurological
Dysfunction
Compared with the Sham group, the rats that were subjected to
HI exhibited a prolonged latent period in righting reflex, negative
geotaxis and cliff avoidance reflex (p < 0.01, Figures 1A–C).
However, the increased time for above reflexes was reduced

TABLE1 | The primary antibodies in the experiment.

Antibody Company Catalog number Dilution multiple (in vivo/in vitro)

PI3K Cell signaling technology 20584-1A 1:1,000/1:500
p-PI3K Cell signaling technology 4228S /1:500
Akt Abcam GR242901-30 1:2000/1:500
p-Akt Cell signaling technology 9271S /1:500
mTOR Abcam GR245538-8 1:1,000/
LC3 Proteintech 14600-1-AP 1:500/
Beclin-1 Proteintech 11306-1-AP 1:800/
P62 Proteintech 18420-1-AP 1:1,000/
β-actin Proteintech 20536-1-AP 1:1,000/1:1,000
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significantly (p < 0.01, Figures 1A–C) in the HI + OMT group
than that in HI group.

OMT Ameliorated HIBD-Induced Cerebral
Infarction
2,3,5-Triphenyltetrazolium chloride (TTC) staining is a recognized
indicator for evaluating the volume of cerebral infarction. As shown
in the images of the TTC staining in Figure 1D, the infarct volume
was not observed and stained uniformly red in the sham group. The
total infarct volume was significantly reduced from 40.32 ±
6.15%–11.60 ± 3.54% (p < 0.01) in the HI + OMT group
compared with that in the HI group (Figure 1E, p < 0.01).
Rapamycin (RAPA) treatment markedly increased the cerebral
infarct volume (p < 0.01) compared with the HI + OMT group.

OMT Decreased HIBD-Induced Cerebral
Edema
Brain water content was assessed to evaluate the brain edema
(Figure 1F). Compared with the sham group, the brain water
content increased significantly after cerebral ischemia and
hypoxia (p < 0.01). However, post-administration with OMT
attenuated the brain water content from 59.90 ± 3.20%–52.60 ±
6.61% compared with the HI group (p < 0.05).

OMT Attenuated HIBD-Induced Neuron
Pathological Changes and Apoptosis
As shown in Figure 2A, neurons were abundant, arranged
neatly and stained evenly in the cerebral hippocampus CA1,
hippocampus CA3, and cortex in the sham group. Compared
with the sham group, the number of cells decreased, the cells
became arranged disorderedly, vacuolization, and
karyopyknosis were observed in the HI group. After

posttreatment with OMT, the expansion of neuronal injury
was reversed to a certain extent in the cerebral hippocampus
CA1, hippocampus CA3, and cortex (Figure 2A). The
protective effect of OMT was further determined by
TUNEL staining from the ischemic cortex. Virtually rare
TUNEL-positive neurons were found in the sham group.
By contrast, numerous TUNEL-positive neurons were
detected in the HI group. However, compared with the HI
group, the neuronal apoptosis was reduced substantially in the
posttreatment with OMT (Figures 2B,C; p < 0.01).

OMT Inhibited OGD/R-Induced Cell Death,
the Openess of mPTP in Cultured
Hippocampal Neurons
The results of the MTT assay for cell viability observed for 24 h after
oxygen glucose deprivation reoxygenation (OGD/R) are shown in
Figure 3A. Cell viability was significantly reduced in the OGD/R
group compared with the control group (p < 0.01). Posttreatment
with OMT (5 μg/ml) significantly enhanced the cell viability (p <
0.01) compared with that in the OGD/R group. The fluorescence
intensity of the mPTP was consistent with that of cell viability.
Interestingly, RAPA treatment reversed these effects of OMT
(Figures 3A,C, p < 0.05, p < 0.01).

OMT Reduced the Level of Autophagosome
After HIBD and OGD/R
We evaluated the level of autophagy formation in the brain tissue in
vivo and in vitro by tissue ultrastructure and MDC staining,
respectively (Figures 4A,B). As demonstrated in Figure 4,
autophagosomes were identified in the HI group but not in the
OMT treatment group and sham group. MDC positive staining
increased in the primary hippocampal neurons after OGD/R
compared with that in the control group. MDC positive staining

FIGURE 1 | Changes in the early neurological reflex performances, infarct volume and water volumes in neonatal rats at 48 h after hypoxia-ischemia brain damage
(HIBD). (A) The latency of righting reflex. (B) The latency of negative geotaxis reflex and (C) The latency of n Cliff avoidance reflex. D Representative photographs of the
infarct volume identified with 2,3,5-triphenyltetrazoliuM chloride (TTC) staining. (E) Measured infarct volumes. (F) Assessments of brain water content. The results are
expressed asmeans ± SEM (n � 6 per group). ##p < 0.01 vs. the sham group; *p < 0.05, **p < 0.01 vs. the HI group; and ++p < 0.01 vs. the oxymatrine (OMT) group.
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decreased with post-administration with OMT. By contrast,
posttreatment with RAPA increased the MDC positive staining.

OMT Regulated the Expression of
Autophagy-Related Protein and MRNA
Induced HIBD and OGD/R
We further tested the effects of OMT on the mRNA expression of
autophagy-related factors, such as Beclin-1, LC3, and P62

protein. As shown in Figures 4C–E, the mRNA expression of
Beclin-1 and LC3 was significantly increased in the OGD/R group
than that in the control group (p < 0.01). Post-administration of
OMT induced a substantial decrease in the mRNA expression of
Beclin-1 and LC3 (p < 0.01, p < 0.05). The expression of P62
mRNA significantly decreased compared with that in the control
group (p < 0.01), but, OMT treatment could upregulate markedly
its expression (p < 0.01). In addition, the expression of the above
autophagy-related factors in the OMT could be partially

FIGURE 2 | Representative photographs of the hematoxylin and eosin (HE) and terminal deoxynucleotidyl transferase-mediated dUTP Nick End Labeling (TUNEL)
staining in the hippocampus and cortex for the damaged neurons in the neonatal rats at 48 h after hypoxia-ischemia brain damage (HIBD). (A) Representative
photographs of the morphological changes identified by HE staining: (A) cortex, (B) hippocampus CA3, and (C) hippocampus CA1. (B) Representative photographs of
the neuronal apoptosis identified by TUNEL staining. (C)Quantitative representation of the expression of apoptotic neurons in the cortex. The results are expressed
as mean ± SEM (n � 6 per group). ##p < 0.01 vs. the sham group; and **p < 0.01 vs. the hypoxia-ischemia (HI) group.

FIGURE 3 | Assessments of neuronal death and level of intracellular mitochondrial permeability transition pore (mPTP) in the primary hippocampal neurons at 24 h
after oxygen-glucose deprivation reperfusion (OGD/R). (A) Cell viability assay. (B) Fluorescence micrographs of mPTP. (C) mPTP assay. The results are expressed as
mean ± SEM (n � 6 per group). ##p < 0.01 vs. the sham group; **p < 0.01 vs. the HI group; and +p < 0.05, ++p < 0.01 vs. the oxymatrine (OMT) group.
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FIGURE 4 | Assessments of the level of autophagy in vivo and in vitro. (A) Transmission electron micrographs of the autophagosomes in the neonatal rats at 48 h
after hypoxia-ischemia brain damage (HIBD). The arrows represent organelles and autophagosome: N, nucleus; NM, nucleus membrane; M, mitochondrion; ER,
endoplasmic reticulum; L, lysosomes; and AP, autophagosome. (B) Autophagic vacuoles from each group measured by monodansylcadaverine (MDC) staining. (C–E)
Levels of microtubule-associated protein 1-light chain 3 (LC3), Beclin-1 and sequestosomel (P62) mRNA in the primary hippocampal neurons measured at 24 h
after oxygen-glucose deprivation reperfusion (OGD/R). The results are expressed asmeans ± SEM (n � 6 per group). ##p < 0.01 vs. the sham group; *p < 0.05, **p < 0.01
vs. the HI group; and +p < 0.05 vs. the oxymatrine (OMT) group.

FIGURE 5 | Assessment of the protein expression levels of phosphatidylinositol 3-kinase (PI3K), protein kinase B (Akt), mammalian target of rapamycin (mTOR),
LC3, Beclin-1 and P62 in the ischemic hemisphere in the neonatal rats at 48 h after hypoxia-ischemia brain damage (HIBD). Representative Western blots and
quantitative analyses of the protein expression of (A) PI3K, (B) Akt, (C)mTOR, (D) LC3, (E) Beclin-1 (F) and P62. The results are expressed as means ± SEM (n � 6 per
group). ##p < 0.01 vs. the sham group; and **p < 0.01 vs. the HI group.
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eliminated by RAPA (p < 0.05). Interesting, the result of the
expression of autophagy-related factor proteins in vivo were
consistent with those of mRNA expression (Figures 5D–F).
The results showed that the LC3 and Beclin-1 protein
expression levels in the ischemic hemisphere brain were
significantly higher (p < 0.01, Figures 5D,E), whereas the
protein expression of P62 was significantly lower in the
ischemic hemisphere brain than in the sham group (p < 0.01,
Figure 5F). 120 mg/kg OMT posttreatment can reverse the above
protein expression.

OMT Inhibited Autophagy by Activating
PI3K/Akt/mTOR Pathway
These above experiments result preliminarily suggested that
OMT could improve HIBD in neonatal rats via regulating
autophagy-related protein. To further examine the relationship
between the regulative effects of OMT on neuronal autophagy
and the PI3K/Akt/mTOR pathway in HIBD, we detected the
expression of PI3K, p-PI3K, Akt, p-Akt, and p-mTOR byWestern
blot and immunofluorescence analyses (Figures 5, 6). The
expression of PI3K, Akt, and mTOR were significantly
reduced in the HI group than that in the sham group. Post-
administration with OMT could reverse the expression of these
kinases (p < 0.01). The expression of p-PI3K and p- Akt remained

a basal expression under normal condition. OMT significantly
enhanced the levels of p-PI3K and p-Akt relative to those in the
OGD/R group (p < 0.01) but no statistically significant difference
was observed in the expression of t-PI3K and t-Akt in the above
groups (p > 0.05, Figure 6). Such rise in levels was inhibited by
RAPA in the OMT + RAPA group relative to that in the OMT
group (p < 0.01, p < 0.05 and p < 0.05, Figures 6A,C).

DISCUSSION

OMT protected against brain injury in a neonatal rat model of
HIBD by improving the early neurologic impairments, infarct
volume, brain water volume, and neuronal damage and
degeneration. OMT also exhibited also neuroprotective
effects and reduced OGD/R-mediated cell death and the
increase of mPTP in the primary hippocampal neurons.
OMT decreased the formation of autophagosome and
reversed the levels of autophagy-related factor expression
induced by HIBD and OGD/R. OMT promoted the
activation of PI3K and Akt and increased the fluorescence
intensity of p-mTOR under HI. RAPA, an mTOR inhibitor,
inhibited the mTOR expression and partially counteracted the
neuroprotective effects of OMT. These findings suggest that
OMT played a neuroprotective role in treating HIBD, and the

FIGURE 6 | Assessment of the expression levels of (p)-PI3K (p)-Akt, and p-mTOR in the ischemic hemisphere in the neonatal rats at 24 h after oxygen-glucose
deprivation reperfusion (OGD/R). (A) Representative Western blots and quantitative analyses show the protein expression of (A, B) PI3K and p-PI3K, and (C,D) Akt and
p-Akt. (B) Immunofluorescent-stained p-mTOR in the primary hippocampal neurons at 24 h after OGD/R. (C) Analysis of fluorescence intensity of p-mTOR. The results
are expressed as mean ± SEM (n � 6 per group). ##p < 0.01 vs. the sham group; *p < 0.05, **p < 0.01 vs. the HI group; and +p < 0.05 vs. the oxymatrine
(OMT) group.
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underlying mechanisms may have partly involved the activation
of the PI3K/AKT/mTOR signaling pathway.

HIBD is the most common clinical disease of newborn that
seriously threatens the physical and mental health of fetus and
newborn. Animal model is of great significance to study the
pathological mechanism of disease and evaluate the effect of
therapeutic intervention. In the present study, we utilized a
modified Rice-Vannucci model because the degree of
development of the brain tissues of 7-day-old newborn rats is
approximately equivalent to that of human fetuses or newborns
because both species are in the synapse formation (Dobbing and
Sands, 1979; McDonald and Johnston, 1990). In addition, the
secondary pathological changes induced by HI in the rat model
are similar to those of asphyxiated newborns. The latter is widely
used to study neonatal cerebral ischemia–hypoxia injury.
Cerebral neurons are extremely vulnerable to HI, because the
metabolism of the immature brain is relatively vigorous, and their
oxygen consumption accounts for approximately 50% of the total
oxygen consumption. These neurons lack the necessary enzyme
for effective glycolysis (Li et al., 2017). Once the oxygen and blood
in the brain are blocked, which lead to a sharp lack of energy,
depolarization of cell membranes occurs, followed by neuronal
death. Eventually, a series of lesions, such as edema and
infarction, are presented.

It has been reported in the literature that HIBD is
accompanied by short-term neurological dysfunction. As
expected, we observed that the latencies of the righting reflex,
negative geotaxis reflex and cliff avoidance reflex remarkably
prolonged subjected to HI in current study. Administering OMT
improved these reflexes, revealing that OMT can improve early
neurological dysfunction induced by HI in neonatal rats.

Brain edema is a common pathological state of brain tissue
under HI. Current studies tend to focus on the cytotoxic brain
edema and vasculogenic brain edema (Igor, 1987), which have
many similarities in the mechanism of HIBD. Therefore, brain
edema can be used as an indirect index to evaluate brain injury. In
the present study, 120 mg/kg OMT could significantly ameliorate
cerebral water content, which suggested that OMT protected
against HIBD by mitigating cerebral water volume. In addition,
the HE and TUNEL staining can provide further evidence of the
protective effect of OMT.

HI can cause neuronal damage and death. The hippocampus
and cortex are the most sensitive regions reflecting HI (Cheng
et al., 2012), so we choose these areas to observe neuronal damage
and morphological changes. The HE staining results showed that
the cell density significantly decreased, became arranged loosely,
and were stained unevenly. In addition, a number of vacuoles
appeared in cerebral cortex, hippocampal CA3, and CA1 in the
HI group compared with the sham group. After intervention with
OMT, these symptoms were alleviated. In addition, TUNEL
staining results showed that a large number of TUNEL-
positive neurons in the ischemic cortex, while OMT treatment
promoted the recovery of the injured neurons. These results
indicated that OMT alleviated the pathological damage and
death of neurons induced by HI.

We also established the OGD/R model in vivo to evaluate the
cell viability and damage using the MTT method and

mitochondrial permeability transition pore (mPTP) assays.
The increase in ROS and calcium overload caused by HI could
lead to the opening of the mPTP, the disorder of mitochondrial
membrane potential, decoupling of respiratory chain, and
blockage of ATP synthesis. These processes eventually lead to
the swelling, rupture, and death of the mitochondria. Therefore,
the degree of neuronal injury is related to the opening of mPTP
(Halestrap, 2009). In our current research, OMT attenuated
OGD/R-induced neuronal death and inhibited the increase of
intracellular mPTP. These results indicate that OMT had a
protective effect on the OGD/R-induced hippocampal
neuronal damage. Brain infract volume is generally considered
as a standard indicator for evaluating the effects of drugs on brain
ischemic. RAPA intervention could reverse the remission effect of
OMT on the cerebral infarction and neuronal damage induced by
HIBD. These results suggest that the protective effect of OMT on
HIBD in neonatal rats may be related to the mTOR pathway.

HI cause three types of cell death, namely, apoptosis, necrosis, and
autophagy. Autophagy is a precise and orderly process that allows the
degradation and recycling of cellular organelles andmisfolded proteins
under physiological conditions. Several studies have indicated that
autophagy plays a significant role in HIBD (Northington et al., 2011),
that is, an overactivated autophagy leads to rapid neuronal death
(Levine and Yuan, 2005; Koike et al., 2008). Electron microscopy is
currently considered to be a gold marker for the formation of
autophagosome in tissues, and monodansylcadaverine (MDC) is
an eosinophilic fluorescent stain, usually used to detect specific
markers for the formation of autophagosome in cells. The results
showed that after OMT treatment, the formation level of the
autophagosome decreased significantly, and the regulatory effect of
OMT on autophagosome formation was partially blocked by the
administration of RAPA. The results further suggest that OMTplayed
an antiexcessive autophagy role through themTOR signaling pathway
and participated in maintaining the stability of neurons and the
recovery of injury. This process also suggested that regulating the
level of autophagy may be one of the roles of OMT in
protecting HIBD.

The PI3K/Akt/mTOR pathway is an intracellular signaling
pathway involved in regulating cell survival and death. Moreover,
as the only autophagic protective pathway, it plays an important
role in HIBD (Yu et al., 2018). The mTOR, which belongs to the
PI3K protein kinase family, is sensitive to RAPA and participates
in regulating cell growth, apoptosis and autophagy (Hu et al.,
2015). PI3K/Akt is one of the key upstream regulators of mTOR
and plays an important role in regulating mTOR (Gunn and
Hailes, 2008). Subsequently, when activated by PI3K, Akt could
phosphorylate TSC2, dissociate the TSC1/TSC2 complex and
activate mTOR (Pankiv et al., 2007). Finally, mTOR regulated the
expression of downstream autophagy-related proteins Beclin1,
LC3 and P62 and participated in the regulation of autophagy. LC3
is located on the autophagosome membrane and plays an
important role in the formation of complete autophagosome.
Beclin-1 plays an important role in lysosome fusion and
autophagy formation in autophagy, and is another important
autophagy marker. As an index of autophagic flow, some studies
have shown that the level of P62 increases and the level of LC3
decreases, indicating that the autophagic flow is complete
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(Bockaert and Marin, 2015). Some reports have also
demonstrated that promoting mTOR activation can play a
neuroprotective role in HIBD (Chen et al., 2012). To further
explore the potential protective mechanism of OMT in neonatal
rats and primary hippocampal neurons after HI, we verified the
expression of PI3K, p-PI3K, Akt, p-Akt, p-mTOR and
autophagy-related factors. Consistent with a previous study,
the present results showed that the expression of PI3K, Akt,
mTOR and P62 in the brain tissue was significantly decreased
after HI, while protein expression of LC3 and Beclin-1increased.
After the intervention with OMT, the protein expression was
significantly reversed. These results suggest that OMT can
alleviate the damage of HIBD neurons by up-regulating the
expression of PI3K, Akt, mTOR and P62, and down-regulating
the expression of LC3 and Beclin-1. At the cellular level, the
expression of p-PI3K, p-Akt, p-mTOR, and P62 significantly
decreased, and the expression of LC3 and Beclin-1
significantly increased compared with that of the control
group. OMT could significantly reverse the activity of
pathway-related factors, reduce the expression of Beclin1
and LC3, increase the expression of P62 and improve the
HIBD in neonatal rats. However, in the mTOR inhibitor
treatment group, RAPA partially eliminated the effects of
OMT on the expression levels of p-PI3K, p-Akt, p-mTOR,
LC3, Beclin-1 and P62. These findings confirm that the
neuroprotective effect of OMT on HIBD may be related to
the regulation of the PI3K/Akt/mTOR signaling pathway and
the inhibition of excessive autophagy. However, besides the
PI3K/Akt/mTOR pathway, other factors may be involved in
the neuroprotective effect induced by OMT, and related
factors need further study.

In conclusion, by performing in vivo and in vitro experiments,
we demonstrated that posttreatment with OMT efficaciously
exerted neuroprotective effect against HIBD in the neonatal rats.
The underlying mechanisms may include the regulation of the
PI3K/Akt/mTOR signaling pathway and inhibition of excessive

autophagy of neurons. However, our study had some limitations.
First, we did not explore different times to evaluate the optimal
therapeutic window of OMT for the neonatal HIBD. Second,
accruing studies have shown sex-specific differences in the HIBD
model. Further studies are required to explore the differences in the
effects of OMT on the HIBD in female and male neonatal rats.
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Familial hemiplegic migraine type 3 (FHM3) is caused by gain-of-function mutations
in the SCN1A gene that encodes the α1 subunit of voltage-gated NaV1.1 sodium
channels. The high level of expression of NaV1.1 channels in peripheral trigeminal
neurons may lead to abnormal nociceptive signaling thus contributing to migraine pain.
NaV1.1 dysfunction is relevant also for other neurological disorders, foremost epilepsy
and stroke that are comorbid with migraine. Here we used computer modeling to test
the functional role of FHM3-mutated NaV1.1 channels in mechanisms of trigeminal pain.
The activation of Aδ-fibers was studied for two algogens, ATP and 5-HT, operating
through P2X3 and 5-HT3 receptors, respectively, at trigeminal nerve terminals. In
WT Aδ-fibers of meningeal afferents, NaV1.1 channels efficiently participate in spike
generation induced by ATP and 5-HT supported by NaV1.6 channels. Of the various
FHM3 mutations tested, the L263V missense mutation, with a longer activation state
and lower activation voltage, resulted in the most pronounced spiking activity. In
contrast, mutations that result in a loss of NaV1.1 function largely reduced firing of
trigeminal nerve fibers. The combined activation of P2X3 and 5-HT3 receptors and
branching of nerve fibers resulted in very prolonged and high-frequency spiking activity
in the mutants compared to WT. We identified, in silico, key determinants of long-lasting
nociceptive activity in FHM3-mutated Aδ-fibers that naturally express P2X3 and 5-HT3
receptors and suggest mutant-specific correction options. Modeled trigeminal nerve
firing was significantly higher for FHM3 mutations, compared to WT, suggesting that
pronounced nociceptive signaling may contribute to migraine pain.

Keywords: migraine, NaV, meninges, trigeminal nerve, ATP, 5-HT, FHM3, model

INTRODUCTION

The generation of disabling migraine pain involves the activation of the meningeal
trigeminovascular system (Moskowitz, 2008; Messlinger, 2009), but the underlying pro-nociceptive
mechanisms remain largely unknown. Current data suggest participation of mainly Aδ-fibers of
the trigeminal nerve densely innervating the meninges (Melo-Carrillo et al., 2017; Haanes and
Edvinsson, 2019).
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To unravel molecular mechanisms of migraine
pathophysiology, the study of monogenic subtypes of migraine,
foremost familial hemiplegic migraine, has been instrumental
(Ferrari et al., 2015). Familiar hemiplegic migraine type 3
(FHM3), which is caused by specific missense mutations in the
SCN1A gene encoding the α1 subunit of voltage-gated NaV1.1
sodium channels (Dichgans et al., 2005; Tolner et al., 2015),
allows the specific interrogation of the role mutant NaV1.1
channels in migraine pathophysiology. The observation that
incubation at lower temperature and expression in neurons
rescued folding/trafficking issues now firmly established that
FHM3 is caused by a gain of NaV1.1 function (Dhifallah et al.,
2018), whereas earlier studies suggested foremost loss-of-
function effects of FHM3 mutations when overexpressed in
heterologous expression systems (Dichgans et al., 2005; Kahlig
et al., 2008). As NaV1.1 channels are strongly expressed in
peripheral Aδ-fibers of the trigeminal nerve (Ho and O’Leary,
2011; Osteen et al., 2016), their modified activity may underlie the
activation of peripheral trigeminal neurons leading to migraine
pain. It can be expected that a gain-of-function enhances
excitability of peripheral nerve fibers expressing modified NaV1.1
channels, providing a high pro-nociceptive activity delivered to
second order neurons.

Investigating NaV1.1 channel dysfunction, which are
expressed also in central neurons (Ogiwara et al., 2007; Favero
et al., 2018; Sakkaki et al., 2020), in relation to changes in
neuronal excitability, is also of relevance to various neurological
disorders other than migraine, foremost childhood epilepsy
(Menezes et al., 2020), autism spectrum disorder (Scheffer
and Nabbout, 2019), Alzheimer’s disease (Sakkaki et al., 2020),
and perhaps less known, transient cerebral ischemia (Zhan
et al., 2007). In fact, changes in neuronal hyperexcitability may
therefore, at least to certain extent, underlie the comorbidity
of several of the disorders with migraine, for instance when
they lead to spreading depolarizations, as observed for migraine
and stroke (Dreier and Reiffurth, 2015). Unlike for the other
disorders, the evidence for a specific role of NaV1.1 channels
in cerebral ischemia is limited although voltage-gated cation
channels, including sodium channels have been targets for the
treatment of stroke (Gribkoff and Winquist, 2005).

The predominant hypothesis for triggering peripheral
mechanisms of pain is that trigeminal nerve terminals are
activated by local depolarizing stimuli (Julius and Basbaum,
2001; Basbaum, 2002; Giniatullin, 2020). Purinergic and
serotonergic mechanisms are among the most powerful triggers
of peripheral nociception in meningeal afferents (Yegutkin et al.,
2016; Kilinc et al., 2017; Koroleva et al., 2019).

Recently, we presented a mathematical model of the
nociceptive neuro-immune synapse in meninges that, by
activation with ATP and 5-HT, generates neuronal firing
(Suleimanova et al., 2020). Meninges, which are densely
innervated by trigeminal nerve fibers, are currently considered a
main source of migraine headache (Moskowitz, 2008; Messlinger,
2009; Olesen et al., 2009). The two algesic substances, ATP
and 5-HT selected to be modeled in this study produce a
powerful and long-lasting activation of meningeal afferents
(Yegutkin et al., 2016; Kilinc et al., 2017; Koroleva et al., 2019).

The data are consistent with the purinergic hypothesis of
migraine suggested earlier by Burnstock (1981). There is strong
evidence that serotonin (5-HT) is involved in migraine already
because “triptans,” serotonin (5-HT1B/1D) agonists, are effective
in treating migraine patients (Goadsby, 2007). However, the
sources of the two neurotransmitters, the time spent in the
extracellular space, the receptor kinetics, and most notably, the
speed of desensitization of the transmitters are different, as we
presented in our previous model (Suleimanova et al., 2020).
Notably, the respective P2X3 and 5-HT3 receptors activated by
ATP and 5-HT, respectively, are expressed in Aδ-fibers (Ford,
2012; Kilinc et al., 2017; Sato et al., 2018), thus in the same
neurons that express NaV1.1 sodium channels. Combining, in the
mathematical model, effects of these triggers with dysfunction
of NaV1.1 channels due to mutations identified in patients may
serve as a useful platform to explore mechanisms of activation of
peripheral nociception relevant to migraine headache.

Therefore, we here assessed, by using in silico modeling,
how gain- and loss-of-function mutations in the α1 subunit
of NaV1.1 channels, as they occur in patients with FHM3
and childhood epilepsy, respectively, might affect peripheral
trigeminal nociception in meningeal afferents. To this end, the
WT vs. various mutants NaV1.1 channels were in silico “co-
expressed” along with other types of sodium (NaV1.6, NaV1.7,
NaV1.8) and several potassium channel types (KV1, KV3, KV4,
and calcium-activated potassium channel KCa) according to
published profile of these channels in Aδ-fibers (Tigerholm et al.,
2014; Mandge and Manchanda, 2018; Zemel et al., 2018; Zheng
et al., 2019). Our data show a large amplification of nociception in
meningeal afferents exclusively with gain-of-function mutations
providing a scientific framework that a peripheral mechanism of
generating migraine pain in patients with FHM3.

MATERIALS AND METHODS

The Mathematical Model for Testing of
FHM3 Mutations
To model the function of the trigeminal nerve in meninges
we used the NEURON environment version 7.8 (Hines and
Carnevale, 2003). Our model describes the activity of Aδ-fibers
induced by single, or repetitive ATP and 5-HT release events
from abundant meningeal mast cells (Theoharides et al., 1995;
Levy, 2009; Kilinc et al., 2017). Thus, the Aδ-fiber coupled
to a mast cell represent a model of the nociceptive “neuro-
immune synapse” (Theoharides et al., 1995; Koroleva et al., 2019;
Suleimanova et al., 2020; Figure 1A). Within such synapse, locally
released ATP or 5-HT activates, at nerve terminals, P2X3 or
5-HT3 receptors, respectively. Both ATP and 5-HT are potent
triggers of nociceptive firing in meningeal afferents (Yegutkin
et al., 2016; Kilinc et al., 2017; Koroleva et al., 2019). Although
P2X2 receptors are co-expressed with P2X3 subunits in rodents
(Simonetti et al., 2006), the P2X3 subtype is the predominant ATP
receptor subtype in human sensory neurons (Serrano et al., 2012).
Therefore, in our model, we used P2X3 receptors as the main
target for fast action of ATP on trigeminal meningeal afferents.
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FIGURE 1 | Model of Aδ-fiber. (A) Schematic presentation of the Aδ-fiber with the diameter 5 µm and node of Ranvier 2 × 2 µm. (B) The membrane NaV, KV, and
KCa currents relevant to the model of Aδ-fiber. (C) Comparison of NaV1.1 currents, that evoked by a voltage step to -10 mV of WT with the L263V (Ca), L1670W
(Cb), and M145T (Cc) mutations.

We explored the action of different concentrations of two
algogens but for most model trials we used 1 µM ATP and
2 µM 5-HT concentrations to activate receptors, since these
values are close to EC50 of the respective receptors (Sokolova
et al., 2006; Corradi et al., 2009). The kinetics of P2X3 receptors
was based on the previously published model of this receptor
(Sokolova et al., 2006), whereas the kinetic of 5-HT3 receptors
was taken from the study of Corradi et al. (2009). The lifetime of
extracellular ATP is determined by fast hydrolysis via multiple
ecto-enzymes (Yegutkin, 2008), whereas the profile of 5-HT is
controlled by a relatively slow uptake via SERT transporters
(Wood et al., 2014). Therefore, we included in our model the
partial hydrolysis for ATP and uptake for 5-HT making the model
consistent with experimental data on the action of ATP and 5-
HT (Suleimanova et al., 2020). The 3D diffusion model suggested
by Saftenku (2005) was used to reproduce the time course of
transmitters in the nociceptive synapse. We also conducted in
the current model experiments in which we varied ATP and
5-HT concentrations to explore the dependence of spike firing
on the profile of the neurotransmitters in the meningeal neuro-
immune synapse.

The diameter of the Aδ-fiber is 5 µm (West et al., 2015), each
segment of the fiber consists of a paranode and a node of Ranvier
(McIntyre et al., 2002) that is 2 × 2 µm (width and length;
Figure 1A). Aδ-fibers highly expressed tetrodotoxin-sensitive
(TTX-sensitive) NaV1 channel type (NaV1.1, NaV1.6, NaV1.7),
while NaV1.8 was at low level compared to C-fibers (Pinto et al.,
2008; Zhang et al., 2013). Most of the input parameters on
channel kinetics and voltage dependence of NaV1.6, KV1, KV3,
and KV4 ion channels were obtained from somatic recordings
(Zheng et al., 2019), whereas the data for the density of ion
channels were obtained from axonal measurements (Waxman
and Ritchie, 1993; McIntyre et al., 2002). Likewise, we used data
from somatic recordings of the contribution of NaV1 channels
to INa current (Zhang et al., 2013) and NaV channels mRNA
levels (Ho and O’Leary, 2011). The WT NaV1.1 channel and
FHM3-associated mutations in this channel were modeled based
on functional properties obtained in neurons or tsA201 cells (for
details see Table 1).

To match the natural profile of sodium channels in the
Aδ-fiber, we revised our previously used mathematical model
(Suleimanova et al., 2020) by adding NaV1.1 and NaV1.6, since
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TABLE 1 | Biophysical parameters for activation, fast inactivation and slow inactivation of WTs and mutants of NaV1.1 channel.

Channel Activation (mV) Fast inactivation (mV) Slow inactivation (mV) tauslow (ms) at −10 mV References

V1/2 k V1/2 k V1/2 k experiment model

Familial hemiplegic migraine type 3 (FHM3)

L263V −24.6 7.1 −54.4 6.7 −54.1 5.0 3,507 3,500 Kahlig et al., 2008

gain-of-function/WT −21.5 7.2 −62.2 6.4 −66.8 6.3 2,100 2,100

Q1478K combined −24.8 9.1 −60.1 7.4 −77.2 7.7 938 (−5 mV) 940 (−5 mV) Cestele et al., 2008

gain- and loss-of
function/WT

−24.5 7.9 −65.1 6.0 −75.8 6.2 2.090 (−5 mV) 2,100 (−5 mV)

L1649Q −22.9 7.4 −34.5 7.1 −57.7 8.9 1,885 (0 mV) 1,885 (0 mV) Cestele et al., 2013

gain-of-function/WT −21.0 6.6 −54.2 5.5 −59.7 9.7 2,616 (0 mV) 2,600 (0 mV)

L1670W −16.8 6.1 −47.3 6.1 −34.8 10.0 2,070 2,070 Dhifallah et al., 2018

gain-of-function/WT −21.6 6.6 −55.6 4.9 −53.5 7.6 1,310 1,300

Familial simple febrile seizures

M145T −11.7 7.1 −65.5 9.1 – – – Mantegazza et al., 2005

loss-of-function/WT −21.7 6.15 −64.9 8.0

Generalized epilepsy with febrile seizures plus (GEFS +)

R1648H −19.9 8.5 −61.3 7.8 −68.6 6.1 3,112 3,112 Kahlig et al., 2006

gain-of-function/WT −19.4 7.9 −62.7 6.9 −66.7 7.8 3,029 3,000

V1/2 is the voltage of half-maximal activation or inactivation; k is a slope factor; tauslow is kinetics of the development of slow inactivation. Voltage indicated in brackets
shows values at which the recordings were performed in the quoted papers and in model studies.

these fibers express both type of these channels in nodes of
Ranvier (Duflocq et al., 2008; Leterrier et al., 2011). We also
added NaV1.7 and NaV1.8 channels to our model, as they
also support the generation and propagation of nociceptive
signals from the periphery (Duflocq et al., 2008; Black et al.,
2012; Figure 1B and Supplementary Table 1). The maximum
conductance densities of the TTX-sensitive channels are based
on single-channel conductance and channel density values in the
range of 1,000 to 2,000 channels/µm2 (McIntyre et al., 2002). The
density of TTX-resistant Nav1.8 channel is significantly lower
since TTX completely blocked spiking activity in Aδ-fiber (Pinto
et al., 2008), whereas specific blockers of TTX-resistant channels
did not significantly reduce spiking (Tsuchimochi et al., 2011). Of
note, we tuned the values to provide a closer similarity to action
potential and firing patterns observed in the experimental studies
(Cestele et al., 2008, 2013) taking into account the contributions
of NaV1.1, NaV1.6, and NaV1.7 to TTX-sensitive current (Zhang
et al., 2013) and therespective NaV channels mRNA level (Ho and
O’Leary, 2011). When modeling, we also took into consideration
a fiber-specific difference in expression of potassium channels
(Zemel et al., 2018; Chien et al., 2007). Thus, our Aδ-fiber
model includes voltage-gated potassium channels KV1, Kv3, and
Kv4 mediating A-type currents, which are found in axons and
nerve endings (Zemel et al., 2018). We recently showed that
4-Aminopyridine, a blocker of A-type current (determined by
voltage-gated potassium Kv1 and Kv3 channels) dramatically
enhanced the firing of trigeminal afferents in rat meninges
promoting appearance of fast large spikes (Andreou et al.,
2020), typical for the phenotype of trigeminal Aδ-fibers (MacIver
and Tanelian, 1993). We also added to the model calcium-
activated potassium large-conductance KCa channels (BKCa)
(Mandge and Manchanda, 2018). The full set of maximum
conductance densities of the channels and the kinetics underlying

the single action potential is shown in Supplementary Table 1
and Figure 1B, where the current time course for each mutant
(L263V, L1670W, and M145T) was compared with the respective
WT to fit with experimental results from Mantegazza et al. (2005);
Kahlig et al. (2006), and Dhifallah et al. (2018).

Next, we modeled various SCN1A mutations by using steady-
state voltage dependence and kinetics of channel activation
and inactivation as presented in Spampanato et al. (2004).
First, we fitted the kinetics of the channels using the three-
parameter Gaussian exponential function: τ = a × exp (((V–
V0)/b)2), where V is the membrane voltage, V0 is the mean
voltage around which the Gaussian is positioned, a is the
height, and b is the standard deviation. Second, the steady-state
voltage dependence of activation was calculated by a Boltzmann
function in the form: m∞ = 1/(1 + exp(–(V–V1/2)/k) and
h∞/s∞/r∞ = 1/(1 + exp((V–V1/2)/k) for fast (h∞), slow (s∞)
inactivation and recovery (r∞), where V1/2 is the voltage of half-
maximal activation or inactivation, and k is a slope factor. The
constants for these calculations are presented in Table 1. Third,
we used the Hodgkin-Huxley formalism where activation (m)
and inactivation (h) states were in the range between 0 and 1
dependent on voltage and time. We used the following equation
to define the channel activation state: dm/dt = (m∞–m)/τm,
where m∞ is referred to as steady-state voltage dependence and
τm is the kinetics. In a similar way, we determined the fast
and slow inactivation states and recovery. We assume that the
slow inactivation and recovery states are independent from other
channel gating states since development of slow inactivation and
recovery was recorded separately in experimental papers, we
added s- and r-variable to the model. Thus, the sodium current
is described by following equation:

INa = m3hsrgNa∗(V − ENa)
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where gNa is the maximum conductance; ENais the equilibrium
potential for sodium; m and h are the voltage-dependent
activation and inactivation gating states; s and r are the
additional slow inactivation development and recovery
voltage-dependent variables.

We modified the activation voltage and the activation
speed of WT NaV1.1 channels (Zheng et al., 2019) to
recapitulate better the characteristics of a FHM3 mutation.
To this end, we decreased the activation voltage of FHM3-
associated NaV1.1 channels (V1/2 of WT = −21 mV, V1/2
of FHM3 = −25 mV; Figures 2Aa,Ab and Table 1) since
L263V-mutated NaV1.1 (NaV1.1-L263V) channels are activated
at a lower voltage than WT NaV1.1 channels, although the
difference was not significant (Kahlig et al., 2008). The FHM3
L263V mutation shows slower kinetics than WT for both

the activation and the inactivation state and an increased
“window current” (Figure 2Aa and Supplementary Figure 2A)
due to the shift of the voltage dependence of activation
curve to lower voltages and the inactivation curve to higher
voltages compared to WT (Kahlig et al., 2008), thus the
current peak of NaV1.1-L263V is wide (Figure 1Ca and
Supplementary Figure 3). Second, we modeled the FHM3
L1670W mutation (Figure 1Cb), which also exhibits a gain-
of-function effect (Dhifallah et al., 2018). This mutation
increases the persistent sodium current and shows a positive
shift of the inactivation curve and faster recovery from
fast inactivation in comparison to WT (Figures 2Ba,Bb
and Supplementary Figures 1B, 2B). Third, the FHM3
L1649Q mutation also enhances persistent sodium current,
recovery from slow inactivation, and slightly increased the

FIGURE 2 | The activation and inactivation properties of WT and NaV1.1 mutants. The comparison of voltage dependence of activation and fast inactivation of
NaV1.1 WT and mutants L263V (Aa), L1670W (Ba), L1649Q (Ca), Q1478K (Da), R1648H (Ea), and M145T (Fa). The comparison of voltage dependence of slow
inactivation development of NaV1.1 WT and gain-of-function mutants L263V (Ab), L1670W (Bb), L1649Q (Cb), Q1478K (Db), and R1648H (Eb). The dotted line
shows experimental results from Kahlig et al. (2008) for the L263V mutation, Dhifallah et al. (2018) for the L1670W mutation, Cestele et al. (2008) for the L1649Q
mutation, Cestele et al. (2013) for the Q1478K mutation, and Mantegazza et al. (2005) for the M145T mutation. Mutations were compared with the respective WT
data from the publication that presented experimental data for the mutations.
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time constant for fast inactivation (Figures 2Ca,Cb and
Supplementary Figures 1C, 2C), which can be the reason
for the prolonged spiking activity (Cestele et al., 2013).
Fourth, the FHM3 Q1478K mutation shows faster recovery,
a positive shift of the voltage dependence of inactivation
(Figures 2Da,Db and Supplementary Figures 1D, 2D),
and a higher amplitude persistent current (Cestele et al.,
2008). Next, we modeled to the model the R1648H mutation
(Figures 2Ea,Eb and Supplementary Figures 1E, 2E) that is
associated with childhood epilepsy but exhibits a persistent
sodium current as well (Kahlig et al., 2006). Finally, for
comparison, we modeled the loss-of-function mutation
M145T (Figures 1Cc, 2Fa). The comparison of activation
and inactivation properties of the WT and mutant NaV1.1
channels are shown in Figure 2 and Supplementary Figures 1, 2.
Using experimental data from Mantegazza et al. (2005);
Kahlig et al. (2006, 2008); Cestele et al. (2008, 2013), and
Dhifallah et al. (2018) for the mutant and respective WT
channel characteristics, we validated our model data with
experimental results describing the voltage-dependence
of channel activation and inactivation by voltage steps
(with increment 10 mV) from −100 to 20 mV. The time
constant of development of fast inactivation are shown in
Supplementary Figure 2. The distribution of tau in our
model was compared with time constant from experimental
results at the different potentials in the range (−65 to 30
mV). We used median values of normalized conductance at
voltage from −100 to 20 mV with a 10-mV step increment.
Based on these values, we plotted steady-state curves, using
interpolation, and compared results with simulated voltage-
dependent steady-states. This comparison indicating a high
similarity (p-values with Kolmogorov–Smirnov test (K-S
test) higher than 0.1 (Boyerinas, 2016) between experimental
results and simulation data (Figure 2, notice dotted lines for
experimental results).

Finally, we took into consideration that the meningeal nerve
has a branched structure (Schueler et al., 2014; Barkai et al., 2020;
Suleimanova et al., 2020). Therefore, we modified our model
to a tree structure with two 1.1 cm long axon branches. In
this version of the model, we added two varying concentrations
of ATP or 5-HT to activate each of the axon branches. As
the junction of branches can block spikes from a branch in
the refractory state, we calculated that an interval of 15 ms
between applications was sufficient for the propagation of
spiking activity.

Statistical Analysis
We used Kolmogorov–Smirnov test (K-S test) (Boyerinas,
2016) to compare the distribution of inter-spike intervals
in experiments with simulation. The ks_2samp function
from SciPy library that is implemented in the K-S test
statistics was used to compare two samples. With this
approach, the p-value higher than 0.05, allowed to accept
the null hypothesis indicating that the distribution of data
in two samples are similar. Experimental data for validation
of the model were taken from our publication describing

the action of ATP and 5-HT on mouse trigeminal nerves
(Koroleva et al., 2019).

RESULTS

Role of NaV1.1 and NaV1.6 Channels in
ATP-Induced Activation of WT and FHM3
Aδ-Fibers
Aδ-fibers are thought to play an important role in the
generation of migraine pain (Melo-Carrillo et al., 2017;
Haanes and Edvinsson, 2019). As NaV1.1 and NaV1.6
channels are the major NaV channel types in Aδ-fibers, we
first explored their role in ATP-induced activation of WT
and FHM3 nerve fibers. We first used a simplified model
of the single trigeminal nerve fiber with one release site
for ATP. To address the pure NaV1 phenotype we started
with in silico “knocking down” the NaV1.6 channel subtype
in WT, whereas the conductance of NaV1.1 was set to
0.35 S/cm2. In this case, ATP only induced local receptor
potential (Figures 3Aa,Ba black lines). Adding NaV1.6,
with a conductance of 0.35 S/cm2 was sufficient to generate
propagating spikes (Figures 3Ab,Bb black lines). Raising
the activity of NaV1.1 (conductance 0.5 S/cm2) enhanced
the firing with repetitive spikes (Figures 3Ac,Bc black
lines). In contrast to WT, in the FHM3 model with gain-
of-function mutations L263V and L1670W, even NaV1.1
alone was sufficiently effective to generate propagating spikes
(Figures 3Aa,Ba red lines). Even higher activity was obtained
when NaV1.6 (Figures 3Ab,Bb red lines) was added or when the
conductance of the NaV1.1 channel was increased to 0.5 S/cm2

(Figures 3Ac,Bc red lines).
Thus, even in this simple linear model, the activity of FHM3

gain-of-function mutations produced an increased number of
nociceptive spikes, suggesting that excitability of the terminals of
meningeal afferents was increased. Notably, the L263V mutation
caused more spikes than the L1670W mutation when compared
with the respective WTs.

Specific Role of NaV1.1 Channels in the
Spiking Activity of WT and FHM3
Aδ-Fibers
As it is known that meningeal afferents are branched (Schueler
et al., 2014; Suleimanova et al., 2020), we next modeled the
trigeminal nerves with two branches and two ATP release
events activating these separate nerve branches (Figure 4A).
Such model allowed us to explore the role of simultaneous
and shifted in time activation of distinct branches and whether
this activity may propagate to higher pain centers. We found
that in case of the L263V mutation, two simultaneous ATP
release events did not change the outcome number of spikes
coming to TG (Figure 4B red line). However, the final number
of spikes was increased by adding a second ATP release with
the time interval being 5 ms (Figure 4C). With an interval of
10 ms, the number of repetitive spikes further increased from
four in WT to eight spikes in L263V (Figure 4D). Similar
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FIGURE 3 | Testing the role of NaV 1.1 and NaV1.6 in firing of Aδ-fiber with one branch and a single ATP release event. (Aa) The receptor potential in a single WT
(Kahlig et al., 2008) fiber expressing NaV1.1 (black line) and firing in the fiber without NaV1.6. with L263V mutation (red line) of NaV1.1 with conductance 0.35 S/cm2.
Of note, there is a membrane potential in the nerve compartment, where ATP is acting, whereas in other panels we present the appearance of the signal to the
trigeminal ganglion. (Ab) WT (Kahlig et al., 2008) fiber (black line) and the L263V mutation (red line) with NaV1.1 and NaV1.6 (both with conductance 0.35 S/cm2)
and; (Ac) WT (Kahlig et al., 2008) fiber (black line) and the L263V mutation (red line) with NaV1.1 conductance 0.5 S/cm2 and NaV1.6 conductance 0.35 S/cm2.
(Ba) The receptor potential in a single WT (Dhifallah et al., 2018) fiber (black line) and L1670W mutation (red line) of NaV1.1 conductance 0.35 S/cm2 and without
NaV1.6. (Bb) WT (Dhifallah et al., 2018) fiber (black line) and the L1670W mutation (red line) with NaV1.1 conductance 0.35 S/cm2 and NaV1.6 conductance
0.35 S/cm2. (Bc) WT (Dhifallah et al., 2018) fiber (black line) and the L1670W mutation (red line) with NaV1.1 conductance 0.5 S/cm2 and NaV1.6 conductance
0.35 S/cm2. ATP signaling is limited by partial hydrolysis.

increase was observed with interval 15 ms (Figure 4E). Then,
for modeling of other mutant channels, we used a 15-ms
interval between ATP release events since a further increase
of the interval in the range of 15–100 ms did not change
the number of produced spikes. We compared the firing for
FHM3 gain-of-function mutations L263V and L1670W, and
loss-of-function mutation M145T with the respective WTs.
The latter, even modeled from distinct experimental studies
(Mantegazza et al., 2005; Kahlig et al., 2008; Dhifallah et al.,
2018) generated similar (five for L263V and L1670W and
four for M145T, see Figures 4E–G) repetitive spikes. We
found that the mutation L263V was much more effective in
promote firing (eight spikes, Figure 4E red line) than WT (five
spikes, Figure 4E black line). Firing in case of the L1670W
mutation was only slightly higher than for WT (Figure 4F
red line, WT–black line). Instead, the M145T mutation led
to a dramatically reduced firing (Figure 4G). Thus, FHM3
mutations further increased spike frequency activated by multiple
ATP release sites on branched Aδ-fibers. The branching of the

single axon enhanced the spiking activity, only when it was
combined with asynchronous ATP release (Figure 4) because
spikes from different branches were efficiently summarized in the
primary afferents.

As the concentration of extracellular ATP can vary in
the neuro-immune synapse due to expression profile and
location of the powerful ATP-degrading ectoenzymes (Yegutkin,
2008), we next explored, in a branched model, the role of
different concentrations of ATP in generation of a single
spike and on repetitive firing in the most prominent mutant
L263V. The dependence of a single-spike probability from
concentration of ATP and the role of ATP hydrolysis is
shown in Supplementary Figure 4. In the range of the tested
concentrations, the mutant L263V had a higher probability of
the spike generation, with a most visible difference at lower
ATP concentrations (Supplementary Figure 4A, exemplified
in Supplementary Figure 4C). In case of a lack of ATP
hydrolysis, the difference at low ATP concentrations was more
noticeable (Supplementary Figure 4B). The repetitive firing
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FIGURE 4 | Testing the role of branching and multiple ATP release events in firing of the WT and mutant Aδ-fibers. (A) Schematic presentation of a dendritic tree with
two branches and two ATP release events. (B) Firing activity of the L263V NaV1.1 mutant (red line) and WT (Kahlig et al., 2008) fiber (black line) with simultaneous
ATP release events. (C) The L263V mutant (red line) and WT (Kahlig et al., 2008) fiber (black line) with ATP release with an interval of 5 ms. (D) The L263V mutant
(red line) and WT (Kahlig et al., 2008) fiber (black line) with an 10-ms interval. (E) The L263V mutant (red line) and WT (Kahlig et al., 2008) fiber (black line) with an
15-ms interval. (F) The L1670W (red line) and WT (Dhifallah et al., 2018) fiber (black line) with an interval of 15 ms. (G) Firing in the loss-of-function mutant M145T
(red line) and WT (Mantegazza et al., 2005) fiber (black line) with an ATP release interval of 15 ms. Note that branching and multiple ATP release increased the firing in
the case of a gain-of function but reduced in the case of a loss-of-function. ATP signaling is limited by partial hydrolysis.

was less sensitive to the absence or presence of ATP hydrolysis
(Supplementary Figures 4G,H).

5-HT Induced Activation of WT and
FHM3 Aδ-Fibers
5-HT is the major neurotransmitter released from meningeal
mast cells that can powerfully activate peripheral trigeminal nerve
terminals through ligand-gated 5-HT3 receptors (Kilinc et al.,
2017; Koroleva et al., 2019). Therefore, we conducted modeling
experiments (two branches, two release sites) simulating 5-HT

release from mast cells and its action on 5-HT3 receptor in
Aδ-fibers meningeal afferents.

Like with ATP, we found that the excitatory action of 5-HT
was twice more pronounced with the L263V mutation than
with the respective WT (Figure 5A L263V–red line, WT–black
line). The dependence of a single-spike probability from a
concentration of 5-HT in basal conditions or after removal of 5-
HT upate for the mutant L263V resembled, in some tests, that
of ATP (Supplementary Figures 4D,E). In the example shown
in Supplementary Figure 4F, a concentration of 5-HT as low as
0.6 µM was already able to generate a single spike in the mutant
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FIGURE 5 | The role of 5-HT and combination of ATP and 5-HT release events in firing of the WT and NaV1.1 mutant branching Aδ-fibers. (A) Firing of the WT
(Kahlig et al., 2008) fibers (black line) and the L263V mutant (red line) activated by two 5-HT release events. (B) WT (Kahlig et al., 2008) fibers (black line) and the
L263V mutant (red line) activated by ATP + 5-HT release events. (C) The L1670W mutant fiber (red line) and WT (Dhifallah et al., 2018) fiber (black line) activated by
ATP + 5-HT release events. (D) The L1649Q mutant fiber (red line) and WT (Cestele et al., 2008) fiber (black line) activated by ATP + 5-HT release events. (E) The
Q1478K mutant fiber (red line) and WT (Cestele et al., 2013) fiber (black line) activated by ATP + 5-HT release events. (F) The R1648H mutant (red line) and WT
(Kahlig et al., 2006) fiber (black line) associated with childhood epilepsy gain-of-function of NaV1.1. (G) The M145T NaV1.1 mutant (red line) and WT (Mantegazza
et al., 2005) fiber (black line) associated with a loss-of-function mutation of NaV1.1. ATP signaling is limited by partial hydrolysis and 5-HT signals are reduced by
specific uptake.

L263V, whereas the same concentration of neurotransmitter in
the WT induced only a small receptor potential. We found also
an increased repetitive firing with higher 5-HT concentrations
for mutant L263V; in particular, when we switched from 2 to
10 µM 5-HT, not only the number of spikes but also the firing
frequency rose (Supplementary Figures 5E,F). Interestingly, for
mutant L263V, increasing the concentration of 5-HT in the
micromolar range had a stronger effect on repetitive firing than
similar changes in the concentration of ATP (Supplementary
Figures 5B,F vs. Supplementary Figures 5A,D).

As ATP and 5-HT can be co-released during migraine events
in the meninges (Suleimanova et al., 2020), we next modeled the
simultaneous action of ATP and 5-HT. The combined activation

of P2X3 and 5-HT3 receptors in WT produced more spiking
activity than ATP or 5-HT alone (Figures 5B–G black lines).
Then, we extended our approach to compare the firing of SCN1A
gain- and loss-of-function mutations with their respective control
WTs (Figures 5B–G red lines). With simultaneous release
of ATP and 5-HT, the neuronal firing of WTs was similar
(six spikes for L263V, R1648H, M145T, and seven spikes for
Q1478K, and L1649Q, Figures 5B-G). Again, like in previous
modeling conditions, the most pronounced spiking activity was
observed with the FHM3 mutations L263V (Figure 5B), Q1478K
(Figure 5E), and L1649Q (Figure 5D). The R1648H mutation
(Figure 5F) that is associated with childhood epilepsy produced
less spikes than the L263V mutation but more than WT.
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FIGURE 6 | Firing activity of whole trigeminal meningeal nerve induced by persistent ATP plus 5-HT. (Aa) Firing activity of NaV1.1 WT nerve induced by combined
ATP (100 µM) and 5-HT (2 µM) action. (Ab) Firing activity induced by combined ATP (100 µM) and 5-HT (2 µM) action on nerve with fibers expressing L263V
NaV1.1 mutant channels. Notice details of fitting in insets. (Ba) The distribution of the inter-spike intervals (ISI) during action of ATP, 5-HT (Bb) and combined
ATP + 5-HT action (Bc). ATP signaling is limited by partial hydrolysis and 5-HT signals are reduced by specific uptake.

Thus, the updated Aδ-fiber model with simultaneous action
of 5-HT and ATP on the branched trigeminal nerve dramatically
increased the spiking activity for the FHM3 mutations.

Modeling the Whole Nerve Activity
Finally, to explore the role of NaV1.1 channels in a more
physiological environment, we modeled a WT whole nerve
comprising five Aδ-fibers, five C-fibers, and ten inactive
(ATP- and 5-HT-insensitive) fibers (schematically presented
in Supplementary Figure 6, left). In this case, to validate
the modeling results with experimental results from rodent
meningeal nerves comprised of Aδ- and C-fibers in trigeminal
nerves (Levy et al., 2007; Haanes and Edvinsson, 2019), we
added simulated C-fibers to the model of the whole nerve,
although they do not express NaV1.1 channels, while they express
P2X3 and 5-HT receptors (Zeitz et al., 2002; Yegutkin et al.,
2016; Kilinc et al., 2017). Details of the C-fiber model are
presented in Supplementary Figure 6. We added co-expression
of P2X2 and P2X3 receptors to the whole nerve model as
they are naturally expressed in trigeminal neurons of rodents
(Simonetti et al., 2006). A ratio of P2X3/P2X2 was set to
75/25%, since we found in our previous study (Suleimanova
et al., 2020) that this ratio closely reproduced the experimental
data. The current simulated data for the whole nerve were
validated with our previously published experimental results on
the activity of ATP and 5-HT in mouse meningeal afferents
(Koroleva et al., 2019).

For validation, we compared the inter-spike intervals
(ISI) (Figure 6B) obtained from experimental data when
the spiking activity in meningeal afferents was induced by
100 µM ATP (Koroleva et al., 2019) with the simulated
WT model neuronal activity in afferents, also induced by
100 µM ATP (Supplementary Figure 6Aa). Likewise, we
also modeled the action of 2 µM 5-HT that was also
compared with experimental data with 5-HT (Koroleva et al.,
2019; Supplementary Figure 6Ba). During the simulation
experiments, ATP application triggered spiking which spectral
profile was almost the same as in the experimental approach
(Figure 6Ba). The p-value of 0.104 in the K-S test indicates
the high similarity of the model and experimental results with
ATP application. Likewise, with 5-HT, the model approach
reproduced the data from the experiment (Figure 6Bb). The
p-value of 0.128 in the K-S test indicates the high similarity of
the model and experimental spikes distribution.

To reproduce the role of the FHM3 mutation in the activity
of the whole nerve, we selected the L263V mutation as it
produced more spikes than any other tested FHM3 mutations.
In contrast to WT (Figure 6Aa), the model of the nerve with
the Aδ-fiber with the L263V mutation showed a much higher
neuronal activity with ATP (Figure 6Ba and Supplementary
Figure 6Ab), with 5-HT (Figure 6Bb and Supplementary
Figure 6Bb), and with co-application of ATP together with 5-HT
(Figures 6Ab,Bc). Notably, with the L263V mutation most spikes
were distributed with frequency higher than 10 Hz (ISI 0.1s).
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Thus, with a FHM3 mutation an intensive spiking activity was
produced in a whole nerve model with shorter intervals which
suggested a more powerful nociceptive signaling.

DISCUSSION

The main result of this study is to provide a mechanistical
explanation of peripheral mechanisms of enhanced nociceptive
firing activity in trigeminal neurons and the whole nerve
when in silico modeling the effect of FHM3 mutations. Our
computational approach provides a scientific framework for
the underlying molecular mechanisms of trigeminal nociceptive
firing implicated in this migraine subtype. Our in silico approach
allowed us to correct (“virtually treat”) the abnormal voltage
characteristics of mutated channels that resulted in a significant
reduction of nociceptive firing. Thus, our data suggest that
compounds affecting NaV1.1 channels in Aδ-fibers of peripheral
nerves in a mutation-specific manner, may be a promising avenue
for novel type analgesic anti-migraine therapy.

Role of NaV1.1 Channels in the Activation
of Aδ-Fibers
Peripheral sensory nerves express a wide range of sodium
channels needed for the generation and propagation of
nociceptive spikes evoked by mechanical or chemical stimulation
of nerve terminals (Basbaum and Woolf, 1999; Julius and
Basbaum, 2001; Giniatullin, 2020). Among other NaV subtypes,
the NaV1.1 sodium channel subtype is highly expressed in
Aδ-fibers of peripheral nerves (Ho and O’Leary, 2011; Osteen
et al., 2016) in addition to in central cortical interneurons
(Ogiwara et al., 2007). Their abundance predicts that dysfunction
of NaV1.1 channels in Aδ-fibers should affect the transmission
of nociceptive signals in a pronounced way. As Aδ-fibers
are implicated in the generation of migraine pain (Melo-
Carrillo et al., 2017; Haanes and Edvinsson, 2019), this
provides a rationale for how pain signals are generated
in trigeminal nerves in meninges where migraine pain is
generated (Moskowitz, 2008; Messlinger, 2009; Zakharov et al.,
2015).

Trigeminal Neuron Firing in NaV1.1
Channels With FHM3 Mutations
Familial hemiplegic migraine type 3 (FHM3) is caused by
gain-of-function mutations in the SCN1A gene that encodes
the α1 subunit of voltage-gated NaV1.1 sodium channels
(Castro et al., 2009). Therefore, in our model, we implemented
and tested the functional role of different gain-of-function
mutations (L1670W, L263V, L1649Q, and Q1478K), which
were previously shown as a genetic cause of disease in
patients with FHM3 (Kahlig et al., 2008; Dhifallah et al.,
2018). For comparison (as a “negative control”), we also
modeled nociceptive firing in trigeminal neurons with the
loss-of-function mutation (M145T) in the same α1 subunit
of NaV1.1 channels (Mantegazza et al., 2005). The strongest
increase of nociceptive firing, a predictive of severe migraine
pain, was observed for the L263V mutation, likely due to

the increased “window current” (Figure 2Aa) because of the
shift of the activation in the voltage-dependence curve to
lower voltages and the inactivation curve to higher voltages
comparing to WT NaV1.1 channels (Kahlig et al., 2008).
Although, experimentally, a clear trend, albeit not significant,
for increase of voltage dependence of activation (V1/2 = −21
mV for WT vs. V1/2 = −25 mV for the L263V mutation)
was reported by Kahlig et al. (2008), the mutation has a clear
effect in our model (Figure 2A). It is worth noting that this
property was detectable only for the L263V mutant so not
with the other tested mutants (Figure 2). Our L263V finding
maybe not that surprising as even a small shift in activation
parameters may provide a sufficiently strong functional effect
on excitability, especially near threshold voltage levels when
nerve terminals are activated by physiologically relevant low
levels of endogenous agonists. Consistent with this, we showed
that mutant L263V required less ATP or 5-HT for induction
of spiking activity (Supplementary Figure 4C), which may
translate to a lower pain threshold. Of note, recently, it has
been shown in a knock-in mouse model that this mutation
facilitated spontaneous cortical spreading depolarization (CSD)
events, the likely underlying cause of the migraine aura
(Jansen et al., 2020a). However, the effect of the mutation
in peripheral trigeminal neurons has not been investigated.
Moreover, the observation that mutated NaV1.1 channels can
facilitate spontaneous CSD events may also have relevance
to, for instance, stroke as relative peri-infarct depolarizations
(PID) known to circle around the infarct core (Sukhotinsky
et al., 2010), when occurring more easily, may lead to an
increase in the infarct size and worse stroke outcome. Although,
this has not been demonstrated in the case of FHM3, it
was shown that in knock-in mice expressing CaV2.1 calcium
channels with a FHM1 mutation in the α1 subunit (van den
Maagdenberg et al., 2004), which results in a gain-of-function
and hyperexcitability phenotype (Ferrari et al., 2015), the number
of PIDs was greater and the infarct size was larger when
infarcts were introduced experimentally (Eikermann-Haerter
et al., 2012). A hyperexcitability phenotype in FHM3 is also
suggested from overexpression studies in neurons (Cestele et al.,
2008; Dhifallah et al., 2018). In the case of the L1670W
mutant, when overexpressed in mouse neocortical neurons, a
faster recovery of the mutated NaV1.1 channel activity was
observed (Dhifallah et al., 2018). Also, for the Q1478K mutant,
when expressed in rat neocortical neurons, the gain-of-function
leads to hyperexcitability, which, remarkably, was self-limiting
meaning that for only a short time high-frequency neuronal
discharges were maintained before a depolarizing block occurred
(Cestele et al., 2008).

As trigger for receptor potentials, we used ATP and 5-HT,
which are among the most powerful agonists of peripheral
nociception in meningeal afferents (Yegutkin et al., 2016; Kilinc
et al., 2017; Koroleva et al., 2019). The respective P2X3 and 5-HT3
receptors are expressed in Aδ-fibers (Ford, 2012; Kilinc et al.,
2017; Sato et al., 2018). For all gain-of-function mutants, which
show an increased persistent sodium current (L263V, L1670W,
L1649Q, and Q1478K), we found, in our modeling, the activation
of Aδ-fibers by ATP or 5-HT was enhanced.
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This may explain why migraine pain develops in carriers
of SCN1A gain-of-function mutations. In contrast, the loss-
of-function M145T mutation (Mantegazza et al., 2005), which
is associated with febrile seizures dramatically reduce spiking
activity of peripheral Aδ-fibers of the trigeminal nerve. The
finding of opposite functional outcomes on neuronal activity of
the NaV1.1 mutations depending on whether they cause FHM3
or childhood epilepsy indicates that the modeling is a useful
discriminating tool to predict disease outcome.

Role of Factors Amplifying the Effect of
SCN1A Mutations
Our mathematical model allows a “knock down” or artificial
induction of a NaV1 channel subtype that can be used to explore
molecular mechanisms that are challenging to achieve in an
experimental setting. Moreover, our model allowed dissection in
a stepwise approach the contribution of several of these factors,
which is highly relevant as they can potentially modify the
nociceptive effect of NaV1.1 mutations.

As a first step, we “knocked down” the contribution of the
NaV1.6 subtype to leave only the NaV1.1 subtype to study its
putative role in nociceptive signaling. Subsequently, we added the
NaV1.6 to find out that NaV1.6, which is naturally accompanying
NaV1.1, essentially supports the pro-nociceptive role of NaV1.1 in
nerve terminals with a FHM3 SCN1A mutation.

For the second step, we added a tree structure of nerve
branches to reproduce the composition of meningeal afferents
more realistically, as shown experimentally (Schueler et al., 2014;
Suleimanova et al., 2020) or in model (Barkai et al., 2020).
The branching of a single axon combined with multiple ATP
and 5-HT release events from mast cells contacting different
branches can largely increase the probably of repetitive firing
(Suleimanova et al., 2020). A similar amplifying role of branching
was shown in the current study (Figures 4, 5). Furthermore,
the slow, due to high impedance (Goldstein et al., 2019; Barkai
et al., 2020) ATP/5-HT-induced receptor potential in the fine
nerve terminal can initiate the persistent current through slowly
inactivating NaV1.1. and NaV1.8 channels. A contributing role of
NaV1.8 channels to the multiple firing of primary afferents was
shown previously in our model of the neuro-immune synapse
in meninges (Suleimanova et al., 2020). Moreover, recently we
found ATP-gated (but not 5-HT-induced) nociceptive firing not
only at peripheral nerve terminals but also in more central parts
of trigeminal nerve fibers in rat meninges (Gafurov et al., 2021).
The latter suggests that ATP can activate nerve fibers not only
at the end points of an axon but also along the fiber and that
this probability is higher for ATP than for 5-HT. These factors
could be essential for the increased agonist-induced multiple
firing of meningeal afferents. Together, our study demonstrated
that branching, multiple asynchronous ATP/5-HT release events
together with persistent sodium NaV1.1 and the presence of
NaV1.8 currents collectively enhance repetitive nociceptive firing
in Aδ-fibers, most notable in FHM3-associated mutants.

For the third step, we conducted modeling experiments with
5-HT, which is a major nociceptive mediator in meninges,
likely released from mast cells during migraine attacks, and that

can strongly activate meningeal fibers through 5-HT3 receptors
(Kilinc et al., 2017; Koroleva et al., 2019). However, unlike seen
for the combined action of ATP and 5-HT, which induces very
pronounced and long-term spiking activity, 5-HT alone induced
firing that was not as strong as seen with ATP, likely due to a
lower amplitude of 5-HT3 receptor-mediated generator potential
at nerve terminals.

Notably, the concentration of ATP and 5-HT released within
the meningeal neuro-immune synapse has a different time profile
(Suleimanova et al., 2020). In the case of ATP, the time course is
primarily determined by enzymatic hydrolysis of this endogenous
purinergic transmitter by numerous ectoATPases (Yegutkin,
2008). Therefore, ATP-induced excitation depends on the spatial
distribution of these enzymes in the neuro-immune synapse.
Any mismatch between the ATP release site and the presence
of ectoATPases in the synapse would increase the excitatory
nociceptive action of this purinergic transmitter due to reduced
transmitter hydrolysis as shown in the current study for the case
of absence of ectoATPases activity in the meningeal synapse.
Interestingly, in experimental migraine-like conditions induced
by the migraine mediator CGRP, the level of endogenous ATP in
the rat meninges is significantly enhanced (Yegutkin et al., 2016)
by increasing purinergic drive for nociceptive excitation.

In contrast to ATP, released 5-HT is removed from the neuro-
immune synapse by a relatively slow uptake (Suleimanova et al.,
2020). This is specific for the 5-HT transport system and can
be blocked by selective serotonin reuptake inhibitors (SSRIs),
commonly used in patients with depression. The inhibition
of specific transporters can increase the level of serotonin
in the extracellular space and potentially amplify the pro-
nociceptive action of 5-HT in meninges. In opposite, an increased
expression of serotonin transporters is expected to provide
an anti-nociceptive effect, specifically when switching off the
serotonergic drive for excitation of nerve terminals via 5-HT3
receptors (Kilinc et al., 2017).

We also explored the effect of ATP and 5-HT concentrations
as they could vary in migraine-relevant conditions. In the
meningeal neuro-immune synapse, the concentration and the
time profile for these two potential triggers of nociceptive firing is
very different as determined by distinct elimination mechanisms
such as enzymatic degradation and uptake, respectively
(Yegutkin, 2008; Wood et al., 2014; Suleimanova et al., 2020).
Indeed, we found that the shift from basal conditions with partial
ATP hydrolysis and functional 5-HT uptake (Supplementary
Figures 4G,I) to complete prevention of ATP hydrolysis
and removal of 5-HT uptake (Supplementary Figures 4H,J)
significantly increased repetitive firing of meningeal afferents.
Consistent with this, the number of spikes was also increased
when enhancing the concentration of both these algogens from 2
to 10 µM, but it was more noticeable with 5-HT (Supplementary
Figures 4C–F).

In our next step, we simulated the more realistic multi-
fiber complex nerve model to compare the computational
outcome with results from experiments performed previously
(Koroleva et al., 2019). Notably, in the model of the whole nerve,
ATP and 5-HT produced a powerful long-lasting firing in
in analogy to results observed with firing that was induced
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FIGURE 7 | The virtual correction of the abnormal phenotype via modification of voltage characteristics of mutated channels. The comparison of voltage
dependence of corrected activation, fast inactivation and mutation (Aa) L263V, (Ba) L1649Q, (Ca) Q1478K. The comparison of voltage dependence of corrected
slow inactivation and mutation (Ab) L263V, (Bb) L1649Q, and (Cb) Q1478K. (Da) L263V mutant fiber activated by ATP + 5-HT release events, (Db) with corrected
activation, (Dc) with corrected fast inactivation, (Dd) with corrected slow inactivation. (Ea) L1649Q mutant fiber activated by ATP + 5-HT release events, (Eb) with
corrected activation, (Ec) with corrected fast inactivation, (Ed) with corrected slow inactivation. (Fa) Q1478K mutant fiber activated by ATP + 5-HT release events,
(Fb) with corrected activation, (Fc) with corrected fast inactivation, (Fd) with corrected slow inactivation. (G) The spike number of WT fiber and L263V, L1649Q, and
Q1478K mutations with correction of activation and inactivation. ATP signaling is limited by partial hydrolysis and 5-HT signals are reduced by specific uptake.

by ATP and 5-HT in the experimental condition in mouse
meninges. Most relevant to this study, nociceptive spiking
of the whole nerve activity largely increased when a FHM3

mutation was introduced in the model of the Aδ-fibers,
indicating that our model properly reproduces an enhanced
nociceptive firing in FHM3.
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Virtual Treatment in silico of Carriers of
SCN1A Mutations
Since different mutations exhibit distinct changes in the
voltage dependence such as activation, fast or slow inactivation
(Figure 2), we next set out to correct in silico the pathological
phenotype. To this end, we used as an indicator of “treatment
efficiency” the reduction of spiking in meningeal afferents and
compared the result with the firing in the WT model (Figure 7G).

We observed for mutant L263V that its nociceptive phenotype
was associated with abnormal changes of activation, fast and
slow inactivation (Figures 7Aa,Ab,Da). The best improvement
was obtained with corrected activation (Figure 7Db), since
mutant L263V is activated at a more negative voltage than
WT that showed in Figures 2Aa, 7Aa as a shift of the
voltage-dependence activation curve to the left and shows
a delayed entry into fast inactivation state. Besides, this
mutation accelerated recovery, and reduced depolarizing
shift in the voltage dependence of both fast and slow
inactivation. However, the correction of fast and slow inactivation
states in L263V less efficiently reduced spiking activity
(Figures 7Dc,Dd,G). In the case of mutants L1649Q and Q1478K
(Figures 7Ea,Fa), which profoundly exhibit a positive shift
in fast inactivation (Figures 7Ba,Ca), the number of spikes,
as expected, was most strongly decreased when we corrected
the fast inactivation (Figures 7Ec,Fc,G). Since there were no
significant alterations in the slow inactivation state for mutants
L1649Q and Q1678K (Figures 7Bb,Cb) correction of this
state did not significantly change the neuronal spiking activity
(Figures 7Ed,Fd).

Our data suggest that treatment of FHM3 patients that
exhibit headache as a main complaint, but due to a different
NaV1.1 mutation, may be achieved through two distinct effects
of possibly different drugs, as in some cases, the most efficient
correction was based on improvement of activation (L263V),
whereas in other cases, the best results was obtained with
correction of the inactivation state (L1649Q and Q1478K). In
addition to direct correction of the genetic defect, there might
be alternative pharmacological mechanisms to limit the FHM3-
associated enhanced repetitive firing in trigeminal neurons. One
possibility may be the activation of potassium-mediated KV7/M-
currents, which contribute to the stabilization of the membrane
potential and can be activated by the analgesic drugs, such as
paracetamol (Ray et al., 2019).

In our modeling approach, we did not simulate the outcome
of changes in NaV1.1 in central neurons where these channels
are expressed in interneurons (Favero et al., 2018; Sakkaki
et al., 2020). Recently, computer modeling of various neuron
types, similar to our whole nerve paradigm, was used to predict
functional outcome of an FHM3 mutation on the central
neuronal network of transgenic Dravet mice, in which NaV1.1
channels were ablated in hippocampus and cortex (Jansen

et al., 2020b). One could model the role of NaV1.1 channels
in CSD events associated with FHM3 or analogous PID in
stroke to assess brain recovery after ischemia (Sukhotinsky
et al., 2010). The proposed modeling approach can also actively
guide the development of selective activators or inhibitors of
NaV1.1 channels to treat diseases such as hemiplegic migraine,
seizures and stroke.

In summary, our data demonstrated a long-term intensive
spiking activity in meningeal afferents, with various gain-of-
function mutations of sodium channels associated with FHM3 in
patients. Improvement of high nociceptive activity was obtained
in a mutation-specific manner, being in some cases based
on correction of the activation process (Figures 7Db,Eb,Fb),
whereas, in others, a better result was obtained after adjustment
of both the fast and slow inactivation of mutated NaV1.1 channels
(Figures 7Dc,Dd,Ec,Ed,Fc,Fd). Such modeling provides a new
tool for the exploration of peripheral mechanisms in trigeminal
pain and suggests that molecules reducing, probably in a
mutation-specific manner, the excessive activity of NaV1.1
channels could present a novel type of analgesic therapy for
patients with migraine.
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University Medical Center, Nijmegen, Netherlands, 6 Department of Neurology, Erasmus Medical Center, Rotterdam,
Netherlands

Background: An increased risk of stroke in patients with migraine has been primarily
found for women. The sex-dependent mechanisms underlying the migraine–stroke
association, however, remain unknown. This study aims to explore these sex differences
to improve our understanding of pathophysiological mechanisms behind the migraine–
stroke association.

Methods: We included 2,492 patients with ischemic stroke from the prospective
multicenter Dutch Parelsnoer Institute Initiative study, 425 (17%) of whom had a
history of migraine. Cardiovascular risk profile, stroke cause (TOAST classification), and
outcome [modified Rankin scale (mRS) at 3 months] were compared with both sexes
between patients with and without migraine.

Results: A history of migraine was not associated with sex differences in the prevalence
of conventional cardiovascular risk factors. Women with migraine had an increased risk
of stroke at young age (onset < 50 years) compared with women without migraine (RR:
1.7; 95% CI: 1.3–2.3). Men with migraine tended to have more often stroke in the TOAST
category other determined etiology (RR: 1.7; 95% CI: 1.0–2.7) in comparison with men
without migraine, whereas this increase was not found in women with migraine. Stroke
outcome was similar for women with or without migraine (mRS ≥ 3 RR 1.1; 95% CI
0.7–1.5), whereas men seemed to have a higher risk of poor outcome compared with
their counterparts without migraine (mRS ≥ 3 RR: 1.5; 95% CI: 1.0–2.1).

Conclusion: Our results indicate possible sex differences in the pathophysiology
underlying the migraine–stroke association, which are unrelated to conventional
cardiovascular risk factors. Further research in larger cohorts is needed to
validate these findings.

Keywords: sex differences, migraine, stroke outcome, stroke subtype, cardiovascular risk factors
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INTRODUCTION

Migraine is a prevalent brain disorder and important risk
factor for cardiovascular disease (CVD), including stroke.
The increased risk is especially evident in women and
less clear in men (Schurks et al., 2009). In addition, sex
differences in ischemic stroke are increasingly acknowledged.
Women more often suffer from ischemic stroke compared
with men, especially after menopause, and have an increased
risk of poor outcome (Gall et al., 2012; Bushnell et al.,
2014). Although it has been recognized that cardiovascular
pathophysiology is partly different between women and men,
the role of sex in the migraine–stroke association remains
poorly understood (Reeves et al., 2008; Schurks et al., 2009;
Haast et al., 2012). Missing gaps in the association are
the role of conventional and non-conventional vascular risk
factors, the relation with underlying stroke cause, and the
effect of migraine susceptibility on brain tissue recovery
after ischemia. Until now, it is unknown how sex affects
these factors.

This explorative study aims to investigate differences in
cardiovascular risk profiles, stroke cause, and stroke outcome
between men and women to improve our understanding
of pathophysiological mechanisms underlying the migraine–
stroke association.

MATERIALS AND METHODS

We selected patients with ischemic stroke for whom
information on a history of migraine was available from
the prospective registry and biobank “Dutch Parelsnoer Institute
Cerebrovascular Accident (PSI-CVA) Initiative” in eight
university hospitals in the Netherlands (Nederkoorn et al., 2015).
The PSI-CVA registry is a large cohort of stroke patients in which
comprehensive clinical data, detailed phenotyping of stroke,
imaging data, and biomaterials were prospectively and uniformly
collected. The registry started in 2009 and ended in 2019. The
Ethics Committees of all participating centers approved the
PSI-CVA Initiative.

Data on cardiovascular risk profile (conventional risk factors
including smoking, diabetes mellitus, hyperlipidemia, previous
stroke, myocardial infarction, atrial fibrillation, BMI ≥ 25,
and hypertension) and stroke classification were obtained
prospectively upon hospital admission. Ischemic stroke was
defined according to the WHO criteria and confirmed on
CT or MRI and further specified according to the trial of
ORG 10172 in acute stroke treatment (TOAST) classification in
the subcategories large-artery atherosclerosis, cardioembolism,
small-vessel occlusion, stroke of other determined etiology,
and stroke of undetermined etiology (Adams et al., 1993).
The modified Rankin Scale (mRS) was used to grade stroke
outcome. A poor outcome was defined as mRS at 3 months after
discharge ≥ 3.

Migraine history was prospectively obtained at hospital
admission using a short, validated questionnaire that was
specially developed to establish migraine diagnosis in patients

with stroke (MISS questionnaire, see Supplementary Material;
van der Willik et al., 2016).

We performed a complete case analysis with respect to
migraine status. Poisson regression analysis was performed to
calculate risk ratios (RR) including 95% confidence intervals (CI)
for the associations between age of stroke onset, cardiovascular
risk factors, stroke subtype and outcome, and migraine diagnosis,
for all patients and for each sex separately. The analyses were
adjusted for potential confounders.

RESULTS

In total 6,259 participants were included in the PSI-CVA
database, of whom 4,273 had ischemic stroke and 2,492 (40%
women) also with information on migraine status. A lifetime
history of migraine was present in 425/2,492 (17% overall, 10%
in men, and 27% in women) of the participants. Age, sex, and
cardiovascular risk profile were similar between patients with or
without available information about migraine status.

There were no differences in cardiovascular risk factor profile
in stroke patients with vs. without migraine overall or between
sexes (Table 1).

Women with migraine had their stroke on average 7 years
(p < 0.0001) and men 5 years earlier than stroke patients without
migraine (p < 0.0001). Stroke onset < 50 years occurred more
often in women with than in women without migraine (RR: 1.7;
95% CI: 1.3–2.3, Table 1 and Figure 1). This increased risk could
not be confirmed in men (RR: 1.4; 95% CI: 0.9–2.1).

Men with migraine tended to have a higher risk for stroke of
other determined etiology compared with men without migraine
(RR: 1.7; 95% CI: 1.0–2.7), whereas no differences in this TOAST
category were found in women (RR: 0.9; 95% CI: 0.6–1.4,
Table 2 and Figure 1). Other stroke subtypes were comparable
with men and women with and without migraine, although the
effect estimate had an opposite direction for the category small
vessel occlusion.

Outcome after stroke seemed to be comparable with women
regardless of migraine diagnosis (RR: 1.1; 95% CI: 0.7–1.5),
whereas men tended to have a worse outcome compared with
their counterparts without migraine (RR: 1.5; 95% CI: 1.0–2.1,
Table 3 and Figure 1).

DISCUSSION

Our explorative study suggests that sex differences in stroke
pathophysiology in patients with migraine cannot be explained
by differences in conventional vascular risk factors. Women
with migraine had a higher risk for stroke under the age
of 50. Men tended to more often have stroke of other
determined etiology and a worse outcome compared with men
without migraine.

Evidence in the literature about the relationship between
conventional vascular risk factors and migraine is conflicting, and
rarely, data of men and women are analyzed separately (Sacco
et al., 2015). In general, the association between migraine and
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TABLE 1 | Demographics and cardiovascular risk factors.

All Women Men

Migraine No migraine RR aRRa Migraine No migraine RR aRRb Migraine No migraine RR aRRb

Demographics

Number 425 (1) 2,067 (83) – – 264 (62) 730 (35) – – 161 (38) 1,337 (65) – –

Age, years 61 ± 15 67 ± 14* – – 61 ± 17 68 ± 15* – – 61 ± 13 66 ± 14* – –

Age of onset < 50 93 (22) 266 (13) 1.7 (1.3–2.1) – 65 (25) 105 (14) 1.7 (1.3–2.3) – 28 (17) 161 (12) 1.4 (0.9–2.1) –

Age of onset ≥ 50 332 (78) 1,801 (87) 0.8 (0.8–0.9) – 199 (75) 625 (86) 0.9 (0.7–1.0) – 133 (83) 1,176 (88) 0.9 (0.8–1.1) –

Pre-stroke mRS 29 (7) 164 (9) 0.8 (0.5–1.2) 0.9 (0.6–1.3) 21 (8) 82 (12) 0.7 (0.4–1.1) 0.8 (0.5–1.3) 8 (5) 82 (7) 0.8 (0.4–1.5) 0.9 (0.4–1.8)

CV risk factors

Hypertensionc 226 (54) 1,115 (54) 1.0 (0.9–1.1) 1.1 (1.0–1.3) 138 (53) 412 (57) 0.9 (0.8–1.1) 1.1 (0.9–1.3) 88 (55) 703 (53) 1.0 (0.8–1.3) 1.1 (0.9–1.4)

DMd 58 (14) 304 (15) 0.9 (0.7–1.2) 1.1 (0.8–1.4) 35 (13) 113 (16) 0.9 (0.6–1.2) 1.0 (0.7–1.5) 23 (14) 191 (14) 1.0 (0.6–1.5) 1.1 (0.7–1.7)

Hyperlipidemiae 145 (35) 752 (37) 0.9 (0.8–1.1) 1.1 (0.9–1.3) 89 (34) 240 (34) 1.0 (0.8–1.3) 1.2 (0.9–1.5) 56 (35) 512 (39) 0.9 (0.7–1.2) 1.0 (0.7–1.3)

Previous Stroke 115 (28) 515 (26) 1.1 (0.9–1.3) 1.2 (1.0–1.5) 69 (27) 169 (24) 1.1 (0.9–1.5) 1.3 (1.0–1.7) 46 (29) 346 (27) 1.1 (0.8–1.5) 1.2 (0.9–1.6)

History of MI 34 (8) 262 (13) 0.6 (0.4–0.9) 0.9 (0.6–1.3) 15 (6) 57 (8) 0.7 (0.4–1.3) 0.9 (0.5–1.6) 19 (12) 205 (16) 0.8 (0.5–1.2) 1.0 (0.6–1.5)

Atrial fibrillation 42 (10) 259 (13) 0.8 (0.6–1.1) 1.1 (0.8–1.6) 22 (9) 81 (11) 0.8 (0.5–1.2) 1.0 (0.6–1.7) 20 (13) 178 (14) 0.9 (0.6–1.5) 1.2 (0.8–2.0)

Smoking everf 25 (6) 186 (9) 0.7 (0.4–1.0) 0.8 (0.5–1.2) 15 (6) 50 (7) 0.8 (0.5–1.4) 0.9 (0.5–1.7) 10 (6) 136 (10) 0.6 (0.3–1.1) 0.7 (0.3–1.3)

BMI ≥ 25 258 (62) 1,267 (64) 1.0 (0.8–1.1) 1.1 (0.9–1.2) 147 (57) 349 (51) 1.1 (0.9–1.4) 1.1 (0.9–1.3) 111 (69) 918 (71) 1.0 (0.8–1.2) 1.0 (0.8–1.2)

mRS, modified Rankin Scale; CV, cardiovascular; DM, diabetes mellitus; MI, myocardial infarction; BMI, body mass index (kg/m2).
Data are represented as mean ± SD or number of subjects (%).
*Migraine vs. no migraine: p < 0.001.
aAdjusted for age and sex.
bAdjusted for age.
cEver or current diagnosis or treatment with antihypertensive drugs.
dEver or current diagnosis or treatment with antidiabetic drugs.
eTotal cholesterol > 3.5 mmol/L, low-density lipoprotein cholesterol > 2.5 mmol/L or treatment with lipid-lowering agents.
f Current smokers and smokers who stopped smoking > 6 months ago.
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FIGURE 1 | Forest plot of the most important findings on associations between migraine and risk factors, etiology, or outcome of stroke, stratified for sex.

stroke is thought to be more prominent in patients without a
traditional vascular risk profile and with a lower Framingham
Risk Score (Li et al., 2015; Sacco et al., 2015). Only little is
known about the association between migraine and sex-specific
cardiovascular risk factors. Unfortunately, our PSI-CVA database
did not contain all factors needed to construct Framingham
Risk score. Also, our database did not include non-conventional
sex-dependent vascular risk factors such as (pre)-eclampsia,
sex hormone disorders, or use of hormones. Future studies
are therefore needed to investigate the effect of these non-
conventional risk factors. A younger age at stroke onset in
patients with migraine in general, has been reported previously
(Schurks et al., 2009; Li et al., 2015).

Previous studies on stroke etiology reported lower frequencies
of large vessel and cardio-embolic stroke etiology in female
migraine patients and more infarcts of unknown origin in
migraine patients in general (Rist et al., 2010; Li et al.,
2015). In a recent study, migraine with aura was strongly
associated with cryptogenic stroke, whereas such association
was not found in migraine without aura (Martinez-Majander
et al., 2021). The association of migraine with aura with
stroke was independent of vascular risk factors or patent
foramen ovale. The association was present in both women
and men, although the odds ratios were higher in women.
We observed an increase in stroke of other determined
etiology only in men with migraine (with and without aura
combined). Sex differences in migraine pathophysiology are
likely multifactorial and may reflect genetic and hormonal
sex differences. In addition, migraine is associated with
cerebral hyperexcitability and spreading depolarization (SD),
the neurophysiological correlate of migraine aura. SD is
associated with neurovascular uncoupling and can also be
found in the penumbra of cerebral ischemia (Ferrari et al.,
2015). These mechanisms may be associated with a sex-
specific systemic vascular pathology in migraine patients (Sacco
et al., 2015). Since the increased stroke risk in migraine

patients is not associated with enhanced atherosclerosis,
alternative pathology, including micro-embolisms, vasospasms
in the microvasculature and endothelial dysfunction, may be
involved (Tietjen, 2009; Stam et al., 2013; Ferrari et al., 2015;
van Os et al., 2017). These “non-conventional” mechanisms
may explain the higher proportion of other determined
causes in men with migraine. We have no good explanation
why the higher risk was only found in men and not in
women with migraine.

Existing literature on functional stroke outcome in patients
with migraine is limited to the Women’s Health Study,
which only included female health care employees and
reported a relatively favorable mRS at hospital discharge
after ischemic stroke for women with migraine with aura
(Sacco et al., 2015). In general, female sex has been associated
with a less favorable stroke outcome in terms of disability
and mortality (Reeves et al., 2008; Haast et al., 2012). Our
study found no differences in outcome between women
with and without migraine but did not investigate women
with migraine aura separately. In men with migraine,
our data cautiously suggested a worse outcome compared
with their counterparts without migraine. As these are the
first data on stroke outcome in men specifically, further
research is needed to confirm these findings and investigate
underlying causes.

Strengths of our study are the relatively large sample size,
prospective design, and the use of standardized definitions
of cardiovascular risk factor and stroke characteristics. Also,
we compared men and women with stroke directly with
their counterparts without migraine. Migraine diagnosis was
established with a validated questionnaire, and migraine
prevalence was as expected for this population. Our study also
has limitations. First, the MISS questionnaire has only moderate
positive predictive value for aura symptoms. Therefore, we
did not distinguish between migraine with and without aura,
although the migraine–stroke connection is particularly apparent
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TABLE 2 | Stroke subtype according to TOAST classification.

All Women Men

Migraine No migraine RR RRa Migraine No migraine RR RRb Migraine No migraine RR RRb

LAA 84 (20) 530 (26) 0.8 (0.6–1.0) 0.9 (0.7–1.2) 45 (17) 147 (21) 0.8 (0.6–1.2) 0.9 (0.7–1.3) 39 (24) 383 (29) 0.8 (0.6–1.1) 0.9 (0.7–1.3)

Cardioembolism 50 (12) 296 (15) 0.8 (0.6–1.1) 0.9 (0.7–1.2) 32 (12) 102 (14) 0.7 (0.6–1.3) 1.0 (0.7–1.5) 18 (11) 194 (15) 0.8 (0.5–1.2) 0.8 (0.5–1.3)

SVO 72 (17) 373 (18) 0.9 (0.7–1.2) 0.9 (0.7–1.2) 43 (17) 158 (22) 0.8 (0.5–1.0) 0.8 (0.6–1.1) 29 (18) 215 (16) 1.1 (0.7–1.6) 1.1 (0.7–1.6)

Other determined 47 (11) 137 (7) 1.7 (1.2–2.3) 1.1 (0.8–1.6) 27 (10) 59 (8) 1.3 (0.8–2.0) 0.9 (0.6–1.4) 20 (12) 78 (6) 2.1 (1.3–3.4) 1.7 (1.0–2.7)

Undetermined 167 (40) 692 (34) 1.2 (1.0–1.4) 1.1 (0.9–1.3) 113 (43) 250 (35) 1.2 (1.0–1.6) 1.2 (0.9–1.5) 54 (34) 442 (34) 1.0 (0.8–1.3) 1.0 (0.7–1.3)

TOAST, Trial of ORG 10172 in acute stroke treatment; LAA, large-artery atherosclerosis; SVO, small-vessel occlusion.
Data are represented as mean ± SD or number of subjects (%).
aAdjusted for age and sex.
bAdjusted for age.

TABLE 3 | Stroke severity and outcome.

All Women Men

Migraine No migraine RR RRa Migraine No migraine RR RRb Migraine No Migraine RR RRb

NIHSS ≥ 7C 67 (17) 340 (18) 0.9 (0.7–1.2) 0.9 (0.7–1.2) 36 (15) 131 (20) 0.7 (0.5–1.1) 0.8 (0.5–1.1) 31 (21) 209 (17) 1.2 (0.8–1.1) 1.2 (0.8–1.8)

mRS discharge ≥ 3 102 (30) 238 (32) 1.0 (0.8–1.2) 1.1 (0.9–1.4) 59 (28) 184 (32) 0.9 (0.7–1.2) 1.2 (0.8–1.6) 43 (33) 307 (32) 1.1 (0.8–1.4) 1.2 (0.8–1.6)

mRS 3 months ≥ 3 73 (20) 368 (20) 1.0 (0.7–1.2) 1.3 (0.9–1.7) 41 (18) 142 (22) 0.8 (0.6–1.1) 1.1 (0.7–1.5) 32 (23) 226 (19) 1.2 (0.8–1.7) 1.5 (1.0–2.1)

NIHSS, National Institute of Health Stroke Scale; mRS, modified Rankin Scale.
Data are represented as mean ± SD or number of subjects (%).
aAdjusted for pre-stroke mRS, NIHSS at admission (for mRS at discharge and at 3 months), age, and sex.
bAdjusted for pre-stroke mRS, NIHSS at admission (for mRS at discharge and at 3 months) and age.
cNIHSS on admission.
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in migraine with aura. Second, from 4,273 participants with
ischemic stroke in our cohort, only 2,492 had complete data
on migraine. Not all PSI-CVA study centers participated
in our migraine study. We consider this selection to be
random and assume that it did not result in selection
bias. Third, we did not correct for multiple comparisons.
Finally, although our study included almost 2,500 stroke
patients, the sample size in several sub-analyses was low,
and therefore, our study should be considered explorative
and hypothesis generating. To confirm our findings and
to study sex differences in migraine with aura patients
separately, studies with far, with over 10 thousands of
stroke patients will be necessary (because of the relative
low prevalence of migraine with aura). Future studies
are also needed to study sex-specific non-conventional
cardiovascular risk factors and investigate stroke causes in
more detail to enable sex-specific prevention of strokes in
patients with migraine.
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Background: Women are more affected by stroke than men. This might, in part,
be explained by sex differences in stroke pathophysiology. The hemostasis system is
influenced by sex hormones and associated with female risk factors for stroke, such as
migraine.

Aim: To systematically review possible sex differences in hemostatic related factors in
patients with ischemic stroke in general, and the influence of migraine on these factors
in women with ischemic stroke.

Results: We included 24 studies with data on sex differences of hemostatic factors in
7247 patients with ischemic stroke (mean age 57–72 years, 27–57% women) and 25
hemostatic related factors. Levels of several factors were higher in women compared
with men; FVII:C (116% ± 30% vs. 104% ± 30%), FXI (0.14 UI/mL higher in women),
PAI-1 (125.35 ± 49.37 vs. 96.67 ± 38.90 ng/mL), D-dimer (1.25 ± 0.31 vs. 0.95 ± 0.24
µg/mL), and aPS (18.7% vs. 12.0% positive). In contrast, protein-S (86.2% ± 23.0%
vs. 104.7% ± 19.8% antigen) and P-selectin (48.9 ± 14.4 vs. 79.1 ± 66.7 pg/mL)
were higher in men. Most factors were investigated in single studies, at different time
points after stroke, and in different stroke subtypes. Only one small study reported data
on migraine and hemostatic factors in women with ischemic stroke. No differences
in fibrinogen, D-dimer, t-PA, and PAI-1 levels were found between women with and
without migraine.

Conclusion: Our systematic review suggests that sex differences exist in the activation
of the hemostatic system in ischemic stroke. Women seem to lean more toward
increased levels of procoagulant factors whereas men exhibit increased levels of
coagulation inhibitors. To obtain better insight in sex-related differences in hemostatic
factors, additional studies are needed to confirm these findings with special attention
for different stroke phases, stroke subtypes, and not in the least women specific risk
factors, such as migraine.
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INTRODUCTION

Stroke is the third most disabling disease worldwide. Women
are particularly affected because of a higher stroke incidence
and a worse outcome compared with men (Girijala et al.,
2017). Evidence accumulates that these differences might, in
part, be explained by sex-specific pathophysiological mechanisms
underlying stroke (Demel et al., 2018).

Multiple mechanisms and pathways are involved in the
pathophysiology of stroke. More precise atherosclerosis,
oxidative stress, endothelial and mitochondrial dysfunction,
inflammation, complement activation, and hemostatic factors
are associated with ischemic stroke (Periayah et al., 2017; Liu
et al., 2018; Ma et al., 2019; Shao et al., 2020).

In addition to traditional vascular risk factors, women have
specific stroke risk factors, such as the presence of reproductive
disorders, the use of oral contraceptives, and the co-occurrence of
migraine with aura. Especially the comorbidity between ischemic
stroke and cardiovascular disease with migraine is recognized
already for decades (Kurth et al., 2012; Sacco et al., 2017;
Adelborg et al., 2018; Demel et al., 2018). Both men and women
with migraine with aura have an approximately twofold increased
risk of ischemic stroke (Adelborg et al., 2018). However, the
point estimates of the association between migraine and stroke
seem to be higher in women and the risk is further increased
to sevenfold in women who use oral contraceptives (Etminan
et al., 2005; Schürks et al., 2009) and even ninefold when they
are also smoking (Schürks et al., 2009). A vascular mechanistic
link between migraine and ischemic stroke has been proposed,
linking the increased risk and underlying disease mechanisms
(Kurth et al., 2012). A possible link between hemostatic factors
for migraine and ischemic stroke has previously been shown in
genetic studies. For instance, prothrombotic genotypes factor V
Leiden and prothrombin G20210A were more frequently present
in young patients with ischemic stroke and a history of migraine
with aura compared with young patients with migraine without
aura or no history of migraine (Pezzini et al., 2011). Furthermore,
in a mendelian randomization study, genetically determined
increased levels of hemostatic factors FVIII, von Willebrand
factor (vWF), phosphorylated fibrinopeptide A, and a decrease of
fibrinogen seemed causally related to susceptibility for migraine,
especially migraine with aura (Guo Y. et al., 2021).

Sex differences in hemostatic factors, alone or in combination
with female risk factors, could increase the risk of ischemic
stroke in women (Siegerink et al., 2010; Sacco et al., 2017).
The hemostatic system can be divided into primary hemostasis
(platelet activation and aggregation), secondary hemostasis
(coagulation cascade), and the fibrinolytic pathway. A systematic
review suggested that some factors of the hemostatic system, for
example vWF, FXI, prothrombin fragment 1+ 2 (F1.2), D-dimer,
plasminogen activator inhibitor 1 (PAI-1) and anti-phosphatidyl
serine antibodies (aPS), are related to poor clinical outcome after
ischemic stroke. However, it is yet unclear whether these factors
could be used as predictors for stroke outcome (Donkel et al.,
2019). Also it is unknown whether they have additional value
above other known prognostic factors in stroke (Deng et al.,
2018; Li et al., 2019, 2020; Chang et al., 2021; Chen et al., 2021;

Montellano et al., 2021). Female sex hormones can influence
hemostatic factors causing the hemostasis system to function
differently for men and women (Abou-Ismail et al., 2020). Sex
differences in levels of hemostatic factors could therefore be a
missing link in understanding sex differences in ischemic stroke
risk and outcome.

Many hemostatic factors have previously been reviewed in
relation to ischemic stroke, but sex differences have not yet
been systemically evaluated (Periayah et al., 2017). We aimed
to review possible sex differences of the hemostatic system, and
the influence of migraine, by performing a systematic search
on sex differences in plasma and/or serum levels of hemostatic
related factors in ischemic stroke, and hemostatic related factors
in women with ischemic stroke and migraine.

METHODS

This systematic review was performed conform the Preferred
Reporting Items for Systematic Reviews and Meta-analysis
(PRISMA) guidelines (Shamseer et al., 2015).

Information Sources and Search
Strategy
In cooperation with a trained librarian (JS), we composed
two search strategies. The primary query consisted of the
combination of three subjects: (1) stroke, (2) coagulation,
platelet activation, hemostasis, primary hemostatic factors, and
secondary hemostatic factors, and (3) sex differences. In the
second query, we added to the subjects: (1) stroke, (2) coagulation
platelet activation, hemostasis, primary hemostatic factors, and
secondary hemostatic factors, the subject (3) migraine and
changed sex differences to the subject (4) women, as migraine
is a risk factor for stroke in women specifically. For the
different concepts, all relevant keyword variations were used,
not only keyword variations in the controlled vocabularies of
the various databases, but the free text word variations of these
concepts as well. The search strategy was optimized for all
consulted databases, taking into account the differences of the
various controlled vocabularies as well as the differences of
database-specific technical variations (e.g., the use of quotation
marks). Both searches were performed on January 2nd 2020
in the following databases: Pubmed, Embase (OVID-version),
Emcare (OVID-version), Web of Science, and the Cochrane
Library. Full details of the search strategies can be found in
Supplementary Appendix 1.

Eligibility Criteria
We included studies with ischemic stroke patients
aged ≥18 years. For the first query on sex differences, single-sex
studies were excluded. For both queries studies with specific
criteria for patient selection (other than age ≥18 years) were
excluded. Studies types included were: (1) study cohort, (2)
case-control study, (3) cross-sectional study, (4) nested case-
control study, and (5) clinical trials. Studies excluded were: (1)
case reports, (2) case series, (3) reviews, and (4) meta-analyses.
Included studies had to report on plasma and/or serum levels of
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hemostatic factors. When multiple publications on one cohort
were found, they were all included when the studies investigated
different factors. Otherwise the most recent one was included.
Articles had to be written in English or Dutch.

Study Selection
Two independent reviewers (NW and MA) first screened
publications on title and abstract, followed by a second screening
on full text. Disagreements were discussed in a consensus meeting
with a third reviewer (HO). Titles and abstracts were screened
based on: (1) population criteria, and (2) outcome (plasma
levels in concentration and antiphospholipids as positive or
negative). Population for query on sex differences screened
for inclusion of both men and women, ≥18 years old, with
ischemic stroke, query on stroke and migraine screened for
inclusion of women, >18 years old, with ischemic stroke and
migraine. Selection for full-text screening was based on: (1)
results reported for men and women separately, and (2) ischemic
stroke diagnosis confirmed by clinical and neuro-imaging (CT or
MRI) assessments.

Data Extraction
We collected the following baseline information from the
selected papers: number of patients (per sex), age, risk factors
(smoking, diabetes mellitus, hypertension, and BMI), ischemic
stroke etiology, and timing of blood draw after stroke. In
addition, concentrations of serum and/or plasma levels of
hemostatic factors were collected. Factors were divided into
primary hemostasis, secondary hemostasis, fibrinolytic pathway,
and other factors. We defined the group “other factors” as
a group of factors that influence hemostasis directly but
are not hemostatic factors. Risk of bias was assessed using
Grading of Recommendations Assessment, Development, and
Evaluation (GRADE).

RESULTS

Study Characteristics Sex Differences in
Hemostatic Factors
The first query on sex differences in ischemic stroke resulted in
1132 studies, of which 24 were included (Figure 1) with data
on a total of 7217 patients. The number of patients per study
ranged from 30 to 3342, with a median of 152. The proportion
of women in all included studies ranged from 27 to 57%.
Mean age ranged from 57 to 77 years across included studies.
The characteristics of the included articles are summarized in
Supplementary Table 1. Most often reported vascular risk factors
in the articles were smoking, hypertension, diabetes mellitus, and
BMI (Supplementary Table 2). Large differences in these risk
factors were seen between the studies, except for BMI (between 24
and 26). Smoking ranging from 18 to 62%, hypertension ranging
from 44 to 84%, and diabetes mellitus ranging from 13 to 60%.

A total of 25 different factors were reported: seven primary
hemostatic factors, nine secondary hemostatic factors, four
fibrinolytic pathway factors, and five other factors related to

hemostasis. All primary and secondary hemostatic factors were
investigated in only one study. Fibrinolytic pathway factors and
other factors involved in hemostasis were investigated in multiple
studies. A meta-analysis could not be performed due to the many
single studies and large heterogeneity between the studies.

Risk of bias was assessed for each article (Supplementary
Table 3). No risk of bias was found for selection of men and
women as they were always selected from the same stroke
population. For 23 of the 24 articles, study populations were
included from a single center or region, therefore only partly
representative for the whole ischemic stroke population. In most
cases (20 of 24), the confidence in the assessment of outcome
is high, with most studies specifically addressing the timing of
blood sampling. However, in only 14 of 24 studies timing of
blood sampling was similar for both men and women. Another
concern was the assessment and adjustment for confounding,
with most studies (19 of 24) adjusting for very few or no
confounding factors at all.

Sex Differences in Primary Hemostasis
Seven primary hemostatic related factors were reported in
five articles, with a total of 1115 patients (Table 1). No sex
differences were found for glutamate (Meng et al., 2014) and
phospholipase A2 (PLA2) (Elkind et al., 2006) within 72h
after stroke, thromboxane 2 (TXA2), prostaglandin I2 (PGI2),
adenosine diphosphate (ADP) within 2 weeks after stroke (Lee
et al., 1987), and vWF (Kain et al., 2001) 3 months after stroke.
P-selectin plasma levels were lower in women than in men
at day 1 (79.1 ± 66.7 vs. 48.9 ± 15.4 in pg/mL) but not on
day 4 (113.6 ± 82.6 vs. 83.5 ± 46.4 in pg/mL) after stroke
(Blum et al., 2012).

Sex Differences in Secondary
Hemostasis
Nine secondary hemostatic factors were reported in eight articles,
with a total of 1031 patients (Table 2). No sex differences were
found for antithrombin III (AT III) (Haapaniemi et al., 2002),
thrombin-antithrombin (Haapaniemi et al., 2004), and protein
C (Haapaniemi et al., 2002), at four time points, β-antithrombin
within 2 days after stroke (de la Morena-Barrio et al., 2015),
and FXIIa 3 months after stroke (Kain et al., 2001). Women
had higher FVII:ag (114% ± 34% vs. 99% ± 31%) 3 months
after stroke (Kain et al., 2001) and FXIc levels (1.13 ± 0.32; with
difference of 0.14 UI/mL) 1 month after stroke (Santamaria et al.,
2007) compared with men. Protein S antigen percentages were
reported to be lower in women than men in the first 2 days
(86.2% ± 23.0% vs. 104.7% ± 19.8%), 1 week (72.3% ± 34.2%
vs. 87.8%± 4.3%), 1 month (80.6%± 32.8% vs. 85.5%± 28.5%),
and 3 months (73.5% ± 28.0% vs. 91.2% ± 31.1%) after stroke
(Haapaniemi et al., 2002). Four studies (Carter et al., 1997; Kain
et al., 2001; Skoloudik et al., 2010; Kisialiou et al., 2012) did
not report sex differences for fibrinogen levels. One study found
higher fibrinogen levels in women with cortical infarcts of the
anterior circulation [4.90 g/L (95% CI 4.48–5.32)] than in women
with lacunar infarcts (4.04 g/L [95% CI 3.73–4.37)] in the first
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FIGURE 1 | PRISMA flow chart study selection sex differences in ischemic stroke.

TABLE 1 | Primary hemostatic factors.

Men [mean ± SD median
(IQR)]

Women [mean ± SD
median (IQR)]

Sex difference Study

TXA2 (pg/mL)* <2w
n = 31: 105.01 ± 92.56
n = 31: 94.90 ± 76.18
n = 20: 96.96 ± 57.39
n = 20: 92.18 ± 56.97

<2w
n = 25: 81.43 ± 64.05
n = 20: 84.84 ± 82.49
n = 11: 94.54 ± 56.57
n = 13: 84.05 ± 44.18

NS Lee et al., 1987

PGI2 (pg/mL)* <2w
n = 8: 42.25 ± 20.30
n = 7: 36.10 ± 10.77

<2w
n = 8: 43.38 ± 17.85
n = 7: 37.87 ± 18.63

NS Lee et al., 1987

ADP threshold
concentration (µM)*

<2w
n = 40: 4.20 ± 2.77
n = 44: 4.58 ± 3.05
n = 20: 4.53 ± 2.83
n = 23: 4.86 ± 3.32

<2w
n = 28: 4.08 ± 2.47
n = 28: 4.47 ± 2.81
n = 13: 4.48 ± 2.17
n = 13: 4.15 ± 2.87

NS Lee et al., 1987

vWF (IU/mL) 3m: 1.8 ± 0.8 3m: 1.9 ± 0.8 NS Kain et al., 2001

Glutamate (µM) <72h: 187 (128–267) NS Meng et al., 2014

P-selectin (pg/mL) 1d: 79.1 ± 66.7
4d: 113.6 ± 82.6

1d: 48.9 ± 15.4
4d: 83.5 ± 46.4

p = 0.02
p = 0.08

Blum et al., 2012

PLA2 (ng/mL) <72h: 326.8 ± 112.9 <72h: 336.1 ± 132.7 NS Elkind et al., 2006

*Patients were divided in four groups to compare effect of a drug. The numbers shown here are the baseline measurements before any drug was administered.
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TABLE 2 | Secondary hemostatic factors.

Men [mean ± SD median (IQR)] Women [mean ± SD
median (IQR)]

Sex difference Study

FVII:C (%)
FVII:ag (%)

3m: 104 ± 30
3m: 99 ± 31

3m: 116 ± 30
3m: 114 ± 34

p = 0.04
p = 0.01

Kain et al., 2001

FXIIa (ng/mL) 3m: 2.2 ± 1.0 3m: 2.4 ± 1.1 NS Kain et al., 2001

FXI (UI/mL) 1m: 1.13 ± 0.32 (0.14 higher in women than in men) 95%CI: 0.09–0.19 Santamaria et al., 2007

AT III (% activity) <2d: 102.5 ± 12.4
1w: 106.1 ± 13.8
1m: 113.5 ± 15.7
3m: 113.3 ± 12.5

<2d: 103.6 ± 16.9
1w: 114.4 ± 16.6
1m: 112.8 ± 12.5
3m: 112.6 ± 13.2

NS Haapaniemi et al., 2002

β-antithrombin (%
activity)

<2d: 105.9 ± 17.4 NS de la Morena-Barrio et al.,
2015

Thrombin-
antithrombin (mg/L)

<2d: 7.9 ± 9.1
1w: 6.6 ± 8.6
1m: 4.5 ± 3.3
3m: 6.0 ± 6.2

NS Haapaniemi et al., 2004

protein S (% antigen) <2d: 104.7 ± 19.8
1w: 87.8 ± 4.3

1m: 85.5 ± 28.5
3m: 91.2 ± 31.1

<2d: 86.2 ± 23.0
1w: 72.3 ± 34.2
1m: 80.6 ± 32.8
3m: 73.5 ± 28.0

p < 0.05
NS
NS

p < 0.01

Haapaniemi et al., 2002

Protein C (% activity) <2d: 118.6 ± 28.4
1w: 108.3 ± 42.4
1m: 109.0 ± 35.7
3m: 109.0 ± 43.5

<2d: 116.0 ± 30.6
1w: 125.8 ± 44.1
1m: 119.8 ± 44.7
3m: 111.7 ± 40.6

NS Haapaniemi et al., 2002

Fibrinogen (g/L) <10d: 4.57 (4.37–4.78)
3m: 3.86 (3.63–4.12)

<10d: 4.40 (4.22–4.58)
3m: 3.82 (3.64–4.02)

↑ in women with TACI
(p = 0.021)

Carter et al., 1997

Fibrinogen (g/L) 3m: 3.8 ± 1.3 3m: 3.7 ± 1.3 NS Kain et al., 2001

Fibrinogen (g/L) 3h: 3.4 ± 0.8
6h: 3.1 ± 0.8
24h: 3.4 ± 0.8

NS Skoloudik et al., 2010

Fibrinogen (g/L) <24h: 3.9 ± 1.2 <24h: 4.0 ± 1.8 NS Kisialiou et al., 2012

10 days after stroke, but not 3 months after stroke. This effect was
not observed in men (Carter et al., 1997).

Sex Differences in the Fibrinolytic
Pathway
Four factors of the fibrinolytic pathway were reported in nine
articles, with a total of 1343 patients (Table 3). No sex differences
were found for tissue plasminogen activator (t-PA) plasma levels
(Jeppesen et al., 1998; Mansfield et al., 1998; Kain et al., 2001;
Haapaniemi et al., 2004; Saidi et al., 2007) (decreases thrombotic
tendency) and F1.2 (Furie et al., 2004; Haapaniemi et al., 2004)
(increases thrombotic tendency), while varying results were
reported for D-dimer and PAI-1 (both increase thrombotic
tendency). Two studies found no sex differences for D-dimer
levels within 24h after stroke (Skoloudik et al., 2010) or 3 months
after stroke (Haapaniemi et al., 2004). One study found higher
levels in women than in men (1.25 ± 0.31 vs. 0.95 ± 0.24 in
µg/mL), but did not report how long after stroke blood was
drawn (Li et al., 2018). Four of five articles reported higher PAI-1
levels 3 months after stroke in women compared with men [15.7
(95% CI 13.7–18.1) vs. 11.4 (10.2–12.7) in U/mL] (Mansfield
et al., 1998), (18.2 ± 13.5 vs. 13.3 ± 11.0 in U/mL) (Kain et al.,
2001), (16.2± 2.1 vs. 11.1± 2.4 in U/mL) (Kain et al., 2002), and
(125.35 ± 49.37 vs. 96.67 ± 38.90 in U/mL) (Saidi et al., 2007).

One study found no sex differences in PAI-1 activity at four
different time points (Haapaniemi et al., 2004).

Sex Differences in Other Hemostasis
Associated Factors
Five other factors, that directly influence hemostasis, were
reported in six articles, with a total of 4143 patients (Table 4).
No sex differences were reported for plasma levels of tissue
inhibitor metalloproteinase 1 (TIMP-1) (Zhong et al., 2019)
and insulin-like growth factor 1 (IGF-1) (Dong et al., 2014;
Zhang et al., 2018) 1 day after stroke, matrix metalloproteinase
2 (MMP2) within 2 days after stroke (Montaner et al., 2001),
and matrix metalloproteinase 9 (MMP9) 2 days (Montaner
et al., 2001; Zhong et al., 2019) and 1 month after stroke
(Abdelnaseer et al., 2017). One study found higher aPS titers
(18.7% vs. 12.0% positive) in women compared with men 5
days after ischemic stroke, however, this did not reach statistical
significance (Tuhrim et al., 1999).

Studies on Hemostatic Factors in
Women With Ischemic Stroke and
Migraine
The second query on ischemic stroke and migraine in women
specifically resulted in 2772 studies, of which only one study
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TABLE 3 | Fibrinolysis factors.

Men [mean ± SD median (IQR)] Women [mean ± SD
median (IQR)]

Sex difference Study

D-dimer (µg/mL) <2d: 0.66 ± 0.56
1w: 1.61 ± 3.18
1m: 0.79 ± 0.89
3m: 0.49 ± 0.42

NS Haapaniemi et al., 2004

D-dimer (µg/mL) 3h: 0.31 ± 0.40
6h: 0.86 ± 1.04
24h: 0.59 ± 1.00

NS Skoloudik et al., 2010

D-dimer (µg/mL) 0.95 ± 0.24* 1.25 ± 0.31* p < 0.001 Li et al., 2018

PAI-1 (U/mL) 3m: 11.4 (10.2–12.7) 3m: 15.7 (13.7–18.1) p = 0.001 Mansfield et al., 1998

PAI-1 activity U/mL)
PAI-1:ag (U/mL)

3m: 16.1 ± 11.7
3m: 13.3 ± 11.0

3m: 19.3 ± 10.8
3m: 18.2 ± 13.5

p = 0.04
p = 0.04

Kain et al., 2001

PAI-1 activity (U/mL)
PAI-1:ag (U/mL)

3m: 14.1 ± 2.0
3m: 11.1 ± 2.4

3m: 19.2 ± 1.7
3m: 16.2 ± 2.1

p < 0.05
p < 0.05

Kain et al., 2002

PAI-1 (AU/mL) <2d: 17.2 ± 7.8
1w:11.2 ± 9.2
1m: 14.4 ± 7.9
3m: 15.8 ± 8.4

NS Haapaniemi et al., 2004

PAI-1 (ng/mL) 96.7 ± 38.9* 125.4 ± 49.4* p < 0.05** Saidi et al., 2007

t-PA:ag (ng/mL) <2w: 9.4 (6.7–12.1)
6m: 10.3 (9.1–14.6)

<2d: 10.1 (7.4–12.6)
6m: 10.9 (7.3–15.3)

NS Jeppesen et al., 1998

t-PA:ag (ng/mL) 3m: 11.5 (10.7–12.2) 3m: 11.7 (10.8–12.6) NS Mansfield et al., 1998

t PA:ag (ng/mL) 3m: 11.4 ± 1.6 2m: 12.0 ± 1.7 NS Kain et al., 2001

t-PA:ag (ng/mL) 0.8 ± 0.4* 0.7 ± 0.3* NS Saidi et al., 2007

t-PA:ag (ng/mL) <2d: 8.8 ± 4.2
1w: 8.4 ± 3.4
1m: 8.3 ± 3.2
3m: 8.7 ± 4.3

NS Haapaniemi et al., 2004

F1.2 (ng/mL) 3–6m: 0.9 (0.3–2.4) 3–6m: 1.0 (0.4–2.8) p = 0.02 Furie et al., 2004

F1.2 (nmol/L) <2d: 1.7 ± 0.9
1w: 1.7 ± 1.1
1m: 1.4 ± 0.8
3m: 1.6 ± 1.4

NS Haapaniemi et al., 2004

*Unknown in which phase blood was drawn.
**Increased in women with ischemic stroke compared to controls, no difference in men between ischemic stroke patients and controls.

was included (Figure 2). Sixteen women (mean age 37 years)
with lacunar stroke were included, of whom 44% had migraine.
Migraine patients were more often smokers (57% vs. 33%)
and users of oral contraceptives (29% vs. 0%) (Salobir et al.,
2002). Four hemostatic factors (fibrinogen, D-dimer, t-PA, and
PAI-1) were investigated in the chronic phase after stroke. No
clear differences were found between patients with and without
migraine (Salobir et al., 2002).

DISCUSSION

We found sex differences for several hemostatic factors in
patients with ischemic stroke. In women, levels of FVII
(Kain et al., 2001), FXI (Santamaria et al., 2007), PAI-1
(Mansfield et al., 1998; Kain et al., 2001, 2002; Saidi et al.,
2007), and D-dimer (Li et al., 2018) were higher compared
with men. In contrast, levels of P-selectin (Blum et al., 2012)
and protein S (Haapaniemi et al., 2002) were lower in women.
We found no differences for hemostatic factors in women with
ischemic stroke with or without migraine (Salobir et al., 2002)
but only one study fulfilled our inclusion criteria.

Previous reviews on women with stroke have been performed
but mainly addressed hemostatic factors in relation to oral
contraceptives use (Lete et al., 2015) and menopause status
(Sowers et al., 2005). Our review specifically focused on sex
differences in ischemic stroke patients in general, and the
influence of migraine on hemostatic factors in women with
ischemic stroke. Overall, the sex differences in our review indicate
that women with ischemic stroke lean more toward increased
levels of procoagulant factors, whereas men lean more toward
increased levels of coagulation inhibitors. FVII and FXI are
involved in the activation of thrombin via the coagulation cascade
of secondary hemostasis. Activation of thrombin leads to platelet
activation and fibrin formation (Periayah et al., 2017). D-dimer
is released when fibrin is crosslinked to form a clot. Increased
D-dimer levels thus indicate activation of thrombin (Furie et al.,
2004; Skoloudik et al., 2010), conform the higher levels of FVII
and FXI. Further, FXI activation helps stabilize fibrin clots and
makes the clot more resistant to fibrinolysis (Santamaria et al.,
2007). The fibrinolysis pathway is inhibited by PAI-1, further
increasing the thrombotic tendency (Saidi et al., 2007). Only
two factors were higher in men of which protein S inhibits
coagulation factors V and VIII (Haapaniemi et al., 2002) and
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TABLE 4 | Other factors involved in hemostasis.

Men [mean ± SD median (IQR)] Women [mean ± SD
median (IQR)]

Sex difference Study

MMP2 (ng/mL) 0h: 752.5 ± 210.9
12h: 668.8 ± 254.6
24h: 599.0 ± 195.4
48h: 580.1 ± 188.0

mean: 644.2 ± 185.8

NS Montaner et al., 2001

MMP9 (ng/mL) 0h: 147.1 ± 118.6
12h: 140.4 ± 120.7
24h: 172.6 ± 139.0
48h: 144.5 ± 127.6
mean: 149.6 ± 99.0

NS Montaner et al., 2001

MMP9 (ng/mL) <24h: 668.9 (415.0–1022.0) NS Zhong et al., 2019

MMP9 (ng/mL) 24h: 998.8 ± 154.7
1m: 800.3 ± 156.4

NS Abdelnaseer et al., 2017

TIMP-1 (ng/mL) <24h: 198.6 (163.7–241.2) NS Zhong et al., 2019

IGF-1 (ng/mL) <24h: 129 (109–153) NS Dong et al., 2014

IGF-1 (ng/mL) <24h: 112 (92–142) NS Zhang et al., 2018

Antiphosphatidyl
serine
(% positive)

<5d: 12.0 <5d: 18.7 NS Tuhrim et al., 1999

FIGURE 2 | PRISMA flow chart study selection ischemic stroke and migraine in women.

P-selectin is released by activated platelets and endothelial cells
(Blum et al., 2012). Fibrinogen is an acute phase reactant. We
found no sex differences in levels of fibrinogen between men
and women, but in women fibrinogen levels differed between
cortical and lacunar location which could point to differences in
underlying disease mechanisms. Interestingly, high levels of some

of these factors (FXI, D-dimer, PAI-1, and aPS) have previously
been associated with impaired clinical outcome after ischemic
stroke (Donkel et al., 2019). Therefore, sex differences in the
hemostatic system might contribute to both an increased risk as
to a worse outcome after stroke in women compared with men
(Girijala et al., 2017).
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Another aspect of sex differences in ischemic stroke are
the women specific risk factors, such as migraine, especially
in combination with the use of oral contraceptives. We found
only one study investigating the influence of migraine history
on hemostatic factors in female stroke patients. This study
included only 16 patients and found no influence on fibrinogen,
D-dimer, t-PA, and PAI-1 (Salobir et al., 2002). Previous
research has shown some evidence for a genetic predisposition
for hypercoagulability in patients with migraine with aura
(Guo Y. et al., 2021). Hypercoagulability and microemboli have
been suggested to have a potential role in the association of
migraine with aura with ischemic stroke. The increased risk
of stroke in women with migraine using oral contraceptives
further supports the hypothesis, since estrogen is associated
with increase of FII, FVII, FX, prothrombin, and fibrinogen
(Tietjen and Collins, 2018). Phosphorylated fibrinopeptide A is
a marker for coagulation activity, and has been shown to be
associated with susceptibility for migraine with aura (Guo Y.
et al., 2021). In addition, ischemic stroke patients with a
history of migraine with aura more often had prothrombotic
genotypes (factor V Leiden and prothrombin G20210A) than
ischemic stroke patients without history of migraine or migraine
without aura (Pezzini et al., 2011). To further unravel the
pathophysiological connection between migraine and stroke
more studies investigating the influence of migraine on
hemostatic factors are urgently needed.

Ischemic stroke and migraine are associated with the presence
of white matter hyperintensities (WMH), which might be
part of the underlying pathophysiology (Kruit et al., 2010;
Ghaznawi et al., 2021). Several hemostatic factors are associated
with WMH, showing possible mechanisms of hemostatic factor
involvement in pathophysiology of ischemic stroke and migraine
besides hypercoagulability. Increased fibrinogen levels have been
associated with more severe WMH (You et al., 2018; Guo X. et al.,
2021), as well as PLA2 (Zhu et al., 2019). Furthermore, increased
t-PA activity was associated with progression of WMH in lacunar
stroke (van Overbeek et al., 2016).

Increased levels of hemostatic factors can be both cause or
consequence of acute ischemic stroke. Most factors for which a
sex difference was found, were measured 1–3 months after stroke
(FVII, FXI, PAI-1, and Protein S) (Mansfield et al., 1998; Kain
et al., 2001, 2002; Haapaniemi et al., 2002; Saidi et al., 2007;
Santamaria et al., 2007) and are, therefore, not severely influenced
by the acute phase of ischemic stroke. Only two of the factors
with a sex difference, aPS and P-selectin, were measured in the
first week after stroke (Tuhrim et al., 1999; Blum et al., 2012).
This indicates that the levels of these factors could be a direct
consequence of ischemic stroke and a different response between
men and women. Unfortunately, the timing of measurement was
unknown for the study showing higher D-dimer levels in women
(Li et al., 2018).

The reported sex differences should be interpreted with
caution as many were only investigated in a limited number
of studies. Most factors were measured in a single study,
or in multiple studies with large heterogeneity. First, some
studies did not provide information about risk factors (especially
diabetes mellitus and smoking affect the hemostatic balance) for

ischemic stroke and/or whether reported results were adjusted
for those risk factors. Second, most studies did not provide
information on the medication that patients received before
or after stroke. Since all blood samples were collected after
stroke, patients likely already received medication that can
influence the levels of hemostatic factors such as anticoagulants.
Because of this heterogeneity, a formal meta-analysis was
unfortunately not possible.

To interpret the generalizability of this systematic review
several factors need to be considered. First, studies included
patients with varying etiologies of ischemic stroke. The
underlying mechanisms of stroke might be related to (sex)
differences in hemostatic factors. Some studies took differences
of hemostatic factors for stroke etiologies or stroke location
into account. However, the majority of them did not report
results separately for men and women and had to be excluded
from this review. Second, most patients were older than
50 years whereas (sex differences in) hemostatic factors may be
especially important in young ischemic stroke patients, when
estrogen and other sex hormones have the most influence on
hemostasis related factors (Abou-Ismail et al., 2020). Third,
women specific risk factors were often not reported in studies
on hemostatic factors, such as pre-eclampsia and migraine. Both
pre-eclampsia and migraine are associated with an inflammatory
and hypercoagulable state, increasing the risk of ischemic
stroke (Sacco et al., 2017; Demel et al., 2018). Only one study
investigated the role of migraine on hypercoagulability in women
with stroke (Salobir et al., 2002), showing the lack of research on
this common women specific risk factor.

CONCLUSION

Sex differences appear to exist for several hemostatic factors after
ischemic stroke, with women leaning more toward increased
procoagulant factors, and men leaning more toward increased
coagulant inhibitors. Future research on hemostatic factors in
ischemic stroke should also include young ischemic stroke
patients, stratify for stroke etiology, report medication use,
report results for men and women separately, include migraine
as risk factor (including migraine subtype), and take women
specific risk factors into account. This could improve insights
about differences in mechanisms underlying ischemic stroke
between men and women.
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Spreading depolarization (SD) is a sudden, large, and synchronous depolarization
of principal cells which also involves interneurons and astrocytes. It is followed by
depression of neuronal activity, and it slowly propagates across brain regions like
cortex or hippocampus. SD is considered to be mechanistically relevant to migraine,
epilepsy, and traumatic brain injury (TBI), but there are many questions about its basic
neurophysiology and spread. Research into SD in hippocampus using slices is often
used to gain insight and SD is usually triggered by a focal stimulus with or without an
altered extracellular buffer. Here, we optimize an in vitro experimental model allowing
us to record SD without focal stimulation, which we call spontaneous. This method
uses only an altered extracellular buffer containing 0 mM Mg2+ and 5 mM K+ and
makes it possible for simultaneous patch and extracellular recording in a submerged
chamber plus intrinsic optical imaging in slices of either sex. We also add methods for
quantification and show the quantified optical signal is much more complex than imaging
alone would suggest. In brief, acute hippocampal slices were prepared with a chamber
holding a submerged slice but with flow of artificial cerebrospinal fluid (aCSF) above and
below, which we call interface-like. As soon as slices were placed in the chamber, aCSF
with 0 Mg2+/5 K+ was used. Most mouse slices developed SD and did so in the first
hour of 0 Mg2+/5 K+ aCSF exposure. In addition, prolonged bursts we call seizure-like
events (SLEs) occurred, and the interactions between SD and SLEs suggest potentially
important relationships. Differences between rats and mice in different chambers are
described. Regarding optical imaging, SD originated in CA3 and the pattern of spread
to CA1 and the dentate gyrus was similar in some ways to prior studies but also
showed interesting differences. In summary, the methods are easy to use, provide new
opportunities to study SD, new insights, and are inexpensive. They support previous
suggestions that SD is diverse, and also suggest that participation by the dentate gyrus
merits greater attention.

Keywords: spreading depression, intrinsic optical signal, seizures, epilepsy, experimental model, migraine,
traumatic brain injury, dentate gyrus
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INTRODUCTION

Increased neuronal excitability is a common feature underlying
several neurological disorders, including but not limited to
migraine, epilepsy, traumatic brain injury (TBI), and stroke
(Eikermann-Haerter et al., 2013; Noseda and Burstein, 2013;
Rogawski, 2013; Kim et al., 2014; Bugay et al., 2020). Although
seizures may be the best-known example that results from
increased neuronal excitability, spreading depolarization (SD) is
another example.

Spreading depolarization is a group of cells that depolarize
dramatically and typically begin to fire numerous action
potentials (APs). Ultimately firing ceases, neurons appear to lose
normal intrinsic electrophysiological properties such as input
resistance, and there is a loss of the normal ion gradients across
the membrane (Czéh et al., 1993; Somjen, 2001; Hartings et al.,
2017). The activity of the subset of neurons is almost synchronous
so when electrical activity is monitored extracellularly, the
initial depolarization is associated with a significant negative
potential shift in an extracellular recording [direct current (DC)
recording]. At the peak of the depolarization, action potential
firing stops and neurons are silent. This period is associated with
a suppression in the extracellular recording and is followed by a
slow recovery. During the recovery, glia and ion pumps restore
normal ionic gradients (Lian and Stringer, 2004; Dreier, 2011;
Varga et al., 2020).

Leão (1944) first reported SD after focal electrical stimulation
and its slow spread across the cortex of the anesthetized rabbit.
He coined the term “spreading depression (SD).” However, it
should be noted that SD sometimes involves a phase of depression
that precedes, rather than follows, depolarization (Dreier, 2011;
Ayata and Lauritzen, 2015).

There is extensive influx of sodium and calcium, and large
efflux of potassium that leads to the loss of ion gradients (Somjen,
2001; Dreier, 2011; Ayata and Lauritzen, 2015). The inflow of
cations brings water inside the neuron, which leads to swelling
and alters the light transmission through tissue (Dreier, 2011).
Therefore, the change in light transmission has been used as a
method to monitor SD-associated swelling and the propagation
of SD from one brain area to the next (e.g., Obeidat and Andrew,
1998; Anderson and Andrew, 2002; Buchheim et al., 2002).

To gain a better understanding of mechanisms underlying
SD, past hippocampal studies have typically used slice models
and rats. Many of these studies were conducted in an interface
chamber (e.g., Snow et al., 1983; Scharfman, 1997; Buchheim
et al., 2002; Reyes-Garcia et al., 2018). In an interface chamber,
brain slices lie on a mesh at the interface between artificial
cerebrospinal fluid (aCSF) and air. Warm, humidified O2 or 95%
O2/5% CO2 is vented over the slices (Schwartzkroin, 1975; Haas
et al., 1979; Scharfman et al., 2001). Although interface chambers
are widely used to study SD, lack of a powerful microscope
limits visualization (but see Case and Broberger, 2013). On the
other hand, a submerged chamber that is typically used with
a high-resolution microscope allows visualization of neurons.
Visualization is an advantage because it facilitates patch clamp
recordings and optical imaging.

In both types of recording chambers, SDs are often initiated
by electrical stimulation or focal application of concentrated

potassium solutions, sometimes with a change in the ionic milieu
to increase excitability (e.g., Czéh et al., 1993; Buchheim et al.,
2002; Lindquist and Shuttleworth, 2012; Eickhoff et al., 2014;
Martens-Mantai et al., 2014). When a different approach is
used to increase excitability, such as reducing Mg2+ in aCSF,
afferent stimuli is typically needed to elicit SD (Mody et al.,
1987). Spontaneous SD is rare and delayed (Mody et al., 1987).
In a submerged chamber, SD is not found (Anderson et al.,
1986; Lewis et al., 1990; Churn et al., 1991; Kojima et al.,
1991). Therefore, methods using a submerged chamber would
be beneficial. Moreover, use of a low concentration of [Mg2+]o
is advantageous to study SD because it is typically a powerful
inhibitor of SD (Santos et al., 2016). Indeed, one reason some
past studies have had difficulty in producing SD could be due
to a relatively high Mg2+ level in the aCSF, which is often
done to preserve slices during the dissection. Finally, focal
stimulation may not always be effective in eliciting SD. In the
dentate gyrus, for example, afferent stimulation can lead to
frequency depression, not facilitation (Sloviter, 1991; Scharfman
et al., unpublished observations). If the GC axons are stimulated,
CA3 does not exhibit SD under normal conditions (Scharfman,
1997).

Here, we report methods to achieve this goal and new
findings. Regarding new methods, we used a submerged chamber
with flow above and below the slice, and compared results to
a classic submerged chamber with more limited flow. When
slices were placed in the recording chamber, we began to
use aCSF containing 0 mM Mg2+ and 5 mM K+. We refer
to this aCSF as “0 Mg2+/5 K+ aCSF.” SD was recorded
in the majority of slices and we refer to SD that occurred,
without a time-locked focal stimulus, as “spontaneous” SD.
These spontaneous SDs appeared to be spontaneous because
they had an unpredictable delay before SD ultimately occurred.
Spontaneous SD is usually rare in slices, rare in adult mouse,
and rare in a submerged chamber, providing a potentially
useful and new approach to complement others. Our methods
allowed us to record spontaneous SDs, bursts, and trains of
bursts we call SLEs, which is valuable because these different
types of epileptiform activity occur in humans. We added
intrinsic optical imaging and developed methods to quantify
the imaging results, finding a spatiotemporal complexity the
quantification identified that was not evident by observation
of video. These methods provided additional insight about SD
beyond what is known and provide new analysis opportunities
to extend our understanding of the dynamics of cell swelling
in SD. In our slices, each subfield showed good viability so
we followed SD from CA3 not only to CA1 but also the
dentate gyrus. Interestingly, the delay and invasion of SD in the
dentate gyrus was complex. We suggest that these methods and
novel observations provide further advances in understanding
SD as well as providing a preparation that may be useful to
preclinical drug screening.

MATERIALS AND METHODS

The experimental procedures were carried out in accordance
with the National Institutes of Health guidelines and were
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approved by the Institutional Animal Care and Use Committee
in The Nathan Kline Institute. All chemicals were obtained from
Millipore-Sigma unless otherwise specified.

Animals and Husbandry
A total of 10 Sprague–Dawley rats (all males, age 21–45 days)
and 26 C57BL/6 mice (14 males and 12 females, age 20–
36 days) were used in the current study (Table 1). The
maximum number of animals housed per cage was three
for rats and four for mice. All animals were housed using
a 12 h light/dark cycle. Food (Purina 5001 Chow, W. F.
Fisher) and water were available ad libitum. Numbers of
animals that were used in each experimental condition are
listed in the Table 1.

Terminology
Definitions of the terms described below were defined based
on past studies of SD and our data. Extracellularly, SD was
defined as an event that consists of a negative DC shift with
a slow recovery. In our model, SD almost always began with a
series of high frequency bursts and then proceeded to a negative
DC shift. Intracellularly, SD began with a large depolarization
with superimposed high frequency firing of APs at the onset.
Subsequently, firing ceased and there was a slow repolarization.

A SLE was defined by multiple criteria to distinguish
it as abnormal and seizure-like. Extracellularly, SLEs were
defined as multiple bursts of population spikes superimposed
on short-lasting positive waves. In slices, where spontaneous
population spikes are not normally present, SLEs were easy
to distinguish. SLEs were referred to as seizure-like because
they showed more bursts than the 1–2 bursts referred to as an
epileptiform discharges. SLEs also were composed of bursts at
high frequency (>1 Hz) and some bursts were prolonged (Borck
and Jefferys, 1999). Intracellularly, an SLE corresponded to an
initial depolarization with APs at the peak, somewhat like a
paroxysmal depolarization shift (PDS; Borck and Jefferys, 1999).
The SLEs observed in our preparation resembled events that have
been called ictaform or ictal events/activity in the past (Anderson
et al., 1986; Avoli et al., 2002).

Slice Preparation and
Electrophysiological Recording
Rats or mice were deeply anesthetized using isoflurane (Patterson
Veterinary) and then decapitated. Brains were quickly removed
and immersed in ice-cold sucrose-containing aCSF (sucrose
aCSF, ingredient in mM: 90 sucrose, 80 NaCl, 2.5 KCl, 1.25
NaH2PO4, 25 NaHCO3, 10 D-glucose, 4.5 MgSO4, and 0.5
CaCl2, pH = 7.3–7.4). Horizontal hippocampal slices (350 µm
thick) were obtained using an oscillating tissue slicer (Microm,
HM650V, Thermo Fisher Scientific, or VT1200 S, Leica). Brain
slices were then transferred to a holding chamber (made in-
house) containing sucrose aCSF. This chamber allowed slices to
sit on a mesh several inches from the base of the chamber but
still below the surface of aCSF, and the aCSF circulated around
the slices. The holding chamber with brain slices was placed in
a water bath and temperature was gradually increased to 35◦C.
Afterward, the temperature of the water bath was maintained
at 35◦C for 45 min (“recovery”). After recovery, slices were
maintained at room temperature in sucrose aCSF for the rest
of the day (Figure 1A). All aCSF for slicing and recording was
constantly oxygenated using carbogen (95% O2 and 5% CO2).

Brain slices were transferred from the holding chamber to a
recording chamber for data collection. Two types of recording
chambers were used in the current study: a “classic” submerged
chamber (classic chamber, RC-26GLP, Harvard Apparatus,
Figure 1B) and a chamber we call “interface-like” (Figure 1B).
The interface-like chamber is a submerged chamber but flow
is both above and below the slice, making it different from the
classic chamber where flow is only above the slice. For this reason
the chamber that we call interface-like is more like an interface
chamber and it is often called that (interface-like chamber, RC-
27LD, Harvard Apparatus, Figure 1B). When slices were placed
in the recording chamber, we used aCSF with 0 mM MgSO4 and
5 mM KCl (0 Mg2+/5 K+ aCSF) as follows (in mM): 130 NaCl,
5 KCl, 1.25 NaH2PO4, 25 NaHCO3, 10 D-glucose, 0 MgSO4,
and 2.4 CaCl2. Recordings were performed at 32 ± 1◦C with
5–7 mL/min flow rate.

It should be noted that recording at 32◦C was chosen because
higher temperature led to reduced viability, particularly in the

TABLE 1 | Conditions tested for the development of SD and SLEs using 0 Mg2+/5 K+ aCSF.

Species Sex # of animals Age (day) Age range (day) # of slices Incidence of SD (# slices with
SD/total # slices tested)

Incidence of SLE (# slices
with SLE/total # slices tested)

Classic submerged style chamber

Mouse M 2 26 ± 2 24–27 8 1/8a 2/8

F 2 27 ± 1 26–28 8 2/8b 2/8

Total 4 26 ± 1 24–27 16 3/16c 4/16

Interface-like submerged style chamber

Mouse M 12 26 ± 1e 20–30 22 18/22a,d 14/22

F 10 27 ± 1 21–36 23 18/23b 8/23

Total 22 26 ± 1 20–36 45 36/45c 22/45

Rat M 10 35 ± 3e 21–45 20 0/20d 15/20

Comparison of conditions used for eliciting SD and SLEs in two types of recording chambers. Statistical comparisons with significantly differences (p < 0.05) are noted
by superscript letters a–e. Tests were Fisher’s exact (superscript a–d) or unpaired t-test (superscript e).
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FIGURE 1 | Spreading depolarization (SD) and seizure-like events (SLEs) developed in 0 Mg2+/5 K+ aCSF in an interface-like submerged chamber. (A) Experimental
timeline. Hippocampal slices were prepared in ice-cold sucrose-based artificial cerebrospinal fluid (sucrose aCSF). Slices were incubated at 35◦C for 45 min and
then maintained at room temperature in sucrose aCSF before being transferred to the recording chambers for recording at 32◦C. (B) Illustration of classic (single
superfusion) and interface-like (dual superfusion) recording chambers. (C) Schematic of extracellular recording in CA3 of hippocampus. (D) A representative trace
shows a continuous recording of extracellular activity in CA3 in 0 mM [Mg2+]o/5 mM [K+]o aCSF (0 Mg2+/5 K+ aCSF). The slice was recorded in an interface-like
recording chamber. Both SD and SLEs, and either one could precede the other. Arrows point to a single SD and its after discharges. Arrowheads point to five SLEs.
(E) Percentage of SDs, SLEs, and neither event (none) that developed in classic (white bars) or interface-like (gray bars) recording chambers within the first hour of 0
Mg2+/5 K+ aCSF exposure. Slices recorded in an interface-like recording chamber showed a higher percentage of SD than in a classic recording chamber
(two-sided Fisher’s exact test, p < 0.0001 asterisk indicates p < 0.05). Nighty-eight percent of slices recorded in an interface-like chamber developed SD and/or
SLEs.

hilus of the DG. Ensuring viability in all parts of the slice
was important to ensure that spread of SD was unaffected by
tissue damage that can occur in slice preparation. In the past,
when an interface recording chamber was used without infrared
differential interference contrast (IR-DIC), recordings from
different cell areas and cell types allowed us to judge viability.
In the classic submerged or interface-like chamber, viability was
addressed by confirming that the general morphology of cells
prior to patch clamping was normal using IR-DIC at 40×.

Notably, at 32◦C, SD and epileptiform activity may be less
likely, and some aspects of SD such as cell swelling may be
reduced because lower temperatures are protective. In rat slices,
reducing temperature clearly inhibited SD caused by oxygen and
glucose deprivation (Obeidat et al., 2000). On the other hand,
when we tested temperatures from 30–35◦C using an interface
chamber without IR-DIC, electrophysiology was quite similar.

Recording electrodes were pulled (P-97, Sutter Instruments)
from borosilicate glass (1.5 mm outer diameter, 0.86 mm
inner diameter, Sutter Instruments). An extracellular recording

electrode containing 0 Mg2+/5 K+ aCSF (resistance 3–7 M�) was
placed in CA3 stratum pyramidale to record field potentials. For
two simultaneous extracellular recordings, a second recording
electrode was placed in either CA1 or the granule cell (GC)
layer (GCL) at the crest of the dentate gyrus. In some slices,
a second recording electrode (resistance 5–8 M�) was used to
make whole-cell recordings of individual CA3 pyramidal cells
simultaneously. The internal solution for whole-cell recording
contained (in mM) 120 K-gluconate, 10 HEPES, 20 KCl, 2 MgCl2,
0.2 EGTA, 4 Mg-ATP, 0.3 Na2-GTP, 7 Tris-phosphocreatine,
and 0.5% biocytin. Data were amplified (MultiClamp 700B,
Molecular Devices), digitized at 10 kHz (Digidata1440A or
1550B, Molecular Devices), and acquired using pClamp (v. 10.7
or 11, Molecular Devices).

Biocytin Labeling
Immediately after recording, hippocampal slices were rinsed in
0.9% saline (all solutions used deionized water; dH2O) and then
preserved in 4% paraformaldehyde in 0.1 M phosphate buffer
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(pH 7.4). Slices were stored at 4◦C until they were processed.
Procedures were conducted using free-floating sections at room
temperature with mild agitation using a clinical rotator (The
Belly Dancer, Stovall Life Science Inc.) unless otherwise specified.
For the following steps, all buffers were prepared in 0.1 M Tris
buffer (TB, pH 7.6). First, slices were incubated in 1% Triton-
X 100 (Triton) for an hour to make cell membranes more
permeable to reagents. Then endogenous peroxidase activity
was suppressed by incubating slices in 0.1% H2O2 for 30 min.
After three rinses (10 min each) with 0.25% Triton, slices were
incubated in an avidin-biotin complex solution (ABC Elite Kit,
Vector Laboratories) overnight at 4◦C with gentle rotation.
Slices were pretreated with 0.05% 3,3′-diaminobenzidine (DAB)
with 1 mM NiCl2 for 30 min followed by incubation of 0.05%
DAB with 0.0075% H2O2 (diluted in dH2O) until biocytin-filled
cells were clearly visualized. The DAB reaction was terminated
by three 10 min washes in TB. Slices were equilibrated with
increasing concentrations of glycerol (15 min each, 25%, 40%,
55%, 70%, 85%, 100%) (Hamam and Kennedy, 2003). Slices
were coverslipped in 100% glycerol and edges of coverslip were
sealed using nail polish. Brightfield images were taken using a
charge-coupled device (CCD) camera (Retiga R2000, Teledyne
QImaging) and an upright microscope (BX61, Olympus) with
a 10× objective (UPlanSApo, 0.40 N.A., Olympus). ImagePro
7 Plus (Media Cybernetics) software was used for image
acquisition. Brightfield images from different focal plans were
stacked using CombineZP software (Hadley, 2010; Botterill et al.,
2017) or the Stack Focuser plug-in in ImageJ (Umorin, 2002;
Schneider et al., 2012).

Intrinsic Optical Imaging
Spontaneous SD and SLEs in CA3 were continuously monitored
using field potential recordings. Recording of intrinsic optical
signals was started manually as soon as electrophysiological
manifestations of SD were observed. The time of the beginning of
the imaging was recorded and matched with electrophysiological
recordings. One slice was excluded from imaging analysis because
the imaging was started after the beginning of SD.

Intrinsic optical signals were captured using continuous white
light (halogen bulb) and a 775 nm band pass filter. Time-lapse
images were taken at one or two frames per second. All images
covered each of the major subfields in hippocampus (dentate
gyrus, CA3, CA2, CA1, subiculum) and some of the cortex. The
first image of an event was used as a baseline for comparisons of
changes in intrinsic optical signals within the event. This method
to define a baseline was chosen because the first three images
showed minimal or no change in intrinsic optical signals.

Time-lapse images were acquired every 0.5 s for 11 slices
and 1 s for 2 slices. The overall propagation patterns of imaged
SDs were similar whether acquisition was 0.5 or 1 s/image, so
the data using the two different acquisition rates were pooled.
A CCD camera (Retiga Electro, Teledyne Photometrics) mounted
on an upright microscope (BX51, Olympus) with a 4× objective
was used for image acquisition. No multiplier was used between
objective and the camera. A 775 nm filter was used to allow
red/far red light to pass through the recorded slice. The light
intensity was determined at the time when a slice was transferred

into the recording chamber without saturated pixels. The same
light intensity was used throughout the recording of a given
event. Exposure time of each image was 10 ms. MicroManager
(Edelstein et al., 2010, 2014) or Ocular (Teledyne Photometrics)
was used for image acquisition. Images were stored in stacks
and analyzed using ImageJ or Fiji (Schindelin et al., 2012;
Schneider et al., 2012).

To visualize changes in light transmission in pseudocolor,
several steps were taken. First, images during an event (SD
or SLE) were subtracted from the baseline image. Specifically,
Image Calculator in ImageJ was used to calculate the difference
between an image stack of an event (Event Stack) and an image
stack generated from the event’s baseline image (Baseline Stack).
The result was a stack of images that showed the difference
from the baseline in light intensity (Result Stack). Next, images
from Result Stack were pseudocolored for better visualization
where warmer and cooler colors indicated higher and lower light
transmission, respectively. The Event Stack was later combined
with its Result Stack side by side for presentation (Combined
Stack). The Combined Stack was saved as a video file and replayed
to review the propagation of SD across hippocampal subfields
(Supplementary Video 1).

Changes in light transmission were quantified using ImageJ.
The quantification procedure is illustrated in Supplementary
Figure 3. In short, a square box of 50 by 50 pixels was used
to sample part of a cell layer of a subfield. The box size was
chosen so that it enclosed a representative part of the cell layer
with minimal overlap with adjacent layers. Each box was a
region of interest (ROI) that was marked and added to the ROI
Manager function in ImageJ. These regions included the CA3
cell layer (at or close to the electrophysiological recording site),
GCL upper blade, GCL crest, GCL lower blade, and CA1. The
Multi Measure function was used to obtain the mean gray value
of each ROI (Supplementary Figure 3). Data were visualized in
RStudio (v. 1.1.4561).

Calculation of Spreading Depolarization
Propagation Speed
Spreading depolarization propagation speed was calculated by
dividing the length of the SD propagation path (in mm) by the
timespan (in min) between two ROIs. An SD propagation path
was drawn based on the observations of optical imaging. Because
SD propagated from CA3 to CA1 like a wave, and the path
followed the curvature of the pyramidal cell layer, the distance
between CA3 and CA1 was measured along the curved cell
layer and used to calculate the propagation speed. The distance
between CA3 and the crest of GCL was measured in a different
way because the wave front shown in the intrinsic optical images
appeared to first move from CA3 to the upper blade in a linear
path and then from upper to lower blade in a path following the
curvature of the GCL. Therefore, the distance between CA3 and
the crest of GCL was defined as the sum of two segments: (1)
a straight line between the origin in CA3 and the tip of upper
blade, and (2) a curved line along the GCL from the tip of upper
blade to the crest. A timespan between two ROIs were determined

1http://www.rstudio.com/
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by the number of images and the image sampling frequency
(every 0.5 or 1 s).

Quantification
Electrophysiological recordings were quantified using
Clampfit software (v. 10.7 or 11.1.0.23, Molecular Devices).
Supplementary Figure 1A illustrates how an SD was measured.
When an SD was observed, its onset was the beginning
of the train of bursts just before the DC negative shift. As
mentioned above, a burst consisted of at least one population
spike superimposed on a positivity. A 5–10 s period before the
beginning of the train of bursts was defined as the baseline.
The amplitude of an SD was measured from the baseline to
the maximal negative deflection. Additional synchronized
activity that occurred during the end of the recovery phase,
also called afterdischarges, contained negative-going, fast
spike-like events in extracellular recordings. This additional
synchronized activity was documented in a binary fashion, i.e.,
slices either had or did not have them. SD half duration was the
time from the onset of the negative DC shift to the timepoint
when the recovery reached 1/2 of the peak amplitude of the
negative DC shift.

Supplementary Figure 1B shows how SLEs were quantified.
Similar to an SD, the onset of a SLE was the beginning of the train
of bursts. There was no large DC negative shift like SD but there
could be a small slow DC shift superimposed by bursts during
a SLE. The Amplitude of this small DC shift during a SLE was
defined by the difference between the baseline potential and the
most negative deflection. Population spikes were not considered
in this measurement. A 5–10 s period before the beginning of
the train of bursts was defined as the baseline. The duration
of a SLE was the onset of the first burst to the time when the
last burst ceased.

Statistical Analysis
Statistical analyses were performed using Prism (GraphPad) or
RStudio (v. 1.1.463, see text footnote 1). Data were first examined
for their normality using the Shapiro–Wilk test. Homogeneity of
variance was tested using the F test. An unpaired t-test was used
to compare means between two groups when data were normally
distributed and without significant inhomogeneity of variance.
When data were normally distributed with unequal variances,
an unpaired t-test with Welch’s correction was used. When data
violated the assumption of normality, a Mann–Whitney U test
was conducted for comparison of two groups. Maximal light
change of SD and SLE in CA3 and CA1 was analyzed using a
two-way ANOVA with event type and subregion as between-
subject variables. Tukey’s post hoc analysis was followed when the
main test reached significance. The incidence of SD and SLE were
compared using a Fisher’s exact test. Differences were considered
significant when p < 0.05. Prism, RStudio, Inkscape (v. 0.922),
and GNU Image Manipulation Program (GIMP, v. 2.10.183) were
used for preparation of figures.

2http://www.inkscape.org/
3http://www.gimp.org

RESULTS

An Interface-Like Chamber Promotes the
Development of Spreading
Depolarization and Seizure-Like Event in
0 Mg2+/5 K+ Artificial Cerebrospinal
Fluid
Spreading depolarization in area CA3 occurs in an interface
chamber when aCSF contains 0 Mg2+/5 K+ (Mody et al.,
1987; Scharfman, 1997). To examine SD in submerged mouse
hippocampal slices, we first used a classic submerged chamber
commonly used in patch clamp recording (Figure 1B).
Recordings were made in area CA3 and used extracellular
recording methods (Figure 1C) because this was done in prior
studies using interface chambers. Many slices (10/16 or 63% of
all slices tested, n = 4 mice) did not show any SD or SLE within
60 min of 0 Mg2+/5 K+ aCSF exposure. However, some slices
exhibited SD (3/16) and some showed SLEs (4/16; Table 1).

Because most slices did not exhibit SD or SLEs, and previous
reports showed that network activity is facilitated when aCSF
flows above and below submerged slices (Hájos and Mody, 2009;
Hájos et al., 2009; Morris et al., 2016), we tested an interface-
like chamber (Figure 1B) using the same slice preparation and
recording methods. Figure 1D demonstrates a representative
recording in the interface-like chamber. The recording shows
the initial period of exposure (specifically from minute 5
to 50 after the start of exposure) of a mouse slice to 0
Mg2+/5 K+ aCSF. In this example, one SD (arrow) and five
SLEs (arrowhead) occurred. Typically, we found one SD and
many SLEs (discussed further below). Almost all slices developed
SD and/or SLEs (44/45 slices, 22 mice). There were significantly
more slices that developed SD in the interface-like chamber than
in the classic chamber (Fisher’s exact test, p = 0.0009; Figure
1E; Table 1).

In prior studies of SD in a submerged chamber, there is often
an external stimulus to induce SD such as local application of high
potassium or electrical stimulation (Lindquist and Shuttleworth,
2012; Steffensen et al., 2015). To the best of our knowledge,
our results are the first to show SD in submerged slices using 0
Mg2+/5 K+ aCSF.

Characteristics of Spreading
Depolarization and Seizure-Like Events
in 0 Mg2+/5 K+ Artificial Cerebrospinal
Fluid
Spreading Depolarization
In rat slices, SD did not develop in the interface-like chamber
(20 slices, 10 rats, Table 1). Among mouse slices tested in the
interface-like chamber, 80% of slices developed SD (36/45 slices,
22 mice; Table 1). The majority of slices showed one SD and
the most SDs that were observed were three, and that was only
found in one slice. The first SD developed after 33.6 ± 1.4 min
exposure of 0 Mg2+/5 K+ aCSF (36 slices, 19 mice). In the slice
that developed three SDs, the intervals between onsets of SDs
were 12.1 and 13.3 min. The time between the onset of SD and the
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beginning of the characteristic negative DC shift was 10.7± 0.8 s
(36 slices, 19 mice).

The negative DC shift consisted of one or two peaks. Seventy-
seven percent of slices that developed SD showed two peaks
(27/35 slices, 18 mice; 1 slice was not included due to a technical
problem that occurred during the recording). The time from
the beginning of the negative DC shift to the first peak was
2.2 ± 0.2 s and to the second peak was 22.6 ± 1.9 s (27 slices,
18 mice). The peak amplitude of the first and the second peaks
were −3.1 ± 0.4 and −3.5 ± 0.4 mV, respectively (27 slices,
18 mice). The amplitude difference between the two peaks was
mostly within one standard deviation with only three exceptions,
where two slices had a larger second peak and one slice had a
larger first peak. It is notable that these amplitudes were small
relative to those recorded in rat slices from an interface chamber
with similar electrophysiological equipment. There, SD may be
10× larger or more (Scharfman, 1997; Scharfman et al., 2003;
Skucas et al., 2013) but the smaller size in submerged chambers
is common for all field potentials, and attributed to the more
limited current flow.

For slices that developed only one SD, the timespan from the
beginning to the peak of negative DC shift was 22.6± 12.7 s (8/35
slices, 7 mice).

The half duration of SD was 53.0 ± 4.7 s (35 slices, 19
mice). During the recovery phase, 29/36 slices showed additional
synchronized activity. The synchronized activity lasted for
102.9± 6.1 s (29 slices, 17 mice). No sex difference was observed
in the measurements of incidence of SD, number of SD, SD onset,
and maximal SD amplitude (Supplementary Figure 2).

In a subset of experiments, simultaneous whole-cell recording
was performed to examine the activity of individual CA3
pyramidal cells (PCs) during SD (five cells, five mice; Figure 2A).
Recorded cells were filled with biocytin, and the cell type
was confirmed later to have the morphological characteristics
of CA3 PCs, such as a prominent apical dendritic tree,
basal dendrites, and spiny dendrites (Lorente De Nó, 1934;
Figure 2B). The electrophysiological characteristics also were
consistent with a PC, such as an AP with a time course
similar to a “regular spiking” neuron and an absence of
the characteristic large afterhyperpolarizations of GABAergic
neurons (Scharfman, 1993a,b, 1995).

In the five recorded PCs, a sudden, large depolarization that
occurred at the start of SD was 21.5± 2.4 mV. After the cessation
of cell firing, a second larger depolarization of 39.5 ± 3.7 mV
followed. Therefore, the peak of the depolarizations was close
to 0 mV. As expected for SD, the depolarization phase
corresponded to the negative DC shift observed in the
extracellular recording (Figure 2C). Cells repolarized and then
hyperpolarized for 7.4± 3.2 mV before returning to their resting
membrane potentials. Additional synchronized activity observed
in extracellular recordings corresponded to large amplitude
depolarizations and/or AP firing (Figure 2C).

Seizure-Like Events
In 45 tested mouse slices, 49% of slices developed SLEs within
the 60 min of exposure to 0 Mg2+/5 K+ aCSF (22/45 slices, 22
mice; Table 1). Among 22 slices that showed SLEs, 8 of them

developed only SLEs and the other 14 slices developed both SD
and SLEs. More SLEs developed in slices without an SD (without
SD, 8 slices, 10± 1 SLEs; with SD, 14 slices, 5± 1 SLEs; unpaired
t-test, t(20) = 2.743, p = 0.01), suggesting a negative interaction
between SD and SLEs.

The average duration of SLEs was 41.4 ± 4.0 s (22 slices, 14
mice). Although the duration of SLEs was indifferent with or
without an SD (without SD, 8 slices, 42.8 ± 2.8 s; with SD, 14
slices, 40.7 ± 6.2 s; unpaired t-test with Welch’s correction, t
(17.42) = 0.3069, p = 0.76), SLEs with SD showed greater variation
than SLEs without SD (F test, F = 8.8, p = 0.0079). This result
supports the idea mentioned above that SDs interfere with SLEs.

During SLEs, an extremely small negativity developed. The
average negativity was −0.7 ± 0.1 mV (21 slices, 14 mice).
The average negativity of SLEs did not appear to depend on
appearance of SD (without SD, eight slices, −0.7 ± 0.1 mV; with
SD, 13 slices, −0.7 ± 0.1 mV; unpaired t-test, t(19) = 0.2455,
p = 0.81).

For seven cells in five mice, intracellular recordings were
made simultaneous to extracellular recordings and showed the
components of SLEs (Figure 2D). The trains of bursts during
SLEs were qualitatively similar to the initial train of bursts at
the onset of SD (Figure 2C). However, the duration of the train
of bursts of an SLE was longer than the train of bursts at SD
onset (SLEs, 40.9 ± 4.2 s, 21 slices, 13 mice; train of bursts at SD
onset, 9.3 ± 0.8 s, 33 slices, 18 mice; Mann–Whitney test, U = 3,
p < 0.001). The similarity in the trains of bursts of SLEs and SDs
suggest that an SLE was a failure of bursts to trigger SD.

Comparisons Between Spreading Depolarization and
Seizure-Like Events
Incidence
During the first 60 min of exposure to 0 Mg2+/5 K+ aCSF, 31%
of mouse slices developed both SD and SLE (14/45 slices, 22
mice) while 49% of slices developed only SD (22/45 slices), and
18% of slices developed only SLEs (8/45 slices). The differences
were significant, with more slices exhibiting SD than SLE (SD,
36/45 slices; SLE, 22/45 slices, Fisher’s exact test, p = 0.0039,
Figure 2E1). Each slice developed significantly fewer SDs than
SLEs (SD, 0.8 ± 0.1; SLE, 3.2 ± 0.7; 45 slices, Wilcoxon matched
pairs signed rank test, p = 0.049; Figure 2E2).

Onset of Spreading Depolarization and Seizure-Like Event
The first SD occurred 33.6 ± 1.4 min after the slice was
transferred into the recording chamber with 0 Mg2+/5 K+ aCSF
(36 slices, 22 mice), which was not different from the first SLE
(37.1 ± 2.4 min, 22 slices, 21 mice; unpaired t-test, t(56) = 1.348,
p = 0.18; Figure 2E3). Among 14 slices that showed both SD and
SLEs, SD was more likely to develop before a SLE (SD as the first
event, 11/14 slices, SLE as the first event, 3/14 slices; Fisher’s exact
test, p = 0.0027). Thus, the onset of SD and SLE was similar, but
an SD was more likely to be the first event in our 0 Mg2+/5K+
aCSF preparation.

Amplitude and Half-Duration
When the DC shift was measured (for Methods, see
Supplementary Figure 1), SDs showed an average of a 4.7
times larger negative shift than SLEs (SD, −3.3 ± 0.4 mV, 36
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FIGURE 2 | SD and SLEs are two main types of events with distinct characters in the 0 Mg2+/5 K+ aCSF slice model. (A) Schematic illustrates the recording sites
for simultaneous field potential and whole-cell recordings in CA3. (B) A representative image of a recorded and biocytin-filled CA3 pyramidal cell. SL, stratum
lucidum; SP, stratum pyramidale; SO, stratum oriens. Scale bar, 20 µm. (C) Example of an SD. The intracellular and extracellular characteristics of SD are shown.
(D) Example of a SLE. The intracellular recording shows characteristics such as a sudden depolarization and extensive firing. (E) Comparisons between SD and
SLEs. (E1) In a 60-min recording period. SD showed a higher incidence than SLEs (two-sided Fisher’s exact test, p = 0.02; asterisk indicates p < 0.05. (E2) In a
60-min recording period, more SLEs occurred than SDs (Wilcoxon test, p = 0.01). (E3) The onset of the first SD and SLE was not significantly different (unpaired
t-test, p = 0.18). (E4) SD triggered a larger negative deflection than SLEs (Mann–Whitney test, p < 0.0001). (E5) SDs had a longer duration than SLEs
(Mann–Whitney test, p < 0.0001). No sex difference was observed (Supplementary Figure 2).

slices, 19 mice; SLEs, −0.7 ± 0.1 mV, 22 slices, 14 mice; Mann–
Whitney test, U = 12, p < 0.0001; Figure 2E4). When an SD’s
duration was estimated by doubling SD’s half-duration, SD had
duration more than twice the duration of SLEs (SD, 106± 9 s, 36
slices, 19 mice; SLE, 41 ± 4 s, 22 slices, 14 mice; Mann–Whitney
test, U = 12, p < 0.0001, Figure 2E5). No sex difference was
observed in these measures (Supplementary Figure 2).

Spreading Depolarization Propagation
Spreading Depolarization Spread to CA1 vs. Dentate
Gyrus
Propagation across gray matter is an important feature of
SD. When 0 Mg2+/5 K+ aCSF was used in the past, it was
suggested that SD that begins in CA3 appears to spread to

CA1 in hippocampus (Mody et al., 1987). Other studies using
rabbit hippocampal slices and focal K+ to elicit SD came to a
similar conclusion (Haglund and Schwartzkroin, 1984). A spread
to the dentate gyrus from CA3 through the upper blade has
been reported when SDs are induced near CA2 using a local
application of K+ (Buchheim et al., 2002). Note the site is
somewhat unclear because a diagram and text states CA1 but
the depiction and images show CA2 or CA3a, depending on
the septotemporal level, because the boundaries change with the
septotemporal axis. However, spread from this general area to the
dentate gyrus has not been studied before using 0 Mg2+/5 K+
aCSF. Therefore, we first confirmed that the SDs we observed did
spread and then asked how they spread. The site of origin of SD in
our experiments was CA3 regardless of the septotemporal level.
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Extracellular Recordings
We began by electrophysiological recording in two locations
using extracellular methods. First, we examined the propagation
of SD from CA3 to CA1 in 0 Mg2+/5 K+ aCSF. Extracellular
recording electrodes were placed in the CA3b (where onset of SD
was exhibited) and CA1b regions (Figure 3A1). In seven slices,

five developed an SD in CA3. In two of these slices, CA1 showed
an SD. Consistent with past reports, the onset of the negative DC
shift in CA1 was delayed from CA3 by an average of 8 s (range
5–11 s, Figure 3A2) whereas the initial train of bursts occurred
at similar time (<10 ms). These data are interesting because they
suggest neuronal activity can occur with short a delays but the

A

B

C

FIGURE 3 | Propagation of SD in mouse hippocampus. (A1) Schematic of dual field recordings in the CA3 and CA1. (A2) An SD propagated from CA3 to CA1. The
electrical recordings show a significant delay between CA3 and CA1 DC shift, corresponding to the delay in the optical image in (C). (B1) Schematic of dual field
recordings in the CA1 and the GCL. (B2) An SD propagated from CA3 to the GCL with a delay. (C1) An SD was accompanied by a changed in the intrinsic optical
signal. The difference in light transmission was calculated by subtracting a baseline image from the image acquired during SD. (C2) Consecutive images illustrate the
propagation of an SD. Diagonal dark lines were from the mesh underneath the brain slice. GCL, granule cell layer. Scale bar, 200 µm.
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large cell depolarization, occurring during the negative DC shift,
is first in CA3 and very slowly propagates to CA1.

Next, we examined the propagation of SD from CA3 to the
dentate gyrus. Extracellular recording electrodes were placed in
the CA3 PCL and GCL at the crest of the dentate gyrus, which
was chosen because it is the furthest point from CA3 in the GCL
(Figures 3B1,B2). In two slices with these recording locations,
both slices showed SD in the GCL with a long delay of 26.7 s
(range 24.9–28.5 s, two slices from two different mice). Our data
suggest that SD that develops in CA3 during superfusion of 0
Mg2+/5 K+ aCSF can propagate to both CA1 and dentate gyrus
and with different delays, and the delay from CA3 to the dentate
gyrus appears to be longer than the delay from CA3 to CA1.

Intrinsic Optical Imaging
Spreading depolarization-induced neuronal swelling changes the
light transmission. Specifically, the light transmission increases
when an upright brightfield microscope is used (Figure 3C1,
Buchheim et al., 2002; Mané and Müller, 2012). We used this
characteristic of SD to examine the path of the SD wavefront
across hippocampal subregions in our slice preparation.

To capture changes in light transmission that reflected SD
propagation, images of SDs were taken and subtracted from the
baseline image (see Methods and Figure 3C1). Figure 3C2 shows
images selected in temporal order throughout an SD. In 9/11
imaged slices the wave fronts of the SDs all emerged from CA3
(Figure 4). SDs of the exceptional two slices were not fully imaged
so the emergence of their wavefronts was unclear. Within the
nine slices, 44% of SDs propagated into both CA1 and the whole
dentate gyrus (4/9 slices). Other SDs propagated either only into
the whole dentate gyrus (2/9 slices), or only into hilus (2/9 slices),
or only into CA1 (1/9 slices). The direction of SD propagation
was either toward CA1 or toward the dentate gyrus or both. No

association between propagation pattern and dorsoventral axis of
hippocampus was observed.

To quantify the propagation speed of SDs, we measured the
length of the SD traveling path among our defined regions of
interests (see section “Calculation of Spreading Depolarization
Propagation Speed”) and the time that elapsed from the start
of the path to its end. The propagation speed from CA3 to
CA1 was 4.4 ± 1.6 mm/min (range 2.6–8.6 mm/min, five slices,
three mice). The propagation speed from CA3 to the crest of
the GCL in the dentate gyrus was 2.7 ± 0.5 mm/min (range
1.8–4.6 mm/min, nine slices, four mice). Propagation speed
from CA3 to CA1 was not statistically different from the speed
from CA3 to GCL [unpaired t-test with Welch’s correction,
t(4.706) = 2.284, p = 0.07].

The Supplementary Video 1 shows the emergence,
propagation, and recovery of an SD using original brightfield and
pseudocolored images. Taken together, these results show that
most SD wave fronts emerge from CA3 in 0 Mg2+/5 K+ aCSF.
SD then spreads both in the direction of the trisynaptic circuit,
i.e., to CA1, and in the opposite direction of the trisynaptic
circuit, i.e., to the dentate gyrus. The speeds are similar and
consistent with past studies (Obeidat and Andrew, 1998;
Buchheim et al., 2002).

Spreading Depolarization Spread From Upper to
Lower Blades of the Dentate Gyrus
When SDs in CA3 propagated toward the dentate gyrus, 25% of
SDs (3/12 slices, 6 mice) reached the hilus and/or upper blade of
GCL but then stopped spreading to the other parts of the dentate
gyrus. The rest of the SDs (9/12 slices, 6 mice) traveled to the
upper blade and then spread to the crest and finally the lower
blade (Figure 5A).

A

B

FIGURE 4 | The initial wave of SD often begins in CA3 in 0 Mg2+/5 K+ aCSF. (A) Time lapse images show the initiation site of an SD in CA3. The images during SD
were first subtracted from a baseline image and then pseudocolored. Warmer color indicates higher light transmission and cooler color reflects lower light
transmission. The increase in light transmission began in both SP and SL of CA3 before a wave front became prominent. Stars: recording sites in CA3 and CA1.
Arrowheads: dark areas reflecting the mesh underneath the slice. Scale bar, 200 µm. (B) Same images from panel (A) were thresholded so that areas with the
greatest change in light transmission in CA3 could be distinguished (dashed red lines).
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A B1

B2

FIGURE 5 | Propagation of SD within the dentate gyrus. (A) SD that
propagated from upper to lower blades occurred in the majority (77.8%) of
optically recorded slices. (B1) A schematic of SD propagation. The red arrow
indicates the observed direction of SD propagation. (B2) Representative
traces of light changes in CA3b (a), GCL, upper blade (b), GCL, crest (c), and
GCL, lower blade (d). Red arrowheads indicate the time when light
transmission began the most rapid change, and shows the propagation of SD
schematized in (B1).

Spreading depolarizations we observed entered the dentate
gyrus in two separate waves: into the hilus and into the lateral
tip of upper blade (Figure 3C2). Although the lateral tip of lower
blade of GCL was also approached by the wave front (Figure 4),
it seemed to occur with entry into the hilus, which spread into the
entire area between both blades rapidly. The wave front stopped
at the boundary of hilus with the GCL. The wave front that
entered the upper blade moved through the GCL and molecular
layer together and followed the curvature of the GCL so that
it traveled from upper blade to crest to lower blade in a slow
continuous wave (Figure 5B1).

Quantification of light transmission supported the
propagation pattern of SD wave front. The onset of sharp
rise of light transmission happened in sequence among

CA3b (Figure 5B2a), GCL upper blade (Figure 5B2b), GCL
crest (Figure 5B2c), and GCL lower blade (Figure 5B2d).
Interestingly, after the first peak in light transmission there was
a short drop of light transmission followed by an increase of
light transmission in the GCL and molecular layers (Figure 5B2,
Supplementary Video 1). This secondary increase in light
transmission was also observed in CA3 and CA1, and the
underlying cellular correlates remain unclear.

To quantify the speed of propagation within the dentate
gyrus, we measured the length of SD propagation by following
SD’s traveling path, and the time spent from upper blade,
crest to lower blade (see section “Calculation of Spreading
Depolarization Propagation Speed”). The speed of propagation
was 2.8 ± 0.5 mm/min (range 1.4–4.0 mm/min, seven
slices, four mice).

Seizure-Like Events Showed Increased
but Weak Intrinsic Optical Signals
Next, we quantified changes in light transmission of SLEs.
Figure 6 compares the change in light transmission of SDs
to SLEs. In contrast to SD (Figure 6A2), the change in
light transmission during the SLEs was minimal (Figure 6B2.
However, although changes in light transmission in SLEs were
small, they were significantly greater than baseline [one sample
t-test, CA3, t(6) = 4.75, p = 0.0032; CA1, t(6) = 3.96, p = 0.0075].

It was not surprising that the percent change of maximal light
transmission of SD was greater than SLEs [two-way ANOVA, SD
vs. SLEs, F(1,34) = 12.69, p = 0.0011; CA3 vs. CA1, F(1,34) = 0.34,
p = 0.3376; interaction, F(1,34) = 0.3585, p = 0.5533; Figure 6C].
This was true for CA1 (SD, 118.4 ± 4.7%, 12 SDs in 12 slices,
6 mice vs. SLEs, 104.0 ± 1.0%; 7 SLEs in 7 slices, 3 mice;
p = 0.03, Tukey’s multiple comparison test) but not for CA3
(SD, 113.0 ± 2.1%, 12 SDs in 12 slices, 6 mice vs. SLEs,
102.7± 0.6%; 7 SLEs in 7 slices, 3 mice; p = 0.18, Tukey’s multiple
comparison test). These data suggest that electrical recordings are
quantitatively more sensitive than light transmissions.

In summary, SLEs showed a very small but detectable change
in light transmission. The data are consistent with studies
showing an increase in light transmission associated with an
increase in neuronal activity (MacVicar and Hochman, 1991;
D’Arcangelo et al., 2001).

DISCUSSION

Summary
In the present study, we first addressed methods to use mouse
slices to study SD and SLEs during exposure to 0 Mg2+/5 K+
aCSF. We made several new insights (Table 2). We recorded
these events using extracellular recording, whole-cell recording,
and intrinsic optical imaging, which was advantageous both
temporarily and spatially. We found that the chamber mattered:
SD was more likely to develop in submerged mouse slices in an
interface-like than in a classic submerged chamber. Species also
mattered: mouse hippocampal slices developed SD and rat slices
did not show SD. However, both species showed SLEs. Notably,
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A

B C

FIGURE 6 | SDs but not SLEs, show prominent changes in light transmission. (A1) Schematic of the path of light transmission in panel A2. Arrow indicates the
propagation of the observed SD. (A2) Change of light transmission initiated in CA3 (solid line) and then followed by CA1 (dashed line) with a delay. (B1) Schematic of
the region of interests (stars) in panel B2. (B2) A SLE showed subtle changes in light transmission (expanded in b) without a long delay between CA3 (solid line) and
CA1 (dashed line). (C) SDs had significantly higher changes in light transmission than SLEs [two-way ANOVA, SD vs. SLEs, F (1,34) = 12.69, p = 0.0011; CA3 vs.
CA1, F (1,34) = 0.34, p = 0.3376; interaction, F (1,34) = 0.3585, p = 0.5533].

TABLE 2 | Summary of new insights.

• Spontaneous SD following exposure to 0 Mg2+/5 K+ aCSF in submerged mouse slices occurs in the majority of slices but occurs only once or twice in the first
hour of recording. SD does not appear to depend on an immature age or sex.

• Trains of bursts or what we call SLEs occurred in a robust manner, usually after SD, and occurred repetitively for the first hour of recording. SLEs were
stereotypical in morphology, and associated with a change in optical transmission, but optical transmission changes were minimal relative to SD.

• SD began with a flurry of bursts followed by the large negative DC shift that is typical of SD. The flurry of bursts was similar to the trains of bursts that comprised
SLEs, suggesting they may be related. Upon recovery there were often trains of synchronized activity (usually called afterdischarges).

• The fact that SD occurred and usually SLEs followed suggests that SDs could delay, interfere, or inhibit SLEs. The fact that SLEs occurred after SD and SD
rarely repeated suggests that SLEs may have inhibited SD.

• Like focal stimulation to an area near CA2 (Buchheim et al., 2002), spread to the dentate gyrus from CA3 followed a path that typically involved slow invasion of
the upper blade GCL and molecular layer from lateral tip to crest and then lower blade. Spread could also involve the entire hilar region, which has not been
reported before. The optical transmission changes obeyed the GCL/hilar border in all cases, suggesting a novel aspect of the GCL/hilar border.

• Spread to CA1 from CA3 was delayed for the negative DC shift but minimal delay occurred for the initial electrical activity. In the dentate gyrus both were
significantly delayed.

• Quantification of the optical transmission changes showed fluctuations during SD that were not observed by eye. These fluctuations varied from subfield to
subfield, suggesting different dynamics of cell swelling that quantification can show better than the typical pseudocolor analyses.

A summary of new insights gained from the Results are listed. These are discussed in the “Results and Discussion” sections.

recording and imaging both SD and SLEs provided a chance to
examine them in ways that have rarely been done in the past.

Intrinsic optical imaging allowed us to examine the emergence
of the SD wave front and SD propagation without investing
in additional dyes, transgenic mice, or equipment. Within
hippocampus, we found that the majority of SDs initiated in
CA3. Because of our imaging field only covered the hippocampus
with limited cortical areas, we cannot exclude that SDs initiated

in the small part of the cortex attached to the hippocampus
(Martens-Mantai et al., 2014). Interestingly, when we recorded
extracellular electrical activity in CA3 and CA1 simultaneously,
the SDs began with a train of bursts with less than 10 ms
delay between CA3 and CA1. However, the negative DC shift
in CA3 immediately followed the train whereas in CA1 it
was clearly delayed. The concurrent trains of bursts may have
propagated synaptically from CA3 to CA1 but the drastic
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cell depolarization that underlies the DC shift relies on other
mechanisms. Alternatively, the entorhinal cortex (EC) innervates
both CA3 and CA1 pyramidal cells (Witter et al., 2017) and may
trigger trains of bursts.

In hippocampus, SD propagated along the direction of classic
trisynaptic circuit into CA1 and in the opposite direction into
dentate gyrus. Among SDs that propagated into dentate gyrus,
they traveled in a way that is not consistent with the idea that
SD spreads in all directions by a simple process. Instead, SDs
propagated in two separate waves—one moved into hilus and
the other moved along molecular layer and GCL. The wave
front that propagated into hilus obeyed the boundary between
GCL and hilus, and it dissipated in hilus. The wave front that
moved into molecular layer and GCL propagated from upper
blade to crest, and then lower blade. The wave front encompassed
the entire molecular layer without involving adjacent layers in
CA1 or the hilus.

Other researchers have also studied the DG, although
with different methods. Obeidat and Andrew (1998) found
that oxygen and glucose deprivation led to changes in light
transmission in CA1 and the DG at a similar time. In contrast,
focal application of high potassium to an area near the CA1
border with CA2 led to more of a change in the adjacent CA1
only. One limitation was the area near the lower blade was
cropped so it was not visible for the reader.

The results of oxygen and glucose deprivation were striking.
Interestingly, their images of the DG suggest a distinct pattern
of spread in some ways and similarities to our data in other
ways. The differences included invasion first of the upper blade
molecular layer, which was not fully invaded. At that time the
GCL did not appear to have light transmission changes but after
that time the GCL showed striking changes and did so throughout
the upper blade GCL. This pattern is quite different from what
we found, where both the molecular layer and adjacent part
of the GCL showed optical transmission changes at the same
time. Furthermore, there was initiation at the lateral tip of the
upper blade and then movement to the center of the upper
blade, border with the crest region, the crest, and finally the
lower blade. Another difference was a general lack of invasion
of the hilus when oxygen and glucose deprivation was studied.
However, there was a general pattern of spread from upper to
lower blade in both models of SD. The differences could be partly
explained by generation of SD in CA1 by oxygen and glucose
deprivation and generation in CA3 for our work. Also, lack of
hilar participation could simply be due to a larger hilar area in our
horizontally prepared sections compared to transverse sections
used for oxygen and glucose deprivation. Hilar involvement
would also be more likely with CA3 playing a major role in SD
initiation because of the CA3 backprojecting axons to the hilus
(Scharfman, 2007).

Another group also provided a beautiful study of how the
DG is invaded by SD (Buchheim et al., 2002). Buchheim et al.
(2002) used local pressure application of 1M KCl in an area they
stated was CA1 but could be CA2 or CA3a from the information
in the figures. They found spread of SD into CA3 and then the
upper blade, with subsequent spread toward the lower blade. The
example that was shown had the lower blade clipped partially and

at low power, so the hilus and GCL border were not entirely clear
and some of the lower blade was absent entirely. There was late
activity that could be part of the lower blade of the lower hilus
- it is hard to say. One notable difference from our findings is
invasion of the hilus seems absent except for the possibility of
the late activity in the lower hilus. Our findings showed invasion
could occur in the hilus extensively. The reason may be the
septotemporal level of the slice, which was somewhat dorsal in
the example of Buchheim et al. (2002). The backprojection from
CA3 to the hilus is not as prominent in the dorsal hippocampus
(Scharfman, 2007). Another noteworthy distinction is that the
perforant path innervation of the DG is more robust in the
horizontal plane in temporal sections (Witter et al., 2017). Dorsal
sections transect the connections more. Thus, EC SD can spread
to the DG readily in some ventral slices but not dorsally. Indeed,
Buchheim et al. (2002) include a very nice diagram that shows
spread from CA3 to the EC but no spread from the EC to the DG.

Our report is distinct in the ways described above, and the
first one to show the SD propagation pattern in the DG using 0
Mg2+/5 K+ aCSF.

The consistent direction of SD propagation across different SD
induction models suggests that a common structural factor, e.g.,
the components of the neuropil like the extracellular matrix and
vasculature which is not necessarily homogeneous. In particular,
the GCL/hilar border has a very different milieu, which makes it
subject to injury (Soltesz et al., 1995).

In addition to SD, SLEs developed in 0 Mg2+/5 K+ aCSF. SD
and SLE had distinct characteristics: (1) the negative DC shift of
SDs were more than 5× that of SLEs’; (2) SDs were approximately
6× longer than SLEs; and (3) SDs had approximately 7× larger
changes in light transmission than SLEs. However, the trains of
bursts underlying SLEs were quite similar to those before SD.
These results suggest that once a SLE is initiated in CA3, it could
complete as a SLE or trigger an SD. Possible factors that could
switch the progression of a SLE into an SD may be related to
the degree the slice preparation preserves the recurrent collaterals
of CA3 PCs, which would allow greater synchrony and in turn,
greater local accumulation of ions. The mossy fiber pathway may
also be a factor, because it can vary in the degree it is maintained
in a slice also; if well maintained its normally high concentration
of glutamate can be released onto CA3 PCs to a greater extent,
facilitating SD. Although our data do not suggest major variations
in these factors, slices can vary from one to the next and from one
animal to another.

Taken together, our optimized model with 0 Mg2+/5 K+
aCSF led to a slow development of both SD and SLEs, which
provides an opportunity to study these events without the typical
trigger where the stimulus is immediately followed by SD.
Additionally, our preparation also provided great temporal and
spatial resolution by combining electrophysiological recording
and optical imaging. We therefore think that this experimental
model has many uses to advance our understanding of
mechanisms of SD and interactions between SD and SLEs.
Also, one could use the approach for validating preclinical
drug candidates by taking advantage of a controlled ex vivo
environment and relevance to disease mechanisms of migraine,
TBI, stroke, etc.
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The Importance of the Recording
Chamber
Submerged slices seem to be a suboptimal condition for SD and
even the development of epileptiform activity when compared
to slices situated at an interface of oxygenated solution and air.
Thus, slices maintained in an interface chamber from rats showed
both SD and epileptiform bursts in 0 Mg2+ aCSF (3–5 mM K+;
Mody et al., 1987; Gloveli et al., 1995; Kovács et al., 1999), but
only bursts were reported in submerged rat hippocampal slices
in 0 Mg2+ aCSF (2–5 mM K+; Lewis et al., 1989, 1990; Neuman
et al., 1989; Churn et al., 1991; Kojima et al., 1991; Billard et al.,
1997; Wahab et al., 2009). When rat slices in a classic submerged
chamber were compared with rat slices in an interface chamber,
using experimental conditions that were otherwise the same,
fewer submerged slices showed epileptiform bursts than slices in
the interface chamber (Schuchmann et al., 2002).

Regarding anoxia-induced SD (hypoxia with normal glucose
concentrations), SD occurred in an interface chamber but not in
a classic submerged chamber (Croning and Haddad, 1998). Our
data are consistent with these findings. On the other hand, when
oxygen and glucose deprivation are used to induce SD, it has been
shown that submerged slices exhibit SD (Juzekaeva et al., 2020;
Grube et al., 2021).

Both SD and SLEs both have components of synchronized
activity. An in vitro environment that supports synchronized
activity would aid the development of SD and SLEs, and oxygen
supply could be a critical player. The oxygen in interface
chambers is supplied from carbogen-saturated humidified air
and aCSF, while carbogen-saturated aCSF is the sole oxygen
resource in submerged chambers. Since only a limited amount of
oxygen can dissolve in aCSF, the direct contact with humidified
air in an interface chamber has been considered as a more
efficient way to supply oxygen than slices that obtain all oxygen
from aCSF in a submerged chamber (Aitken et al., 1995). In
interface chambers, rat brain slices showed in vivo-like rhythmic
oscillations generated by synchronized cell activity (von Krosigk
et al., 1993; Sanchez-Vives and McCormick, 2000; Case and
Broberger, 2013). In submerged chambers, however, similar
observations of synchronized activity seem possible only when
oxygen supply is increased by superfusing aCSF above and below
slices and using a fast flow rate (Hájos and Mody, 2009; Hájos
et al., 2009). We found that the likelihood of developing SD in
mouse slices significantly increased in an interface-like chamber,
where 80% of mouse slices developed SD in an interface-like
recording chamber when compared to 19% of slices in a classic
recording chamber. Our results agree with previous findings that
synchronous activity appears to be better supported in interface
chambers. Furthermore, our results support the hypothesis that
oxygen supply is important in SD and SLEs.

Species Differences in the Development
of Spreading Depolarization in 0
Mg2+/5 K+ Artificial Cerebrospinal Fluid
When mouse and rat slices were compared in the same
preparation (interface-like chamber, fast flow, and 0 Mg2+/5 K+
aCSF), we found that SLEs were observed in slices from both

species while SDs were exclusively in mouse slices, at least for
SDs and SLEs following 0 Mg2+/5 K+ aCSF exposure. The
discrepancy may be explained by the preservation of circuit
components. We prepared both mouse and rat hippocampal
slices using the same thickness (350 µm). When using the
same thickness, others have been proposed that mouse slices
are likely to preserve more connections and circuit properties
than rat slices (Heinemann et al., 2006). This argument is based
on the idea that, as similar brain circuitry is compressed in
the mouse relative to the rat, the compression would force
more elements into a smaller volume in mouse compared to
rat. In support, it was stated that epileptiform activity is more
readily elicited in mouse than rat (Heinemann et al., 2006).
However, our experience is distinct from Heinemann et al. (2006)
because we do not necessarily find epileptiform activity more
readily elicited in mouse. For example, when mouse slices were
exposed to a buffer than increased excitability, the latency to
spontaneous epileptiform activity in the EC was longer than rat
(Duffy et al., 2015).

It is also possible that the rat slices need more oxygen because
they are larger in surface area, despite the same thickness as the
mouse slices. Another possibility to explain the species difference
could be related to age. The ranges of ages overlapped but the
youngest mice were younger than the youngest rats. On the other
hand, we tested very young rats and mice (postnatal day 21–22)
and we obtained similar results—rat slices did not exhibit SD, but
mouse slices did. Therefore, age did not appear to be a factor in
species differences.

Spreading Depolarization vs.
Seizure-Like Events in 0 Mg2+/5 K+

Artificial Cerebrospinal Fluid
In slices that developed both types of events, 73% of slices
developed SD first. Most slices exhibited only one SD (32 of
33 slices; the exceptional slice had three SDs) in the first hour
of 0 Mg2+/5 K+ aCSF incubation. On the other hand, a slice
could show multiple (1–16) SLEs with or without developing SD.
These results are consistent with the suppression, interference, or
delay of neural activity after SD. For example, in rat slices in an
interface chamber, SDs occur spontaneously after 0 Mg2+/5 K+
aCSF exposure but only every 15 min. For minutes after
an SD, responses to afferent stimulation in CA3 were weak
(Scharfman, unpublished observations).

Both SD and SLEs developed in CA3 of mouse hippocampal
slices in 0 Mg2+/5 K+ aCSF. When we examined the onset of
SD, we found trains of bursts that were very similar to SLEs,
but shorter. Why these bursts are followed by SD sometimes,
but otherwise they do not appear to do so, is not clear. It could
be the bursts are triggered by different mechanisms, one due to
entorhinal cortical input and one intrinsic to CA3. These different
mechanisms may recruit feedforward or feedback inhibition
more for SLEs and less for SD. Another possibility is that SLEs
sometimes trigger SD and sometimes do not. This hypothesis
is consistent with the idea that SD can be a natural anti-seizure
mechanism where a seizure triggers SD and then SD suppresses
activity for some time afterward (Tamim et al., 2021).
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Propagation of Spreading Depolarization
We found that SD typically began in CA3. We used two methods
to identify this: electrical recording from more than one location
and intrinsic optical imaging. Since our imaging field was limited,
our method did not allow us to determine if SD began in an
extrahippocampal area but use of a lower power objective could
do so in the future. An increase of light transmittance propagated
toward both CA1 and dentate gyrus with up to 30% transmittance
change locally. Interestingly, SLEs only showed subtle changes in
the intrinsic optical signals (2%) but it was possible to visualize
the small changes. It is possible that more detail might be clear
with other wavelengths, such as 460–560 nm used previously
(Mané and Müller, 2012). However, our recording at 775 nm was
certainly sufficient.

Our analysis of SD propagation to the dentate gyrus is one
of the few studies that have examined this issue. We found that
SD propagated from CA3 to the dentate gyrus in a pattern that
was unlike a unidirectional wave which approached the upper
and lower blade simultaneously before the wavefront reached
crest. Instead, SD circled around the dentate gyrus through
upper blade, crest, and then lower blade. This pattern of SD
spread from upper to lower blade was described before in
response to SD elicited by focal K+ stimulation to site near CA2
(Buchheim et al., 2002). Spread from upper to lower blade was
also noted by Obeidat and Andrew (1998).

The reason for spread from upper to lower blade is not
completely clear. There was no evidence that the lower blade
had lower viability or better viability in our slices, based on
viewing the cells in the slice with IR-DIC at 40×. Patched GCs
from the lower blade were healthy and similar to the GCs in
the upper blade.

Advantages and Disadvantages of Our
Methods
There are several advantages to the methods that we used.
One advantage is to use the potent ability of reduced levels of
[Mg2+]o to release its normal inhibition of SD (Santos et al.,
2016). To preserve our slices during dissection and recovery,
we used Mg2+ in the aCSF, but during recording and imaging
it was removed. Use of this model is relevant to SD because
there is a reduced Mg2+ block of the NMDA receptor, which
is a receptor that becomes unblocked by depolarization as well
as removal of Mg2+ from the aCSF. Depolarization occurs
during the insult to the brain during TBI, seizures, and NMDA
receptors are likely to become less blocked. Therefore, reducing
[Mg2+]o helps simulate the events during SD that occur during
TBI and seizures. However, reducing [Mg2+]o also has other
effects. As noted before, the dynamics of intracellular Ca2+ and
frequency facilitation are affected, with facilitation promoted
(Mody et al., 1987).

Regarding [K+]o, our model also was advantageous in that
raising [K+]o simulates the slow rise in [K+]o after ischemic
injury that leads to SD (Erdemli et al., 1998). In epilepsy, a rise
in [K+]o occurs at the onset of seizures and is thought to play
a role in generation of the ictal state (Scharfman, 2015) which
is typically followed by SD (Ssentongo et al., 2017). Therefore, by

raising [K+]o we simulated some of the changes that occur during
SD in vivo in clinically relevant conditions.

On the other hand, as pointed out by Maslarova et al. (2011),
in epileptic tissue there can be a resistance to SD and this was
suggested to be due to a relatively high level of [K+]o to foster SD.
The threshold concentration of [K+]o to facilitate SD in control
slices was significantly lower than epileptic slices. Remarkably,
the [K+]o thresholds in that study were far above 10 mM whereas
in our tissue we raised [K+]o from 3.5 to 5 mM, much less of a
change. There were several differences in the studies that could
explain the discrepancies in concentrations of [K+]o required to
promote SD, such as use of neocortex and human tissue, and
other factors such as 500 µm-thick slices.

Use of 0 Mg2+/5 K+ aCSF is also useful as a comparison to
osmotic stress or oxygen and glucose deprivation. A very
comprehensive recent study compared osmotic stress,
oxygen/glucose deprivation, and focal methods using normal
aCSF (Frank et al., 2021). Both osmotic stress and oxygen/glucose
deprivation led to spontaneous SD, and SD had incomplete
recovery and injury compared to SD induced by focal methods
in normal aCSF. There was greater spread of SD induced by
osmotic stress and oxygen/glucose deprivation than the SD
induced by focal methods in normal aCSF. In the present
study, 0 Mg2+/5 K+ aCSF induced SD that appeared to recover
completely and extensive neural injury did not seem to occur.
One reason may be that there is less risk of injury with 0
Mg2+/5 K+ aCSF because of the relative lack of osmotic stress
and presence of oxygen and glucose. If that is true, the 0
Mg2+/5 K+ aCSF provides a method to induce spontaneous
SD that is not as severe in consequences, something that may
be relevant to SD in migraine where neurons may not become
damaged despite repetitive migraines. On the other hand,
osmotic stress and oxygen/glucose deprivation may be more
relevant to TBI and stroke that lead to severe damage.

Our slice model provides a method to expand the repertoire of
a patch clamp rig to study spatiotemporal dynamics of both SD
and SLEs without costly investments. While we found limitations
with the classic submerged chamber, a slight modification to use a
design more like an interface chamber circumvented the problem.
This interface-like design can be fabricated or, as was the case in
our study, purchased. The cost of a chamber was one of the few
investments our methods required. Using a fast flow rate seemed
important and is highly feasible.

Although rat slices could be used with the interface-like
chamber, SD was not common. This might be circumvented
by a mini-slice (if the problem is the large size of the slice,
mentioned above), but then all subfields could not be imaged.
Therefore, rat studies of SD are feasible with our methods
but will require more animals to sample SD enough for
statistical comparisons.

One advantage of our methods was that SD occurred faster
than in prior studies using a classic interface chamber. SD
only spontaneously developed after 2 h of 0 Mg2+/5 K+ aCSF
exposure in a previous study and that spontaneous SD only was
mentioned as occurring once (Mody et al., 1987). In comparison,
we observed spontaneously developed SD within the first hour of
0 Mg2+/5 K+ aCSF incubation.
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The methods can potentially be used with ways to induce SD
other than 0 Mg2+/5 K+ aCSF, such as local high K application,
low calcium, ouabain, etc. It also can be used with transgenic
mice, optogenetics, chemogenetics, and other methods currently
used in research. Pharmacology is more readily used with the
submerged chamber designs due to a smaller volume in the
chamber compared to classic interface chambers. Therefore, drug
studies and preclinical studies are facilitated by our methods.

The ability to induce both SD and SLEs is also useful for
future studies of neuronal excitability and preclinical studies for
epilepsy. For example, when a drug will be inhibitory to SD but
facilitate SLEs is important to identify. The opposite, a drug that
inhibits SLEs but leads to more SD is important.

Although we found no sex differences in the development of
SD in mouse hippocampal slices, this may simply be due to the
fact that the mice had not yet reached sexual maturity (Bell, 2018).
Extending our findings into adulthood will be valuable in the
future because of sex differences and hormonal regulation of in
SD (Scharfman et al., 2003; Harte-Hargrove et al., 2013; Skucas
et al., 2013; Scharfman and MacLusky, 2014). This topic has
important translational implications because of sex differences
in migraine and epilepsy (Scharfman and MacLusky, 2008, 2014;
Vetvik and MacGregor, 2017).

There are also some disadvantages to the methods that we
used. Although we were able to examine SD without a focal
stimulus, the unpredictability of these SDs made it hard to trigger
the start of video at the baseline before SD occurred. One method
to circumvent the issue is to record throughout exposure to 0
Mg2+/5 K+ aCSF, and as digital acquisition and storage improve
such prolonged recording is likely to be easier.

CONCLUSION

Spreading depolarization and seizure-like events are both
products of hypersynchronized activity of brain cells. We
optimized a classic 0 Mg2+/5 K+ aCSF model for submerged
hippocampal slices so both SD and SLEs are spontaneously
developed within the first hour of 0 Mg2+/5 K+ aCSF exposure.
We also extended our ability to record intrinsic optical signals
without additional costs. With the relevance of SD and seizure
activity to many pathological conditions and neurological
disorders, this optimized model provides an opportunity to study
SD with temporal and spatial advantages. It could also address

how SD and SLEs interact with each other in a controlled
environment. We suggest that this model could be useful in
testing mechanisms and validating treatment targets in pre-
clinical studies.
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Neuronal cytotoxic edema is the morphological correlate of the near-complete
neuronal battery breakdown called spreading depolarization, or conversely, spreading
depolarization is the electrophysiological correlate of the initial, still reversible phase
of neuronal cytotoxic edema. Cytotoxic edema and spreading depolarization are thus
different modalities of the same process, which represents a metastable universal
reference state in the gray matter of the brain close to Gibbs–Donnan equilibrium.
Different but merging sections of the spreading-depolarization continuum from short
duration waves to intermediate duration waves to terminal waves occur in a plethora
of clinical conditions, including migraine aura, ischemic stroke, traumatic brain
injury, aneurysmal subarachnoid hemorrhage (aSAH) and delayed cerebral ischemia
(DCI), spontaneous intracerebral hemorrhage, subdural hematoma, development
of brain death, and the dying process during cardio circulatory arrest. Thus,
spreading depolarization represents a prime and simultaneously the most neglected
pathophysiological process in acute neurology. Aristides Leão postulated as early as the
1940s that the pathophysiological process in neurons underlying migraine aura is of the
same nature as the pathophysiological process in neurons that occurs in response to
cerebral circulatory arrest, because he assumed that spreading depolarization occurs in
both conditions. With this in mind, it is not surprising that patients with migraine with aura
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have about a twofold increased risk of stroke, as some spreading depolarizations
leading to the patient percept of migraine aura could be caused by cerebral ischemia.
However, it is in the nature of spreading depolarization that it can have different
etiologies and not all spreading depolarizations arise because of ischemia. Spreading
depolarization is observed as a negative direct current (DC) shift and associated with
different changes in spontaneous brain activity in the alternating current (AC) band
of the electrocorticogram. These are non-spreading depression and spreading activity
depression and epileptiform activity. The same spreading depolarization wave may be
associated with different activity changes in adjacent brain regions. Here, we review
the basal mechanism underlying spreading depolarization and the associated activity
changes. Using original recordings in animals and patients, we illustrate that the
associated changes in spontaneous activity are by no means trivial, but pose unsolved
mechanistic puzzles and require proper scientific analysis.

Keywords: migraine aura, traumatic brain injury, circulatory arrest, subarachnoid hemorrhage, spreading
depolarization, spreading depression, brain death, brain ischemia

INTRODUCTION

The brain is the most complex structure known in the
universe. In this electrochemical organ, consciousness arises in
a hitherto unknown way, which can perceive, feel, think and
react, and which is periodically switched off and on again.
Compared with these complex phenomena, the nature of the
basic electrochemical process that occurs when neurons in the
gray matter of the brain die under severe oxygen and glucose
deprivation is relatively simple and, in effect, no different
from the dying process in other cells of the body under the
same conditions. Nevertheless, in the brain gray matter this
electrochemical process has some interesting features that could
result from the special structures that neurons have for processing
information. These peculiarities include, for example, that this
electrochemical process does not proceed slowly and steadily
to completion as in other body cells, but abruptly reaches
90% within a few seconds about 1–5 min after the onset of
severe energy deficiency, then apparently pauses for a while,
and finally proceeds to completion unless the supply of oxygen
and glucose resumes in time and recovery takes place. Another
peculiarity is that it typically propagates slowly at a rate of
2–9 mm/min through the tissue in the form of a giant wave

Abbreviations: AC, alternating current; aSAH, aneurysmal subarachnoid
hemorrhage; ACSF, artificial cerebrospinal fluid; [K+]ACSF, artificial cerebrospinal
fluid with an elevated K+ concentration; BOLD, blood oxygen level-dependent;
CNS, central nervous system; COSBID, Co-Operative Studies on Brain Injury
Depolarizations; DCI, delayed cerebral ischemia; DW, diffusion-weighted;
DC, direct current; ECoG, electrocorticography; EEG, electroencephalography;
[Ca2+]o, extracellular Ca2+ concentration; [K+]o, extracellular K+ concentration;
[Na+]o, extracellular Na+ concentration; FHM, familial hemiplegic migraine; IEE,
ictal epileptic events; [K+]i, intracellular K+ concentration; [Ca2+]i, intraneuronal
Ca2+ concentration; [Na+]i, intraneuronal Na+ concentration; IOS, intrinsic
optical signal; MRI, magnetic resonance imaging; MCAO, middle cerebral artery
occlusion; NUP, negative ultraslow potential; L-NNA, NG-nitro-L-arginine;
NO, nitric oxide; NOS, nitric oxide synthase; ROS, reactive oxygen species;
rCBF, regional cerebral blood flow; SPECT, single-photon emission computed
tomography; SDEA, spreading depolarization with epileptiform activity; ptiO2,
tissue partial pressure of oxygen; TIA, transient ischemic attack; TBI, traumatic
brain injury.

(Woitzik et al., 2013; Kaufmann et al., 2017; Milakara et al., 2017).
Moreover, a similar giant wave can also occur in almost normal
brain gray matter for largely unexplained reasons spontaneously.
Under this condition, the event is only of short duration and
causes comparatively mild neurological deficits. These mild
deficits are referred to in neurology as migraine aura and usually
disappear again without any long-term sequelae (Dreier and
Reiffurth, 2015). Because neurons die faster than other body cells,
it has been hypothesized that this giant wave could facilitate cell
death (Gill et al., 1992; Mies et al., 1993; Busch et al., 1996; Takano
et al., 1996; Dreier et al., 2007). However, definitive proof of this
has yet to be provided and it is important that the wave is typically
reversible at first (Luckl et al., 2018; Dreier et al., 2022). With a
grain of salt (see below), the continuum from initially transient,
reversible giant waves to the terminal wave can be experimentally
triggered by flooding the tissue with increasing concentrations of
the Na+/K+-ATPase inhibitor ouabain (Balestrino et al., 1999;
Jarvis et al., 2001; Major et al., 2017). The neurons can remain
in the wave state for some time without immediately dying.
However, if this lasts for too long, they will die even though there
is no deficiency of oxygen and glucose (Bignami and Palladini,
1966; Cornog et al., 1967; Lees and Leong, 1996). Conversely,
the same giant wave can also be triggered when the Na+/K+-
ATPase can no longer be activated due to a lack of oxygen, glucose
and ultimately ATP (Jarvis et al., 2001; Somjen, 2001). However,
if oxygen and glucose are reintroduced into the neural tissue
shortly after the onset of the giant wave, ATP production starts up
again, the Na+/K+-ATPase can thus be activated and the neurons
survive (Ayad et al., 1994; Nozari et al., 2010; Luckl et al., 2018).
The Brazilian physiologist Aristides Leão was the first to propose
that this giant wave, now termed spreading depolarization,
occurs in both migraine aura and cerebral circulatory arrest
and is “of the same nature” in both conditions. He published
the relevant papers on this translational hypothesis as early
as 1945 and 1947 on the basis of animal observations, having
described traces of the underlying phenomenon and its normal
neurovascular response in animal experiments already in 1944
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(Leão, 1944a,b, 1947; Leão and Morison, 1945). In particular, the
experiments he describes in his 1947 paper are of refreshing
intellectual clarity, as relevant today as they were more than
70 years ago, and a must read for anyone scientifically or clinically
concerned with migraine aura and stroke. Specifically, Leão
and Morison wrote in their 1945 paper (Leão and Morison,
1945): “Much has been written about vascular phenomena both
in clinical epilepsy and the presumably related condition of
migraine. The latter disease with the . . . slow march of scotomata
in the visual or somatic sensory sphere is suggestively similar to
the experimental phenomenon [the spreading depression] here
described.” Leão (1947) wrote: “The results seem to indicate
that in the spreading depression of activity, a change of the
same nature as one resulting from prolonged interruption of the
circulation, occurs in the cerebral cortex. The electrical sign of
this change is the negative voltage variation.”

More than 70 years later, we have reached the point where
numerous studies including five meta-analyses have confirmed
the expected epidemiologic association between migraine with
aura and ischemic stroke based on Leão’s original hypothesis
(Etminan et al., 2005; Schurks et al., 2009; Spector et al., 2010;
Hu et al., 2017; Mahmoud et al., 2018; Oie et al., 2020). The
relative risk of ischemic stroke is doubled in people with migraine
with aura compared with those with neither migraine with
aura nor migraine without aura. In contrast, it is uncertain
whether the risk of ischemic stroke is altered in migraine patients
without aura (Oie et al., 2020), which is one of the arguments
that migraine with aura and migraine without aura share the
same headache type but generally do not share the spreading-
depolarization process. Regarding the pro and con arguments
in this controversy, we would like to refer to the following
more comprehensive account (Dreier and Reiffurth, 2015). Most
importantly, the entire spreading-depolarization continuum
from short duration, to intermediate duration, to terminal waves
has now been clearly demonstrated electrocorticographically in
patients in all its facets and peculiarities during symptoms of
migraine aura (Major et al., 2020), alternating with electrographic
seizures [=ictal epileptic events (IEE)] during status epilepticus
(Fabricius et al., 2008; Dreier et al., 2012; Revankar et al., 2017),
in ischemic stroke (Dohmen et al., 2008; Woitzik et al., 2013;
Schumm et al., 2021; Sueiras et al., 2021), in traumatic brain
injury (TBI) (Strong et al., 2002; Fabricius et al., 2006; Hartings
et al., 2011b), in aneurysmal subarachnoid hemorrhage (aSAH)
and delayed cerebral ischemia (DCI) (Dreier et al., 2006, 2009;
Bosche et al., 2010; Oliveira-Ferreira et al., 2010; Hartings et al.,
2017b; Luckl et al., 2018; Sugimoto et al., 2018), including
both delayed transient ischemic attacks (TIA) (Dreier et al.,
2022) and delayed ischemic stroke (Luckl et al., 2018), during
spontaneous intracerebral hemorrhage (Fabricius et al., 2006;
Helbok et al., 2017), during subdural hematoma (Mohammad
et al., 2020), during the development of brain death (Carlson
et al., 2019; Dreier et al., 2019, 2022) and during the dying
process from circulatory arrest (Dreier et al., 2018b, 2022). In a
prospective, observational, multicenter cohort study in 138 TBI
patients, the occurrence of spreading depolarization clusters was
independently associated with poor outcome (Hartings et al.,
2020). In DISCHARGE-1, a recent prospective, observational,

multicenter, cohort, diagnostic phase III trial in 180 aSAH
patients, spreading depolarization variables were included in each
multiple regression model for longitudinal neuroimaging-proven
early, delayed, and total brain damage, outcome at 7 months, and
patient death (Dreier et al., 2022). These statistical results strongly
suggest that spreading depolarizations are an independent
biomarker of progressive brain injury, which is not astonishing
given that spreading depolarization experimentally represents the
injury potential of the brain’s gray matter (Major et al., 2020).

Surprisingly, it was not realized during several decades
that there is no contradiction between the so-called vascular
hypothesis of migraine by Harold Wolff and the neuronal
hypothesis of Aristides Leão (see above) (Leão and Morison,
1945; Dreier et al., 2007; Dreier and Reiffurth, 2015). Wolff ’s
vascular hypothesis posited that migraine aura arises from
intracranial vasoconstriction and migraine headache from
extracranial vasodilation (Blau, 2004). It is generally assumed
today that extracranial vasodilation is neither necessary nor
sufficient for migraine headache (Charles and Baca, 2013;
Pietrobon and Moskowitz, 2014). However, with respect to
migraine aura, this traditional controversy between the vascular
and neuronal theory dissolved when it became clear that
epipial, i.e., abluminal, application of the vasoconstrictor
polypeptide endothelin-1 is currently the most potent trigger of
spreading depolarization in rodents in vivo and that endothelin-
1 has this effect because of its vasoconstrictor properties,
causing an imbalance between energy supply and demand of
neurons (Dreier et al., 2002a). These findings have contributed
significantly to the hypothesis that endothelial dysfunction
could be one of the different etiologies leading to spreading
depolarization and migraine aura in certain circumstances
(Kleeberg et al., 2004; Dreier et al., 2007; Ducros, 2012; Dreier
and Reiffurth, 2015; Liman et al., 2015; Oliveira-Ferreira et al.,
2020; Paolucci et al., 2021). In recent clinical studies, intravenous
infusion of endothelin-1 induced aura symptoms neither in
healthy volunteers nor in patients with a history of migraine
aura (Hougaard et al., 2020a,b). However, these clinical findings
do not in any way contradict the assumption that endothelin-
1 could be involved in the development of migraine auras,
because endothelin-1 does not cross the blood–brain barrier
and becomes a vasodilator when applied intraluminally instead
of abluminally, since it causes the release of nitric oxide (NO)
under this condition (Kobari et al., 1994a,b). In addition to
ischemia, of course, there are countless other more or less harmful
triggers for spreading depolarization. Thus, the fact that some
migraine auras have a vascular etiology does not mean that all
migraine auras have a vascular etiology (van den Maagdenberg
et al., 2004; Leo et al., 2011; Brennan et al., 2013; Dreier and
Reiffurth, 2015; Jansen et al., 2020). It has been particularly
well established clinically and in animal experiments for familial
hemiplegic migraine (FHM) types 1 and 3 as examples of primary
neuronal disorders (Vahedi et al., 2000; Ducros et al., 2001; van
den Maagdenberg et al., 2004; Dichgans et al., 2005; Jansen et al.,
2020) and for FHM type 2 as an example of a primary astrocytic
disorder (De Fusco et al., 2003; Jurkat-Rott et al., 2004; Dreier
et al., 2005; Leo et al., 2011; Reiffurth et al., 2020; Smith et al.,
2020; Parker et al., 2021) that not only primary vascular but
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also primary neuronal and primary astrocytic dysfunctions can
lead to spreading depolarization. Indeed, it was already known
before the discovery of FHM mutations that primary astrocytic
dysfunction is a potent trigger of spreading depolarization
(Largo et al., 1996b).

For many decades, spreading depolarization was considered
by leading neurologists as a purely animal and experimental
phenomenon, whose transferability to humans fell into the realm
of “neuromythology” (Blau, 1992, 2004). Only a few have at
least assumed that it could occur in migraine aura, but at the
same time have often blanked out the fact that the occurrence
of spreading depolarization in migraine aura is only the tip
of the iceberg and spreading depolarizations have infinitely
more implications in neurology. Ultimately, Leão was correct in
highlighting the importance of spreading depolarization for both
human migraine aura and human cerebral circulatory disorders
based on his animal experiments (Leão and Morison, 1945; Leão,
1947). And, in retrospect, it is quite incomprehensible why this
prime mechanism of acute cerebral injury in the brain’s gray
matter was virtually always ignored in the preclinical preparation
of the myriad, consistently negative clinical neuroprotection trials
(Ginsberg, 2008). We now know that spreading depolarization
ends up being the phenomenon that can be reliably reproduced
across all species higher than mollusks (Spong et al., 2017;
Robertson et al., 2020), and in all models with preserved
cytoarchitecture (Kunkler et al., 2004; Pomper et al., 2006),
and plays a key role in the mammalian brain, including the
human brain, as a universal reference state in the cascades of
acute neuronal injury and damage development. Once again,
the dictum of Max Planck seems to prove true: “A new
scientific truth does not triumph by convincing its opponents
and making them see the light, but rather because its opponents
eventually die and a new generation grows up that is familiar
with it” (Planck, 1968). Many minds have contributed to the
recognition of the importance of spreading depolarizations to
neurology, most notably the Co-Operative Studies on Brain
Injury Depolarizations (COSBID1), founded in 2003, which
were based on a paper by Strong et al. (2002) who showed
that spreading depressions of cortical activity can be recorded
using subdural electrode strips in TBI patients. A particularly
valuable source of inspiration for understanding the underlying
mechanisms of spreading depolarization in physiological and
energy-depleted tissues remains George Somjen’s book, Ions in
the Brain (Somjen, 2004a).

THE SPREADING-DEPOLARIZATION
CONTINUUM

Spreading depolarization is observed as a negative direct current
(DC) shift using electrocorticography (ECoG) (Dreier, 2011;
Herreras and Makarova, 2020). The spreading-depolarization
continuum describes the spectrum from transient waves with
negative DC shifts of intermediate to short duration in less
ischemic or adequately supplied tissue, to terminal waves in

1www.cosbid.org

severely ischemic tissue characterized by long-lasting DC shifts
and transition of the neurons from the state of acute injury
to cell death (Dreier and Reiffurth, 2015; Hartings et al.,
2017a). The concept of the spreading-depolarization continuum
is important to understand why spreading depolarization is
a prime pathophysiological process in acute neurology. The
continuum is particularly easy to trace in focal cerebral ischemia
secondary to proximal cerebral artery occlusion. For example,
in Figure 1, the spreading depolarization continuum is shown
in progressively shorter negative DC shifts along an imaginary
path from the ischemic core across the penumbra to normally
perfused tissue after middle cerebral artery occlusion (MCAO)
(Koroleva and Bures, 1996; Dijkhuizen et al., 1999; Nallet et al.,
1999). Thus, the development of cell damage in focal cerebral
ischemia is characterized by wave-like exacerbations alternating
with partial recoveries (Dreier et al., 2018a). The simplified and
frequently used conceptual model postulates the existence of an
ischemic core in which neurons die more or less immediately. In
reality, however, energetic failure and spreading depolarization
initiating the neuronal damage occur along a dynamic continuum
in space and time (del Zoppo et al., 2011). Importantly, in focal
cerebral ischemia, at least 15 min must elapse during which
neurons are in the state of spreading depolarization before the
first neurons in the ischemic core begin to die (Heiss and Rosner,
1983; Memezawa et al., 1992; Shen et al., 2005; Pignataro et al.,
2007; Nozari et al., 2010; Luckl et al., 2018). This means that
when the animals are sacrificed 72 h later, no necrotic neurons
are found in the ischemic core if the ischemic core was reperfused
within 15 min, even though perfusion was very low and neurons
were persistently in the state of spreading depolarization during
the ischemic period (Luckl et al., 2018). Around the persistently
depolarized ischemic core, there is a spatially distinct region of
ischemic penumbra with functionally challenged neurons that
survive longer than those in the ischemic core (Hossmann,
1996). However, recurrent spreading depolarizations in the
penumbra may result in increased metabolic demand, additional
regional cerebral blood flow (rCBF) reduction and delayed spatial
expansion of the irreversibly damaged zone that typically follows
an onion-skin-like growth pattern (Gyngell et al., 1995; Busch
et al., 1996; Takano et al., 1996; Dreier et al., 2007). The
mechanism that ultimately leads to neuronal death can vary. In
general, an extreme lack of energy causes necrotic cell death with
a delay of minutes up to tens of minutes, while a milder lack
of energy is more likely to result in apoptotic cell death with
a delay of hours up to several days. Similar to practically all
relevant mechanisms of stroke, it also applies to necrosis and
apoptosis that they are not strictly separable processes, but are on
a continuum, partially sharing common pathways. Furthermore,
non-apoptotic regulated cell death may also contribute to the
final tissue damage in stroke (Tang et al., 2019). The cell death
continuum becomes apparent when cell death is followed from
the ischemic core into the penumbra (Charriaut-Marlangue et al.,
1996). The words ‘ischemic core’ and ‘penumbra’ thus represent
gross simplifications that squeeze the high spatial and temporal
complexity and variability of stroke development into a handy
concept that is suitable for many practical applications in the
clinic, but has unfortunately led to the misperception in scientific
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FIGURE 1 | Schematic representation of the spreading depolarization (SD) continuum associated with different spontaneous brain activity changes after middle
cerebral artery occlusion (MCAO). Traces 1–6 from top to bottom give the direct current (DC)/alternating current (AC)-electrocorticography (ECoG) recordings
(band-pass: 0–45 Hz) where spreading depolarizations are recorded as large negative DC shifts. The ECoG traces are oriented with negativity upward and positivity
downward according to the electroencephalography (EEG) convention. The following 6 traces (7–12) show the high frequency band (AC-ECoG, band-pass:
0.5–45 Hz) were changes in the spontaneous brain activity can be assessed. The last trace (13) represents the regional cerebral blood flow (rCBF) recorded with an
optode for laser-Doppler flowmetry located between electrodes 5 and 6. From these recordings, we can retrieve both temporal information (x-axis: time) and spatial
information [y-axis: the electrode strip is composed of 6 electrodes overlying brain cortex from the ischemic center (electrode 6) to the adequately perfused periphery
(electrode 1)]. Along the x-axis, the first prominent event is the drop in rCBF as a result of MCAO (trace 13). A few seconds after this focal drop in rCBF, the first signs
of non-spreading activity depression begin at electrodes 6–3, with the non-spreading depression being most pronounced in the ischemic center below electrode 6
(red asterisks at AC-ECoG traces 12–9). Approximately 1 min after the drop in rCBF, the first spreading depolarization begins in the ischemic center at electrode 6
and spreads concentrically from electrode 6 to electrode 1 (first negative DC shift in the DC/AC-ECoG traces 6–1). Importantly, the first spreading depolarization
begins long before cell death develops, which is ultimately a consequence of toxic changes in the intraneuronal environment due to persistent spreading
depolarization. Thus, the first spreading depolarization initiates a high-amplitude negative ultraslow potential (NUP) in the DC/AC-ECoG traces of electrodes 6 and 5
(traces 6 and 5), defining the later ischemic core region. In the AC-ECoG traces of electrodes 4–1, the first spreading depolarization induces spreading depression of
activity (dark green arrows between traces 10–7). Note that spreading depolarization-induced spreading depression at electrode 3 (trace 9) similar to that at
electrode 4 (trace 10) results in persistent activity depression, although electrode 3, unlike electrode 4, lies outside the actual ischemic penumbra (Oliveira-Ferreira
et al., 2010). Spreading depolarizations in persistently depressed tissue are called isoelectric spreading depolarizations (traces 5–3 and 11–9) (Hartings et al., 2011a;
Dreier et al., 2017). The first spreading depolarization at electrodes 6 and 5 cannot induce spreading depression of activity because the activity has already been
suppressed by non-spreading depression of activity. Not all spreading depolarizations reach tissue remote from the ischemic center. In this example, electrode 1 only
recorded three of the six spreading depolarizations. The occluded MCA is reopened after 90 min immediately followed by reperfusion (trace 13). Although necrosis
develops in the ischemic core region if reperfusion occurs later than 15–20 min after the onset of ischemia (Luckl et al., 2018), the DC potential often still shows
some recovery from negativity if reperfusion occurs after 90 min. Later in the course, there may even be a transient return to extremely low-amplitude spontaneous
activity in the region of the ischemic core.

analysis of stroke that the pathophysiological processes in the
core of ischemia are fundamentally different from the processes
in the penumbra.

Only if spreading depolarization outlasts a threshold
duration, the so-called commitment point, neurons will die
(Somjen, 2004b). The commitment point is not a universal

value but is modified by additional factors. First of all, it varies
between different types of neurons involved (Heiss and Rosner,
1983; Pulsinelli, 1985). Moreover, it depends on age, local
temperature, prior injury, preconditioning and the level of the
remaining perfusion (Steen et al., 1979; Dreier et al., 2013b).
For example, when cerebral circulation ceases completely, as
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after a complete cardiac arrest, and normal body temperature
prevails, the commitment point shifts closer to the onset of
spreading depolarization and is usually reached in less than
10 min (Steen et al., 1979; Ayad et al., 1994; Somjen, 2004b).
Thus, dogs could survive only 8–9 min of complete global
ischemia with return of normal neurological functions, but rCBF
above 0% and below 10% of control values already prolonged the
commitment point to 10–12 min, underscoring the importance
of chest compressions in cardiac arrest to increase the chance of
successful resuscitation (Steen et al., 1979).

By definition, a terminal spreading depolarization has two
components. On the one hand, there is the initial, still reversible
spreading depolarization component and, on the other hand, a
late potential component, which is termed negative ultraslow
potential (NUP) (Figure 1) (Oliveira-Ferreira et al., 2010;
Drenckhahn et al., 2012; Hartings et al., 2017b; Dreier et al.,
2018b, 2019; Luckl et al., 2018; Carlson et al., 2019). The NUP
of a terminal spreading depolarization is thus experimentally
defined by three typical properties: (i) that it is preceded by
the initial spreading-depolarization component, (ii) that the
ion shifts and cell edema do not fully recover during this
extremely long DC negativity, and (iii) the death of neurons
(Dreier, 2011; Dreier et al., 2013a; Luckl et al., 2018). One
difficulty with this operational definition of the NUP is that the
precise distinction between a NUP and a prolonged spreading
depolarization that has not yet reached the commitment point
and has not yet resulted in cell death cannot be made on
the basis of electrophysiological criteria alone. A more detailed
discussion of this can be found in the following account
(Dreier et al., 2019). In human recordings with platinum/iridium
electrodes, there is the additional special problem that part of
the NUP is due to the interference of the electrode material
with factors such as pO2 and pH, which may also change during
ischemia in the subdural compartment where the electrodes are
located (Major et al., 2021). More suitable electrode material
will hopefully enable us in the near future to record the
spreading depolarization-initiated NUP in humans without
these superimposed interferences (Masvidal-Codina et al., 2018;
Hartings, 2019). Another limitation is that the initial spreading
depolarization component of terminal depolarization does not
seem to be obligatory in all circumstances; it appears that terminal
depolarization may also start directly with the NUP in the form
of a simultaneous depolarization under certain conditions, e.g.,
astrocytic pre-damage (Menyhart et al., 2021).

THE CONTINUUM OF HEMODYNAMIC
RESPONSES TO SPREADING
DEPOLARIZATION

Another important continuum is the continuum of
hemodynamic responses to spreading depolarization. Spreading
depolarization induces tone alterations in resistance vessels,
causing either predominant hyperperfusion followed by a mild
oligemia (physiological hemodynamic response) in healthy tissue
(Van Harreveld and Ochs, 1957; Lauritzen, 1994); or severe
and prolonged initial hypoperfusion (inverse hemodynamic

response = spreading ischemia) where the neurovascular unit
is disturbed (Dreier et al., 1998; Dreier, 2011). Importantly,
spreading depolarization can thus also be the cause of ischemia
in brain tissue that was not yet ischemic at the onset of spreading
depolarization (Figure 2). A necessary condition to diagnose
spreading depolarization-induced spreading ischemia is that
the negative DC shift of the associated spreading depolarization
is prolonged as a result of the secondary mismatch between
energy supply and demand (Dreier et al., 2002b; Dreier, 2011).
Spreading ischemia is often followed by some recovery of rCBF
up to marked hyperemia.

The phenomenon of spreading depolarization-induced
spreading ischemia and inverse neurovascular coupling was
discovered in a rat model, in which artificial cerebrospinal
fluid (ACSF) with an elevated K+ concentration ([K+]ACSF)
in combination with either the nitric oxide synthase (NOS)
inhibitor NG-nitro-L-arginine (L-NNA) or the NO scavenger
hemoglobin were topically applied to the cerebral cortex (Dreier
et al., 1998, 2001, 2002b; Major et al., 2017; Sugimoto et al., 2018).
Conceptually, this was a model mimicking the situation after
aSAH. Similar conditions are likely responsible for spreading
ischemia after arterial occlusion (Shin et al., 2006; Strong et al.,
2007; Bere et al., 2014) as focal ischemia leads to a baseline
elevation of the extracellular K+ concentration ([K+]o) before
inducing spreading depolarization (Nedergaard and Hansen,
1993; Muller and Somjen, 2000; Dreier et al., 2002a) and
molecular oxygen is required for NO synthesis (Jiang et al., 2001;
Uetsuka et al., 2002). Ischemia-induced baseline elevation of
[K+]o in the penumbra presumably results from activation of
neuronal ATP-sensitive and G protein–dependent Ca2+-sensitive
K+ channels and impaired Na+/K+-ATPase function (Erdemli
et al., 1998; Muller and Somjen, 2000; Revah et al., 2016).
While the normal spreading depolarization-induced spreading
hyperemia is assumed to be beneficial (Oliveira-Ferreira et al.,
2010), spreading depolarization-induced spreading ischemia
alone – i.e., without preceding ischemia – was sufficient to
lead to widespread cortical necrosis (Dreier et al., 2000). The
full continuum from the normal to the inverse hemodynamic
response to spreading depolarization was not only measured
in animals but also in patients with aSAH (Figure 2), TBI and
malignant hemispheric stroke (Dreier et al., 2009; Dreier, 2011;
Woitzik et al., 2013; Hinzman et al., 2014). Especially in early
and delayed infarcts after aSAH, measurements suggest that
spreading depolarization-induced spreading ischemia plays
a dominant role in infarct development (Luckl et al., 2018;
Dreier et al., 2022). Mechanistically, it is interesting to note that
inverse hemodynamic responses are not limited to spreading
depolarization, but also occur in response to electrographic
seizures (Winkler et al., 2012) or functional activation (Koide
et al., 2012; Balbi et al., 2017) after aSAH, with rCBF drops
under these conditions being smaller than observed in full-
blown spreading depolarization-induced spreading ischemia.
These forms of dysregulatory inverse neurovascular coupling
must be distinguished from physiological forms of regulatory
inverse neurovascular coupling. For example, salt loading in rats
physiologically leads to activation of hypothalamic magnocellular
vasopressin neurons along with local vasoconstriction of pial and
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FIGURE 2 | Spreading depolarization inducing a spreading ischemia and a
NUP. In total, this 44-year old, previously healthy woman had 174 spreading
depolarizations and died due to progressive brain infarctions on day 13 (Luckl
et al., 2018). The spreading depolarizations shown in the figure were recorded
on day 9 after the initial hemorrhage. Traces 1–4 from top to bottom give the
DC/AC-ECoG recordings (band-pass: 0–45 Hz). Spreading depolarization is
observed as a negative DC shift propagating across the cortex from electrode
5 to electrode 2. At electrode 4, the spreading depolarization initiates a NUP,
the electrocorticographic correlate of infarction (Luckl et al., 2018). At
electrodes 2 and 3, several shorter-lasting spreading depolarizations
accompany this. Traces 5–8 give regional cerebral blood flow (rCBF) recorded
with four optodes between the electrodes. At the optode between electrodes
3 and 4, the spreading depolarization induced the characteristic long-lasting
drop in rCBF typical of spreading ischemia. The duration of the NUP at
electrode 4 correlates well with the duration of the spreading ischemia
because the decrease in perfusion and energy supply limit Na+/K+-ATPase
activity and prolong the neuronal depolarization (Dreier et al., 1998; Dreier,
2011; Major et al., 2017). In contrast, only short-lasting spreading
depolarization-induced initial hypoperfusions followed by hyperemias are seen
at optode 2–3 (compare red asterisks). Animal experiments suggested that, if
sufficiently prolonged, spreading ischemia causes necrosis (Dreier et al.,
2000). Accordingly, the patient developed a new scattered infarct at
electrodes 4–6 between days 8 and 12. After the spreading ischemia shown
in the figure, subsequent ones also involved (opto-) electrodes 4–6. Trace 9
gives the intracranial pressure recorded using an extraventricular drainage
catheter and trace 10 mean arterial pressure recorded using a catheter in the
radial artery. The marked fluctuations in intracranial pressure typically result
from manual opening and closing of the drainage catheter. The time is given in
hours (h).

supraoptic nucleus parenchymal arterioles (Roy et al., 2021). Such
genuine examples of inverse neurovascular responses should not
be confused with responses that only appear to be inverse, but
in fact correspond to normal neurovascular coupling and occur
as a remote effect of local neuronal activation. For example,

unilateral stimulation and thus activation of the locus coeruleus
area leads to ipsilateral inhibition of the cingulate cortex (Dillier
et al., 1978). In terms of normal neurovascular coupling, there is
then a decrease in local rCBF in the cingulate cortex in response
to the local neuronal deactivation (de la Torre, 1976).

ION AND TRANSMITTER CHANGES
DURING SPREADING DEPOLARIZATION
AND SEIZURES

It is assumed that spreading depolarization is a primarily
neuronal summary process during which the transmembrane
gradients of virtually all the small molecules we can measure
change. That is, spreading depolarization consists of the interplay
of millions of individual processes, which of course involve
not only neurons but the entire neurovascular unit and
microglial cells. For a few of these changes, more or less
precise quantifications exist. For example, the extracellular Na+
concentration ([Na+]o) drops from ∼147 to ∼60 mM and
the intraneuronal Na+ concentration ([Na+]i) increases from
∼10 to ∼36 mM (Kraig and Nicholson, 1978; Hansen and
Zeuthen, 1981; Kager et al., 2002; Windmuller et al., 2005; Hubel
and Ullah, 2016; Gerkau et al., 2017). The extracellular Ca2+

concentration ([Ca2+]o) decreases from ∼1.3 mM to ∼80 µM
and the intraneuronal Ca2+ concentration ([Ca2+]i) increases
from ∼60 nM to at least ∼25 µM (Hansen and Zeuthen, 1981;
Windmuller et al., 2005; Marino et al., 2007; Dietz et al., 2008;
Hubel and Ullah, 2016; Revah et al., 2016). In comparison, the
changes in these concentrations during an epileptic seizure are
much smaller: [Na+]o drops from ∼150 to ∼140 mM, [Na+]i
increases from ∼10 to ∼16 mM (Lux et al., 1986; Kager et al.,
2002), [Ca2+]o drops from ∼1.3 to ∼0.9 mM and [Ca2+]i
increases from ∼60 to ∼130 nM (Wadman et al., 1985; Pisani
et al., 2004; Kovacs et al., 2005; Marino et al., 2007).

In parallel with the Na+ and Ca2+ influx, there is a K+ efflux
from the neurons during spreading depolarization. That is, [K+]o
increases from ∼3 to ∼50 mM during spreading depolarization,
whereas the intracellular K+ concentration ([K+]i) decreases
from ∼135 to ∼112 mM (Vyskocil et al., 1972; Kraig and
Nicholson, 1978; Hansen et al., 1980; Hansen and Zeuthen, 1981;
Perez-Pinzon et al., 1995; Kager et al., 2002; Windmuller et al.,
2005; Hubel and Ullah, 2016). In comparison, the changes during
an epileptic seizure are again much smaller: [K+]o increases from
∼3 to ∼12 mM and [K+]i decreases from ∼135 to ∼127 mM
(Heinemann and Lux, 1977; Dreier and Heinemann, 1991;
Kager et al., 2002). The situation is similar for the increase in
neurotransmitters. For example, while the extracellular glutamate
concentration increases from ∼2 to ∼4 µM during an epileptic
seizure (Li et al., 2018), it increases up to ∼100 µM during
spreading depolarization (Zhou et al., 2013).

Importantly, despite these mild but significant metabolic
disturbances during a seizure and the severe metabolic
disturbances during spreading depolarization, neither a seizure
nor a spreading depolarization immediately kills neurons if
they are of short duration and occur in tissues that are
adequately supplied with oxidative substrates and not exposed to
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toxins (Nedergaard and Hansen, 1988; Zachrisson et al., 2000;
Besse et al., 2020). However, when they occur over a longer
period of time, both seizures and spreading depolarizations
can cause cellular damage. Only a few papers have directly
compared the cell-damaging potency of electrographic seizures
and spreading depolarizations. For example, in a study of
photothrombosis in the rat, no increase in lesion volume or
neuronal damage was observed in the early time window
by inducing electrographic seizures with 4-aminopyridine
under urethane anesthesia, whereas ketamine/xylazine anesthesia
reduced the number of spontaneous spreading depolarizations
and resulted in a smaller lesion volume and less neuronal damage,
although 4-aminopyridine-induced electrographic seizures were
concomitantly enhanced because the antiepileptic effect of
ketamine is less than that of urethane (Schoknecht et al., 2021).
In a recent cohort study of patients with TBI, the occurrence
of spreading depolarization clusters was significantly associated
with worse patient outcomes in a multivariate ordinal regression
model adjusting for baseline prognostic variables (Hartings
et al., 2020). In the same cohort, electrographic seizures were
significantly associated with severity and number of spreading
depolarizations (Foreman et al., 2022). However, in contrast
to clustered spreading depolarizations, electrographic seizures
detected on either ECoG or scalp electroencephalography (EEG)
showed no independent association with functional outcome at
6 months after controlling for known prognostic covariates and
the presence of spreading depolarizations. Thus, consistent with
the much greater changes in ion gradients and neurotransmitters
during spreading depolarization, these studies suggest that
spreading depolarizations are fundamentally more dangerous
than epileptic seizures, although, on the other hand, a single
short-lasting spreading depolarization is more benign than, for
example, generalized status epilepticus. A caveat, however, is
that it has not been well enough studied how often spreading
depolarizations occur superimposed on status epilepticus. In
many status epilepticus models, spreading depolarizations
typically co-occur with electrographic seizures (Koroleva and
Bures, 1983; Mody et al., 1987; Hablitz and Heinemann, 1989;
Avoli et al., 1991; Tamim et al., 2021).

THE BASAL MECHANISM OF
SPREADING DEPOLARIZATION

Fortunately, to understand the basal process underlying
spreading depolarization, we do not need to know all the many
small molecules whose transmembrane gradients change during
spreading depolarization. Initially, we do not even need to know
what a neuron is, but a basic knowledge of thermodynamics
and electrochemistry might be helpful. For those who have
not studied thermodynamics and electrochemistry in a while,
there are textbooks or websites for a refresher [e.g., Map:
Chemistry – The Central Science (Brown et al.) (Anon, 2021).
Chapter 19: Chemical Thermodynamics and Chapter 20:
Electrochemistry2.]. With knowledge on entropy and the second

2https://chem.libretexts.org/@go/page/21655

law of thermodynamics, entropy changes during chemical
reactions, oxidation states and redox reactions, cell potentials,
Gibbs free energy, batteries, fuel cells, and electrolysis, it is
possible to move on to the so called Gibbs–Donnan equilibrium.
For example, the Gibbs–Donnan equilibrium is well explained
in the following articles (Sarkar et al., 2010; Sperelakis, 2011).
Anyone who understands what a Gibbs–Donnan equilibrium is
has a basic understanding of why spreading depolarizations occur
in the central nervous system (CNS) of all properly investigated
insects and vertebrates under pathological conditions. In the
following, we would like to briefly recapitulate the basics of this.

The physiological state of mammalian body cells is
electrochemically characterized by two opposing Gibbs–
Donnan effects. The first Gibbs–Donnan effect arises from
the high concentration of intracellular macromolecules. These
are predominantly proteins that are negatively charged both
in physiological and even highly pathological pH ranges.
Importantly, the cell membrane is impermeable to these
macromolecules, i.e., they are trapped inside the cell. If this
first Gibbs–Donnan effect is not compensated by another
force, it imposes an unequal distribution of permeant charged
ions such as Na+, K+, and Cl− ions on either side of the
semipermeable cellular membrane. When an equilibrium is
reached, namely the so-called Gibbs–Donnan equilibrium, (1)
each bulk solution is electrically neutral on either side of the
cellular membrane, (2) the product of diffusible ions on one
side of the membrane is equal to the product of diffusible ions
on the other side of the membrane, (3) the electrochemical
gradients due to the unequal distribution of charged ions lead to
a transmembrane potential difference, which can be calculated
using the Nernst equation and is slightly negative on the inner
side of the membrane, (4) an osmotic diffusion gradient is
created attracting water into the intracellular compartment, and
(5) the cells swell produced by water uptake. Although it cannot
be completely ruled out that neurons can survive the complete
establishment of a Gibbs–Donnan equilibrium for a very short
time, we know of no experimental case in which this has been
demonstrated. If, on the other hand, the cerebral cortex is freshly
dead after circulatory arrest, the ion changes measured, without
any exception to this rule being known to us, are consistent
either with a Gibbs–Donnan equilibrium or with a state in
which cell lysis has already begun as a result of cellular swelling
(Hansen and Zeuthen, 1981).

Thus, in order for Gibbs–Donnan equilibrium not to occur,
an opposing force is needed in body cells to balance the first
Gibbs–Donnan effect. This opposing force is generated by the
so-called second Gibbs–Donnan effect, for which not non-
diffusible macromolecules in the intracellular space, but quasi
non-diffusible Na+ ions in the extracellular space are responsible
(Sperelakis, 2011; Dreier et al., 2013a). These generate and
maintain the osmotic countergradient for water movement. The
result is a steady state characterized by isoosmolarity between
intracellular and extracellular space, so that there is no net
transmembrane water movement. The entrapment of Na+ ions
in the extracellular space is based on two mechanisms. First,
the cell membrane is nearly impermeable to Na+ ions under
physiological conditions. Second, the ATP-powered Na+ pump
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(Na+/K+-ATPase) transports three Na+ ions out of the cell in
exchange for two K+ ions (Skou and Esmann, 1992). This means
that excess Na+ ions are immediately transported back out of the
cell. In summary, the two opposing Gibbs–Donnan effects, due to
entrapment of non-diffusible macromolecules in the intracellular
space and entrapment of quasi non-diffusible Na+ ions in the
extracellular space, produce the double Gibbs–Donnan steady
state that characterizes the physiological state of body cells.

As long as the brain of a born human being is “healthy,”
the neurons are without any exception in the double Gibbs–
Donnan steady state both while awake and asleep and throughout
life. In any case, no exceptions to this rule have become known
so far. However, excellently reproducible ion measurements
and measurements of the volumes of the intracellular and
extracellular compartments by many different research groups
over several decades, discussed in more detail above and below,
have shown that under pathological conditions two types of
deflection are possible, in which the brain gray matter shifts
within a few seconds from the double Gibbs–Donnan steady
state toward the Gibbs–Donnan equilibrium. In both cases,
the deflection initially stalls in a new metastable state without
reaching the Gibbs–Donnan equilibrium. However, these two
metastable states are much more unstable than the physiological
double Gibbs–Donnan steady state, which in turn is less stable
than the Gibbs–Donnan equilibrium. The first type of deflection
is small, reaching a metastable state still close to the physiological
double Gibbs–Donnan steady state, and is usually referred to as
an electrographic epileptic seizure. The second type of deflection
is large, close to Gibbs–Donnan equilibrium, and referred to as
spreading depolarization (Dreier et al., 2013a).

A complete Gibbs–Donnan equilibrium becomes established
in body cells when the Na+/K+-ATPase stops working. As
already mentioned, this can happen when the pump is directly
inhibited or because it lacks fuel, i.e., the necessary ATP.
It is important to note that the pathological Gibbs–Donnan
equilibrium does not require metabolic energy in the form of
ATP for its formation; it evolves passively because its formation
releases Gibbs free energy that drives the process. This is
unlike the physiological double Gibbs–Donnan steady state.
The physiological double Gibbs–Donnan steady state requires
active ion transport by membrane pumps and the use of
metabolic energy in the form of ATP to establish the large
transmembrane electrochemical gradients of Na+, K+, Ca2+,
etc. Thus, in the physiological double Gibbs–Donnan steady
state, the entropy of the system is kept artificially low by the
use of ATP, and in this way electrochemical energy is stored
in the system, which is then available to do work. From this
electrochemical energy store, the neurons take the necessary
energy to be able to send out their signals, the so-called action
potentials. However, it is important to understand that although
the membrane potential changes dramatically for a millisecond
during an action potential, as some Na+ and K+ ions cross the
membrane, the transmembrane concentration gradients between
the bulk solutions of the intracellular and extracellular space
remain virtually unchanged, implying that the cell remains in
the physiological double Gibbs–Donnan steady state. This means
that the energy store loses almost no energy during one action

potential. Otherwise, the system would not be able to function.
This should be imagined like a flashlight that can be turned
on and off repeatedly without discharging the entire battery
in the short term.

A characteristic of the physiological double Gibbs–Donnan
steady state is a strongly negative resting membrane potential
across the cell membrane. However, the membrane potential
at the pathological Gibbs–Donnan equilibrium is also not zero,
but is normally between 0 and −20 mV (Sperelakis, 2011).
In the pathological Gibbs–Donnan equilibrium, all permeant
ions are in equilibrium across the cell membrane and the
equilibrium potentials for all permeant ions such as K+ and
Cl− are of the same magnitude and polarity, whereas this is
not the case in the physiological double Gibbs–Donnan steady
state. The membrane potential at the pathological Gibbs–Donnan
equilibrium arises even if the cell membrane has the same
permeability or conductivity for all small ions, whereas the
normal resting membrane potential of the physiological double
Gibbs–Donnan steady state requires different conductivities for,
e.g., Na+ and K+ ions, namely a significantly higher conductivity
for K+ ions than for Na+ ions. In the pathological Gibbs–Donnan
equilibrium, the osmolarity of the cell increases relative to the
osmolarity of the extracellular space because more Na+ ions
flow into the cell than K+ ions flow out due to Gibbs–Donnan
forces imposed by the large, negatively charged, intracellular
macromolecules. In order for the bulk solutions on either side
of the cell membrane to remain electrically neutral, Cl− ions
must also enter the cell in addition to the Na+ ions, but
there are slightly less Cl− ions flowing in than Na+ ions, since
there are also some K+ ions flowing out. In Gibbs–Donnan
equilibrium, the product of the small diffusible positive and
negative ions on one side of the membrane is then equal to
the product of the small diffusible positive and negative ions on
the other side of the membrane, even though the sum of the
small diffusible positive and negative ions in the intracellular
space is greater than the sum of the small diffusible positive and
negative ions in the extracellular space, so that the osmolarity
of the intracellular space is greater than the osmolarity of
the extracellular space. Driven by the difference in osmolarity
between the extracellular and intracellular space, water follows
Na+ and Cl− ions into the cell, resulting in what is known as
cytotoxic edema (Dreier et al., 2013a, 2018a).

Neurons, unlike astrocytes, are normally relatively resistant
to purely extracellular osmolarity changes because they lack
regular water channels (Aitken et al., 1998; Andrew et al., 2007).
On this basis, it is postulated that only membrane processes
during spreading depolarization, i.e., the opening of specific
channels during spreading depolarization, which are not yet
clearly elucidated, allow water to follow the osmolarity gradient
that builds up between the intraneuronal and extracellular
space. The influx of water then leads to a marked swelling
of neuronal dendrites and somas within a few seconds during
spreading depolarization (Kirov et al., 2020). For example,
candidate neuronal channels that could be used as water channels
during spreading depolarization include membrane transporters
(Steffensen et al., 2015). However, the exact mechanism is unclear,
and in these considerations it is important to keep in mind
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that regardless of which pore the water enters through during
spreading depolarization, ATP cannot be required for it. In
other words: Water transport mechanisms that require energy
cannot be involved in the water influx into neurons during
spreading depolarization.

There are also no satisfactory explanations yet for the abrupt
non-specific increase in Na+/K+ conductance that mediates Na+
influx and K+ efflux during spreading depolarization (Czeh et al.,
1993). Thus, the forces, namely the Gibbs–Donnan forces, that
drive spreading depolarization are clear, but the exact pathways
by which the large amounts of Na+, K+, Ca2+, Cl−, and water
move across the cell membrane from one compartment to
another are not.

However, since these facts are somewhat counterintuitive,
they are sometimes misrepresented and it is then claimed,
for example, that K+ efflux and Na+ influx during spreading
depolarization are the same (Hellas and Andrew, 2022) or intra-
and extracellular ion concentrations equilibrate during spreading
depolarization. However, as previously pointed out by Somjen
(2001), the reasoning error underlying such interpretations
is mainly based on the failure to take into account the
volume ratios and volume changes between the intracellular and
extracellular space. Conversely, the conclusion that more Na+
ions enter neurons than K+ ions leave them during spreading
depolarization (Somjen, 2001; Dreier et al., 2018a) is not based
on “dogma” in “textbooks” (Hellas and Andrew, 2022) but
results from quantitative measurements of [Na+]o, [K+]o, [Cl−]o
(Vyskocil et al., 1972; Kraig and Nicholson, 1978; Hansen et al.,
1980; Hansen and Zeuthen, 1981; Lehmenkuhler, 1990; Perez-
Pinzon et al., 1995; Somjen, 2001; Windmuller et al., 2005),
[Na+]i (Gerkau et al., 2017), and the extracellular (Vorisek
and Sykova, 1997; Mazel et al., 2002; Windmuller et al., 2005)
and intracellular volume changes (Takano et al., 2007; Murphy
et al., 2008; Kirov et al., 2020), which have been performed
and reproduced by many different research groups in different
decades. Thus, [Na+]o drops from ∼147 to ∼60 mM, that is,
by ∼87 mM, but [K+]o increases from 3 to ∼50 mM and
thus by only ∼47 mM. Correspondingly, [Cl−]o drops from
∼135 mM to at least ∼95 mM and thus by approximately
40 mM (Kraig and Nicholson, 1978; Hansen and Zeuthen, 1981;
Windmuller et al., 2005). How many times more Na+ ions flow
from the extracellular space into the intracellular space than
K+ ions flow out can be estimated from the measured data. As
mentioned above, it is important to consider the volume ratios
and volume changes of the intracellular and extracellular space.
While the percentage of extracellular space is 18–22% of the
total volume under physiological conditions, it declines to 5–
9% during spreading depolarization (Hansen and Olsen, 1980;
Jing et al., 1994; Perez-Pinzon et al., 1995; Mazel et al., 2002;
Windmuller et al., 2005). In other words, the extracellular space
declines by ∼70%. If this 70% shrinkage of the extracellular
space in favor of the intracellular space were due to a pure
water shift and no ions crossed the cellular membranes, then
[Na+]o should increase from ∼147 to ∼490 mM and [K+]o
from ∼3 to ∼10 mM. However, [Na+]o actually decreases
from ∼147 to ∼60 mM, while [K+]o increases from ∼3 to
∼50 mM. Assuming [Na+]i at ∼10 mM and [K+]i at ∼135 mM

under physiological conditions (Kager et al., 2002) and taking
into account the measured extracellular ion changes as well
as intra- and extracellular volume changes during spreading
depolarization, [Na+]i should increase from∼10 to∼36 mM and
[K+]i should decrease from∼135 to∼112 mM during spreading
depolarization. Here, most of the [K+]i decrease results from the
dilution effect due to water uptake, whereas the net loss of K+
ions from the intracellular space is small. This is in stark contrast
to the [Na+]i increase, which is entirely due to the net gain in
Na+ ions caused by the Na+ influx, while the dilution effect
due to water uptake counteracts the increase in [Na+]i. From
the concentration and volume changes it can then be calculated
that about 11 times more Na+ ions enter the intracellular
space than K+ ions leave during spreading depolarization.
Indeed, neuronal [Na+]i of ∼24 and ∼30 mM measured during
spreading depolarization in vivo and in vitro are quite close to
the estimated value (Gerkau et al., 2017). The small discrepancy
between measured and estimated values should take into account
that, in addition to ion shifts between the extracellular space
and the cytoplasm, there are very likely also ion shifts between
the cytoplasm and intracellular organelles (Hernansanz-Agustin
et al., 2020). For quantitative measurements of [Na+]i in vivo, it
must additionally be considered that these optical measurements
are made relatively superficially and the ion changes tend to
be smaller there than deep in the cortex. Quantitative [K+]i
measurements do not yet exist for spreading depolarization
because the available K+ dyes do not have sufficient selectivity.

Overall, the extracellular ion measurements are in good
agreement with the theory in textbooks of chemistry and
biochemistry. Importantly, the ion measurements suggest not
only that more Na+ ions flow into the cells than K+ ions flow
out, but also that the extracellular space loses ∼80 mosmol/l
in favor of the intracellular space during this process. The
decrease in extracellular osmolarity and the smaller increase in
intracellular osmolarity relative to the larger intracellular volume
are also in good agreement with the textbook theory. Since
not only the distributions of the major small ions Na+, K+,
and Cl− across the cell membrane change during spreading
depolarization, but also the concentrations of countless other
molecules, and since not only neurons but also other cell types,
especially astrocytes (Somjen, 2001), are involved, the complexity
is certainly higher than portrayed here, but it is nevertheless not
likely that the basic properties of the process change just because
even more molecules and cell types are involved. Nevertheless,
it would certainly be useful to develop methods to directly
measure intracellular and extracellular osmolarity changes during
spreading depolarization to test these conclusions.

Fortunately, then, it is not necessary to overturn the
fundamentals of electrochemistry to understand spreading
depolarization. In other words, during spreading depolarization
the system comes very close to the pathological Gibbs–
Donnan equilibrium without fully reaching it, making spreading
depolarization an important metastable reference state of general
interest (Kraig and Nicholson, 1978; Kager et al., 2002; Dreier
et al., 2013a; Hubel and Ullah, 2016). When cells die, the
pathological Gibbs–Donnan equilibrium is finally reached unless
the cell membrane lyses first. Na+ ions probably play a less
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passive role in all these processes than has long been assumed,
because there is increasing evidence that Na+ ions, like Ca2+

ions (Wolf et al., 2017), have second-messenger functions. For
example, Na+ ions are now thought to be directly involved in the
control of mitochondrial ATP production (Hernansanz-Agustin
et al., 2020; Geisberger et al., 2021).

In case the reader is now still not familiar with the principle
of spreading depolarization, the authors would like to suggest a
practical exercise: the reader may connect the positive terminal
of her/his car battery to the negative terminal and then try to
drive around with the car. With a grain of salt, the shorted car
battery is a car battery in the state of spreading depolarization
and the inability of the car to do any work in this situation –
i.e., drive around with the battery shorted – is a car in spreading
depression of activity.

In conclusion, neuronal cytotoxic edema is the morphological
correlate of the near-complete neuronal battery breakdown called
spreading depolarization, or conversely, spreading depolarization
is the electrophysiological correlate of the initial, still reversible
phase of neuronal cytotoxic edema (Van Harreveld, 1957, 1958;
Hubel and Ullah, 2016; Dreier et al., 2018a; Kirov et al.,
2020). Cytotoxic edema and spreading depolarization are thus
different modalities of the same process (Major et al., 2020).
Accordingly, the swelling of the neuronal somas and the so-
called beading of the dendrites as a result of the water influx
can be detected in two-photon laser scanning microscopy
simultaneously with the negative shift of the DC potential
(Andrew et al., 2007; Takano et al., 2007; Murphy et al.,
2008; Risher et al., 2010, 2011; Steffensen et al., 2015). These
facts are important for the understanding of water diffusion
restrictions in the gray matter, which can be detected by magnetic
resonance imaging (MRI) (Dreier and Reiffurth, 2017). Thus, the
beaded morphology during spreading depolarization allows the
neurons to enclose a larger volume of water within a constant
surface area (Budde and Frank, 2010). In normal dendrites,
water mobility is strongly constrained by the cell membrane
perpendicular to the major axis, whereas water molecules
diffusing along the major axis of the dendrites encounter few
obstacles on the time scale of diffusion-weighted (DW) MRI.
However, if water influx during spreading depolarization leads
to dendritic beading – i.e., alternating between severe dendritic
constrictions and balloon-like dilations – water can no longer
diffuse along the major dendrite axis because water jams at the
dendritic constrictions. This intracellular diffusion restriction
during spreading depolarization can be imaged with DW-
MRI (Busch et al., 1995, 1996; Gyngell et al., 1995; Hoehn-
Berlage et al., 1995; Hossmann, 1996; Takano et al., 1996;
Dreier and Reiffurth, 2017). The technology has now advanced
to the point where it is experimentally possible to map the
propagation path of spreading depolarization in the cortex and
subcortical gray matter in high resolution and three dimensions
using DW-MRI (Cain et al., 2017). The vascular neurologist
who looks at DW-MRIs of her/his stroke patients should be
aware that reversible diffusion restriction in the gray matter
(Fiehler et al., 2004) results from spreading depolarization
and persistent diffusion restriction from the transition to a
NUP (Figures 1, 2). However, in the case of a locally very

short-lasting spreading depolarization, e.g., in the context of
a normal migraine aura, the depolarized wavefront would be
expected to be so narrow that it should be very difficult
to detect diffusion restriction in this region with standard
clinical MRI scanners.

THE OVERARCHING THEME OF
SPREADING DEPOLARIZATION

The overarching theme inherent in all spreading depolarizations
comprises the near-complete breakdown of the transmembrane
neuronal ion gradients that cause the water influx and neuronal
swelling, the marked neuronal and astroglial depolarization,
the changes in holding current and input resistance of patch-
clamped neurons, intrinsic optical signal (IOS) changes,
the abrupt release of neurotransmitters, including both
excitatory neurotransmitters such as glutamate and inhibitory
neurotransmitters such as GABA, and the fall in tissue ATP
(Mies and Paschen, 1984; Somjen, 2001; Molchanova et al.,
2004; Aiba and Shuttleworth, 2014; Dreier and Reiffurth, 2015).
However, the changes in spontaneous neuronal activity are
not part of this list because spreading depolarization may very
well occur in tissues without any spontaneous activity, and the
changes in spontaneous brain activity around the occurrence of
spreading depolarization may exhibit large temporal and spatial
variations, as explained below. The hemodynamic response
to spreading depolarization is also not included in this list of
common characteristics of all spreading depolarizations because
spreading depolarization can also occur in brain slices that do
not have an intact blood circulation, and the changes in rCBF
around spreading depolarization in vivo can also have large
temporal and spatial variations as explained above.

The Gibbs free energy released when the physiological double
Gibbs–Donnan steady state transitions to the epileptic seizure
state, to the state of spreading depolarization, and finally to
death – that is, the Gibbs–Donnan equilibrium – can be
estimated. Using simple models of neuropil, changes in cation
concentrations and electric field alone resulted in a Gibbs
free energy release of ∼3 J/l per tissue volume when the
network entered the epileptic seizure state and of 19–22 J/l per
tissue volume when it entered spreading depolarization (Dreier
et al., 2013a). The subsequent transition from the spreading
depolarization state to cell death resulted in an additional
small free energy release of 2.5 J/l. The Gibbs free energy
released is converted to heat. Based on the above estimates,
tissue temperature should increase by 5 mK during spreading
depolarization. This is only slightly smaller than the measured
temperature increase between 5 and 30 mK in isolated bullfrog
and toad retinas (Tasaki and Byrne, 1991). These estimates once
again emphasize that spreading depolarization/cytotoxic edema
is a thermodynamic reference state of living neurons near cell
death, at which ∼90% of the Gibbs free energy contained in
the ion gradients has been lost (“’free energy starving”’) (Dreier
and Reiffurth, 2015; Hubel and Ullah, 2016). The hypothesis
that spreading depolarization is the mechanism of the neuronal
cytotoxic edema is owed to Anthonie van Harreveld, who coined
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it before the term cytotoxic edema even existed (Van Harreveld,
1957, 1958; Dreier et al., 2018a).

Basically, spreading depolarizations can be measured via
all million-fold concentration changes of molecules in the
intracellular and extracellular space that are not freely diffusible
and have a non-uniform distribution across the cell membrane, as
well as via many other physicochemical properties (Major et al.,
2020). Thus, to detect spreading depolarizations in principle,
and especially their local duration, it probably makes relatively
little difference whether the DC potential, [Na+]i, [Na+]o,
[Ca2+]i, [Ca2+]o, [K+]i, [K+]o, [Cl−]i, [Cl−]o, pHi, pHo, DW-
MRI, cellular swelling, extracellular shrinkage, and so on are
recorded. Whenever a new measurement method is found, it is
naturally sold as better and more ingenious than the previous
one. Fortunately, over time, a more realistic view develops
and it is possible to move on to discussing pros and cons in
a factual manner. For example, questions of interest include
(1) whether the method is suitable for measuring spreading
depolarizations in patients, (2) whether it is suitable for non-
invasive measurement in animals and/or patients, (3) whether it
allows imaging, (4) whether it has higher spatial and/or temporal
resolution than previous methods, (5) whether it combines
well with other recording methods and/or (6) allows more
accurate quantification of individual processes nested in the
overall process of spreading depolarization. In addition, it is
also interesting when the new method provides new mechanistic
insights, for example, regarding the mechanism underlying
the large changes of membrane permeability, the mechanism
of propagation, the brain activity changes, the continuum of
hemodynamic responses or the edema formation. The latter not
only includes the cytotoxic edema (Dreier et al., 2018a). Thus,
with a delay, spreading depolarizations also induce the ionic
edema (Mestre et al., 2020) and subsequently blood–brain barrier
disruption and vasogenic edema (Gursoy-Ozdemir et al., 2004;
Sadeghian et al., 2018).

Even though spreading depolarization primarily begins in
neurons (Peters et al., 2003; Chuquet et al., 2007), a separate
review can in principle be written about each cell type
involved. For example, astrocytes are of paramount importance
for the orderly process of spreading depolarization. To give
a few examples, astrocyte-directed inactivation of connexin
43 decreased astrocytic gap junctional communication and
increased tissue susceptibility to spreading depolarization and
the propagation speed of spreading depolarization (Theis et al.,
2003). Selective intoxication of astrocytes caused spreading
depolarizations that initiated a shallow NUP as neurons began
to die (Largo et al., 1996b). Glia dysfunction may accelerate
neuronal death under ischemic conditions (Largo et al., 1996a;
Kimelberg, 2005). Accordingly, impaired astrocyte function can
abolish the typical slow spread of spreading depolarization in the
ischemic zone and cause the commitment point to occur earlier
(Menyhart et al., 2021).

Electrographic seizures can usually be easily distinguished
from spreading depolarizations. The reader will find details on
this in the following articles (Dreier et al., 2017; Revankar et al.,
2017). Hybrid phenomena between spreading depolarizations
and epileptic activity are further discussed below. Of note,

although there are many models that lead to both epileptic
seizures and spreading depolarizations (Koroleva and Bures,
1983; Mody et al., 1987; Hablitz and Heinemann, 1989; Avoli
et al., 1991; Dreier et al., 2013a; Tamim et al., 2021), there are
also important differences, and the type of increased excitability
that leads to seizures is by no means the same as the one
resulting in spreading depolarizations. For example, GABAA
agonists are first-line drugs for the treatment of epileptic seizures
and limit the propagation speed of spreading depolarization
(Aiba et al., 2012). On the other hand, GABA is released
during spreading depolarization (Molchanova et al., 2004) and
may contribute to neuronal swelling through the influx of
Cl− ions (Allen et al., 2004; Dreier and Reiffurth, 2015). In
addition, it was recently shown that a mutation of the Na+
channel NaV1.1, which in humans leads to FHM type 3, one
of the Mendelian model diseases of spreading depolarization,
is associated with impaired inactivation of the channel (Jansen
et al., 2020). The interesting point is that this excitatory Na+
channel is mainly expressed by GABAergic interneurons and
the impaired inactivation should lead to increased inhibition
in the network. Nevertheless, the mutation increases the
propensity to spreading depolarization. In contrast, mutations
leading to a loss of function instead of a gain of function of
the same channel cause epilepsy syndromes such as Dravet
syndrome, a pharmacoresistant developmental and epileptic
encephalopathy, and genetic epilepsy with febrile seizures plus
(Escayg et al., 2000; Claes et al., 2001). Another important
example of divergence between epileptic excitability and
excitability leading to spreading depolarization is epileptogenesis,
the long-term, plastic process resulting in epilepsy. Thus, the
propensity to spreading depolarization appears to decrease
during epileptogenesis, although the propensity to spontaneous
seizures increases (Koroleva et al., 1993; Tomkins et al., 2007;
Maslarova et al., 2011).

THERE ARE NO DISEASE-SPECIFIC
SPREADING DEPOLARIZATIONS

Spreading depolarization represents the injury potential of the
brain’s gray matter associated with the neuronal cytotoxic edema
(Major et al., 2020). Although the neural network need not
tip into ruin when spreading depolarization occurs, spreading
depolarization nevertheless typically occurs when the neural
network tips into ruin, and second, the local duration of
the spreading depolarization state indicates whether or not
the neural network irreversibly perishes (Dreier et al., 2017).
Of course, there are exceptions to all rules. For example,
evidence has recently been found that selective ischemic death
of Purkinje cells does not require the occurrence of spreading
depolarization (Oliveira-Ferreira et al., 2020). Furthermore, the
fact that locally long-lasting spreading depolarizations in regions
of impaired metabolism lead to neuronal damage does not
preclude that locally short-lasting spreading depolarizations in
regions of unimpaired metabolism surrounding an emerging
lesion might have beneficial adaptive properties and signaling
functions (Dreier, 2011; Shuttleworth et al., 2019). There is a need
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for research in both directions, as these questions are relevant
to which neuroprotective interventions might be useful. In all
of this, it is important to note that spreading depolarizations
can occur in a plethora of clinical conditions, but there are
no disease-specific spreading depolarizations, just as epileptic
seizures can occur in a plethora of clinical conditions that are
sometimes more and sometimes less benign, but there are no
disease-specific epileptic seizures. This means, for example, that
there are no specific migraine spreading depolarizations. Thus,
a spreading depolarization that has migrated into the normally
perfused surroundings of an ischemic zone will hardly differ there
from a spreading depolarization as it occurs in the context of a
migraine with aura. It is therefore advisable to detach a moment
from the clinical zeal for classification and to embrace scientific
abstraction. As explained above, the overarching theme is that
both epileptic seizures and spreading depolarizations are network
accidents that inevitably result from the way neural networks
are configured. When certain neural network safety systems are
overridden, the network must respond with epileptic seizures
and/or spreading depolarizations because it has no other choice.
Epileptic seizures and spreading depolarizations do not result
from network decisions, but the network is forced to undergo
these partial breakdowns of small magnitude (epileptic seizure)
or massive magnitude (spreading depolarization) by the second
law of thermodynamics (Dreier et al., 2013a; Hubel and Ullah,
2016). The second law of thermodynamics establishes the concept
of entropy as a physical property of a thermodynamic system.
During an epileptic seizure or a spreading depolarization, the
entropy of the system abruptly increases, which, as explained
above, is associated with the release of Gibbs free energy, which
in turn is converted into heat. Thus, an epileptic seizure or
a spreading depolarization proceed voluntarily (passively) and
can only be terminated by the expenditure of ATP (actively),
especially for the Na+/K+-ATPase. The ATPase actively lowers
the entropy of the system again and in this way replenishes the
electrochemical energy store of the cells.

What should not remain unmentioned in this context is
the approach, which we interpret either as a little ruse or
as a genuine misunderstanding, how even today it is often
justified that spreading depolarizations in migraine are always
harmless and have not much to do with spreading depolarizations
in stroke. This consists of calling spreading depolarizations
in sublethal doses spreading depression and in lethal doses
anoxic depolarization. Then a spreading depression is always
harmless by definition, because at the moment when the neurons
unfortunately died, it was not a spreading depression but an
anoxic depolarization. But if they survive, then by definition it
was not an anoxic depolarization but a spreading depression.
This is like writing one pharmacopeia for harmless substances
and another pharmacopeia for hazardous substances and listing
the same substances in both, but with different names, and
justifying this by saying that, on the one hand, each of the
substances in sublethal doses is not lethal and therefore harmless,
and, on the other hand, each substance in lethal doses is of
a different nature because it is lethal. How and when this
secundum quid et simpliciter type of fallacy developed is difficult
to trace. The fallacy dissolves when Paracelsus’ concept comes

into play that the dose makes the poison. His full quotation
reads: “Poison is in everything, and no thing is without poison.
The dosage makes it either a poison or a remedy.” In the
context of the summary process of spreading depolarization,
which is ultimately a concert of thousands or millions of more
or less parallel processes, it might even be worthwhile to think
more deeply about the whole meaning of the quote, including
the part about the potential healing effects of possible poisons,
as already discussed above (Dreier, 2011; Shuttleworth et al.,
2019). Moreover, it should be added that the term dose in
the context of spreading depolarization means the cumulative
dose of the potentially noxious changes, such as the 500–1,000-
fold increase in [Ca2+]i (Dietz et al., 2008, 2009; Revah et al.,
2016), as a function of exposure time, i.e., as a function of
the local duration of spreading depolarization (Dreier et al.,
2017). As a rule of thumb, one locally long-lasting spreading
depolarization is more dangerous than 100 locally short-lasting
spreading depolarizations (Figures 1, 2). In this context, it should
also be briefly mentioned that a spreading depolarization is
certainly not a homogeneous process, but has different phases,
such as a wave front and a sustained phase, which often has a
saddle-shaped or even more complex forms (Somjen, 2001). The
changing mechanisms of these phases may well be important
for the toxicity of a given spreading depolarization (Herreras
and Somjen, 1993; Aiba and Shuttleworth, 2012; Reinhart and
Shuttleworth, 2018; Mei et al., 2020).

Unfortunately, when the intermediate range of the spreading-
depolarization continuum was increasingly encountered in
rodent MCAO experiments since the early 1980s, the rigid
separation between anoxic depolarization and spreading
depression was not immediately abolished. Instead, a third
type of wave was postulated, which was termed peri-infarct
depolarization. However, we believe that this term also conveys
a misleading concept, because when the first spreading
depolarizations occur during MCAO, no infarct is yet present
and, accordingly, these spreading depolarizations cannot be
called peri-infarct depolarizations. In this context, it is important
that the pathologist defines an infarct and an ischemic stroke,
respectively, by the ischemic necrosis of neurons and not
by decreases in cerebral perfusion, tissue partial pressure of
oxygen (ptiO2), tissue glucose or tissue ATP, or by an initially
reversible state of depolarized neurons. That we have used the
terms “spreading depression,” “peri-infarct depolarization,”
and “anoxic depolarization” in this twisted manner in the
past, when knowledge was less, is hopefully forgivable (Dreier
et al., 1998) and should not diminish the value of the earlier
publications that used this nomenclature, but to continue to
use this twisted nomenclature today is problematic because it
cements a concept that is ultimately misleading. A continuum
(cf. Figures 1, 2) should not be cut into rigid parts to pretend
that they are unrelated. By analogy, light waves, for example,
also differ greatly in their properties as a function of wavelength
and yet can only be interpreted and quantified if it is understood
that they are part of the light wave continuum. What makes
all this particularly difficult is the fact that the term ‘spreading
depression’ is still needed for what it really denotes, namely
the spreading depression of spontaneous activity caused by
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spreading depolarization. So the point is not to stop using
the term spreading depression, but to use it correctly. In the
last section, we will explain how spreading depolarization and
spreading depression differ from each other.

THE ROLE OF THE Na+/K+-ATPase IN
SPREADING DEPOLARIZATION

Sufficient activity of the Na+/K+ pump protects against
spreading depolarization because, as explained above, the
pump is responsible for maintaining the second Gibbs–
Donnan effect by trapping Na+ ions in the extracellular
space, which counteracts the first Gibbs–Donnan effect due
to the high concentration of negatively charged intracellular
macromolecules. For the same reason, tissue recovery from
spreading depolarization is not possible, if Na+/K+ pump activity
is insufficient. All three α isoforms of the Na+/K+ pump
presumably antagonize the spreading depolarization process.
Their roles, however, vary, as they differ in their cellular and
subcellular localizations, kinetic properties and affinities to Na+,
K+ and ATP (O’Brien et al., 1994). Thus, the housekeeping α1
isoform is found on all vertebrate cells, is very sensitive to both
K+ and Na+, has the greatest turnover and shows an intermediate
dependence on the membrane potential. Accordingly, this
isoform works at optimum rates under physiological conditions
but seems to respond less well to demands (Crambert et al.,
2000; Reiffurth et al., 2020). By contrast, the α2 isoform, which
is located on glial cells but not on neurons in the adult brain,
is ideally suited to oppose acute rises in [K+]o because of its
low affinity to K+. This low affinity permits the enzyme to
rapidly adapt its turnover over a wide range of [K+]o (Grisar
et al., 1980; Walz and Hertz, 1982). In addition, α2 activity rises
in response to the membrane depolarizing effect of increasing
[K+]o (Crambert et al., 2000; Horisberger and Kharoubi-Hess,
2002), which applies in particular when the α2 isoform is linked
with the β2 subunit (Stoica et al., 2017). Accordingly, the K+
threshold for spreading depolarization was exclusively lower
in α2 isoform-deficient mice in contrast to α1 or α3 isoform-
deficient mice (Reiffurth et al., 2020) and mutations in the
ATP1A2 gene, encoding the α2 isoform, cause FHM type 2, a
rare Mendelian model disease of spreading depolarization (De
Fusco et al., 2003; Jurkat-Rott et al., 2004; Dreier et al., 2005;
Leo et al., 2011; Unekawa et al., 2018). In contrast to the α2
isoform, the α3 isoform is found on neurons. This isoform is
characterized by a low Na+ affinity which allows it to respond
particularly well to the marked rise in [Na+]i during spreading
depolarization, suggesting its involvement in the neuronal
recovery from spreading depolarization (Crambert et al., 2000).
However, application of ouabain at 100 µM in interface slices
of rodents should fully block the α2/α3 portion of the Na+/K+
pump. Yet, ouabain at 100 µM induces a prolonged but largely
reversible spreading depolarization (Balestrino et al., 1999). This
means that high intraneuronal Na+-induced activation (Skou
and Esmann, 1992) of the less ouabain-sensitive α1 isoform
alone is still sufficient to largely reestablish the ion gradients
and repolarize the neurons during spreading depolarization. In

contrast, complete blockade of all three isoforms by a very high
dose of ouabain leads to terminal spreading depolarization, that
is, the Gibbs–Donnan equilibrium and death of the cells.

An interesting detail is that prolonged exposure to slightly
elevated [K+]o levels appears to decrease the activity of certain
Na+/K+-ATPases, which may explain a decrease in the K+
threshold for spreading depolarization with increasing duration
of exposure to slightly elevated [K+]o. Thus, Major et al.
(2017) measured a selective decline in α2/α3 Na+/K+-ATPase
activity only 30 min after exposure to elevated [K+]o below
the K+ threshold of spreading depolarization. Importantly,
the ex vivo enzyme assay was performed under optimal
biochemical conditions, suggesting that the prior prolonged
exposure to elevated [K+]o in vivo must have caused a persistent
disturbance of the pump, which was still detectable ex vivo.
A similar decline in activity was also previously observed in
cultured astrocytes within 10 min of [K+]o elevation to a
relatively high concentration of 30 mM (Hajek et al., 1996).
Overall, the experimental data currently indicate that this
suppression of α2/α3 enzyme activity by prolonged [K+]o
elevation results from modifications of specific active sites. This
could trap the enzyme in an inactive phosphorylated state
(Mishra and Delivoria-Papadopoulos, 1999).

Apart from this detail, it has been found that all Na+/K+-
ATPases are strongly activated over the entire range of [K+]o and
[Na+]i levels reached during spreading depolarization (Skou and
Esmann, 1992; Crambert et al., 2000; Horisberger and Kharoubi-
Hess, 2002; Larsen et al., 2014). In other words, the activability of
Na+/K+-ATPases by [K+]o and [Na+]i is not abolished as a result
of the abrupt maximal increases of [K+]o and [Na+]i, because
otherwise spreading depolarization would always be irreversible.
Together with the fact that ouabain at high concentrations that
inhibit all three α isoforms prevents recovery from spreading
depolarization, all the known properties of the Na+/K+-ATPases
(Skou and Esmann, 1992; Crambert et al., 2000; Horisberger and
Kharoubi-Hess, 2002; Larsen et al., 2014) strongly support the
notion that their increased activation is a necessary mechanism
for recovery from spreading depolarization.

The question remains as to what structure underlies the
non-specific Na+/K+ conductance that initially drives spreading
depolarization (Czeh et al., 1993) and whereby this increase in
permeability of the cell membrane disappears again, rather than
that Na+/K+-ATPases are additionally required to terminate
spreading depolarization. While we do not rule it out, we do
not consider it very likely that the structure underlying the non-
specific Na+/K+ conductance is the same as that responsible
for recovery from spreading depolarization. That is, we do
not consider it likely that the conversion of one or more
Na+/K+-ATPases into channels drives spreading depolarization
(Robertson et al., 2020), because it would then be difficult to
explain why spreading depolarization is in principle a reversible
phenomenon. Also, this hypothesis would hardly be suitable
to explain why spreading depolarization with the characteristic
abrupt depolarization, the abrupt near-complete breakdown of
the ion gradients and the recovery occurring at the earliest
after several tens of seconds has so far only been detected in
the CNS, since Na+/K+-ATPases are also present in all other
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tissues. The α1 isoform prevails in all vertebrate cells, but the
α2 and α3 isoforms also exist not only in the CNS (Blanco,
2005). Although the search for the non-specific Na+/K+ channels
in neuronal membranes that drive spreading depolarization has
been unsuccessful to date, it remains the most likely hypothesis
that such channels exist (Makarova et al., 2007; Dreier et al.,
2013a), that they are relatively specific to neurons, and that
they are structures that are different in nature from those
required to restore ion homeostasis after the onset of spreading
depolarization. The caveat is added, however, that it has not yet
been sufficiently investigated whether spreading depolarization
is indeed so specific to the gray matter of the brain or whether
similar phenomena may also occur in other tissues of the
body. A first step might be to characterize the exact time
course of depolarization and breakdown of ion gradients during
intoxication with ascending concentrations of the Na+/K+-
ATPase inhibitor ouabain using ion-sensitive microelectrodes in
comparative studies between brain and other organs. Flooding
of brain gray matter with increasing concentrations of ouabain
results in a continuum of initially reversible, single and clustered
spreading depolarizations with progressively broadened negative
DC shifts starting from an elevated level of baseline [K+]o and
returning to that elevated baseline (Balestrino et al., 1999; Major
et al., 2017). Eventually, a terminal spreading depolarization
occurs (Jarvis et al., 2001). Overall, the changes are very similar
to those produced by ischemia of various severities. Alternatively,
focal ischemia could also be directly investigated in comparative
studies between brain and other organs.

In such experiments it is important to understand that the
postulated principal difference between neurons and other body
cells is not that the other body cells do not also swell when the
Na+/K+-ATPase inhibitor ouabain is administered or ischemia
is induced, but that other body cells swell very slowly over
many hours. For example, erythrocytes do not swell in response
to ouabain in the form of sudden events as neurons in the
brain gray matter do in the form of spreading depolarizations
(Kowluru et al., 1989). The fundamental difference is that
the Na+ permeability of erythrocytes remains extremely low
when ouabain is administered, so that the evolution from
the physiological double Gibbs–Donnan steady state to Gibbs–
Donnan equilibrium is very slow. On the other hand, if
Na+ permeability is increased artificially by toxins such as
palytoxin while Na+/K+-ATPase is inhibited, the swelling
process and lysis of erythrocytes can be accelerated significantly
(Volpe et al., 2014).

BRAIN ACTIVITY CHANGES IN THE
CONTEXT OF SPREADING
DEPOLARIZATION

A fair question is then how all this translates into changes of
neural function. The simplest way to observe neural function is
to measure changes in spontaneous activity. Spontaneous brain
activity results from the firing of cortical neurons. The firing of
upstream neurons causes postsynaptic potentials in downstream
neurons. These postsynaptic potentials are associated with

rapid extracellular field potential changes. Synchronous activity
from thousands or millions of neurons with similar spatial
orientation produces fast extracellular field potential changes
that are electrocorticographically recorded as brain electrical
activity. As is well known, the minor breakdown, namely the
epileptic seizure, involves an increase in firing rate and increased
synchronization in the network, and the major breakdown, the
spreading depolarization, results in loss of function, that is,
silencing of spontaneous activity (Leão, 1944b). This spreading
depolarization-induced spreading depression of spontaneous
activity is observed as a rapidly evolving reduction in the
amplitudes of spontaneous activity in the alternating current
(AC) frequency band of the ECoG above 0.5 Hz and spreads along
with spreading depolarization between neighboring recording
sites (Figure 1). This migratory extinction of spontaneous activity
was discovered by Leão (1944b) and termed spreading depression
of spontaneous activity before he demonstrated the underlying
process in 1947, i.e., the large negative DC shift. Leão (1947)
interpreted the latter as an expression of neuronal depolarization.
He based this interpretation on the similarity between the DC
shift he recorded in the cerebral cortex and the asphyxia-induced
DC shift recorded in the spinal cord by Van Harreveld and
Hawes (1946), who previously interpreted this negative DC
shift as reflecting neuronal depolarization. It is assumed that
spreading depolarization initiates spreading depression because
the sustained depolarization exceeds the inactivation threshold
for the action potential generating channels (Kager et al., 2002).
In practice, however, the observed patterns often deviate from
expectations and sometimes depression begins, for example,
only when the negative DC shift is already in regression, or
it does not occur at all. If depression occurs, it usually lasts
significantly longer than the negative DC shift, suggesting that it
is maintained by other mechanisms than the depolarization block
such as intracellular zinc or Ca2+ and/or extracellular adenosine
accumulation (Lindquist and Shuttleworth, 2012; Carter et al.,
2013; Sawant-Pokam et al., 2017).

Already Leão (1944b, 1947) discovered additional patterns
of spontaneous activity changes that can co-occur with the
large negative DC shift of spreading depolarization such
as non-spreading depression of activity or epileptic field
potentials that replace the spreading depression of activity.
The first signs of non-spreading depression start within
seconds of anoxia, focal or global circulatory arrest with
an arousal reaction of fast, irregular low-voltage activity
(Dreier and Reiffurth, 2015). Synchronous gamma oscillations
then occur within the first 30 s which are global and
highly coherent with a striking increase in anterior-posterior-
directed connectivity (Borjigin et al., 2013). Isoelectricity is
usually reached within 30–40 s, well before the neuronal
ATP pool is depleted (Figure 1) (Hochachka et al., 1996).
As opposed to spreading depolarization-induced spreading
depression, non-spreading depression develops simultaneously
in the whole area exposed to severe ischemia. Also of
particular importance is that non-spreading depression is
associated with neuronal hyperpolarization in contrast to the
depolarization block that initiates spreading depression (Tanaka
et al., 1997; Muller and Somjen, 2000). It is still unclear how
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hypoxic neurons and astrocytes are able to sense the drop in
ptiO2 but several mechanisms have been proposed that may
mediate non-spreading depression. These include: (i) changes in
vesicular transmitter release (Katchman and Hershkowitz, 1993b;
Fleidervish et al., 2001; Revah et al., 2016), (ii) activation of ATP-
sensitive or G protein–dependent Ca2+-sensitive K+ channels
(Erdemli et al., 1998; Muller and Somjen, 2000), (iii) release
of adenosine (Fowler, 1989; Katchman and Hershkowitz, 1993a;
Khazipov et al., 1993, 1995; Dzhala et al., 1999; Canals et al.,
2008), (iv) acidosis (Mutch and Hansen, 1984; Taylor et al., 1996),
and (v) breakdown of gamma oscillations (“interneuron energy
hypothesis”) (Kann et al., 2014). In animals, non-spreading
depression of activity is typically measured in the center of
ischemia after MCAO or during anoxia or global circulatory
arrest (Leão, 1947; Mayevsky and Chance, 1975; Luckl et al., 2018)
(Figure 1). In humans, it has only been clearly demonstrated
so far in the dying process during cardio circulatory arrest
(Dreier et al., 2018b). Non-spreading depression of activity
usually significantly precedes the first spreading depolarization
in the center of ischemia. The median latency between cessation
of spontaneous activity and onset of spreading depolarization
was 65 s in the center of ischemia after MCAO in rats
(Luckl et al., 2018) and 76 s in the dying process in humans
during cardio circulatory arrest (Dreier et al., 2018b). Non-
spreading depression is thought to lead to the sudden and
simultaneous neurological deficits in various modalities, such as
language, motor, sensory, or visual functions, that are typical of
transient ischemic attacks and most types of ischemic strokes
(Dreier and Reiffurth, 2015).

However, simultaneous depressions of spontaneous activity at
different recording sites may precede spreading depolarization
not only in the context of ischemia. For example, they can
typically be detected even at some distance from a KCl droplet
application to trigger spreading depolarization in vivo, even if no
local increase in [K+]o precedes the spreading depolarization at
the affected recording site (Figure 3). The underlying mechanism
of this type of simultaneous depression, however, is unknown.

Another curiosity, described as early as 1944 (Leão, 1944b)
and 1953 (van Harreveld and Stamm, 1953), is that the silencing
of brain activity induced by spreading depolarization changed as
a result of minimal electrical stimulations. Finally, epileptic field
potentials were recorded during the period that had originally
seen spreading depression of activity. Van Harreveld and Stamm
called this phenomenon spreading convulsion. It is characterized
by epileptic field potentials superimposed on the negative DC
potential. Most often these occur on the final shoulder of
the negative DC potential. Spreading convulsions have been
observed, e.g., in organotypic cultures (Kunkler and Kraig, 1998)
but also in human brain slices and in patients (Dreier et al.,
2012). Based on a discussion with our colleagues Jeff Noebels, Jed
Hartings, and Bill Shuttleworth, it is probably more appropriate
to use the term spreading depolarization with epileptiform
activity (SDEA) instead of spreading convulsion to refer to the
phenomenon, since it is not a behavioral phenomenon but an
electrographic phenomenon.

A special case of such SDEA occurs when the electrographic
seizures overlie a terminal spreading depolarization, i.e.,

FIGURE 3 | Spreading depolarization remotely triggered by a droplet of KCl
(2 M) in a naïve rat in vivo is shown. Traces 1–3: the full-band ECoG signal
[DC/AC-ECoG] contains information on both the negative DC shift that
identifies spreading depolarization (Dreier, 2011) and the activity changes.
Note the differences in amplitude and shape of the DC shift between the gold
standard recording technique in animals, the intracortical
glass-microelectrode, and the platinum/iridium (Pt/Ir) electrodes on the brain
surface, gold standard in humans (Dreier et al., 2017; Major et al., 2021). Also
note the spread of the spreading depolarization in rostral (Pt/Ir-electrode
2)-caudal (Pt/Ir-electrode 1) direction. Trace 4: the hallmark of spreading
depolarization is the near-complete breakdown of the transcellular ion
concentration gradients. Here, the large spreading depolarization-associated
increase in [K+]o is seen. Traces 5–7: the spontaneous activity is assessed in
the AC-ECoG, i.e., the higher frequency band between 0.5 and 45 Hz. Traces
8–10 display the integral of power of the spontaneous activity (Dreier et al.,
2006, 2017). The integral of the power of the AC-ECoG is based on a method
of computing time integrals over a sliding window according to a time decay
function. This mathematical procedure provides a smoothed curve easing
visual assessment of changes in AC-ECoG power. The method has become
standard to score depression durations accompanying spreading
depolarization. Spreading depolarization shows a depressive effect on
spontaneous activity (=spreading depression). However, other events can also
cause depression of activity. For example, we observed here a simultaneous
depression of spontaneous activity at all electrodes immediately after the
rostral KCl application (cf. asterisks). A subsequent, additional spreading
depolarization-induced depression is observed at the caudal Pt/Ir electrode.
Trace 11: a shallow initial hypoperfusion accompanied the KCl-triggered
simultaneous depression of spontaneous activity that preceded the spreading
depolarization-induced hyperemia. Trace 12 shows the mean arterial pressure
(measured via femoral artery catheter). Trace 13 shows the end-expiratory
pCO2.

a spreading depolarization-initiated NUP, rather than a
short-lasting spreading depolarization. Examples are given
in Figure 4 after MCAO in the rat and in Figures 5, 6 in

Frontiers in Cellular Neuroscience | www.frontiersin.org 16 February 2022 | Volume 16 | Article 83765086

https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles


fncel-16-837650 April 25, 2022 Time: 13:51 # 17

Lemale et al. Activity Changes During Spreading Depolarization

aSAH patients. Such patterns can probably be explained by
portions of the network jumping from the near-complete
sustained depolarization of spreading depolarization to the
less pronounced sustained depolarization of electrographic
seizures. In animal experiments, this pattern was associated with
particularly large infarcts (Luckl et al., 2018). However, this was
most likely related to the fact that the associated NUPs were
particularly pronounced.

On the basis of all these observations, although spreading
depression is an excellent term for the spreading depression of
activity, it is misleading and tantamount to semantic paraphasia
to use the term spreading depression as a generic term for
the underlying process of spreading depolarization. This is
especially true as it has been widely reproduced that spreading
depolarization can also occur in tissues without any spontaneous
neuronal activity such as in normoxic and normoglycemic
brain slices (Dreier et al., 2001). In such tissues we would
then have to speak of ‘spreading depression in absence of
spreading depression,’ if the term ‘spreading depression’ is
used once as a generic term instead of the term ‘spreading
depolarization’ and on the other hand denotes the spreading
depression of spontaneous activity, which is clearly absurd.
Instead, the COSBID group has recommended to use the term
spreading depolarization as the generic term for the underlying
process (Dreier et al., 2017). However, this should in no
way prevent us from using the term spreading depression for
the spreading depression of activity, i.e., where this term is
scientifically correct. For example, spreading depolarization-
induced spreading depression of activity in Figure 1 is more
pronounced the farther the electrode is from the center of
ischemia because the farther the electrode is from the center
of ischemia, the less pronounced (or even absent) the non-
spreading depression of activity. Furthermore, whereas the dying
process in cardio circulatory arrest usually leads first to non-
spreading depression and then to spreading depolarization, the
development of brain death during continued circulation in the
intensive care unit is most commonly initiated by spreading
depolarization and induced spreading depression (Dreier et al.,
2018b, 2019, 2022; Carlson et al., 2019).

A particular problem in migraine research is that quite
a few migraine researchers are convinced that all spreading
depolarizations of interest to the migraine researcher induce
spreading depression, which is thought to entail the patient
percept of the migraine aura (Leão and Morison, 1945),
and spreading depolarizations, once accompanied by other
spontaneous activity changes, no longer have anything to do
with migraine and therefore are not relevant to the migraine
researcher. However, this is at odds with the thin data available.
Indeed, there is only a single case report in the world literature
to date in which spreading depolarization-induced spreading
depression was electrocorticographically recorded while the
patient had symptoms of a migraine aura, i.e., the patient
reported the sequential series of neurological deficits typical
of migraine aura (Major et al., 2020). She even had two
migraine auras in succession, during each of which spreading
depolarization-induced spreading depression was recorded.
However, the patient had subdural electrodes implanted only

because she had suffered aSAH a few days earlier, and she had
no previous history of migraine with aura or without aura. Apart
from one more study investigating magnetoencephalographic
fields from patients during spontaneous and induced migraine
aura (Bowyer et al., 2001), the other evidence supporting
that migraine aura is caused by spreading depolarization is
all indirect and based on the similarity of recorded rCBF or
blood oxygen level-dependent (BOLD) changes during migraine
aura with the normal hemodynamic response to spreading
depolarization in animal studies (Olesen et al., 1981; Lauritzen
et al., 1983; Hadjikhani et al., 2001). However, not only is
the evidence from these studies indirect, but the studies using
the planar intracarotid 133Xenon method and single-photon
emission computed tomography (SPECT) in patients undergoing
migraine auras were additionally problematic as the migraine
auras recorded in these studies cannot be referred to as normal
migraine auras. Very likely, not only spreading depressions but
also non-spreading depressions of spontaneous activity may have
occurred in the context of spreading depolarizations in these
studies, because it is assumed that the large number of recorded
migraine auras in these studies resulted from the procedure of
catheterizing and injecting the carotid artery, which provoked
visual migraine aura in more than 50% of the patients (Lassen
and Friberg, 1991). It is now widely assumed that the mechanism
leading to these auras was cerebral microemboli causing brief
ischemic episodes, because such microemboli are potent triggers
of spreading depolarizations in animals (Nozari et al., 2010;
Dreier and Reiffurth, 2015). That is, these studies were essentially
a proof of Leão’s original hypothesis that the basal neural network
processes during migraine aura and during disturbances of the
cerebral circulation are “of the same nature.”

Although most spreading depolarizations that occur in
association with migraine aura are unlikely to be primarily
vascular in origin, the alert neurologist working in a stroke unit
or as a consultant in a cardiology department where there is
a high volume of interventions such as cardiac catheterization
and atrial ablation will see single cases of migraine aura
associated with minor, often pinpoint stroke every year if the
patients are carefully interviewed and MRIs are performed
(Olesen et al., 1993; Klingebiel et al., 2008; Dreier and Reiffurth,
2015; Waters et al., 2018; Altamura et al., 2021). Also, to
understand why relatively small strokes can sometimes be
accompanied by transient global neurological deficits (Dreier
et al., 2006) or why transient focal symptoms can sometimes
occur whose representational fields are not in the ischemic
zone proper (Klingebiel et al., 2008), it is useful to have
an understanding of the spreading-depolarization continuum,
because spreading depolarizations are precisely not only local
but can spread over large areas of cortex and subcortical gray
matter (James et al., 1999; Cain et al., 2017; Kaufmann et al.,
2017; Milakara et al., 2017). For basic researchers, the erroneous
use of the term ‘spreading depression’ for the phenomenon of
‘spreading depolarization’ is particularly problematic because,
often believing that the changes in spontaneous activity are
irrelevant, they use inadequate filter settings for the ECoG, i.e.,
record only the DC potential, and all valuable information from
the experiments contained in the changes in spontaneous activity
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FIGURE 4 | (A) Spreading depolarization-initiated NUP with superimposed ictal epileptic events (IEEs) after middle cerebral artery occlusion (MCAO) in a rat (Luckl
et al., 2018). Traces 1 and 2 show the full-band ECoG signal [DC/AC-ECoG] which contains both the negative DC shifts that identify spreading depolarizations and
the changes in spontaneous brain activity. Traces 3 and 4 only show the spontaneous activity in the higher frequency band (AC-ECoG, bandpass: 0.5–45 Hz).
Traces 5 and 6 display the integral of the power of the AC-ECoG which provides a smoothed curve easing visual assessment of changes in AC-ECoG power. Trace
8: regional cerebral blood flow (rCBF) recorded with laser-Doppler flowmetry. Trace 9: mean arterial pressure measured via femoral artery catheter. MCAO leads to a
sharp decrease in rCBF (dark green arrow in trace 7). Shortly after MCAO, non-spreading depression of activity occurs and is best observable in the integral of the
power (red asterisks at traces 5 and 6). The drop in rCBF triggers a spreading depolarization that propagates from electrode 2–1 and initiates a NUP (traces 1 and
2). Electrographic seizures, also known as IEE, occur superimposed on the NUP. They continue and even intensify after the reperfusion (red dot at trace 7). (A1)
Displays one of the IEEs at higher temporal resolution. (B) The animal was sacrificed 72 h later. The infarct in both basal ganglia and cortex is macroscopically
identified as a pale area using hematoxylin staining.

is lost. This is especially relevant when the experiments are used
to correlate electrophysiology and behavior.

DISCUSSION

Spreading depolarization is one of the most important
pathophysiological processes of the CNS, with far-reaching
implications for neurology, and there, not only for migraine with
aura, but also for the most diverse forms of acute injury of the
cerebrum and most likely also of the cerebellum, brainstem and
spinal cord, and even for paroxysmal movement disorders (Lu
et al., 2021). Spreading depolarization is among the most basic
pathological processes in the nervous system that appeared in
phylogenesis even before the development of a proper blood
circulation (Spong et al., 2017). The reason why spreading
depolarization must occur in insects and vertebrates under
certain conditions is derived from the fundamental structure
of their neural networks and, in particular, from the second
law of thermodynamics. In this context, the role of certain
neurotransmitters in the nervous systems of different species
(Robertson et al., 2020), such as the role of glutamate, may be
fundamentally different without altering the basic property of

spreading depolarization, which is that the state of the neural
network shifts abruptly toward the pathological Gibbs–Donnan
equilibrium, but without reaching it completely unless the
neurons eventually die.

For individuals suffering from migraine with aura, all this
means that they should minimize their vascular risk factors, even
though their absolute risk of stroke is low. On the one hand,
patients with typical migraine with aura should be reassured
that the constellations under which spreading depolarizations
occur in migraine with aura are almost always benign, and
they should not be subjected to inappropriate and potentially
dangerous investigations and treatments. On the other hand,
if the migraine aura occurs in an unusual constellation, the
treating physician should be alert and perform further diagnostic
workup, as it may conceal a stroke (Olesen et al., 1993;
Klingebiel et al., 2008; Waters et al., 2018). It is also particularly
important to understand that migraine is not a prerequisite
for the occurrence of spreading depolarizations, and very many
spreading depolarizations do not manifest clinically as migraine
auras. Any stroke that affects the gray matter is presumably
associated with spreading depolarizations, and almost all of us
will end up with a terminal spreading depolarization regardless
of whether or not we had migraine auras during our lifetime
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FIGURE 5 | (A) Spreading depolarization-initiated NUP superimposed with further SDs and IEEs recorded after aneurysmal subarachnoid hemorrhage (aSAH) in a
71-year old man (Dreier et al., 2012; Winkler et al., 2012). The NUP occurred on day 10 after the initial hemorrhage. Traces 1–3 from top to bottom give the
DC/AC-ECoG recordings (band-pass: 0–45 Hz). The SD-initiated NUP and the later superimposed SDs are observed as negative DC shifts (negative upward).
Traces 4–6 not only show the depressive effect of the SDs on the spontaneous brain activity but also the superimposed IEEs (AC-ECoG, band-pass: 0.5–45 Hz).
Note that the first IEE at electrode 3 (trace 4) is temporally associated with the onset of an SD [shown at higher temporal resolution in the insert (A1)]. Since the IEE is
at least partially superimposed on the negative DC shift, it is a spreading convulsion according to the old nomenclature (van Harreveld and Stamm, 1953) or a
spreading depolarization with epileptiform activity (SDEA) according to the new nomenclature. Trace 7 shows the tissue partial pressure of oxygen (ptiO2) measured
with an intraparenchymal sensor. Trace 8 gives the intracranial pressure (ICP) measured with an extraventricular drainage (EVD) catheter. Trace 9 shows the mean
arterial pressure (MAP) measured with a radial artery catheter. The IEEs are associated with hyperoxic responses (the oxygen sensor was located in the cortex
between electrodes 3 and 4). (B) Post-operative computed tomography (CT) scan showing an intracerebral hematoma (red arrow) in the right frontal lobe of the
patient and electrodes 2–6 of the subdural recording strip.

(Dreier et al., 2018b, 2019, 2022; Carlson et al., 2019). Exceptions
are of course conceivable, starting with the fact that one can also
die from the immediate impact of a bomb.

It may be added that the fact that spreading depolarization
does not occur in highly artificial systems such as cell cultures
is not an argument against a thorough investigation of this
process; on the contrary, it is another argument in favor of
it. Indeed, there are a number of prominent examples where
the results of cell culture experiments may be consistent in
themselves, but the experiments do not examine the in vivo
state of the animal or patient that they purport to examine.
For example, as explained above, spreading depolarization
secondarily leads to a massive increase in the concentrations
of many different neurotransmitters, including glutamate (Van
Harreveld and Fifkova, 1970; Fabricius et al., 1993; Molchanova
et al., 2004; Enger et al., 2015). Indeed, spreading depolarization
is the only process in the brain that causes a considerable
increase in glutamate in the extracellular space. In non-ischemic
tissue, glutamate increased up to 100 µM during spreading

depolarization (Zhou et al., 2013). Accordingly, in ischemia
in vivo, no glutamate increase is directly measurable before the
onset of spreading depolarization, but the directly measurable
glutamate increase follows the ischemia-induced spreading
depolarization (Hinzman et al., 2015). Although the glutamate
increase due to spreading depolarization does not occur in
isolation but is accompanied by massive concentration changes
of innumerable other factors, a pure glutamate application of
100 µM to primary cell culture is often presented as a proxy
for ischemia (Randall and Thayer, 1992; Keelan et al., 1999;
Vergun et al., 1999; Rueda et al., 2016). A blind spot in all
these models is not only that the glutamate increase is studied
in isolation from the many other changes, but also that molecular
oxygen, which is, after all, absent during ischemia, is required not
only for ATP production but also for numerous other cellular
processes. To give but two examples: (1) Molecular oxygen is
required for NO synthesis (Jiang et al., 2001; Uetsuka et al.,
2002). So, how will an increase in extracellular glutamate cause
increased NO production during ischemia (Keelan et al., 1999)
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FIGURE 6 | (A) A cluster of SDs initiating a NUP is shown that occurred in a 57-year old man after aneurysmal subarachnoid hemorrhage. The cluster was recorded
with a 6-contact subdural strip for ECoG on day 7 after the initial hemorrhage. Traces 1–6 from top to bottom give the DC/AC-ECoG recordings (band-pass:
0–45 Hz). Spreading depolarizations and spreading depolarization-initiated NUP are observed as negative DC shifts (negative upward). Traces 8–12 show persistent
depression of the spontaneous activity after the first spreading depolarization at electrodes 3–5 as assessed in the high frequency band (AC-ECoG, band-pass:
0.5–45 Hz). This depression is interrupted by IEEs best seen at electrodes 4 and 5 [traces 10 and 11; shown at higher temporal resolution in the insert (A1)]. Trace
13: tissue partial pressure of oxygen (ptiO2) measured with an intraparenchymal sensor. Trace 14: mean arterial pressure measured with a radial artery catheter.
(B) Compared with computed tomography (CT) at day 3 after the initial hemorrhage, CT at day 10 shows new hypodensities typical of scattered delayed ischemic
infarction in the cortex near the subdural electrodes, matching the spreading depolarization-induced NUP at electrode 6 on day 7. Accurate assessment is
somewhat limited by the typical hyperdense streak artifacts around the electrodes.

when the normal NO synthesis is blocked by lack of molecular
oxygen? How is it then that numerous review articles and
neuroscience textbooks convey the message that ischemic cell
injury is a consequence of excitotoxic increase in NO levels
as a result of glutamate release (Belov Kirdajova et al., 2020)?
Some NO production via endothelial NOS by reduction of nitrite
may occur under anoxia (Gautier et al., 2006). However, this
pathway is temporally limited because it depends on nitrite
reserves, and it is questionable whether it is sufficient to maintain

even the basal NO level. If anything, administration of an
NO donor to the patient in acute ischemic stroke appears to
have a beneficial effect if treatment is started within 6 h of
the onset of ischemia (Woodhouse et al., 2015). (2) Another
example is that the production of reactive oxygen species (ROS)
also requires molecular oxygen (Dirnagl et al., 1995; Dreier
et al., 1998; Peters et al., 1998). Thus, glutamate is a potent
stimulus of ROS production in cell culture (Kubota et al., 2010),
but the spreading depolarization-induced glutamate increase
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under ischemic conditions in vivo cannot cause an increase in
ROS production because ROS production is blocked by lack
of molecular oxygen (Dirnagl et al., 1995; Dreier et al., 1998;
Peters et al., 1998). In fact, an increase in ROS production only
occurs in the context of ischemia in vivo, if the tissue is fortunate
enough to be reperfused and glutamate is taken up again into
the cells from the extracellular space. That is, ROS production in
response to an ischemic event in vivo increases to the pathological
range only when (i) tissue is reperfused, (ii) neurons recover
from the ischemia-induced spreading depolarization and (iii)
extracellular glutamate concentration decreases again, which is
the opposite of what is observed in cell culture upon glutamate
application (Dirnagl et al., 1995; Dreier et al., 1998; Peters
et al., 1998). Numerous studies on thrombolysis and mechanical
recanalization of ischemic stroke patients have now shown that
reperfusion does not lead to additional damage, but is currently
the only chance for ischemic brain tissue to survive (Prabhakaran
et al., 2015). Cell culture models are often touted as an effective
substitute for animal experiments in order to reduce the number
of animal experiments, and considerable political, economic and
social pressure is built up, e.g., through poster campaigns in
public transport, prizes and other initiatives, to achieve this goal.
However, the above examples show how easily artifacts from
cell culture experiments can corrupt scientific concepts, which is
then reflected in countless review articles and textbook chapters,
although the lack of validity of the concepts is easily revealed
once they are tested in vivo (Dreier et al., 1998; Peters et al., 1998;
Uetsuka et al., 2002), where, unlike in cell cultures, intracellular
space is large and extracellular space is small, the full context
of cell–cell, cell–circulation, and organ–organ interactions is
preserved, spreading depolarizations occur, and neurons die from
severe oxygen-glucose deprivation within minutes rather than
within hours (Wappler et al., 2013). Cell culture experiments are
of high scientific value for the study of intracellular signaling
cascades only when used as a complement to, rather than as a
replacement of, in vivo experiments, because in vivo experiments
are indispensable for providing guidance and testing hypotheses
derived from cell culture experiments, which are inevitably
subject to myriad biases due to the artifact-laden circumstances.

CONCLUSION

Spreading depolarization is a metastable universal reference state
for acute CNS pathology. All relevant mechanisms in the context
of acute ischemic or traumatic CNS injury, whether parenchymal,
vascular, or immunologic, should be studied in relation to this
reference state in order to correctly place them in the overall
context. The fact that spreading depolarization can be harmless
on the one hand and lead to neuronal death and even brain
death on the other, that it is a huge electrochemical wave that
is nevertheless difficult to detect in scalp EEG, that it can be
triggered experimentally so easily and in a nicely stereotyped
manner and yet is one of the most complex phenomena of the
CNS with a highly complex pharmacology, explains at least in
part why neuroscientists and neurologists have not struggled as
hard with any other phenomenon for decades as they have with
spreading depolarization.
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Epigenetic modulations lead to changes in gene expression, including DNA

methylation, histone modifications, and noncoding RNAs. In recent years,

epigenetic modifications have been related to the pathogenesis of di�erent

types of cancer, cardiovascular disease, and other diseases. Emerging evidence

indicates that DNA methylation could be associated with ischemic stroke (IS)

and plays a role in pathological progression, but the underlying mechanism

has not yet been fully understood. In this study, we used human methylation

850K BeadChip to analyze the di�erences in gene methylation status in

the peripheral blood samples from two groups (3 IS patients vs. 3 healthy

controls). According to their bioinformatics profiling, we found 278 genes with

significantly di�erent methylation levels. Seven genes with the most significant

methylation modifications were validated in two expanded groups (100 IS

patients vs. 100 healthy controls). The CAMTA1 gene had significantly di�erent

methylation changes in patients compared to the controls. To understand

the CAMTA1 function in stroke, we generated CAMTA1 knockout in SH-

SY5Y cells. RNA seq results in CAMTA1 knockout cells revealed the pathways

and gene set enrichments involved in cellular proliferation and cell cycle.

Furthermore, a series of experiments demonstrated that in the oxygen-glucose

deprivation/re-oxygenation (OGD/R) model system, the expression of cyclin

D1, an essential regulator of cell cycle progression, was increased in SH-

SY5YCAMTA1 KO cells. Increasing evidence demonstrated that ischemic stress

could inappropriately raise cyclin D1 levels in mature neurons. However, the

molecular signals leading to an increased cyclin D1 level are unclear. Our

findings demonstrate for the first time that the CAMTA1 gene could regulate

cyclin D1 expression and implicate their role in strokes.
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Introduction

A stroke is an acute cerebrovascular incident. It affects

the arteries leading to and within the brain, preventing

oxygen and nutrients. About 80% of strokes are caused by

ischemic compared to 20% hemorrhagic. It is one of the

leading causes of death and disability worldwide. Currently,

the stroke burden remains high, with 5.5 million deaths

in 2016 based on the Global Burden of Disease report

(Fogh et al., 2016). Besides, the stroke burden has also

increased in young people aged 18–49 (GBD 2016 Stroke

Collaborators, 2019). That implies massive public health issues

and needs scaled-up prevention strategies. Therefore, a complete

understanding of the pathogenesis of ischemic stroke (IS)

is required.

Although substantial evidence has pointed to numerous

environmental and genetic risk factors associated with IS

(Giralt-Steinhauer et al., 2014; Feigin et al., 2017; GBD 2016

Stroke Collaborators, 2019; Singer et al., 2019), additional

mechanisms remain clarified. Over the past years, with the

improvement of research in the epigenetic field, multiple

studies have revealed the epigenetic modifications involved

in the pathogenesis of the cardiovascular disease (Traylor

et al., 2012; Singer et al., 2019). One of the most understood

epigenetic modifications, DNA methylation, usually occurs on

the CpG site by adding one or more methyl groups to a

cytosine. It affects gene transcription and expression without

changing DNA sequences (Morgado-Pascual et al., 2018).

Abnormal DNA methylation patterns have been investigated

in IS pathogenesis (Feinberg, 2007; Udali et al., 2013). The

global level of DNA methylation increased in the rat model

of IS (Deng et al., 2019). Recently, more studies demonstrated

that gene-specific methylation could also be involved in IS.

For example, the hypermethylation in the cystathionine-beta-

synthase promoter (Stanzione et al., 2020) and the AHCY gene

encoding the S-adenosine homocysteine hydrolase (Dock et al.,

2015) have been identified to increase ischemic stroke risk.

People with hypomethylation in Long Interspersed Nucleotide

Element-1 (LINE-1) may also have a higher risk of IS (Wang

et al., 2019). Additionally, the higher methylation of cyclin-

dependent kinase inhibitor 2B (CDKN2B) may affect arterial

calcification in IS patients (Zhao et al., 2020). Despite these

results, the new gene-specific methylation and its mechanisms

remain unexplored.

Additionally, dysregulation of cell cycle machinery is

also implicated in strokes. Empirical evidence suggests that

inappropriately activated complex cyclin D1/cyclin-dependent

kinases (Cdk) under ischemic stress conditions were responsible

for the dysregulated cell cycle. The cyclin D1 levels were

increased by the oxygen-glucose deprivation (Cai et al., 2009;

Baccarelli et al., 2010b; Zhou et al., 2016). In addition, an

increase in cyclin D1 immunoreactivity has also been detected

in human stroke brains (Katchanov et al., 2001). However, the

molecular signals leading to an increased cyclin D1 level have

not been clarified.

In this study, we conducted a genome-wide analysis

extracted from the peripheral blood to identify differentially

methylated genes in IS patients using Illumina Infinium

Methylation EPIC Bead Chip (850K chip) and Methyl

Target (target regional methylation level sequencing). CAMTA1

gene was the most highly methylated in patients compared

to the controls. It encodes synthetic Calmodulin Binding

Transcription Activator 1 (CAMTA1), which could inhibit

the proliferation of various tumor cells, including breast

cancer, colon cancer, pheochromocytoma, etc. Current research

on the CAMTA1 protein has focused on its role in the

pathogenesis of Epithelioid hemangioendothelioma (EHE), a

malignant tumor of vascular endothelial cell origin. The primary

mechanism of its pathogenesis is multiple translocations in

the chromosome 1p36.3 and 3q25 regions, which happens

to be the location of the CAMTA1 gene. Long-term studies

have found that WWTR1-CAMTA1 gene fusion occurs in

90% of EHE cases. Under the transcriptional control of the

WWTR1 promoter, this fusion gene activates the abnormally

high expression of the CAMTA1 gene, encoding a specific

fusion transcription factor that plays a crucial role in the EHE

pathogenesis. Few studies have reported that the CAMTA1

gene was also associated with neurodegenerative diseases.

Fogh et al. have shown that the CAMTA1 gene affects the

survival of patients with sporadic amyotrophic lateral sclerosis

(ALS) (Fogh et al., 2016). Studies have shown that CAMTA1

KO mice could develop ataxia, Purkinje fibrosis, and other

characteristics (Long et al., 2014). However, the involvement

of CAMTA1 in stroke has not been reported. Our results

show that CAMTA1 knockout could attenuate oxygen-glucose

deprivation/re-oxygenation (OGD/R)-induced apoptosis and

block more cells at the S phase. Moreover, the CCND1 mRNA

and its coding protein: cyclin D1, were increased by decreased

CAMTA1 levels. Our findings demonstrate that the CAMTA1

gene affects the ischemia-reperfusion injury by regulating cyclin

D1 proteins.

Materials and methods

Study population

The study was conducted on three healthy people and

three acute cerebral infarction patients with magnetic resonance

imaging scans performed in the Department of Neurology, the

First Affiliated Hospital of the Henan University of Chinese

Medicine, fromMay 2017 to September 2017. Two men and one

woman with an average age of 57.3 years were in the IS group.

Likewise, in the healthy control group, there are two men and
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one woman with an average age of 58.7 years. The validation of

the population included 100 IS patients (60men and 40 women),

with an average age ranging between 58.34 and 72.1 years. The

control group included 100 control groups (including 52 men

and 48 women), with an average age ranging between 51.3 and

74.8 years.

Inclusion criteria: (1) The diagnosis of ischemic stroke

conformed to the guideline for the diagnosis and treatment

of acute ischemic stroke in China in 2010 and was confirmed

by head MRI scans. (2) The course of the stroke was <1

week. (3) Over 18 years of age. Exclusion criteria: (1) Patients

accompanied by unconsciousness, aphasia, or severe cognitive

impairment could not cooperate with the examination. (2)

Patients with psychosis or other psychiatric conditions such

as anxiety, depression, and suicidal behavior. (3) Patients with

other severe systemic diseases, including infection, cardiac and

pulmonary failure, or hepatic and renal dysfunction. (4) Patients

failed to perform MRI scans for various reasons. The Ethics

Committee approved the study protocol of the First Affiliated

Hospital of the Henan University of Chinese Medicine. All

participants signed a written consent form.

Expanding clinical validation of population: peripheral

blood samples were obtained from IS patients and stored at

−80◦C freezer. The inclusion criteria and exclusion criteria, as

detailed above, were followed.

Extraction of proteins

For mononuclear cell pellets, 100 µL of cell lysate buffer

was added to the centrifuge tube (RIPA lysate is mixed well

with PMSF in a 100:1 ratio) and readied for use. It was pipetted

repeatedly until it was mixed well and the lysate was then

transferred to a new 1.5ml EP tube. It was incubated on ice for

30min, during which time it was vortexed every 10min to allow

the cells to be fully lysed. The mixture was centrifuged at 12,000

rpm for 15min at 4◦C and the supernatant was transferred into

a new 1.5ml EP tube to obtain the total soluble protein from

the mononuclear cells for subsequent experiments and stored

at−80◦C.

DNA methylation

Peripheral blood samples from the six subjects were

collected and used for the 850K DNA methylation analysis.

The DNA microarray results were validated using the

remaining samples.

After the frozen blood samples were thawed, the DNA from

human whole blood cells was extracted with a Tiangen kit

(Beijing, China, Catalog Number: DP319). DNA concentration

and purity were quantified in a NanoDrop 2000 system

(NanoDrop,Wilmington, DE). The DNA concentration must be

higher than 50 ng/µl.

Whole DNA methylation (3 IS vs. 3 healthy controls) was

assessed with the Infinium Human Methylation 850 BeadChip

Kit (Illumina, Inc., San Diego, CA, United States), covering the

human genome’s 853,307 cytosine positions. Data preprocessing

and analyses were conducted in the statistical programming

environment R v3.1.2 with RnBeads v0.99. Normalization and

background correction was applied to the methylation data

with manufacture-recommended algorithms and implemented

in the methylome package. Methylation levels were averaged

for the replicates for each biopsy after normalization. We

calculated the difference in methylation β-value between the

two groups or the mean of the pairwise difference for paired

samples. False discovery rates (FDR) were calculated using

an improved Benjamini-Hochberg procedure to correct p-

values for multiple hypothesis testing, and the methylation

changes in CpG sites/regions with FDR < 0.05 were considered

statistically significant. Ingenuity Pathway Analysis (IPA) was

used to identify functional interactions of genes differentially

methylated between groups. Average methylation signals on the

CpG sites within each CpG site and/or promoter region were

hierarchically clustered with Pearson dissimilarity and average

linkage as clustering parameters.

Screening of di�erential genes

Difference setting criteria: The absolute value of the Diff

Score value between the case group and the control group

sample was >13, and the Absolute value of Delta Beta was >0.

17, that is, the differential methylation gene.

Diff score= 10∗sgn(13ref-13cond)4logl0(p)

For a P-value of 0.05, Diff Score= 4–13

For a P-value of 0.01. Diff Score= 4–20

For a P-value of 0.001. Diff Score= 4–30.

The Ddta Beta value was calculated as the difference between

the case group and the control group and Avg Beta was the

degree of methylation difference between the case group and the

control group at each site.

Verifying candidate genes by methyl
target region methylation sequencing

The methylation level of the promoter region of the

CAMTA1 gene in 100 IS cases vs. 100 healthy control samples

was detected by methyl target region methylation sequencing.

MethylTargetTM assays (targeted bisulfite sequencing) developed

by Genesky Biotech (Shanghai, China) were carried out as

previously described. Briefly, CpG sites adjacent to the promoter

region of the CAMTA1 gene were analyzed, and based on
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these CpG sites, four CpG regions from CpG sites in CAMTA1

were sequenced (the relative distance from the transcriptional

start site, amplification primers, and product size of these

CpG regions are described in Tables 2, 3). Genomic DNA was

converted with bisulfite, and PCR was performed to amplify

the targeted DNA sequences. The products were sequenced

by an Illumina MiSeq benchtop sequencer (Illumina, CA,

United States).

The total RNA was extracted using the Tiangen

reagent (Beijing, China, Catalog Number: DP424).

Using a QuantiTect Reverse Transcription kit (Vazyme,

Wuhan, China, Catalog Number: R333-01), 2 µg of each

RNA was reverse transcribed into cDNA. Expression

levels of the genes were analyzed using a QuantiTect

SYBR Green PCR kit (Vazyme, Nanjing, China,

Catalog Number: Q221-01). The primer sequences are

listed below:

Forward primer: gattatggtttgttttttaggatgagag

Reverse primer: aacccrattcaaactcrttcc.

Western blot

Cells were lysed with RIPA lysis buffer and completed

with protease inhibitor (Solarbio, Beijing, China, Catalog

Number: R0020). Lysates were centrifuged at 4◦C, 12,000

× g for 10min, supernatants collected, and protein

concentrations assessed using a BCA protein assay kit

(Solarbio, Beijing, China, Catalog Number: PC0020).

Equal amounts of protein were placed on 10% SDS-

PAGE gels and blotted onto polyvinylidene difluoride

membranes (Millipore, Hercules, CA, USA Catalog Number:

IPVH00010). Membranes were blocked with 5% nonfat

milk for 2 h at room temperature and then probed with

CAMTA1(Abcam; Cambridge, UK, Catalog Number:

ab251843), and cyclin D1 (ProteinTech, Wuhan, Hubei,

China, Catalog Number: 60186-1-Ig) antibodies at 4◦C

overnight. The blots were then incubated with HRP conjugated

secondary antibody. GAPDH and β-actin were used as an

endogenous protein control. ECL substrates were used to

visualize signals (ProteinTech, Wuhan, Hubei, China, Catalog

Number: 60004-1-Ig).

Bioinformatic analysis

For 850K chip and RNA seq omics results, we

performed GO function annotation analysis based on

the GO database (http://geneontology.org/page/go-

database), and KEGG pathway annotation analysis based

on the KEGG database (http://www.kegg.jp/kegg/ko.

html).

Cell culture and generation of CAMTA1

knockout cell lines

Human neuroblastoma cell lines (SH-SY5Y) were

maintained in Dulbecco’s minimum essential medium

(DMEM/F12, Seven biotech, Shanghai, China, Catalog

Number: SC103-01) with 10% fetal bovine serum (FBS, ExCell

Bio, Shanghai, China, Catalog Number: FSS500) and 1%

penicillin/streptomycin (Gbico, MA, USA, Catalog 30-2220).

All cells were cultured in an incubator with 5% CO2 at 37◦C.

Lipofectamine 3000 (Invitrogen, Shanghai, China, Catalog

Number: L3000150) was used for miRNA transfection. Cells

were assayed 48 h after transfection.

Knockout cell lines were generated using the CRISPR/Cas9

system. Cells were transfected with a px330 vector (Addgene,

MA, USA, Catalog Number: 42230) encoding a gRNA for

the gene of interest and a vector encoding a gRNA for

the homo sapiens CAMTA1 gene (5′-ggtatgtcgggaacctctcc-3′).

Resistant clones were expanded after adding blasticidin selection

(4 µg/ml).

To generate knockout HEK293T and SH-SY5Y cells, they

were transfected with pLentiCRISPRv2 vector (Addgene, MA,

USA, Catalog Number: 52961) encoding gRNAs targeting non-

overlapping regions of the CAMTA1 gene. Following puromycin

selection (2µg/ml, for 2 days), single cell clones were expanded,

and gene disruptions were validated by sequencing.

The gRNA sequence CCGGGTCCTCCTCCGTAGTG was

used to generate the SH-SY5Y CAMTA1 knockout clone.

siRNA transfection

CCND1 siRNA and non-sense siRNA (random siRNA)

were purchased from Hanbio (Shanghai, China). The efficiency

of transfection was evaluated using real-time RT-PCR. The

sequences of CCND1 and scrambled siRNAs are as follows:

Target Sequence: CCACAGATGTGAAGTTCATTT, scrambled

siRNA: CCGAAGTTACTATGAACAA. Transient transfection

with siRNA was performed using Lipofectamine RNAiMAX

reagent (Invitrogen), and siRNA was reverse transfected into

cells according to the supplied protocol.

Cell counting kit-8 assay and oxygen
glucose deprivation/reoxygenation
model

We applied cell counting kit-8 (Topscience, Shanghai,

China, Catalog Number: TP1197) to assess cell proliferation.

The cells were seeded on the 96-well plate with a density of

1,000 cells/well, 10µL 5mg/mL CCK-8 reagent was added to the

well at 0, 24, 48, and 72 h. The culture was terminated 1 h after
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CCK- 8 regent adding, and the optical density OD value of each

well was detected by a microplate reader (Tecan, Mannedorf,

Switzerland) at 450 nm. The experiments were repeated in

triplicate for each group.

OGD/R is the most common cell model in the study of

ischemic stroke: 5 × 105 cells were seeded in a 35mm culture

dish, and 2ml of complete DMEM/F12 medium was added and

placed in a regular cell incubator for a whole night. Further,

5 × 105 cells were seeded in a 35mm culture dish, 2ml of

complete DMEM medium was added and placed in a standard

cell incubator for 4 h. Then cells were replaced with serum-

free, dual-antibiotics and low-sugar DMEM medium (DMEM,

sbjbio, Nanjing, China, Catalog Number: BC-M-038), and the

cells were placed in an anaerobic incubator (HENGZI-HYQX-

II, Shanghai, China) without O2 at 37◦C for 4 h. (This step

was to complete hypoglycemia and hypoxia and we checked cell

viability at the corresponding time point).

The cells were taken out and replaced with a high-

sugar complete medium and placed back into the regular cell

incubator for several hours. (Reperfusion was completed in this

step and cell viability was checked after 4 h).

Colony formation assay

The cells were seeded on the 6-well plates with a density of

10,000 cells/well in triplicate in 3ml of medium containing 10%

FBS and allowed to grow for 3 days. The culture medium was

replaced every day. After incubation, the medium was removed.

The colonies were fixed with 4% paraformaldehyde for 15min

and then stained with hematoxylin for 15min. The stained cells

were rinsed three times with tap water to remove the excess

dye. Each dish was then washed and dried. The colonies with

a diameter larger than 0.6mm were counted.

Cell cycle assay

The cell cycle progression was assessed via a Cell Cycle

Analysis kit (Beyotime, Shanghai, China, Beyotime, Shanghai,

China, Catalog Number: C1052) in compliance with the

manufacturer’s instruction book. Then, cell proportion was

measured at each phase through a flow cytometer (BD

Biosciences, San Diego, CA, United States).

TUNEL assay

According to the manufacturer’s protocol, apoptotic DNA

fragmentation was examined using the One Step TUNEL

Apoptosis Assay kit (Beyotime Institute of Biotechnology,

Haimen, China, Catalog Number: C1089). Briefly, cells were

seeded into 24-well plates, respectively. Then, cells were fixed in

4% paraformaldehyde for 30min at 4◦C, permeabilized in 0.1%

Triton X-100 for 2min on ice, followed by the TUNEL assay for

1 h at 37◦C. Cy3 (Cyanine 3)-labeled TUNEL-positive cells were

imaged under a fluorescence microscope.

Luciferase reporter gene

HEK293T CAMTA1 KO cells (6 × 105 cells/well) were

cultured in 96-well plates and co-transfected with the control

vector, CAMTA1 overexpression vector, and the Renilla

plasmid using Lipofectamine 3000 (Invitrogen, USA). The

concentration of CAMTA1 overexpression vector is gradient-

increasing from 0 to 100 ng. The procedure is performed

according to the protocol of the kit (Catalog Number:

MA0520-1). Firefly luciferase values were normalized to Renilla

luciferase values, and the resulting ratios were used to express

luciferase activities.

Statistical analysis

We used SPSS 21.0 to perform statistical analysis. The

distribution of variables was tested with the Kolmogorov

Smirnov normal distribution test. Student’s t-test or

nonparametric test compared means of designated

comparison groups.

Results

Characteristics of the patients included in
the microarray analysis and validation

The population in Microarray: Total DNAs from the

peripheral blood samples of three patients and three controls

were extracted for the genomic DNA methylation assay. Table 1

presents the clinical characteristics of these six people (3 IS

patients vs. 3 healthy controls). Compared to the control group,

there were significant increases in TC, TG, and LDL levels and

significant decreases in HDL levels in the IS group (P < 0.01),

and no other significant differences were observed between these

two groups.

The population of validation: Total DNA from the

peripheral blood samples of 100 patients and 100 controls was

extracted for the blood genomic DNAmethylation assay. Table 2

lists the clinical characteristics of these 200 people (100 IS

patients and 100 controls). TC, TG, LDL, and HDL levels were

significantly different between these two groups. More details of

these two groups can be seen in Supplementary Tables 1, 2.
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TABLE 1 Characteristics of the patients included in the microarray

analysis.

Types IS Con t/χ2-value P-value

(n = 3) (n = 3)

Gender (male/female) 2/1 2/1 - -

Age (years) 60.3± 9.5 65.6± 7.2 −0.986 0.38

Weight (kg) 62.5± 7.3 68.6± 8.0 0.976 0.385

MAP (mmHg) 95.1± 13.7 102.3± 15.2 0.609 0.575

BMI (kg/m2) 22.1± 4.3 24.9± 3.6 4.877 0.008

Total cholesterol (mmol/L) 7.55± 0.64 5.21± 0.53 0.929 0.405

Blood sugar (mmol/L) 6.930± 2.58 6.383± 2.89 0.245 0.819

Triglyceride (mmol/L) 3.581± 0.791 2.128± 0.169 3.111 0.036

HDL (mmol/L) 0.903± 0.252 1.422± 0.194 2.827 0.048

LDL (mmol/L) 3.834± 0.960 2.101± 0.683 2.938 0.042

HbA1c (%) 6.58± 1.74 6.13± 1.95 0.298 0.780

MAP, mean artery pressure; BMI, body mass index; LDL, low density lipoprotein; HDL,

high density lipoprotein.

TABLE 2 Characteristics of the patients of the verification population.

Types (n = 100) (n = 100) t/χ2-value P-value

Gender (male/female) 55/45 58/42 0.183 0.669

Age (years) 61.3± 8.5 67.4± 7.8 0.083 0.934

Weight (kg) 69.5± 7.6 67.6± 8.5 1.82 0.07

MAP (mmHg) 102.3± 16.6 96.3± 12.8 2.858 0.005

BMI (kg/m2) 23.3± 4.6 22.6± 4.3 1.112 0.268

Total cholesterol (mmol/L) 4.73± 0.55 5.50± 1.51 4.791 0.000

Blood sugar (mmol/L) 6.59± 2.58 6.17± 2.36 1.201 0.231

Triglyceride (mmol/L) 2.881± 0.531 3.958± 0.459 15.334 0.000

Albumin (g/L) 40.63± 4.73 39.38± 5.53 1.718 0.087

HDL (mmol/L) 1.243± 0.252 0.979± 0.194 8.301 0.000

LDL (mmol/L) 2.689± 0.570 3.156± 0.669 5.313 0.000

MAP, mean artery pressure; BMI, body mass index; LDL, low density lipoprotein; HDL,

high density lipoprotein.

Global changes in blood genomic
methylation patterns in IS

We used Genome Studio V2018 software to report the β-

values of 853,307 DNA methylation sites for the samples from

the controls (n = 3) and the IS patients (n = 3) (Figure 1A).

Statistical analysis revealed that 622 sites showed a difference

in the degree of methylation; 502 sites were hypermethylated,

and 120 sites were hypomethylated, with a ratio of 4:12.

Manhattan map shows the distribution of methylation sites on

chromosomes (Figure 1B).

Most hypomethylated sites were located on chromosomes

2, 5, 6, and 7, the most hypermethylated sites were on

chromosomes 1, 2, and 6, and the most overall differentially

methylated sites were located on chromosomes 1 and 6. The

distribution of CpG sites in different regions of genes is shown

in Supplementary Figures 2A,B.

Next, we carried out an analysis according to the functional

domains of DNA. Two hundred and fifty-one sites (50%)

situated within 1,500 bp upstream of the transcription start site

(TSS 1500) among the hypermethylated sites, followed by 100

sites situated within 200 bp upstream of the transcription start

site (TSS 200). Ninety-five sites (19%) were located at the gene

bodies. In addition, the smallest percentage (0.02%) was in the

3′UTR for hypermethylated loci, while mostly hypomethylated

loci had the smallest percentage in the first exon, 5′UTR and

3′UTR (0.04%) (Figure 1C).

Among the hypomethylated sites, 120 sites were located at

gene bodies (50.0%), followed by 40 sites situated within 1,500

bp upstream of TSS (19.4%) and 40 sites at noncoding intergenic

domains (19.4%) (Figure 1D).

When comparing the IS group to the control group, we

observed that most of the hypermethylated loci (42.59%) were

found in CpG sites, while most of the hypomethylated loci were

in the open sea (70.57%) (Figure 1E). The smallest percentage

(4.33%) of hypomethylated loci was in sites, compared to the

smallest percentage of hypermethylated sites (3.06%) found on

shores (Figure 1F). The distribution of DMCs according to the

island regions of the hypomethylation and hypomethylation is

shown in Supplementary Figures 1A,B.

Bioinformatics analysis of di�erentially
methylated genes of whole blood from IS
patients

The differentially methylated sites were analyzed concerning

known functional genes with the DAVID bioinformatics

database. Among the 622 differentially methylated sites, the

top 19 genes with the greatest extent of hypermethylation

were ABCA1, ADAMTSL5, COLgA2, ERCC5, TGFB1, ABCG1,

ATP10A, CYP2E1, HOX4A, PCDHB7, ARL4C, SULF2, KLF11,

ADARB2, GDFl5, CDHJ5, CAMTA1, SMG6, and RNFl44b

(Supplementary Figure 3). After analyzing the methylation

detection data of the target region, especially the methylation

level of the differential site, the methylation levels of the

19 candidate genes in different CpG sites are described in

Table 3.ABCA1, ADARB2, ATPI0A, CAMTA1, CDHI5, COL942,

and TGFB1 have differences in the overall methylation level

of CpG sites between the IS group and the healthy control

group, and they are statistically significant (at the same time

satisfying the triple test, that is, T-test P-value < 0.05, U-

test P-value < 0.05 and logistic regression analysis P-value

< 0.05). Among the above seven genes (marketed ∗ in

Table 3), the CpG site in the CAMTA1 promoter region was

hypermethylated in the IS case group. The CpG site of the

promoter region of six genes, ABCA1, ADARB2, ATPI0A,
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FIGURE 1

850K core piece di�erence in step base point result. (A) Heat map showing methylation level (β-value) in cases and controls. (B) Multitrack

Rectangular-Manhattan plot in cases and controls. (C) The distribution of DMCs according to the site regions of the hypomethylation. (D) The

distribution of DMCs according to the genomic regions of the hypomethylation. (E) The distribution of DMCs according to the site regions of

the hypermethylation. (F) The distribution of DMCs according to the genomic regions of the hypermethylation.

CDHI5, COL942, and TGFβ1, was hypomethylated in the IS

case group.

We undertook the gene ontology and pathway analysis

of 502 differentially methylated sites to categorize them

according to their biological functions and pathways. As

Figures 2A,B show, the KEGG pathway analysis affiliated

them with numerous pathways. The highest number of genes

participated in Cell Adhesion Molecules (CAMs) (142 genes,

P = 0.0021). Morphine addiction and the Hippo signaling

pathway were involved in 92 (P = 0.028) and 154 (P =
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TABLE 3 Genes with significant di�erences in CpG site methylation levels.

Genes P-value (T-test) R-value (U-test) R-value (logistic) OR (L95-U95) (logistic) Methyl diff

ABCA1_1 0.1168 0.0876 0.1237 0.1100 (0.0066–1.8294) −0.00121

ABCA1_2* 0.0050* 0.0032* 0.0102* 0.1234 (0.0246–0.6191) −0.00425

ABCG1_1 0.3874 0.3107 0.3769 1.2366 (0.7720–1.9806) 0.0045

ABCG1_2 0.7507 0.4457 0.7444 13221 (0.2467–7.0848) 0.00037

4DAMTSL5J 0.0725 0.0682 0.0825 1.9938 (0.9149–4.3449) 0.00586

ADA/fTSL5_2 0.1073 0.0391 0.1183 5.6142 (0.644148–0.9353) 0.00165

ADARB_1* 0.0161* 0.0328* 0.0299* 0.0982 (0.0121–0.7982) −0.00316

ADARB2_2 0.1428 0.0696 0.1456 0.4684 (0.686–1.3011) −0.00301

ARL4C_1 0.7746 0.7473 0.7679 1.8657 (0.0296–117.429) 0.00013

ARI,4C_2 0.1067 0.0732 0.1160 3.6092 (0.728247–0.8893) 0.00221

ATPIOA_1* 0.0264* 0.0045* 0.0415* 0.0612 (0.0042–0.8992) −0.00234

CAKfTAl1_1* 0.0286* 0.0348 0.Q387* 247764.8000 (1.9042–32 238134221.0000) 0.00042

CAMTAI_2 0.4899 0.2708 0.4799 0.0512 2 (0.0000–195.381) −0.00017

CAMTAI_3 0.6222 0.8309 0.6109 0.4530 (0.0214–9.5705) −0.00037

CAMTA1_4 0.7710 0.8287 0.7638 0.9715 (0.8043–1.1734) −0.0033

CDH15_1* 0.0408 0.0102 0.045 P 0.8533 (0.7257–1.0035) −0.03357

COL9A21* 0.0151* 0.0589 0.0253* 0.0046 (0.0000–0.5159) −0.00125

COL9A2_2 0.5745 0.8063 0.5655 0.8485 (0.4844–1.4861) −0.00201

CYP2E1_1 0.1898 0.1760 0.1859 0.9616 (0.9074–1.0190) −0.04958

CYP2E1_2 0.4219 0.4773 0.4116 0.9807 (0.9360–1.0275) −0.03444

ERCC5_1 0.9926 0.3862 0.9925 0.9914 (0.1607–6.1143) −0.0000098

ERCC5_2 0.4109 0.5268 0.4012 5.0355 (0.1155–219.515) 0.00043

GDF15_1 0.5398 0.4304 0.5298 1.0709 (0.8649–1.3259) 0.00572

H0XA4_1 0.1381 0.1258 0.1570 1.0787 (0.9713–1.1980) 0.07174

HOXA4_2 0.0606 0.0927 0.0679 7.0837 (0.8654–57.9837) 0.00192

KLFU_1 0.7047 0.6891 0.7038 1.0456 (0.8308–13160) 0.00333

KLFU_2 0.4291 0.6146 0.4208 0.9219 (0.7563–1.1238) −0.00810

KLFU_1 0.0952 0.1989 0.1045 1.0586 (0.9882–1.1340) 0.05322

PCDHB7_1 3,606 0.3862 0.3534 0.9594 (0.8789–1.0472) −0.02123

PCDHB7_1 0.3076 0.4006 0.2946 0.9154 (0.7758–1.0800) −0.01267

RNF14-4B_1 0.0551 0.0451 0.0744 0.0263 (0.0005–1.4318) −0.00119

SMG6_1 0.8594 0.7864 0.8550 0.5022 (0.0003–812.876) −0.000047

SULF2_1 0.8628 0.8264 0.8586 0.8899 (0.2465–3.2125) −0.00027

SULF2_2 0.1106 0.0980 0.1169 0.5068 (0.2167–1.1854) −0.00406

SULF2_1 0.3171 0.0927 3,169 0.6329 (0.2583–1.5505) −0.00238

TGFβ1* 0.00/2* 0.0006* 0.0052* 0.5052 (031270–0.863) −0.01798

“OR(L95-U95) (Logistic)” means the OR value of the regression regression and 95% confidence interval: “MethylDif” means the degree of difference in methylation between the two

groups-the average degree of methylation in the case group-the control group Average degree of methylation.

0.042) genes, respectively. The genes hypermethylated CpG

mapped were involved in the Hippo signaling pathway (154

genes, P = 0.014), Dorso-ventral axis formation (27 genes, P =

0.028), and Arrhythmogenic Right Ventricular Cardiomyopathy

(ARVC) (74 genes, P = 0.032). The hypomethylated genes

were implicated in CAMs (142 genes, P = 0.0008), Allograft

rejection (37 genes, P = 0.005), and Graft-vs.-host disease

(41 genes, P = 0.007) (Figures 4D,E; Supplementary Tables 4,

5).

The GO pathway analysis results are presented in

Supplementary Tables 6–8. GO enrichment analysis in

the categories of cellular component (CC) revealed that

10 GO terms from CC were significantly enriched in

patients (Figure 2D). The top three terms are listed

as follows: (1) early endosome membrane; (2) MHC

class I protein complex; (3) cell junction. Furthermore,

homophilic cell adhesion via plasma membrane adhesion

molecules, cell adhesion, and phospholipid translocation

were the top three pathways in biological processing

systems (BP pathways). The differentially methylated genes

were arranged into 10 groups based on their molecular

function (e.g., biochemical cascade) like calcium ion

binding, phospholipid-translocating ATPase activity, and

collagen binding.
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FIGURE 2

The bioinformatics results of 850K methylation microarray. (A,B) KEGG analysis results of di�erent genes in cases and controls. (C) Comparison

of DNA methylation di�erences of seven genes. (D) Methylation levels of CAMTA1 gene in cases and controls (*P < 0.05). (E) Comparison of the

average methylation levels of 23 CpG sites in the CAMTA1 gene promoter region between two groups (*P < 0.05). (F) CAMTA1mRNA expression

in the expanded population (**P < 0.01). (G) CAMTA1 protein expression in patients and healthy people. (H) Correlation between CAMTA1 gene

expression level and methylation level.
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FIGURE 3

CAMTA1 KO influences cell proliferation. (A,B) Gentian Violet staining shows di�erences in cell proliferation in HEK293T and SH-SY5Y cell lines

(**P < 0.01, ***P < 0.001). (C) Relative viabilities of HEK293T and SH-SY5Y cells after incubation with OGD/R treatments (**P < 0.01). (D) Cell

apoptosis was detected by TUNEL staining (*P < 0.05, **P < 0.01, ***P < 0.001). ns stand for not statistically di�erent.
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FIGURE 4

RNA seq results of CAMTA1 KO SH-SY5Y cell lines and WT cell lines. (A–C) Heatmap of P53 relative genes, senescence genes, and Hippo

pathways of the RNA seq in CAMTA1 KO SH-SY5Y cell lines. (D) Bubble plot shows the significant GO pathways involved by the CAMTA1 KO

SH-SY5Y cell lines. (E) Bubble plot shows the significant KEGG pathways involved by the CAMTA1 KO SH-SY5Y cell lines. (F) Flow cytometry

histograms of actively dividing and quiescent cells. The percent of cells in each cell cycle phase is shown above the peaks (**P < 0.01, ***P <

0.001). ns stand for not statistically di�erent.
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FIGURE 5

The downregulation of CAMTA1 could promote cyclin D1 expression. (A) CAMTA1 and cyclin D1 expressions in di�erent SH-SY5Y cell lines. (B)

Relative cell viabilities in di�erent SH-SY5Y cell lines after incubation with OGD/R treatments (**P < 0.01). (C) Gentian Violet staining shows

di�erences in cell proliferation after the treatment in di�erent SH-SY5Y cell lines (**P < 0.01, ***P < 0.001). (D) CAMTA1 and cyclin D1

expressions in IS patients. (E) In HEK293T KO cell, the e�ect of CAMTA1 on CCND1 transcriptional activity was evaluated using a luciferase

reporter assay. (Statistical analysis of 3–6 independent experiments under each condition is shown in the column chart, and the error bar

indicates ± 1 SD. *p < 0.05). ns stand for not statistically di�erent.
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Validation of the di�erentially methylated
CpG Loci in CAMTA1

After analyzing the methylation detection data of the target

region, especially the methylation level of the differential site,

the methylation levels of the 19 candidate genes in different

CpG sites were validated.ABCA1, ADARB1, ATP10A, CAMTA1,

CDH15, COL9A2, and TGFβ1 were the top seven genes

having significantly differentmethylation levels (Figure 2C). The

CAMTA1 gene presents the most different hypermethylation

levels between the two groups (Figure 2D).

Next, we explored the most common methylation

sites of CAMTA1, located on Chr1. We screened out a

CpG site in the promoter region of the CAMTA1 gene

through website prediction. The sequence of this region

is as follows, with a total of 23 CpG sites, marked in red:

GACTCATGGTTGCCTGTCCCAGGATGAGGCCGCCGGC

CGAAAGCAGAGAAGCGCCAGCCCCGGCCGCCCGGGT

GGAGCGCTGGGCAGCCGAGTTTCCCACCCTCCTCAA

TCCGGAGAGTCCGCGCGGGGCTTTTCCTAATAAATA

GCCAGGCACCCGCTGCCCTCGCGCTGCGTACGGGAGC

ACGTGCCCCCCGGGAGGTGGGCGCCCGCCAGGTGCC

CGAACGAGCCTAGGAACCGGGTCGGGAACGAGCCTAG

GAACCGGGTC.

We compared mean methylation levels at 23 CpG sites

in the promoter region of the CAMTA1 gene in the control

and case groups. In the CAMTA1 display, 16 CpG and

21 CpG sites showed a significant difference (P < 0.05;

Figure 2E). We found elevated methylation levels in the

promoter region of the CAMTA1 gene in ischemic stroke

patients, at the same time with decreased CAMTA1 mRNA

expression (Figure 2F). As a consequence, its protein level

was also reduced in IS patients (Figure 2G). To validate

the correlation of DNA methylation with gene expression,

we analyzed the Pearson correlation between the degree of

methylation in the promoter region of the CAMTA1 gene and

its correspondingCAMTA1mRNA expression level (P< 0.0001;

Figure 2H).

CAMTA1 knockout accelerated cell
proliferation and inhibited apoptosis

To investigate the CAMTA1 function implicated in stroke,

we did knockout CAMTA1 gene in HEK 293T and SH-SY5Y cell

lines by Crisper/Cas9 (Supplementary Figure 1D). The qPCR

results showed that the mRNA of CAMTA1 had decreased

successfully (Supplementary Figure 1E). The HEK 293T cells are

a well-established tool. Moreover, the SH-SY5Y cell line was

selected because it has a higher expression of CAMTA1 mRNA

compared to other neural cells (Supplementary Figure 1C).

The staining of cells with crystal violet dye showed that

the number of staining cells significantly increased in both

CAMTA1-KO cells (Figures 3A,B) due to the accelerated

cell proliferation (Figure 3C). Furthermore, the TUNEL assay

demonstrated that decreased CAMTA1 protected cells from

oxygen-glucose deprivation/reperfusion (OGD/R) injury, and

the TUNEL positive cells decreased in CAMTA1-KO cells

compared after OGD/R (Figure 3D). Taken together, these

results indicate that decreased CAMTA1 levels could influence

OGD/R injury.

The transcriptomic study found that
CCND1 was upregulated in SH-SY5Y
CAMTA1-KO cell line

Next, we used the RNA-seq approach to analyze the

transcriptomes of two cell lines :SH-SY5Y and HEK293T. The

genes having different expression levels in two cell lines are

shown in Supplementary Table 9. We performed GO term and

KEGG pathway enrichment analysis to analyze this signature

further. From the KEGG enrichment results, it listed the top six

KEGG pathways of the hypermethylated genes: focal adhesion

(31 genes, P = 0.0076), Hippo signaling pathway (26 genes,

P = 0.0076), cellular senescence (25 genes, P = 0.0121), p53

signaling pathway (15 genes, P = 0.0202), chronic myeloid

leukemia (15 genes, P = 0.0308) and ECM-receptor interaction

(14 genes, P = 0.0446). The pathways of hypomethylated genes

are Ribosome (94 genes, P = 0.0076), Huntington’s disease

(81 genes, P < 0.0001), Parkinson’s disease (63 genes, P <

0.0001), Oxidative phosphorylation (60 genes, P < 0.0001), RNA

transport (63 genes, P < 0.0001), and Spliceosome (53 genes, P

< 0.0001).

The GO analysis results are shown in the

Supplementary materials. We expected to find some pathways

to explain the excessive proliferation of the CAMTA1 KO cells.

The heat map of the genes involved in the Hippo signaling

pathway, cellular senescence pathways, and p53 signaling

pathway is presented in Figures 4A–C. The heat map of the

whole genes is shown in Figures 4D,E. These results revealed

that theCCND1 gene was upregulated and implicated in all these

pathways. Interestingly, the cell cycle analysis by flow cytometry

(Figure 4F) demonstrated that more SH-SY5Y CAMTA1-KO

cells entered the S phase. As we know, the CCND1 gene codes

cyclin D1 is an important cell cycle regulator that controls the

transition from G1 to the S phase. Meanwhile, many studies in

mouse models and different neural cell lines demonstrated that

cyclin D1 level was increased under ischemic stress conditions.

Therefore, we suppose that CAMTA1 could regulate cyclin

D1, and through this intermediate CAMTA1 could play a role

in stroke.
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CAMTA1 may regulate cyclin D1 to
control the cell cycle

Next, the new cell line was generated in SH-SY5Y CAMTA1

KO cells with siCCND1 (Figure 5A). The result of the CCK-

8 assay demonstrated that decreased expression of the cyclin

D1 reduced cell viabilities compared to SH-SY5Y CAMTA1

KO cells (Figure 5B). The crystal violet staining was consistent

with the cell viability data (Figure 5C). The results illustrated

that cyclin D1 regulates cell proliferation induced by decreased

CAMTA1. We also checked the cyclin D1 expression in IS

patients (Figure 5D). Their expression is markedly elevated in

patients having lower CAMTA1 levels. The results suggested

that CAMTA1 controlled the cell cycle by regulating cyclin

D1 expression in IS. As CAMTA1 is a transcription activator,

a dual luciferase reporter assay was generated to investigate

whether CAMTA1 directly regulates cyclin D1 expression. In

HEK293T cells, the Firefly/Renilla ratio was not significantly

changed with different expressions of CAMTA1, compared

to without CAMTA1 (Figure 5E; Supplementary Figure 2F).

It demonstrated that CAMTA1 could not directly affect the

CCND1 promoter region. There may be an intermediary

between them.

Discussion

Emerging evidence indicates that DNA methylation plays a

role in the pathogenesis of IS. In this context, we analyzed the

genome methylation levels from the peripheral blood samples

of IS patients and healthy controls using an 850K Bead Chip.

Out of the 622 CpG sites showing differential methylation, 80.4%

(502 sites) exhibited hypermethylation, and 19.6% (122 sites)

indicated hypomethylation, which suggests sufficient differences

in the DNA methylation between patients and controls. These

different sites were traced to 278 genes. According to our

GO analysis and KEGG pathway analysis, they are mainly

involved in the following pathways and functions: adhesion

of cell membrane, adhesion molecules to homophilic cells,

cell adhesion, phospholipid transport, neurogenesis regulation,

calcium ion binding, collagen-binding, and sugar metabolism.

All these pathways and functions have been previously reported

to be related to the ischemic stroke (Love, 2003; Wen et al., 2005;

Zündorf and Reiser, 2011; Zhao et al., 2020).

A disadvantage of our experience is the sample size (n = 3);

we verified the top 19 differentially methylated genes: ABCA1,

ADAMTSL5, COL9A2, ERCC5, TGFBI, ABCG1, ATP104,

CYP2EI, HOX44, PCDHB7, ARL4C, KLFI1, SULF2, ADARB2,

GDFI5, CDHI5, CAMTAI, SMG6, and RNF144b. Several DNA

methylation modifications in the pathogenesis of IS have been

investigated in the past few years. For example, the study in the

middle cerebral artery occlusion (MCAO) in a rat model showed

DNA methylation level of Na-K-Cl cotransporter 1 (NKCC1)

was decreased (Lagarde et al., 2015). Hu et al. found the

hypermethylation of thrombospondin 1 (THBS1), an angiostatic

factor implicated in platelet aggregation, in an in vitro model of

stroke. IS patients presented high plasma homocysteine levels

associated with DNA hypermethylation of the thrombomodulin

(TM) (Stanzione et al., 2020). Hypermethylation of cyclin-

dependent kinase inhibitor 2B (CDKN2B), a gene involved

in the pathogenesis of calcification, was also demonstrated to

relate to calcification of the arteries in patients with IS (Unzeta

et al., 2021). Baccarelli et al. suggested that the association

between the hypomethylation of long interspersed nucleotide

elements (LINE-1) and vascular cell adhesion protein 1 (VCAM-

1) expression could be an early event in the etiology of

cerebrovascular diseases, including IS (Lee et al., 2010). All these

19 genes have never been reported in the IS field. Although they

could be new candidate genes related to the occurrence and

development of stroke, we cannot rule out the possibility that

this is just one bias from our experiment. Even though blood

is commonly used in epigenomic studies, its heterogeneous

nature leads to interpretation difficulties. For future research

on defining their specific role in IS, we could verify their

differential methylation levels from a selected single cell type, for

example, lymphocytes.

We took CAMTA1 as the first candidate to be explored

because its methylation markedly differs between patients and

controls. Recently, Shen et al. also identified methylation

modification of the CAMTA1 gene in more than 400 IS patients

(Shen et al., 2019). Furthermore, our MetylTarget analysis found

that the methylation levels of CpG16 and CpG21 at the two

sites in the IS group were significantly higher than those in the

healthy control. It suggests that the hypermethylation of the

CAMTA1 gene promoter might relate to ischemic stroke.

CAMTA1 gene was identified in 2003 as a candidate for

tumor suppressor in neuroblastoma (Henrich et al., 2006). The

following year, Nakatani et al. investigated the relationship

between CAMTA1 expression and cell cycle progression in

N-type neuroblastoma SK-N-SH cells. They suggested that

CAMTA1 could play a role in cell cycle regulation. Many studies

examined its functions in various tumor cells, including breast

cancer, colon cancer, pheochromocytoma, neuroblastoma, and

glioma. The results showed that CAMTA1 could regulate tumor

proliferation as an antitumor gene (Katoh and Katoh, 2003;

Kim et al., 2006; Baccarelli et al., 2010a; Juhlin et al., 2015;

Lu et al., 2018). Genetic studies of the WWTR1 (a protein

known as TAZ)-CAMTA1 were well established in epithelioid

hemangioendothelioma (EHE), a malignant vascular cancer.

This discovery led WWTR1-CAMTA1 fusions to become useful

diagnostic markers for EHE (He et al., 2021). The mechanistic

basis of the oncogenic functions of the TAZ-CAMTA1(TC)

fusion protein has been distinctly defined. The fusion of

CAMTA1 drove the constitutive nuclear localization to TAZ,

and they escaped from the Hippo pathway regulation, rendering

it constitutively active (Asgharzadeh et al., 2012).
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Consequently, cells expressing TC oncoprotein display a

TAZ-like transcriptional program that causes resistance to

oncogenic transformation (Phurailatpam et al., 2015). More

recently, He et al. demonstrated that CAMTA1 could regulate

proliferation and the cell cycle in glioma by inhibiting AKT

phosphorylation (He et al., 2021). Nevertheless, the function

of CAMTA1 in neurological diseases is largely unknown. Just

a few studies reported that the CAMTA1 gene had been

associated with neonatal neuroblastoma, ataxia (Phurailatpam

et al., 2015), and sporadic amyotrophic lateral sclerosis (Liang

et al., 2020).

Our research focused on studying the function of CAMTA1

in strokes. The results showed that knockout of the CAMTA1

gene in SH-SY5Y cells increased the proliferation and reduced

the apoptosis after oxygen-glucose deprivation/reoxygenation,

and more cells entered the S phase. The results revealed

that the cell cycle was dysregulated in CAMTA1 KO cells.

Our findings were consistent with the previous studies on

tumor cells. CAMTA1 also plays an essential role in cell

cycle regulation in strokes. We examined the changes of the

mRNA and protein expression under CAMTA1 deletion to

clarify its mechanisms in strokes. The CCND1 mRNA and its

protein cyclin D1 expression were significantly increased in

CAMTA1 KO cells. The functions of cyclin D1 are known

for regulating the cell cycle’s progression through the G1 to

S phase (Fu et al., 2004). Increasing evidence demonstrates

that dysregulation of cell cycle machinery is implicated in

strokes. Significantly, many studies reported that cyclin D1

levels are increased in models of cerebral ischemia (Cai

et al., 2009; Baccarelli et al., 2010b; Zhou et al., 2016). Our

data suggest CAMTA1 could implicate IS through increasing

cyclin D1. As we know, cyclin D1 could be regulated by

different signal pathways, like the Hippo pathway, Jak/Stat

pathway, etc. Our results established for the first time the

link between CAMTA1 and cyclin D1. However, the dual-

luciferase assay showed that there might not be a direct link

between them. It is supposed that CAMTA1 could affect one

intermediary protein that induces the cyclin D1 expression.

CCND1 gene is a downstream transcriptional target of the

Hippo pathway, which was affected in SH-SY5Y CAMTA1

KO cells. One possibility is that a specific protein implicated

in the Hippo signaling pathways could be regulated by

CAMTA1. One limitation in our work is that we used SH-

SY5Y cells, which is broadly studied for elucidating molecular

mechanism in IS pathogenesis field. It’s a neuroblastoma cell

line, and we should explore the effect of CAMTA1 in a mouse

model. CAMTA1 is principally expressed in the brain. For

future study, we could decrease the expression of CAMTA1

in mouse brain and then study its effect under ischemic

stress conditions.

In conclusion, (1) our study helped identify new candidate

genes for the pathogenesis of IS. We found 19 genes with

significant DNA methylation modifications in IS patients. All of

them are involved in the pathways related to stroke. However,

the sample size is our limitation. In future studies, this result

should be validated using a large-scale sample size and selecting

a single cell type (to avoid the bias due to the heterogeneous

compositions from blood samples), and then define their specific

functions in strokes. (2) Out of 19 genes, we concentrated on

studying the role of CAMTA1 in Stroke because of its most

different DNA methylation levels between healthy people and

IS patients. Cell experiences demonstrated that CAMTA1 could

affect cell proliferation and cell cycle in normal conditions

or in the OGD/R model. (3) Moreover, decreased CAMTA1

could raise cyclin D1 levels. Our results showed for the first

time that CAMTA1 plays a role in strokes by regulating

cyclin D1, which increased under ischemic stress conditions.

However, the mechanism by which CAMTA1 regulates cyclin

D1 is presently unclear. As our result shows, there is no

direct link between them; identifying their intermediary using

a different neuron cell line and in vivo models could form part

of future studies.
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Ischemic stroke (IS) is a neurological condition associated with high mortality and

disability rates. Although the molecular mechanisms underlying IS remain unclear,

ferroptosis was shown to play an important role in its pathogenesis. Hence, we

applied bioinformatics analysis to identify ferroptosis-related therapeutic targets in IS.

IS-related microarray data from the GSE61616 dataset were downloaded from the

GeneExpressionOmnibus (GEO)databaseand intersectedwith theFerrDbdatabase.

In total, 33 differentially expressed genes (DEGs) were obtained and subjected to

functional enrichment and protein–protein interaction (PPI) network analyses. Four

candidate genes enriched in theHIF-1 signaling pathway (HMOX1, STAT3,CYBB, and

TLR4) were selected based on the hierarchical clustering of the PPI dataset. We also

downloaded the IR-related GSE35338 dataset and GSE58294 dataset from the GEO

database to verify theexpression levelsof these fourgenes. ROCmonofactor analysis

demonstrated a good performance of HMOX1, STAT3, CYBB, and TLR4 in the

diagnosis of ischemic stroke. Transcriptional levels of the above four genes, and

translational level of GPX4, the central regulator of ferroptosis, were verified in a

mouse model of middle cerebral artery occlusion (MCAO)-induced IS by qRT-PCR

and western blotting. Considering the regulation of the HIF-1 signaling pathway,

dexmedetomidine was applied to the MCAO mice. We found that expression of

these four genes and GPX4 in MCAO mice were significantly reduced, while

dexmedetomidine reversed these changes. In addition, dexmedetomidine

significantly reduced MCAO-induced cell death, improved neurobehavioral

deficits, and reduced the serum and brain levels of inflammatory factors (TNF-α
and IL-6) andoxidative stressmediators (MDAandGSSG). Further,weconstructed an

mRNA-miRNA-lncRNA network based on the four candidate genes and predicted

possible transcription factors. In conclusion, we identified four ferroptosis-related

candidate genes in IS and proposed, for the first time, a possible mechanism for

dexmedetomidine-mediated inhibition of ferroptosis during IS. These findings may

help design novel therapeutic strategies for the treatment of IS.

KEYWORDS

ischemic stroke, ferroptosis, HIF-1 signaling pathway, dexmedetomidine, microarray,
oxidative stress, inflammatory response
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Introduction

As the third leading cause of death and the first leading cause

of disability, stroke is a major public health concern worldwide

(Tao et al., 2020). Ischemic stroke (IS) results from cerebral

hypoperfusion and occupies roughly 85% of stroke cases (Liu

et al., 2020). Although endovascular-reperfusion therapy can

improve outcomes in some patients, the prognosis of IS still

poor due to the narrow therapeutic window, potential

hemorrhagic risk, and subsequent reperfusion injury (Jahan

et al., 2019; Liao et al., 2020).

Multiple intricate biological processes have been implicated

in IS-related neuronal death. These include oxidative stress,

neuroinflammation, excitotoxicity, and various forms of

regulated cell death (Zhang et al., 2019; Han et al., 2020; Liao

et al., 2020; Liu et al., 2020). Among the latter, ferroptosis

constitutes a form of programmed necrosis that shows unique

features, namely iron dependency and accumulation of reactive

oxygen species (ROS) (Gao et al., 2016). Since its identification,

ferroptosis has been reported in several neurological disorders,

including cerebral ischemia/reperfusion injury (CIRI) and

neurodegenerative diseases (Yan et al., 2021). Researchers

reported that disturbance in the levels of trace elements,

including iron, combined with a reduction in antioxidant

activity, associated with the etiology of CIRI (Fang et al.,

2013). Supporting evidence for this association was provided

by the fact that specific interventions could reverse the increased

level of lipid peroxide and the reduction of ferroptosis marker

glutathione peroxidase 4 (Guan et al., 2019). However, the

specific molecular mechanism underlying ferroptosis in IS

poorly understood.

Dexmedetomidine (DEX), an α2 receptor antagonist, has

been shown to significantly reduce both the inflammatory

response and oxidative stress in diseases caused by ischemia-

reperfusion injury, potentially via the HIF-1 signaling pathway

(Shi et al., 2021). However, studies investigating the specific

mechanisms by which DEX attenuates ferritin formation

during CIRI are still lacking.

In the present study, we used publicly available gene

expression datasets and bioinformatics analysis to identify

critical genes and possible mechanisms related to ferroptosis

in IS. By analyzing GEO microarray expression profiles from

control and IS rat brains and intersecting these data with the

FerrDB database, we identified and conducted functional

enrichment analyses on ferroptosis-related differentially

expressed genes (DEGs). After validation of the expression

and diagnostic efficacy of these four genes in different

datasets, the effect of DEX on ferroptosis and these four genes

in the HIF-1 signaling pathway during IS was assessed in a mouse

model of IS induced by middle cerebral artery occlusion

(MCAO). Finally, we constructed an mRNA-miRNA-lncRNA

interaction network based on main ferroptosis-related candidate

genes and predicted transcription factors (TFs) potentially

involved in their regulation. This research provides a starting

point for further studies into the molecular mechanisms of IS and

may lead to novel intervention strategies targeting neuronal

ferroptosis in stroke patients.

Materials and methods

Microarray data

We downloaded transcriptome data from IS-related

microarrays (coded as GSE61616, GSE35338, and GSE58294)

from the Gene Expression Omnibus (GEO) database (https://

www.ncbi.nlm.nih.gov/geo/). The GSE61616 dataset was

analyzed using Affymetrix Rat 230 2.0 Array, in which we

used data expression profile in the infarcted hemispheres at

7 days after Sham operation and MCAO surgery (n = 5 per

group). We used data from the GSE35338 and GSE58294 for

validation. GSE35338 dataset was sourced from male mouse

brain tissue after MCAO surgery (n = 5) and Sham operation

(n = 4). GSE58294 dataset contains blood samples from

23 control patients and 69 stroke patients.

Differential gene expression analysis

We accessed GEO2R (https://www.ncbi.nlm.nih.gov/geo/

geo2r/) to compare gene expression data from MCAO-treated

and control mice in the GSE61616 dataset, with padj<0.05 and |

logFC|>1 as the threshold. The results were presented in the form
of a volcano plot and a heatmap. Next, we downloaded

259 genetic regulators of ferroptosis from the FerrDb database

(http://www.zhounan.org/ferrdb/index.html), including drivers,

suppressors, and markers. Finally, these ferroptosis-related genes

were intersected with the DEGs obtained from the analysis of the

GSE61616 dataset to identify ferroptosis-related DEGs.

Functional enrichment analysis

The clusterProfiler package, the org. Hs.eg.db package, and

the GOplot package of R software were used to perform Gene

ontology (GO) and Kyoto Encyclopedia of Genes and Genomes

(KEGG) analysis on ferroptosis-related DEGs using (p < 0.05).

Protein-protein interaction network
analysis

We uploaded ferroptosis-related DEGs to the STRING

database (http://www/string-db.org/) for PPI network

prediction (interaction score >0.4). Nine genes in cluster one

were identified by importing analysis results from the STRING
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database into Cytoscape v.3.7.2, and the Molecular Complex

Detection (MCODE) plugin was then used to perform clustering

analysis for the ferroptosis-related DEGs (Degree Cutoff = 2,

Node Score Cutoff = 0.2, K-Core = 2, and Max. Depth = 100).

Diagnostic value of ferroptosis-related
biomarkers in ischemic stroke

ROC monofactor analysis was performed in the

GSE58294 dataset to evaluate the diagnostic value of

ferroptosis-related biomarkers in ischemic stroke. Application

of the pROC package, ggplot2 for statistical analysis and

visualization of ROC monofactor analysis.

Animals and experimental procedures

C57BL/6 mice (8–10 weeks old, male, weighing 22–25 g)

were purchased from Beijing Weitong Lihua Experimental

Animal Technology Co. Animals were kept in a specific

pathogen-free and environmentally controlled room with free

access to standard laboratory food and water and a 12-h light and

dark cycle. To mimic IS, a mouse model of middle cerebral artery

occlusion/reperfusion (MCAO/R) was established as described

previously (Longa et al., 1989). Briefly, mice were anesthetized

with isoflurane (5% for induction and 1.5%–2.5% for

maintenance). A 6–0 silicone rubber-coated nylon

monofilament (Doccol Corporation) was inserted from an

incision of the left external carotid artery, then the

monofilament was guided into the internal carotid artery

through the bifurcation and advanced about 11 mm to

occlude the MCA for 120 min. The filament was withdrawn

after 120 min to allow reperfusion after re-anesthesia. Sham-

operated mice went through the same procedure except for

embolization. We dissolved DEX with saline to a

concentration of 5 μg/ml. Each mouse was injected

intraperitoneally twice with DEX (50 μg/kg) dissolved in saline

immediately after reperfusion and 120 min after reperfusion (Li

et al., 2020). After 24 h of reperfusion, the Zea Longa scoring

method was used to score the MCAO/R model. Mice scoring 2 or

three were considered to suffer from IS. The scoring criteria were

as follows: 0 (normal or no neurological deficit perceivable), 1

(inability to fully stretch the front paw on the paralyzed lateral), 2

(mice turned in circles towards the paralyzed side), 3 (slouching

towards the paralyzed side), and 4 (loss of consciousness without

automatic walking).

The animals were divided into three groups: SHAM, MCAO,

and MCAO + DEX. The animal study was reviewed and

approved by the Animal Care and Use Committee of the

Second Affiliated Hospital of Harbin Medical University

(Approval No. SYDW 2021–086). All invasive operations were

performed after adequate anesthesia in strict compliance with the

National Institutes of Health and the Guiding Principles for the

Protection and Use of Laboratory Animals.

Infarct volume measurement

After 24 h of reperfusion, mice were decapitated under deep

isoflurane anesthesia. Brains were quickly removed and snap-

frozen for 10 min, cut into thin slices of approximately 1 mm

along the coronal plane, stained with 2% 2,3,5-

triphenyltetrazolium chloride (TTC), incubated at 37°C for

15 min with turning to ensure even staining, fixed in 4%

paraformaldehyde overnight, and photographed. Infarct areas

were measured using Image-Pro Plus software (Version 6.0,

Media Cybernetics, Bethesda, MD, United States). Infarct

volume (compensated for brain edema) was calculated as:

(Contralateral hemisphere area

− ipsilateral hemispherewithout infarct)

/contralateral hemisphere area

TdT-mediated dUTP nick end labeling

The TUNEL method was performed to visualize the 3′-OH
ends of DNA fragments in dead cells for paraffin-embedded

brain slides according to the manufacturer’s protocol (Roche,

Germany). The results are quantified as (TUNEL-positive cells)/

(total cells) ×100%.

Neurobehavioral analysis

Neurobehavioral analysis was performed in a double-blinded

manner after MCAO. Sensorimotor deficits were assessed by the

rotarod test, the corner test, and the adhesive removal test,

performed at 1 day, 3 days, 5 days, 7 days, and 14 days after

MCAO. Rotarod test was carried out as described previously

after 3 days of adaptation training (Wang et al., 2014; Xu et al.,

2020). Briefly, mice were placed on a rotating drumwith speed from

4 to 40 rpm during a 5-min period. Each mouse was tested three

times per day, with an intermission of at least 15 min between tests.

Latency to fall off the rotating rodwas recorded. Datawere expressed

as mean values from the three trials. The adhesive removal test was

performed according to previous literature (Bouet et al., 2009; Qu

et al., 2021). The test was carried out with 2 × 3 mm tape. Adhesive

tapes were applied to the ipsilateral or contralateral forepaw of the

mouse to evaluate the sensory andmotor function of mice. Time is

recorded when the mouse perceives the sticker attached to

the foot and removes it as time-to-contact and time-to-

remove. The amount of time-to-contact and time-to-

remove for the mouse was measured up to 120 s. The
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corner test is a widely used functional assessment for

unilateral sensorimotor cortical damage (Yu et al., 2019).

Two cardboard plates (30 cm × 20 cm) were attached at a 30°

angle in a home cage. Each mouse was placed between the

two plates and allowed to move freely to the corner. The

number of times the mice turned to the left in 10 trials were

recorded. Only mice without a preference for turning left and

right in the pre-training were included. Normal mice make

about equal left and right turns in their exploratory turning

behavior. After the ischemic and reperfusion insult to the

sensorimotor cortex, mice showed biased turns consistent

with the side of their brain damage.

Enzyme linked immunosorbent assay

Mice were sacrificed after 24 h of reperfusion, and blood

samples collected by cardiac puncture were stored at −80°C

before analysis. Serum levels of TNF-α and IL-6 were

determined by commercial ELISA kits (Mouse TNF-α and IL-

6 ELISA Kit, Jingkang, China), following the manufacturer’s

instructions.

Detection of MDA levels

Lipid peroxidation in the ischemic penumbra area was

assessed using an MDA assay kit (S0131, Beyotime Institute of

Biotechnology, China), in accordance with the manufacturer’s

instructions. Absorbance measurements were made at

532 nm.

GSSG content detection

Oxidized glutathione disulfide (GSSG) levels were measured

in tissue homogenates obtained from the penumbra area using a

GSSG detection kit (S0053, Beyotime Institute of Biotechnology).

Absorbance measurements were made at 412 nm.

Western blotting

Protein was extracted from the penumbra area of mice with

RIPA lysis buffer. Primary antibodies against GPX4 (Abcam,

ab125066), HIF1A (CST, #36169), and β-actin (ABclonal,

AC026) were used. After washing, incubate the membranes

with an anti-rabbit secondary antibody (Abcam, ab6721).

Extraction of RNA and qRT-PCR

We used trizol reagent to extract RNA from ischemic

penumbra brain tissue. cDNA was then synthesized with the

First Strand cDNA Synthesis Kit (Code No. FSK-101, Toyobo,

Osaka, Japan) on a thermal cycler (BIO-RAD S1000).

FIGURE 1
Identification of ferroptosis-related DEGs in IS. (A) Heatmap of DEGs between the MCAO cohort and the sham cohort in the GSE1 dataset. (B)
Volcano plots of DEGs. (C) Venn diagram of DEGs from the two datasets.
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Quantitative RT-PCR (qRT-PCR) was performed using AceQ

Universal SYBR qPCR Master Mix (Vazyme, Nanjing, China).

Target genes’ mRNA levels were normalized to endogenous

GAPDH expression and quantified by the 2-△△ct method.

Primer sequences were as follows:

Gapdh-F: 5′-AGGTCGGTGTGAACGGATTTG.
Gapdh-R: 5′-TGTAGACCATGTAGTTGAGGTCA;
HMOX1-F: 5′-GCCCCACCAAGTTCAAACAG.
HMOX1-R: 5′-GCTCCTCAAACAGCTCAATGT;
STAT3-F: 5′-TGGGCTAAATTCTGCAAAGAAAAC.
STAT3-R: 5′-GGCTTTGTGCTTAGGATGGC;
CYBB-F: 5′-TGGAAACCCTCCTATGACTTGG.
CYBB-R: 5′-AAACCGAACCAACCTCTCACAAA;
TLR4-F: 5′-GCTTGAATCCCTGCATAGAGGTAG.

TLR4-R: 5′-TGTCATCAGGGACTTTGCTGAG.
TNFα-F: 5′- GTAGCCCACGTCGTAGCAAA.
TNFα-R: 5′- ACAAGGTACAACCCATCGGC.
Il6-F: 5′- CGTGGAAATGAGAAAAGAGTTGTGC.
Il6-R: 5′- GGTACTCCAGAAGACCAGAGGA.

Construction of an mrna-mirna-lncrna
interaction network

We used a combination of five databases (miRDB, miRmap,

miRWalk, RNA22, andTargetScan) to predictmiRNAswith potential

regulatory activity on the candidate genes. LncRNA prediction of

selected miRNA was performed via starBase v2.0 (https://starbase.

TABLE 1 Ferroptosis-related differentially expressed genes.

Gene symbol Name logFC adj.P.Val Id

RGS4 Regulator of G protein signaling 4 −1.53 3.15E-02 1368505_at

GLS2 Glutaminase 2 −1.26 1.47E-02 1370375_at

FBXW7 F-box and WD repeat domain containing 7 −1.05 8.85E-03 1379332_at

VLDLR Very low density lipoprotein receptor −1.02 9.90E-05 1392924_at

DUSP1 Dual specificity phosphatase 1 −1.01 9.08E-03 1368146_at

SAT1 Spermidine/spermine N1-acetyltransferase 1 1.03 1.09E-04 1371774_at

STAT3 Signal transducer and activator of transcription 3 1.13 5.53E-04 1370224_at

FANCD2 FA complementation group D2 1.25 4.53E-05 1378240_at

HERPUD1 Homocysteine inducible ER protein with ubiquitin like domain 1 1.32 6.45E-03 1367741_at

RIPK1 Receptor interacting serine/threonine kinase 1 1.34 8.90E-05 1371529_at

BID BH3 interacting domain death agonist 1.42 1.48E-04 1377759_at

GDF15 Growth differentiation factor 15 1.45 1.20E-02 1370153_at

IL6 Interleukin 6 1.46 9.28E-03 1369191_at

LPCAT3 Lysophosphatidylcholine acyltransferase 3 1.52 7.59E-05 1376813_at

ANO6 Anoctamin 6 1.60 1.35E-03 1372624_at

HIC1 HIC ZBTB transcriptional repressor 1 1.72 3.68E-04 1381942_at

LAMP2 Lysosomal associated membrane protein 2 1.76 1.20E-05 1370010_at

NFE2L2 Nuclear factor, erythroid 2 like 2 1.86 2.67E-06 1367826_at

TXNIP Thioredoxin interacting protein 1.96 1.57E-03 1371131_a_at

SLC1A5 Solute carrier family 1 member 5 2.04 1.25E-05 1371040_at

CD44 CD44 molecule (Indian blood group) 2.15 1.13E-05 1368921_a_at

AURKA Aurora kinase A 2.21 2.65E-05 1376039_at

ATF3 Activating transcription factor 3 2.30 1.16E-03 1369268_at

CDKN2A Cyclin dependent kinase inhibitor 2 A 2.40 1.37E-03 1369194_a_at

GCH1 GTP cyclohydrolase 1 2.42 1.31E-04 1387221_at

PLIN2 Perilipin 2 2.52 7.28E-05 1382680_at

TGFBR1 Transforming growth factor beta receptor 1 2.88 8.21E-07 1376636_at

TLR4 Toll like receptor 4 2.94 1.08E-05 1387982_at

HSPB1 Heat shock protein family B (small) member 1 3.05 2.61E-05 1367577_at

ALOX12 Arachidonate 12-lipoxygenase, 12 S type 3.09 1.49E-02 1380636_at

HMOX1 Heme oxygenase 1 3.32 1.12E-05 1370080_at

CAPG Capping actin protein, gelsolin like 4.41 7.50E-06 1388460_at

CYBB Cytochrome b-245 beta chain 4.88 1.08E-05 1379344_at
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sysu.edu.cn/) with the following screening criteria: mammalian,

human h19 genome, strict stringency (≥5) of CLIP-Data, with or

without degradome data. We then created a competing endogenous

RNAs (ceRNA) regulatory network for DEGs using Cytoscape.

Transcription factor prediction

After retrieving high-confidence and experimentally

validated gene-TF pairs via the NetworkAnalyst platform and

JASPAR database, Cytoscape software was used to create a TF-

based regulatory network of candidate ferroptosis-related genes.

Statistical analyses

Statistical analyses were done using SPSS 25.0 (IBM, Armonk,

NY, United States), Prism 6.01 (GraphPad, San Diego, CA,

United States), and R. Data were displayed as mean ± SD. The

Student’s t-test was used for comparison between two groups. One-

way ANOVA was employed for comparison between multiple

groups, and the post hoc multiple comparisons least significant

difference and Student–Newman–Keuls model were selected for

analyses, p < 0.05 was considered significant.

Results

Identification of ferroptosis-related DEGs
after IS

Using defined criteria, we identified 2099DEGs between control

and IS samples in the GSE61616 dataset. Heatmaps of all these

DEGs showed excellent discrimination between IS and control

samples and volcano plots of the top 20 genes that were highly

expressed and the top 20 genes that were lowly expressed in the

MCAO group compared to the SHAM group (Figure Figure1 A, B).

We also acquired a dataset that included 259 genes from the

Ferroptosis Database (FerrDb). Venn diagram analysis of these

two gene sets identified 33 ferroptosis-related DEGs (Figure 1C),

including 28 up-regulated and five down-regulated genes (Table 1).

GO and KEGG analysis of ferroptosis-
related DEGs

The R package clusterProfiler was used to conduct GO and

KEGG pathway enrichment analysis of the 33 ferroptosis-related

DEGs. On GO analysis, for the biological process (BP), cell

component (CC), and molecular function (MF) categories,

these DEGs were mainly enriched in ‘cellular response to

oxidative stress,’ ‘receptor complex,’ and ‘cytokine receptor

binding,’ respectively (Figure 2). On KEGG pathways analysis,

the ferroptosis-related DEGs were mainly enriched in

‘ferroptosis’, followed by ‘HIF-1 signaling pathway’ (Figure 3).

This finding supports the notion that HIF-1 signaling is

intrinsically linked to the occurrence of ferroptosis in IS.

PPI analysis of ferroptosis-related DEGs

Next, we accessed the STRING database and constructed, a PPI

network for the 33 ferroptosis-related DEGs using Cytoscape

software. This network included 33 nodes and 64 edges

(Figure 4A). MCODE was used to explore the most significant

cluster (cluster one; containing nine genes). The nine genes in cluster

one were then incorporated into the PPI network map (Figure 4B).

Functional enrichment analysis of
cluster one

Based on GO and KEGG analysis, we found that four out of

the nine genes in cluster1 (HMOX1, STAT3, CYBB, and TLR4)

were enriched in the HIF-1 signaling pathway. These genes were

then selected as candidate genes for further analysis (Figure 5).

Verification of the expression of the four
candidate genes in IS

Next, we validated the expression levels of the four candidate

ferroptosis-related genes by assessing their expression in two

different IS-related datasets (GSE35338 and GSE58294; Figures

6A,B). The expression levels of all four genes were significantly

upregulated in samples from the IS group compared to those of

the sham-operated group. These results, which were consistent

with those obtained from the GSE61616 dataset, further suggest

the importance of these four ferroptosis-related genes in IS.

The diagnostic value of four candidate
genes in IS

ROC univariate analysis was performed in the

GSE58294 dataset to assess the diagnostic value of four candidate

genes for IS. As a result, the accuracy ofHMOX1, STAT3,CYBB, and

TLR4 in diagnosing IS in the GSE58294 dataset was 0.820, 0.841,

0.911, and 0.895, respectively (Figure 6C).

DEX alleviated cerebral ischemic/
reperfusion injury in a mouse model of IS

We next investigated the effect of dexmedetomidine (DEX), a

highly selective alpha-2 adrenoceptor agonist with anti-ferroptosis
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action, in a mouse model of MCAO-induced IS. After 24 h of

reperfusion, we determined infarct size by staining brain sections

with TTC. As shown in Figure 7A, infarct size was significantly

attenuated by DEX administration. In addition, neurological

deficits in the MCAO + DEX group were significantly milder

than those in the MCAO group (Figure 7B). To further assess the

sensorimotor function of the mice, we applied the rotarod test, the

corner test, and the adhesive removal test. IS induced severe

sensorimotor impairment in mice, which was manifested as

decreased latency to fall off the rotating rod (Figure 7C),

increased number of left turns in the corner test (Figure 7D),

and a prolonged time to contact and remove the tape in the

adhesive removal test (Figure 7E). Interestingly, DEX showed a

protective effect on sensorimotor dysfunction by increasing the

right limb use and correcting for the turning bias in 5, 7 and

14 days after MCAO. However, no turn bias was observed in the

acute phase of IS (1 and 3 days after MCAO). To assess whether

the beneficial effects of DEX on IS are related to the inhibition of

inflammatory processes, we quantified through ELISA serum and

brain levels of pro-inflammatory cytokines. A prominent

reduction in TNF-α and IL-6 levels in the brain was noted in

the MCAO + DEX group compared with the MCAO group

(Figure 7F). And there is a mild decrease in serum levels of

TNF-α and IL-6 in the MCAO + DEX group compared with

the MCAO group (Figure 7G). These findings are thus consistent

with previous evidence indicating that dexmedetomidine alleviates

IS severity in rodent models of CIRI.

DEX alleviated ferroptosis and regulated
candidate genes

Western blotting analysis of brain tissue revealed markedly

higher levels of GPX4 in DEX-treated mice compared to the

untreatedMCAOmice (Figure 8A).We next analyzed the impact

of DEX on oxidative stress, a primary trigger of ferroptosis, by

FIGURE 2
Gene ontology enrichment analysis of ferroptosis-related DEGs.

FIGURE 3
Kyoto Encyclopedia of Genes and Genomes pathway analysis of ferroptosis-related DEGs.
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measuring the contents of MDA and GSSG in the penumbra

region of the infarcted tissue. Results showed a significant

reduction in both MDA and GSSG levels following

administration of DEX (Figures 8B,C). Because ferroptosis has

TUNEL positivity as described previously (Ueta et al., 2012), we

used TUNEL staining in vivo as a potential marker of ferroptosis

and observed that TUNEL-positive cells increased in the brain of

MCAO mice. However, the proportion of TUNEL-positive cells

in the MCAO + DEX group was lower (Figure 8D). Using

Western blotting analysis and qRT-PCR analysis, we verified

whether DEX treatment influenced the expression of HIF1α and

the four ferroptosis-related candidate genes selected through our

bioinformatics analysis. Results showed that after IS induction,

brain HMOX1, STAT3, CYBB, and TLR4 mRNA levels were

dramatically decreased in DEX-treated mice (Figure 8E). Protein

expression levels of HIF1α in brain tissue were elevated after

MCAO and had higher expression in the DEX group (Figure 8F).

These findings provide robust evidence that DEX inhibits CIRI-

induced ferroptosis by blunting HIF-1 signaling through

regulation of HMOX1, STAT3, CYBB, and TLR4 expression.

FIGURE 4
PPI analysis of ferroptosis-related DEGs. (A) PPI network of ferroptosis-related DEGs. (B) Gene clustering based on the MCODE algorithm.

FIGURE 5
Functional enrichment analysis of genes in cluster 1.
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Construction of a mRNA -miRNA-lncRNA
interaction network

Next, we consulted the miRDB, miRmap, miRWalk, RNA22,

and TargetScan databases to identify potential regulatory

miRNAs for the HMOX1, STAT3, CYBB, and TLR4

transcripts. Among a total of 22 miRNAs retrieved, hsa-miR-

106a-5p and hsa-miR-106b-5p ranked first, while hsa-miR-

1299 was found to bind to more than one mRNA.

Subsequently, for the 22 miRNAs predicted, analysis on the

starBase platform identified 18 potentially interacting

lncRNAs. Based on the above analysis, a ferroptosis-related

mRNA-miRNA-lncRNA interaction network is presented in

Figure 9A.

Identification of TFs potentially
influencing the expression of ferroptosis-
related genes in IS

Using data from NetworkAnalyst, we finally created an

interaction network with 32 connections featuring the four

candidate genes and 24 TFs predicted to regulate their

expression (Figure 9B). Among the predicted TFs, NR3C1,

FIGURE 6
Verification of the expression levels of the four candidate genes (HMOX1, CYBB, STAT3, TLR4) (A) in MCAO and shammice brain samples in the
GSE35338 dataset (B) and in the peripheral blood of control and IS patients in GSE58294. (C) The AUC of ferroptosis-related biomarkers in the
diagnosis of IS in ROC monofactor analysis in the GSE58294 dataset. ***p<0.001, **p <0.01, *p<0.05. ***p<0.001, **p <0.01, *p<0.05.
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FIGURE 7
(A) Representative TTC staining in comparable sections from the three mice groups and quantification of infarct volume (n = 5). (B) Modified
neurological severity (mNSS) scores for mice in the three experimental groups (n = 10). On different days after ischemic stroke, (C) the time for the
mice to contact or remove the sticker was recorded, (D) the latency to fall off the rotating rod, and (E) the turning bias in the corner test. n = 8 per
group. (F) Brain levels of IL-6 (E) and TNF-α. n = 6 per group (G) Serum levels of IL-6 (n = 6) and TNF-α (n = 5 for SHAM group, and n = 6 for
MCAO and MCAO + DEX group). Data are presented as the mean ± SD. *p<0.05 vs. SHAM group, #p<0.05 vs. MCAO group.
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FOXC1, SREBF1, YY1, and NF1C were shown to regulate more

than one candidate gene, thus suggesting a high level of

interaction within the ferroptosis-related gene-TF network.

Discussion

Ferroptosis has been widely studied in neoplastic disease, and

its role in neuronal cell death is becoming well established (Lu

et al., 2017; Datta et al., 2020). Previous research showed that

ferroptosis aggravates the outcome of CIRI; hence, its inhibition

may represent a novel therapeutic direction (Tuo et al., 2017).

However, the molecular events and signaling pathways

associated with ferroptosis induction in IS have not been

thoroughly investigated.

The HIF-1 signaling pathway is activated under hypoxic

conditions and acts as a master regulator of multiple

pathological processes in IS by modulating glucose

metabolism, angiogenesis, erythropoiesis, and cell survival

(Pan et al., 2021). A rapid and transient increase in the

FIGURE 8
(A)Western blotting analysis of GPX4 in the penumbra area (n = 6 per group). (B)MDA levels in brain tissues (n = 5 per group). (C)GSSG levels in
brain tissues (n = 6 per group). (D) TUNEL staining in SHAM, MCAO and DEX + MCAOmice (Scale bars = 50 μm) and quantification of the number of
TUNEL+ cells (n = 3). (E) Relative mRNA levels of HMOX1, CYBB, STAT3, and TLR4 in mice brain by qRT-PCR (n = 5). (F)Western blotting analysis of
HIF1α in the penumbra area (n = 3). Data are presented as the mean ± SD. *p<0.05 vs. SHAM group, #p<0.05 vs. MCAO group.
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activation of the HIF-1 signaling pathway in brain endothelial

cells is responsible for blood-brain barrier disruption, especially

during severe and sustained hypoxia (Yeh et al., 2007; Yan et al.,

2011). A previous study confirmed that activation of the HIF-1

signaling pathway is closely related to ferroptosis (Li et al., 2020).

Therefore, HIF-1 signaling activation may play a crucial role in

ferroptosis induction during IS.

In the present study, we identified four essential ferroptosis-

related genes involved in the pathogenesis of IS and predicted, for

these candidate genes, a regulatory non-coding RNA network as

well as several putative TFs. By intersecting the GSE61616 and

FerrDb dataset, we identified 33 ferroptosis-related DEGs,

including 28 upregulated and five downregulated genes.

Functional enrichment analysis of these DEGs showed that

they were mainly clustered in the HIF-1 signaling pathway.

Then, nine hub genes, Il6, TXNIP, NFE212, HMOX1, TLR4,

STAT3, ATF3, HSPB1, and CYBB, were identified by PPI and

MCODE analysis in cluster 1. Notably, four of the nine hub genes

(HMOX1, TLR4, STAT3, and CYBB) were also enriched in the

HIF-1 signaling pathway, a finding that suggested their central

involvement in ferroptosis-mediated neuronal death in CIRI.

HMOX1 encodes heme oxygenase 1, an enzyme involved in

the catabolism of cellular heme induced by various pro-oxidant

and inflammatory stimuli. Animal studies indicated that HO-1

expression in the brain is induced by stroke and plays, via

activation of Nrf2, a protective role by exerting antioxidant,

antiapoptotic, anti-inflammatory, and vasorelaxant effects

(Bereczki et al., 2018). Studies have demonstrated that HO-1

expression in brain tissue is significantly increased within 24 h

after IS, which is consistent with the results of our bioinformatics

analysis and returns to baseline levels after several months. In our

mouse model of IS, we verified that the mRNA level of HMOX1

in the penumbra region was significantly increased compared to

non-infarcted brain tissue from sham-operated mice. In

addition, we found that GPX4 protein levels were

downregulated in affected brain tissue from mice with

MCAO-induced IS. Recent research on cognitive impairment

after CIRI concluded that HO-1 levels were negatively correlated

with the extent of ferroptosis 14 days after reperfusion (Fu et al.,

2022). Interestingly, our animal experiments showed that DEX

treatment rescued GPX4 expression in MCAO mice. Although

this may be related to the fact that in this study DEX treatment

mildly decreased HMOX-1 mRNA expression, the specific

mechanisms need to be confirmed by further experiments.

STAT3 belongs to the signal transducer and activator of the

transcription family of proteins. Interestingly, STAT3 activation

during stroke was shown to exert pro-inflammatory and anti-

inflammatory effects on different cell types and stages (Qi and

Yang, 2014). Upregulation of STAT3 in microglia was shown to

exacerbate CIRI by promoting the expression of various pro-

inflammatory factors, including TNF-α and IL-6 (Hu et al., 2017;

Bousoik and Montazeri Aliabadi, 2018). In the present work, the

FIGURE 9
(A) Construction of a gene-miRNA-lncRNA interaction network. (B) Identification of potential TFs.
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upregulation of STAT3 mRNA observed in the ischemic

penumbra area of MCAO mice was consistent with the results

of the aforementioned study, and STAT3 levels in peripheral

blood also have considerable diagnostic efficacy for acute

ischemic stroke (AIS). Of note, recent studies indicated that

STAT3 expression critically regulates ferroptosis in various

diseases, including acute lung injury and lymphoma (Qiang

et al., 2020; Schmitt et al., 2021). However, the impact of

STAT3 signaling on IS-related ferroptosis remains unexplored.

Thus, although further confirmatory experiments are warranted,

the present findings suggest that STAT3 might be an important

therapeutic target to inhibit ferroptosis in IS.

The CYBB gene encodes the cytochrome b-245 beta chain,

also known as NADPH oxidase 2 (NOX2). This enzyme is one of

the major ROS-producing isoforms in IS and is closely associated

with poor outcomes. Consistent with the results of our study,

CYBB was found to be significantly upregulated in brain tissue

from mice with experimental IS(Li et al., 2014). In addition, in

our previous study, we observed that silencing of CYBB in

microglia notably reduced neuronal apoptosis in a co-culture

system (Zeng et al., 2018). These findings are thus consistent with

evidence indicating that CYBB is an important ferroptosis driver

and hence a promising therapeutic target to reduce ferroptosis

during stroke.

The TLR4 gene encodes a member of the Toll-like receptor

(TLR) family of proteins, which show increased expression during

stroke through multiple pathways (Caso et al., 2007). Recent studies

have identified the possible involvement of TLR4 in post-stroke

neuroinflammation, specifically in neutrophil differentiation and

CNS infiltration, thus highlighting the regulation of TLR4 at the

peripheral level in stroke (García-Culebras et al., 2019). The present

study reported the upregulation of TLR4 expression in peripheral

blood of ischemic stroke patients from the GEO database and

verified that in brain tissue of MCAO mice, which is consistent

with the results of previous studies. As a ferroptosis driver, its role in

hypoxic-ischemic brain damage-induced ferroptosis and brain

homeostasis has been validated by Zhu’s study (Zhu et al., 2021).

As expected, in the present study, GPX4 levels were negatively

correlated with TLR4 mRNA levels in brain tissue from MCAO

mice. Hence, we speculate that TLR4 may aggravate CIRI by

promoting ferroptosis and oxidative stress. However, further

research is needed to elucidate the mechanisms by which TLR4

triggers ferroptosis in IS.

The results of our bioinformatics analysis were corroborated in a

mouse model of MCAO-induced IS. In addition, we evaluated the

effect of DEX, a sedative agent with analgesic and anti-ferroptosis

actions, on both IS severity and the expression of the above four

ferroptosis-related genes (Gao et al., 2019; Ross and Siegel, 2021; She

et al., 2021). In line with previous findings, qRT-PCR assays showed

HMOX1,CYBB, STAT3, andTLR4were significantly upregulated after

IS induction. In our MCAO model, DEX reversed this effect. Recent

studies have found that DEX exerts a protective effect by modulating

the HIF-1 signaling pathway, improving mitochondrial function, and

inhibiting ferroptosis in endothelial cells (She et al., 2021). However,

whether DEX attenuates ferroptosis in IS and whether this effect is

associated with inhibition of HIF-1 signaling has not been so far

determined. Our study demonstrated that DEX significantly reduced

oxidative stress in the brain and reduced circulating levels of pro-

inflammatory cytokines in MCAO mice. Furthermore, DEX also

reversed the downregulation of GPX4, a key negative regulator of

ferroptosis, and the upregulation of ferroptosis-related gene expression

induced by IS. Therefore, these findings suggest plausible mechanisms

by which DEX therapy may reduce ferroptosis-mediated neuronal

death in stroke.

To further investigate the factors that may affect the

expression of our candidate genes, we identified TFs that

may bind to their promoter regions. In addition, based on

the four candidate genes, an mRNA-miRNA-lncRNA network

was constructed. Of the 22 miRNAs obtained by targeting the

four candidate genes, hsa-miR-1299 was found to bind to

more than one mRNA. Studies on hsa-miR-1299 unmasked its

inhibitory role on tumor cell proliferation (Zhang et al., 2020)

but have not addressed its potential role in IS. However, the

top-ranking predicted miRNAs were hsa-miR-106a-5p and

hsa-miR-106b-5p. miR-106 is associated with microglial

activation and neuroinflammatory diseases (Liu et al.,

2021). Given the complexity of its regulatory network,

miR-106 may represent an essential target for the

regulation of stroke. LncRNAs represent promising targets

for the diagnosis and treatment of various diseases. These

non-coding RNAs have diverse functions and can interact

with and regulate the expression of various endogenous

molecules, including miRNAs(Bao et al., 2021; Bridges

et al., 2021). In the present study, nine out of the

22 retrieved miRNAs were known targets of lncRNAs. Of

these, NEAT1 may regulate up to eight miRNAs. Based on the

neuroprotective role of NEAT1 (Ni et al., 2020; Zhou et al.,

2022) we propose that NEAT1 may regulate, via a ceRNA

network, the expression of ferroptosis-related genes in IS

through mutual interactions with multiple miRNAs among

the 24 TFs identified, FOXC1, SREBF1, and YY1 were found to

target three of the four candidate genes. The upregulation of

FOXC1 has been shown to alleviate neuroinflammation in

mice with ischemic brain injury (He et al., 2021). Interestingly,

YY1-induced upregulation of NEAT1 led to inflammatory

damage following oxygen-glucose deprivation and

reperfusion injury in microglia (Chen et al., 2019; Han and

Zhou, 2019), thus contradicting the widely recognized

neuroprotective role of NEAT. Whether this effect is or is

not cell-type specific requires further investigation.

Conclusion

We identified four candidate ferroptosis-related genes,

HMOX1, CYBB, STAT3, and TLR4, which may be involved in
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neuronal ferroptosis in CIRI. In addition, we showed that DEX

treatment reduced infarct volume, improved sensorimotor function,

and downregulated the expression of ferroptosis-related genes in

mice with MCAO-induced IS. These genes may thus serve as new

therapeutic targets to prevent or attenuate ferroptosis and thus

improve prognosis in stroke patients. In addition, we predicted

through bioinformatics analyses a set ofmiRNAs, lncRNAs, and TFs

thatmay regulate the above candidate genes. The results of this study

may broaden our understanding of IS and provide new concepts for

its treatment. However, there are some limitations in the present

work. Due to the disease characteristics, we could not apply gene

expression data from human brain tissue for analysis, nor were we

able to collect enough brain tissue from AIS patients to validate our

findings. Furthermore, we did not perform experimental validation

of the predicted miRNAs, lncRNAs, and TFs, therefore, further

verification is required.
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Anoxic spreading depolarization (aSD) is a hallmark of ischemic injury in the

cerebral cortex. In adults, aSD is associated with rapid and nearly complete

neuronal depolarization and loss of neuronal functions. While ischemia also

evokes aSD in the immature cortex, developmental aspects of neuronal behavior

during aSD remain largely unknown. Here, using oxygen-glucose deprivation

(OGD) ischemia model in slices of the postnatal rat somatosensory cortex,

we found that immature neurons displayed much more complex behaviors:

they initially moderately depolarized during aSD, then transiently repolarised (for

up to tens of minutes), and only then passed to terminal depolarization. The

ability to fire action potentials was maintained in neurons mildly depolarized

during aSD without reaching the level of depolarization block, and these

functions were regained in the majority of immature neurons during post-aSD

transient repolarization. The amplitude of depolarization and the probability

of depolarization block during aSD increased, whereas transient post-SD

repolarization levels and duration, and associated recovery in neuronal firing

decreased with age. By the end of the first postnatal month, aSD acquired an

adult-like phenotype, where depolarization during aSD merged with terminal

depolarization and the phase of transient recovery was lost. Thus, changes in

neuronal function during aSD undergo remarkable developmental changes that

may contribute to lower susceptibility of the immature neurons to ischemia.

KEYWORDS

patch-clamp, membrane potential, ischemia, somatosensory cortex, spreading
depolarization, neonate, development

Introduction

Anoxic Spreading Depolarization (aSD) is a hallmark of ischemic brain injury (Andrew
et al., 2022). aSD develops within several minutes after metabolic deprivation and manifests
as a wave of collective and nearly complete neuronal depolarization, and depression of
electrical activity largely due to depolarization block of action potentials (APs; Somjen, 2001;
Dreier and Reiffurth, 2015). aSD is associated with the large negative shift of the extracellular
field potential and an increase in tissue light transmittance caused by cytotoxic cell edema
(Rader and Lanthorn, 1989; Aitken et al., 1998; Dzhala et al., 2000; Joshi and Andrew, 2001;
Juzekaeva et al., 2017, 2018, 2020; Toyoda et al., 2021; Vinokurova et al., 2022). aSD is a
highly energy consuming event which aggravates metabolic deficits and initiates intracellular
cascades leading to cell death (Somjen, 2001; Strong et al., 2002; Hartings et al., 2003, 2017;
Dreier, 2011; Dreier et al., 2013, 2022; Dreier and Reiffurth, 2015). In the OGD model of
brain ischemia using submerged brain slices, which simulates the condition of severe global
brain ischemia, cortical neurons typically undergo terminal SD to zero mV without recovery
(Rader and Lanthorn, 1989; Tanaka et al., 1997; Toyoda et al., 2021; Andrew et al., 2022).
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While an immature brain is more tolerant to metabolic
deprivation, ischemic/hypoxic brain damage remains a major
problem in peri- and neonatology (Saugstad, 2011; Douglas-
Escobar and Weiss, 2015). As in adults, aSD occurs during
metabolic deprivation in the neonatal cortex and heralds neuronal
death. However, in neonates, aSD occurs at much longer delays (up
to tens of minutes in the neonatal neocortex and ∼1 h in the fetal
hippocampus at term) from the onset of hypoxia/OGD than in the
adults consistent with higher tolerance of the immature brain to
metabolic deprivation (Cherubini et al., 1989; Luhmann and Kral,
1997; Dzhala et al., 2000, 2001; Tyzio et al., 2006), and with lower
proneness of the neonatal cortex to SD in general (Bures, 1957;
Schade, 1959; Richter et al., 1998; Hertelendy et al., 2019; Andrew
et al., 2022). However, aSD in the neocortex during the neonatal
period [P0–10 in rodents, which corresponds to a period from
mid-gestation to term in human fetus (Khazipov and Luhmann,
2006; Clancy et al., 2007; Colonnese et al., 2010; Colonnese and
Khazipov, 2012; Luhmann and Khazipov, 2018; Khazipov and
Milh, 2018)] at the cellular level remains largely unexplored.
Here, we addressed this question using whole-cell recordings from
L4 neurons in slices of the somatosensory whisker-related barrel
cortex from 3 to 31 days old rats in the OGD model. We chose this
area because it is highly sensitive to ischemia and prone to SD (Lin
et al., 1990; Bogdanov et al., 2016; Kaufmann et al., 2017; Juzekaeva
et al., 2017, 2020). Our main finding is that neonatal neurons only
moderately depolarize during aSD, then transiently repolarise, and
only then pass to terminal depolarization. The ability to fire action
potentials persists in neurons showing mild depolarization during
aSD without reaching the level of depolarization block, and these
functions are regained in the majority of immature neurons during
post-aSD transient repolarization phase. Thus, immature neurons
display protracted in time and complex aSD phenotype with a phase
of transient recovery. We suggest that these developmentally unique
features of aSD contribute to higher tolerance of the immature brain
to ischemia.

Materials and methods

Brain slices

Wistar rats (3–31 days old) of either sex were used. Animals
were decapitated under isoflurane anesthesia (5%), the brain
was rapidly removed and placed in ice-cold (2–5◦C) oxygenated
(95% O2–5% CO2) artificial cerebrospinal fluid (ACSF) of the
following composition (in mM): NaCl 126, KCl 3.5, CaCl2 2,
MgCl2 1.3, NaHCO3 25, NaH2PO4 1.2, and glucose 20 (pH 7.4).
Four hundred µm thick thalamocortical slices were cut using
a PELCO easiSlicerTM vibratome (Ted Pella, Inc., Redding, CA,
USA). A total of n = 58 slices obtained from 43 rats were used
(1 slice/rat: n = 29 rats; 2 slices/rat: n = 13 rats; 3 slices/rat:
n = 1 rat). Data from all slices were pooled for analysis; n
indicates the number of slices. Slices containing the barrel cortex
were selected by anatomical coordinates (Khazipov et al., 2015)
and the presence of barrel structures in L4. Slices were first kept
in ACSF for 30 min at 32◦C and then at room temperature
(20–22◦C) for at least 1 h before use. For recordings, slices were

placed into a submerged chamber and superfused with oxygenated
ACSF at 30–32◦C at a flow rate of 10 ml/min. Oxygen/glucose
deprivation (OGD) was induced by superfusion with ACSF in
which N2 replaced O2 and sucrose replaced glucose at equimolar
concentration.

Electrophysiological recordings

For electrophysiological recordings, slices were placed in
the recording chamber under an upright microscope BX51WI
(Olympus, Tokyo, Japan) equipped with a dry 4×/0.10 Plan
N objective and a water immersed 40×/0.80 LUMPlanFL N
objective. L4 neurons were identified at 40× magnification using
infrared-differential interference contrast (IR-DIC) microscopy.
Visual patch-clamp recordings were performed using a MultiClamp
700B (Axon Instruments, Union City, CA, USA) amplifier as
described previously (Juzekaeva et al., 2018). Patch electrodes
were made from borosilicate glass capillaries (BF150-86-10, Sutter
Instrument, Novato, CA, USA) and had a resistance of 4–7 M�. The
pipette (intracellular) solution contained (in mM) 131 potassium
gluconate, 4 KCl, 10 HEPES, 10 phosphocreatine, 4 MgATP,
and 0.3 Na2GTP (adjusted to pH 7.3 with KOH). 200-ms
suprathreshold depolarizing current pulses were applied every
10 s to examine the ability of neurons to fire APs and monitor
the membrane resistance (Rm). Extracellular DC recordings of
the local field potentials (LFP) were performed in the barrel
cortex using glass pipette electrodes pulled from borosilicate glass
capillaries (BF150-86-10, Sutter Instrument, Novato, CA, USA)
with resistances of 2–3 M� when filled with ACSF. LFP recordings
were performed in voltage-clamp DC mode, then currents were
inverted and voltage calibrated using 5 mV steps. Extracellular
and patch-clamp recordings were digitized at 32 kHz with a
Digidata 1440A interface card (Axon Instruments) and analyzed
offline using MATLAB (MathWorks, Natick, MA, USA) routines.
Optical intrinsic signal (OIS) recordings were performed at 4×

magnification. The boundaries of layer 4 were discerned by barrel-
shaped structures at 4× magnification and high cell density in layer
4 at 40× magnification. The slice was illuminated by a halogen
lamp with a 775 nm bandpass filter. Images were acquired using a
QIClick-R-F-M-12 CCD camera (QImaging, Surrey, BC, Canada)
at 696 × 520 or 1,392 × 1,040 pixel resolution at 1 frame/2.5 s
acquisition rate.

Data analysis

Experimental data were processed using MATLAB
environment (MathWorks, USA). Matlab’s Signal Processing
Toolbox functions were used for peak detection procedures.
Patch-clamp Em recordings were down-sampled to 1 Hz and
filtered using a median filter within sliding 30 s window with 1 s
time step to eliminate responses to depolarizing current steps.
aSD was detected as a wave of Em depolarization occurring in
association with characteristic negative LFP shifts and OIS signals
(Juzekaeva et al., 2020). The time corresponding to the peak
depolarization during aSD was defined as aSD time. aSD amplitude
was defined as a difference between Em at the aSD peak and the
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baseline Em values between -3 and -1 min time interval before the
aSD peak. The term of transient recovery (TR) was applied for a
phase of transient Em repolarization between aSD and terminal
depolarization (TD). TR duration was defined as a time period
between aSD peak (TR onset = time of aSD peak) and transition to
TD was determined at the peak of the first Em derivative (dEm/dt,
dt = 1 min). The peak of Em repolarization during TR was taken
as the TR time reference point. Action potentials (AP) in response
to suprathreshold current steps were detected from raw signals
using peak detection function as events with the peak prominence
of >3 mV and 5 ms minimum inter-peak interval. Two neurons
at P25 with the electrophysiological phenotype of fast spiking
interneurons showed no differences in response to OGD and
were pooled with other neurons in the P25–31 age group. DC
LFP signals were down-sampled to 1 kHz and low-pass filtered
using 1 s sliding window. OIS was calculated using the first-frame
subtraction approach: OIS (t) = (I (t) − I0)/I0, where I (t)—pixel
intensity at the moment t, I0—time-averaged pixel intensity in
the preconditioned control period (1 min). The resulting frames
were filtered with a 2 × 2 Gaussian filter. Regions of interest
(ROIs) were selected as square areas near the recording site. OIS
traces were calculated as the average OIS signal in the selected
ROIs.

Statistical analysis

Statistical analysis was performed using the MATLAB Statistics
toolbox. Pooled data are presented as median, 25th (Q1), and
75th (Q3) percentiles in boxplots or shaded areas. A two-sided
Wilcoxon rank sum test was performed to assess the difference
between groups. For testing binomial data and proportions we used
Two Sample Z-Test for Proportions. Correlations were calculated as
Spearman’s correlation coefficient with the exact p-value. The level
of significance was kept at p < 0.05.

Results

In the present study, we explored the dynamics of the
resting membrane potential (Em) and neuronal firing during
OGD in slices of the barrel cortex of rats aged from P3 to
P31 using whole-cell current-clamp recordings of L4 neurons and
concomitant extracellular recordings of LFP, and optical intrinsic
signals (OIS) imaging. Perfusion with OGD-solution evoked aSD
in all neurons at all ages. However, aSD amplitude and aSD
delay after OGD onset, and post-aSD Em dynamics were variable
and age-dependent (Figure 1). Em dynamics aligned against aSD
peak (marked by red dots) and sorted by the aSD amplitude in
neurons from newborn (P3–8) and juvenile (P16–31) rats are
shown in Figures 1A,B, respectively. Overall, in the newborn
animals, aSD was smaller in amplitude, and was typically followed
by a remarkable phase of transient recovery (TR) of Em before
a passage to terminal plateau depolarization (TD) near 0 mV.
The level and duration of TR were more pronounced in the
cases with low-amplitude aSDs, where TR could last for up to
15 min. Only a few neurons with large-amplitude aSD showed

“adult-like” aSD phenotype of permanent depolarization without
TR in the newborn animals. In contrast, neurons in juvenile
rats typically displayed large amplitude aSDs without TR, or, less
frequently, with a short and small TR (Figure 1B). At the group
level, aSD delay from the OGD onset shortened (Figure 1C),
whereas aSD amplitude increased (Figure 1D) with the animals’
age. Thus, aSD in the immature neurons is smaller in amplitude
and displays a unique intermediate phase of TR before a passage
to TD.

We further explored changes in neuronal firing by injecting
suprathreshold depolarizing current steps. Exemplary whole-cell
recordings from L4 neurons in P4 and P30 rats are presented in
Figure 2. P4 neuron displayed small-amplitude aSD associated with
a mild transient drop in membrane resistance (Rm) followed by
10 min-long TR with a regain in Rm values (Figures 2A,C). TR
was followed by nearly complete depolarization during TD. Action
potentials (APs) could be reliably evoked by depolarizing current in
this neuron not only through the pre-aSD period, but also during
aSD and TR phase (nota bene: no depolarization block in this case!),
and were lost only after a passage to TD (Figure 2E, Supplementary
Figure 1). In a P30 neuron (Figure 2B), membrane potential rapidly
dropped to −20 mV, then showed brief and little recovery during
TR phase, followed by TD to 0 mV, during which Rm displayed an
apparent increase to ∼1 GOhm (Figure 2D) presumably reflecting
a passage from whole-cell to outside-out due to tissue displacement
caused by aSD-triggered edema (Juzekaeva et al., 2018, 2020). In
the P30 neuron, APs were completely suppressed, without any
recovery starting from aSD (Figure 2F, Supplementary Figure 1).
Thus, while the P30 neuron displayed an “adult-like” phenotype
of rapid and irreversible Em loss during aSD together with an
irreversible depression of APs, P4 neuron showed persistence of
APs during aSD and TR, pointing to a qualitative difference of
aSD in the immature neuron. All aSDs of different amplitudes
were associated with a characteristic negative local field potential
shift (Figure 3B), and a concomitant wave of increase in the brain
tissue light transparency propagating across the entire slice of the
cortex during OIS recordings (Figures 3C,D). Peak depolarization
during aSD in L4 neurons was attained simultaneously with the
peak negativity of the local field potential and the peak of light
transparency during aSD wave in the vicinity of the recorded
neuron (Figure 3E).

We next analyzed in detail the age-dependence in the
depolarization level attained during aSD and associated changes
in the neuronal firing (Figure 4). In the newborn animals (P3–8),
neurons depolarized, on average, to ∼−40 mV, and APs persisted
in their vast majority (73%; n = 16 of 22 cells) at the aSD
peak (Figure 4A, see also AP raster plots on Figure 4B). In
the juvenile rats, peak depolarization during aSD attained on
average −18 mV at P16–24, and −7 mV at P25–31. Along with
a developmental increase in the aSD Em levels, the proportion of
neurons maintaining the ability to fire APs during aSD decreased
to 27% at P16–24 (n = 4 of 15 cells), and to 10% at P25–31
(n = 1 of 10 cells; Figures 4A,B). Loss of neuronal firing depended
on the depolarization level attained during aSD within all age
groups, as illustrated by responses to depolarizing steps in different
cells on insets in Figure 4A. To estimate the AP inactivation
threshold, we analyzed neuronal firing during the rising aSD phase.
We found that failure in evoking APs by depolarizing current

Frontiers in Cellular Neuroscience 03 frontiersin.org135

https://doi.org/10.3389/fncel.2023.1106268
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/journals/cellular-neuroscience#articles
https://www.frontiersin.org


Gainutdinov et al. 10.3389/fncel.2023.1106268

FIGURE 1

Smaller aSD amplitude and transient recovery of membrane potential in neurons of newborn rat cerebral cortex. (A,B) Dynamics of membrane
potential (Em) in L4 neurons recorded in whole-cell current-clamp mode during oxygen-glucose deprivation (OGD) in slices of somatosensory
cortex prepared from neonatal (P3–8) (A) and juvenile (P16–31) (B) rats. The Em signal was low-pass filtered with a median filter using a sliding

(Continued )
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FIGURE 1 (Continued)

window of 30 s and increment of 1 s to eliminate spikes and the
responses to depolarizing current steps. Color-coded Em values
are plotted with reference to aSD (T = 0, red dots). Each trace
corresponds to an individual neuron, the age of the animal is
indicated on the left horizontal axis. Note the smaller aSD amplitude
and the phase of transient Em recovery (TR) before the transition to
terminal depolarization (TD) in the neonatal group. Pooled data from
n = 22 (A) and n = 29 (B) neurons. In some cases, the recordings
stopped when the TD reached a plateau. (C,D) Delay of aSD peak
from the OGD onset (A) and aSD amplitude (B) as a function of age.
Each dot corresponds to an individual neuron. The aSD amplitude
was calculated from the baseline Em values between −3 and −1 min
time interval before the aSD peak. The red lines show exponential
(A) and linear (B) regression. Pooled data from n = 58 neurons from
P3 to P31 rats.

steps occurred when Em attained ∼−30 mV (Figure 4C). Thus,
loss of neuronal firing during aSD critically depends on whether
neuronal depolarization attains AP inactivation threshold, which
barely occurs in the newborn neurons showing mainly moderate
depolarization during aSD.

The phase of transient recovery in Em and neuronal firing also
showed age-dependence. Neurons from newborn rats displayed
more negative TR Em values and longer duration TR phase, and
more frequently maintained AP firing than neurons from the
juvenile group (Figures 5A,B; see also Figures 2 and 4B). Group
data on the amplitude and time of TR at its peak negativity (the
latter taken as a time reference point) and corresponding values
of aSD and TD at their onset, neuronal firing during the TR
phase, and age-dependence of TR amplitude and duration are
summarized in Figure 5C. Noteworthy, the level and duration
of TR negatively correlated with aSD amplitude and were more
prominent in the newborn animals (Figure 5C, left and bottom
violin plots). Also, TR lasted longer in cells with more negative
levels of Em recovery, and this was associated with longer duration
of neuronal firing during the TR phase (Figures 5D,E). Similar to
aSD, the ability of cells to fire APs during the TR phase depended
on whether the cell repolarized below the AP inactivation threshold
at around -30 mV, which typically occurred in the newborn
group (Figures 5C,D). The final TD Em values also showed an
age dependence, reaching more negative values at P3–P8: −7.6
(−14.7 − +0.4) mV (n = 17) than at P16–P24: +4.82 (−2.40 − +7.6)
mV (n = 22; p = 0.00055) and at P25–P31: +10.5 (+0.0 − +14.6) mV
(n = 11; p = 0.00038).

Discussion

The main finding of the present study is that aSD has
several developmentally unique features, including graded levels
of depolarization and long-lasting post-aSD phase of transient
repolarization preceding TD in the newborn cortical neurons.
Furthermore, neuronal functions such as the ability to generate
APs are barely depressed during neonatal aSD and TR phase. These
results highlight a critical developmental difference in the response
of the immature brain to metabolic deprivation and significantly
broaden the SD spectrum from a developmental perspective.

Based on studies in the adult brain, aSD has been classically
viewed as a binary process, during which neurons rapidly and

completely lose their membrane potential (Rader and Lanthorn,
1989; Tanaka et al., 1997; Somjen, 2001; Dreier and Reiffurth,
2015; Toyoda et al., 2021; Andrew et al., 2022). Generative
mechanisms of aSD are fundamentally similar to SD in other
models and conditions, and involve an increase in extracellular
potassium, glutamate, and activation of voltage and ligand—gated
conductances (Leao, 1944, 1947; Somjen, 2001; Dreier, 2011;
Pietrobon and Moskowitz, 2014; Ayata and Lauritzen, 2015; Dreier
and Reiffurth, 2015; Hartings et al., 2017; Andrew et al., 2022).
While Em repolarizes after SD in the metabolically preserved tissue
with a pivotal contribution of Na, K—ATPase, under conditions
of metabolic deprivation aSD is associated with permanent
depolarization as energy sources to fuel Na, K—ATPase are limited.
We found that in the immature neurons, aSD was associated
with only mild levels of depolarization and was followed by
transient repolarization during TR-phase. The stationary state
of complete Em loss, which characterizes full-size aSD in adult
neurons, was achieved only during the subsequent TD-phase.
Small amplitude aSD likely produces smaller disturbance in the
ionic gradients and thus less aggravates the metabolic status
of the immature neurons than full-size aSD, leaving energy
sources fueling Na, K—ATPase to restore Em after aSD during
the TR phase. This is consistent with the inverse relationships
between aSD amplitude and TR: indeed, TR was more prominent
in neurons with small amplitude aSDs. Several developmental
factors may contribute to unique aSD features in neonates. First,
immature neurons have lower metabolic rate and thus are more
tolerant to metabolic deprivation consistent with much longer
aSD delays than in adults (Cherubini et al., 1989; Luhmann
and Kral, 1997; Dzhala et al., 2000, 2001; Tyzio et al., 2006).
Second, cortex in the newborns is less prone to SD in general,
that could be due to large extracellular space, low levels of
synaptic connectivity, the small density of ionic channels, and
their different developmental properties (Bures, 1957; Schade,
1959; Richter et al., 1998; Hertelendy et al., 2019; Andrew et al.,
2022). We propose that a combination of these developmental
factors endows immature neurons with on one hand, higher
tolerance to metabolic deprivation, and on the other hand—a
lower ability to support mutual depolarization via synaptic and
ephaptic mechanisms in the SD genesis, explaining small aSD
amplitude and TR in the immature neurons. Importantly, these
unique developmental aSD features could be only revealed in the
present study using whole-cell Em recordings. aSD per se was also
reliably detected as a characteristic negative shift of the extracellular
field potential and increase in tissue transparency during OIS
recordings [Figure 3 and References Luhmann and Kral, 1997;
Dzhala et al., 2000, 2001; Tyzio et al., 2006)], but the magnitude
of these signals weakly correlated with the level of neuronal
depolarization during aSD (Supplementary Figure 1). Also, TR
and TD did not have clear manifestations during extracellular field
potential and OIS recordings. Because we performed whole-cell
recordings from only one neuron in the preparation, we cannot
conclude whether the level of depolarization during aSD, level and
duration of TR, and transition to TD were uniform in the entire
neuronal population. Moreover, the lack of extracellular LFP and
OIS manifestations suggests that TR duration and transition to TD
are likely desynchronized between neurons. The desynchronized
transition to TD in the immature cortex may result from metabolic
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FIGURE 2

Immature neurons remain excitable during aSD and transient recovery phase. (A,B) Examples of Em recordings from L4 neurons in slices from P4 (A)
and P30 (B) rats. Em traces are low-pass filtered and color-coded as in Figure 1. The exposure to OGD is indicated by the horizontal gray bar at the
top. (C,D) Corresponding changes in input resistance (Rm). (E,F) Corresponding example responses to suprathreshold current steps at different time
points indicated by arrows (top traces) and raster plots of APs evoked by suprathreshold (+150 pA, 200 ms) current steps (y-axis shows depolarizing
step time (top: step start; bottom: step end); APs amplitude is color-coded) (bottom plots). Full trace examples are shown in Supplementary Figure
1. Note that the AP firing is maintained through the aSD and TR, and disappears only during the transition to TD in the P4 neuron, whereas in the
P30 neuron APs irreversibly disappear as soon as aSD occurs. T = 0 on the x-scale corresponds to the onset of OGD.

heterogeneity between neurons (e.g., due to their different age)
and hence the different abilities to maintain Em during TR,
greater extracellular space, low levels of synaptic connectivity, and
low density of ion channels and hence smoother increases in
extracellular glutamate and potassium. In future studies, it would
be of interest to test this hypothesis using multiple whole-cell
recordings, or calcium/voltage sensitive dye imaging. The latter
approach could be advantageous in overcoming a problem of
tissue swelling and displacement that starts after aSD and may
cause loss of contact of the electrode with cell and apparent loss
of Em during whole-cell recordings including a transition from
whole-cell to outside-out configuration (Figure 2B and Juzekaeva
et al., 2020). This artifact can lead to an underestimation of the
TR duration, which may in fact be even longer than reported

here, and can also affect the measurement of TD Em values.
Interestingly, in the P25-P31 age group, we observed that TD Em
reached positive values of ∼+10 mV, which may be due to a greater
concentration of impermeable anions in the extracellular than in
the intracellular space, a consequence of swelling and shrinkage of
the extracellular space.

Our study also revealed that aSD in the neonates lacks the
hallmark SD feature—depression of APs. In adults, at the aSD
onset, when Em approaches values close to the AP threshold cortical
neurons typically generate one or few APs, and then permanently
lose neuronal firing upon further depolarization as a result of
voltage-gated sodium channels inactivation and AP depolarization
block (Grafstein, 1956; Dzhala et al., 2000, 2001; Canals et al., 2005).
Synaptic activity may also display “paradoxical” recovery from
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FIGURE 3

aSD correlates with negative LFP shifts and an increase in optical tissue transparency in the developing cortex. (A–C) Simultaneous whole-cell Em
recordings from an L4 neuron (A), extracellular DC-LFP recordings (B), and OIS recordings (C) near the recorded neuron during OGD in a P20 rat
somatosensory cortex slice. T = 0 indicates aSD peak during whole-cell recordings (Em—aSD). The inset on panel (A) shows an IR-DIC image of layer
4 (40x magnification), the neuron being recorded is marked with a red arrow. (D) Microphotograph of a slice (4x magnification, raw data, top panels)
and the OIS first derivative (bottom panels) at different delays from aSD recorded from the L4 neuron shown on panel (A). The region of interest (ROI)
for OIS quantified in panel (C) is indicated by a green rectangle. (E) Distribution of aSD delays recorded by extracellular electrodes (LFP—aSD) and
OIS (OIS—aSD) from aSD during whole-cell recordings (Em—aSD, vertical dotted line). Hereafter, each dot corresponds to an individual cell/slice, the
violin plots show the probability density of the data at different values smoothed by the kernel density estimator, the white circles are the median, and
the dark shaded area is the interquartile range. Pooled data from n = 58 cells/slices from P3 to P31 rats. There was no significant time lag between
LFP—aSD (p = 0.54), OIS—aSD (p = 0.93, Wilcoxon rank sum test), and Em—aSD.

non-spreading depression at the aSD onset followed by complete
suppression of synaptic responses (Sick et al., 1987; Fowler, 1992;
Khazipov et al., 1993; Zhu and Krnjevic, 1999; Dzhala et al.,
2001). In contrast, we found that ability to fire APs persists during
aSD, and that APs can be reliably triggered during post-aSD TR
phase in the majority of neonatal neurons. Our results indicate
that the persistence of neuronal firing is primarily due to mild
levels of depolarization which barely reaches the threshold of AP
inactivation in the immature neurons. Altogether, these findings
point to significant developmental differences in aSD properties in
immature neurons. We also propose that neonatal aSDs described
in the present study broaden the existing SD spectrum (Somjen,

2001; Pietrobon and Moskowitz, 2014; Ayata and Lauritzen, 2015;
Dreier and Reiffurth, 2015; Hartings et al., 2017) by adding
to a family of full-sized SDs an immature phenotype with its
notable mild depolarization levels, TR phase and lack of loss in
neuronal functions. In future research, it would be interesting to
determine the mechanisms underlying this peculiar phenotype of
immature aSD, including the computational modeling approach
(Zandt et al., 2013; Herreras and Makarova, 2020; Kalia et al.,
2021).

How these unusual aSD features may impact hypoxic/ischemic
injury in the neonatal brain? There is general agreement that aSD is
a critical event during metabolic deprivation (Andrew et al., 2022).
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FIGURE 4

Postnatal changes in aSD peak value and neuronal firing during aSD: group data. (A) Top traces, grand average aSD (black trace—median Em; shaded
area—interquartile range) and corresponding statistical plots of Em values at the aSD peak in L4 neurons from newborn (P3–P8, n = 22 cells), and
juvenile rats (P16–P24, n = 24 cells; and P25–P31, n = 12 cells). Gray insets below, examples of responses to depolarizing current steps at the aSD
peak in five neurons from each age group, with the corresponding Em aSD peak value (left) and age (right). Circular histograms show neuronal firing
at the aSD peak (black—AP+ neurons responding with APs to depolarizing steps, cyan—AP− neurons not showing APs in response to depolarizing
steps). Note that in newborn animals, neuronal depolarization reaches only a weak level during aSD, that most newborn neurons retain neuronal
firing during aSD, and that ability to fire APs during aSD diminishes with age. (B) Representative raster plots of APs evoked by depolarizing current
steps (inter-step interval 10 s) in L4 neurons of different age groups during OGD-induced aSD (T = 0, vertical red dashed line). The black and cyan
bins denote responses with AP (AP+) and without AP (AP−), respectively. The transition to TD is indicated by a yellow rectangle. (C) Group data on
neuronal firing during aSD as a function of peak Em depolarization during aSD. The black line is a binomial logistic regression fit, dashed lines are 95%
confidence intervals for prediction. Half-probability of AP inactivation (or depolarization block) occurs during aSD attaining Em = −32 (−39/−24) mV
[median (interquartile range)]. *, P < 0.05; **, P < 0.01; ***, P < 0.0001; ****, P < 0.00001; ns, not significant (Wilcoxon rank sum test).

In adult brain, aSDs are highly energy consuming events associated
with a profound depletion of energy sources under conditions

of a limited metabolic supply (Somjen, 2001; Strong et al.,
2002; Hartings et al., 2003, 2017; Dreier et al., 2013, 2022;
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FIGURE 5

Postnatal changes in transient membrane potential recovery following aSD. (A,B) Examples of whole-cell recordings from L4 neurons in P5 (A)
and P23 (B) rats. Red circle—peak aSD; blue circle—peak negativity during TR; TD—terminal depolarization. Top left insets—mean responses to
depolarizing current steps during TR (median blue traces are superimposed on all gray traces). At the bottom are corresponding graphs indicating
responses with APs (black circles) and without APs (cyan circles). Note the long TR with preservation of APs after a small aSD at P5, and weak short
TR without APs at P23. (C) Summary plot of Em values achieved during TR, aSD, and TD in individual cells. The peak of negativity during TR is taken
as a time reference point. TR, aSD, and TD from individual neurons are connected by gray lines, and values connected by black lines correspond to
the examples shown in panels (A) and (B). The left and bottom histograms show the distribution of maximum Em negativity achieved during TR and
TR duration, respectively, in the three age groups. On the right, the distribution of TR—Em values according to the absence (AP−, cyan squares) and
presence (AP+, black squares) of APs during TR. (D) Relationship between the TR—Em level and duration of TR as well as neuronal firing during the
TR phase. Black (AP+) and cyan (AP−) circles indicate cells that showed or did not show APs in response to depolarizing steps during the TR phase,
respectively. The age of the animal is coded by the size of the circle. The red crosses show the median ± interquartile range of TR—Em levels and
duration of TR in the AP+ and AP− cell groups. Note the presence and longer persistence of neuronal firing in cells with more negative Em values
reached during the TR phase. (E) The duration of the period within the TR phase, during which neurons retain the ability to fire APs in response to
depolarizing steps, correlates with the duration of TR. The red line shows a linear regression fit. (C–E): Pooled data from P3 to P8 (n = 15), P16–P23
(n = 19) and P25–P31 (n = 7). Seventeen cells without TR were excluded from the analysis. *, P < 0.05; **, P < 0.01; ****, P < 0.0001; ns, not
significant (Wilcoxon rank sum test).
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Dreier and Reiffurth, 2015). Mild level aSDs in the neonatal
neurons likely less disturb ionic gradients and thus consume
less energy for their restoration. Therefore, it is conceivable
that the inability to generate full-size aSDs is beneficial to the
neonatal brain and may be a factor contributing to higher
tolerance of the neonatal brain to hypoxia/ischemia. Indeed,
a similar correlation between weak depolarization and higher
tolerance to OGD was also observed in the adult hypothalamus
(Brisson and Andrew, 2012). Yet, factors increasing energy
consumption such as adenosine A1 receptor antagonists and
drugs provoking epileptiform activity are known to accelerate
the occurrence of aSD and neuronal death whereas energy-
savers such as NKCC1 antagonists and oxytocin exert beneficial
actions in the neonatal brain during metabolic deprivation (Dzhala
et al., 2000; Tyzio et al., 2006; Khazipov et al., 2008). Even
less energy consuming, immature aSD still should jeopardize
metabolic status, and inevitably leads to delayed terminal
depolarization if metabolic supply is not restored. Indeed, the
transition to TD occurred faster in neurons with larger-size
aSD. This suggests that aSD occurring simultaneously in the
entire population of neurons recruited by aSD wave opens a
time window during which neurons attain their cell-specific
“commitment point” of irreversible Em loss and neuronal death
at variable delays determined by the aSD size that is consistent
with variable survival of neurons following aSD in the juvenile
cortex (Juzekaeva et al., 2020). In future studies, it would
also be interesting to determine how developmental changes
in the composition of the intracellular milieu (notably chloride
concentration) and extracellular metabolites (ketone bodies)
influence the developmental changes in the aSD described in
this study.

In conclusion, our study provides descriptions of aSD in the
neonatal cortex at the cellular level. We have shown that aSD
in the newborn cortical neurons displays several unique features,
including mild levels of depolarization and transient depolarization.
We also found that neuronal functions, including the ability to
generate APs persist during aSD and TR in neurons with mild aSD.
These results highlight a critical developmental difference in the
response of the immature brain to metabolic deprivation and are
important for understanding the development of cortical damage
during hypoxia/ischemia in the neonatal brain.
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