
THE VARIABLE MIND? HOW 
APPARENTLY INCONSISTENT 
EFFECTS MIGHT INFORM 
MODEL BUILDING

EDITED BY : Simona Amenta and Davide Crepaldi
PUBLISHED IN : Frontiers in Psychology

http://journal.frontiersin.org/researchtopic/1760/the-variable-mind-how-apparently-inconsistent-effects-might-inform-model-building
http://journal.frontiersin.org/researchtopic/1760/the-variable-mind-how-apparently-inconsistent-effects-might-inform-model-building
http://journal.frontiersin.org/researchtopic/1760/the-variable-mind-how-apparently-inconsistent-effects-might-inform-model-building
http://journal.frontiersin.org/researchtopic/1760/the-variable-mind-how-apparently-inconsistent-effects-might-inform-model-building
http://journal.frontiersin.org/researchtopic/1760/the-variable-mind-how-apparently-inconsistent-effects-might-inform-model-building
http://journal.frontiersin.org/journal/psychology


1 November 2016 | The Variable Mind?Frontiers in Psychology

Frontiers Copyright Statement

© Copyright 2007-2016 Frontiers 
Media SA. All rights reserved.

All content included on this site,  
such as text, graphics, logos, button 

icons, images, video/audio clips, 
downloads, data compilations and 

software, is the property of or is 
licensed to Frontiers Media SA 

(“Frontiers”) or its licensees and/or 
subcontractors. The copyright in the 

text of individual articles is the property 
of their respective authors, subject to 

a license granted to Frontiers.

The compilation of articles constituting 
this e-book, wherever published,  

as well as the compilation of all other 
content on this site, is the exclusive 

property of Frontiers. For the 
conditions for downloading and 

copying of e-books from Frontiers’ 
website, please see the Terms for 

Website Use. If purchasing Frontiers 
e-books from other websites  

or sources, the conditions of the 
website concerned apply.

Images and graphics not forming part 
of user-contributed materials may  

not be downloaded or copied  
without permission.

Individual articles may be downloaded 
and reproduced in accordance  

with the principles of the CC-BY 
licence subject to any copyright or 

other notices. They may not be 
re-sold as an e-book.

As author or other contributor you 
grant a CC-BY licence to others to 

reproduce your articles, including any 
graphics and third-party materials 

supplied by you, in accordance with 
the Conditions for Website Use and 

subject to any copyright notices which 
you include in connection with your 

articles and materials.

All copyright, and all rights therein,  
are protected by national and 

international copyright laws.

The above represents a summary 
only. For the full conditions see the 

Conditions for Authors and the 
Conditions for Website Use.

ISSN 1664-8714 
ISBN 978-2-88919-859-7 

DOI 10.3389/978-2-88919-859-7

About Frontiers

Frontiers is more than just an open-access publisher of scholarly articles: it is a pioneering 
approach to the world of academia, radically improving the way scholarly research 
is managed. The grand vision of Frontiers is a world where all people have an equal 
opportunity to seek, share and generate knowledge. Frontiers provides immediate and 
permanent online open access to all its publications, but this alone is not enough to 
realize our grand goals.

Frontiers Journal Series

The Frontiers Journal Series is a multi-tier and interdisciplinary set of open-access, online 
journals, promising a paradigm shift from the current review, selection and dissemination 
processes in academic publishing. All Frontiers journals are driven by researchers for 
researchers; therefore, they constitute a service to the scholarly community. At the same 
time, the Frontiers Journal Series operates on a revolutionary invention, the tiered publishing 
system, initially addressing specific communities of scholars, and gradually climbing up to 
broader public understanding, thus serving the interests of the lay society, too.

Dedication to Quality

Each Frontiers article is a landmark of the highest quality, thanks to genuinely collaborative 
interactions between authors and review editors, who include some of the world’s best 
academicians. Research must be certified by peers before entering a stream of knowledge 
that may eventually reach the public - and shape society; therefore, Frontiers only applies 
the most rigorous and unbiased reviews. 
Frontiers revolutionizes research publishing by freely delivering the most outstanding 
research, evaluated with no bias from both the academic and social point of view.
By applying the most advanced information technologies, Frontiers is catapulting scholarly 
publishing into a new generation.

What are Frontiers Research Topics?

Frontiers Research Topics are very popular trademarks of the Frontiers Journals Series: 
they are collections of at least ten articles, all centered on a particular subject. With their 
unique mix of varied contributions from Original Research to Review Articles, Frontiers 
Research Topics unify the most influential researchers, the latest key findings and historical 
advances in a hot research area! Find out more on how to host your own Frontiers 
Research Topic or contribute to one as an author by contacting the Frontiers Editorial 
Office: researchtopics@frontiersin.org

http://www.frontiersin.org/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
mailto:researchtopics@frontiersin.org
http://journal.frontiersin.org/journal/psychology
http://journal.frontiersin.org/researchtopic/1760/the-variable-mind-how-apparently-inconsistent-effects-might-inform-model-building


2 November 2016 | The Variable Mind?Frontiers in Psychology

THE VARIABLE MIND? HOW 
APPARENTLY INCONSISTENT EFFECTS 
MIGHT INFORM MODEL BUILDING

Topic Editors: 
Simona Amenta, University of Trento, Italy
Davide Crepaldi, International School for Advanced Studies & Milan Center for 
Neuroscience, Italy

Model building is typically based on the identification of a set of established facts in any given 
field of research, insofar as the model is then evaluated on how well it accounts for these facts. 
Psychology – and specifically visual word identification and reading – is no exception in this 
sense (e.g., Amenta & Crepaldi, 2012; Coltheart et al., 2001; Grainger & Jacobs, 1996). 

What counts as an established fact, however, was never discussed in great detail. It was typically 
considered, for example, that experimental effects need to replicate across, e.g., individuals, 
experimental settings, and languages if they are to be believed. The emphasis was on consist-
ency, perhaps under a tacit assumption that the universal principles lying behind our cognitive 
structures determine our behaviour for the most part (or at least for that part that is relevant 
for model building).

There are signs that a different approach is growing up in reading research. On a theoretical 
ground, Dennis Norris’ Bayesian reader (2006, 2009) has advanced the idea that models can 
dispense of static forms of representation (i.e., fixed architectures), and process information 
in a way that is dynamically constrained by context-specific requirements. Ram Frost (2012) 
has focused on language-specific constraints in the development of general theories of reading. 
On an empirical ground, the most  notable recent advance in visual word identification con-
cern the demonstration that some previously established (in the classic sense) effects depend 
heavily on language (Velan and Frost, 2011), task (e.g., Duñabeitia et al., 2011; Marelli et al., 
2013; Kinoshita and Norris, 2009), or even individual differences (Andrews & Lo, 2012, 2013). 
Variability has become an intrinsic and informative aspect of cognitive processing, rather than 
a sign of experimental weakness.

This Research Topic aims at moving forward in this new direction by providing an outlet for 
experimental and theoretical papers that: (i) explore more in depth the theoretical basis for 
considering variability as an intrinsic property of the human cognitive system; (ii) highlight 
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new context-dependent experimental effects, in a way that is informative on the dynamics of the 
underlying cognitive processing; (iii) shed new light on known context-dependent experimental 
effects, again in a way that enhances their theoretical informativeness. 
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The Editorial on the Research Topic

The Variable Mind? How Apparently Inconsistent Effects Might InformModel Building

Human behavior is very difficult to predict precisely, as even the exact same cognitive system
may respond differently to very similar input. That is, the study of experimental psychology and
neuroscience requires dealing with a huge amount of variability. Our response to this state of
affairs, as a field, has been dominated by the (rather tacit) assumption that variability means noise,
and thus it is something we need to (i) ignore theoretically; and (ii) fight against experimentally,
searching for stable effects. Although it remains obvious that part of the variability we see in our
experiments is indeed noise, a different approach emerged recently, based on the assumption that
the cognitive system is guided by dynamic and flexible architectures that adapt quickly to different
contexts. Thus, how psychological effects emerge and disappear in different, e.g., people, contexts,
languages, brings light into the features of the cognitive system itself (e.g., Norris, 2006; Andrews
and Lo, 2013). Variability is in focus as an intrinsic aspect of cognitive processing, rather than a
sign of experimental weakness; and the experimental and theoretical enterprise is directed toward
the validation of consistently variable facts. The present E-book is a collection of experimental and
theoretical work that moves in this direction, focusing on how variability may inform theoretical
advance.

The focus on variability has been interpreted in terms of context effects by Danelli et al. and
Monsalve et al. The former group conducted an fMRI experiment where similar sets of regular
words were presented to participants together with either nonwords or irregular words, in an
attempt to enhance grapheme–to–phoneme or lexical–semantic reading respectively, in the context
of dual–route models of reading (e.g., Coltheart et al., 2001). Brain activations were partially
different in the two contexts, thus leading Danelli et al. to claim association between different
neural circuits and either sub–lexical or lexical reading. Monsalve et al. compared ERPs elicited
by the same words when embedded in: (i) multiword expressions (e.g., “kick the bucket”); (ii)
highly predictable, but non–fixed compositional structures (e.g., “the opposite of black is white”);
or (iii) non–constraining contexts (e.g., “Phil asked Mary to bring her ring”). The same exact set
of words brought about different neural responses in different contexts, in this case teasing apart
lexical identification and word prediction.

Variability across languages is another hot issue in this Research Topic. Focusing on English
and French, Casalis et al. assessed the role of morphemes in the reading performance of a group of
children. In both languages, the presence of derivational morphemes facilitates word recognition
(e.g., “postal” better than “turnip”), and hinders nonword rejection (e.g., “pondal” worse than
“curlip”). However, the same factor affects latencies in the two languages in different ways, possibly
due to the different derivational structures of English and French.
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Differences between language orthographies are explored in
the study by Marinelli et al., who compare reading performance
of English and Italian young adults in a series of three
experiments. By means of an ex–Gaussian distribution analysis,
the authors unveiled more diversity among English readers
in terms of response time variability and the amount of
slow responses; but not in terms of mean, which is what
goes under the microscope more often. Traficante and Burani
contributed a review that focuses on how different orthographic
systems (particularly in terms of letter–to–sound mapping
consistency) shape different ways in which the lexical and
sub–lexical reading routes are (de)emphasized according to
context. Yum et al. built on the special features of Chinese
to tease apart regularity (how much the pronunciation of a
word follows letter–to–sound conversion rules) and consistency
(how much the pronunciation of a word is consistent with
that of words with similar orthography). In a series of
ERP studies, the authors find indeed different timings and
different directions for the electrophysiological effects of the two
constructs.

Dellantonio et al. focused instead on differences between
types of words within the same language. Building on the MRC
database (Coltheart, 1981), they were able to identify groups of
words where the classic correlation between imageability and
concreteness ratings doesn’t hold, thus helping clarifying the
difference between the two constructs.

Inter–individual variability is the target in Robidoux and
Pritchard, who compared the responses predicted by the DRC
(Coltheart et al., 2001) and the CDP++ (Perry et al., 2010)
models of reading to those of a group of human subjects. By
means of hierarchical clustering, they individuated groups of
subjects that differ in the pronunciation of specific consonant
clusters. Based on this finding, Robidoux and Pritchard
compared DRC and CDP++ for their ability to model different,
but internally consistent, reading profiles, setting a new and
interesting way to address the long–lasting issue of adjudicating
between different reading models.

Individual differences obviously go well beyond different
mappings between sounds and graphemes in fully functional
adults. Szterman and Friedmann, for example, analyzed the
difficulties that children with impaired hearing show with
Wh-movement sentences, highlighting differences in syntactic

processing mainly related to the use of a hearing device within
the first year of life. Uccula et al. focused instead on the
Meares–Irlen syndrome, a condition whereby readers experience
eyestrain and/or visual distortions, and reading improves quite
dramatically through the use of colored overlays applied above
written text.

Finally, the ability to speak more than one language has
been quite consistently linked to the ability to outperform
monolinguals in a variety of tasks (e.g., Bialystok, 2001).
However, by adopting new Bayesian analyses on a large sample,
Antón et al. were able to question this connection showing that,
in a series of tasks, performance of bilinguals and monolinguals
is statistically undistinguishable.

Overall, we are confident that this Research Topic provides
solid examples of how consistent variability can inform
psychological theory. Contributions cover diverse populations,
as well as diverse techniques, which proves that language
psychology is indeed widening its toolbox by including the study
of how phenomena vary across tasks, contexts, languages, words
and people. We hope that this move, still in its early phase, will
consolidate and provide more and more insight into the beauty
of the human cognitive system.
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According to the dual-route model, a printed string of letters can be processed by

either a grapheme-to-phoneme conversion (GPC) route or a lexical-semantic route.

Although meta-analyses of the imaging literature support the existence of distinct but

interacting reading procedures, individual neuroimaging studies that explored neural

correlates of reading yielded inconclusive results. We used a list-manipulation paradigm

to provide a fresh empirical look at this issue and to isolate specific areas that underlie

the two reading procedures. In a lexical condition, we embedded disyllabic Italian words

(target stimuli) in lists of either loanwords or trisyllabic Italian words with unpredictable

stress position. In a GPC condition, similar target stimuli were included within lists

of pseudowords. The procedure was designed to induce participants to emphasize

either the lexical-semantic or the GPC reading procedure, while controlling for possible

linguistic confounds and keeping the reading task requirements stable across the two

conditions. Thirty-three adults participated in the behavioral study, and 20 further adult

participants were included in the fMRI study. At the behavioral level, we found sizeable

effects of the framing manipulations that included slower voice onset times for stimuli in

the pseudoword frames. At the functional anatomical level, the occipital and temporal

regions, and the intraparietal sulcus were specifically activated when subjects were

reading target words in a lexical frame. The inferior parietal and anterior fusiform cortex

were specifically activated in the GPC condition. These patterns of activation represented

a valid classifying model of fMRI images associated with target reading in both frames in

the multi-voxel pattern analyses. Further activations were shared by the two procedures

in the occipital and inferior parietal areas, in the premotor cortex, in the frontal regions

and the left supplementary motor area. These regions are most likely involved in either

early input or late output processes.

Keywords: reading, fMRI, list-manipulation paradigm, dual-route model, lexical-semantic procedure, sublexical

procedure, multi-voxel pattern analysis (MVPA)
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Introduction

In the study of reading, dual-route models (Coltheart et al.,
1980, 2001) have been very influential in both experimental
psychology and neuropsychology. These models assume that
a string of letters can be processed by two procedures. One
procedure is based on a GPC route to generate individual sounds
and the assembled phonology represented by the whole string.
The other procedure is based on a lexical, or a lexical and
semantic, route that is initially activated in the form of an abstract
word representation in the orthographic input lexicon. This
would then activate the corresponding conceptual representation
and the phonological word form. These two processing routes
have been assumed to run in parallel, and in principle, any
orthographic input representation triggers the activation of
both streams. However, this does not necessarily mean that all
stimuli can be read correctly along both routes. Indeed, the
involvement of either route in processing specific stimuli leads
to erroneous (or even impossible) outcomes. Pseudowords (e.g.,
sploice) cannot be read via the lexical route because they lack
a lexical representation, and irregular words (e.g., yacht) are
doomed to incorrect readings (regularizations) when they are
processed with a GPC procedure (yacht read as /j At/). The two
processing-routes hypothesis (the dual-route model) has been
studied extensively in cognitive neuropsychology. Patients who
are impaired in pseudoword reading and whose performance
on words was flawless (phonological dyslexia; Beauvois and
Derousné, 1979; Shallice andWarrington, 1980; Coltheart, 1996),
and patients who correctly read pseudowords and regular words
but fail when trying to read irregular words (surface dyslexia;
Marshall and Newcombe, 1973) represent a double dissociation
in support of the dual-route hypothesis. The former type of
dyslexia can be explained as a consequence of specific damage
to the GPC procedure, and the latter is interpreted in terms of
an impairment of the lexical route1. The success of the dual-
route approach in explaining neuropsychological impairment
has made it a reference model in the field and an important
theoretical framework for clinical assessment.

Anatomical investigation in patients with specific forms
of dyslexia suggests that the cognitive procedures that are
involved in either processing route could be associated with two
anatomically segregated processing streams for reading abilities.
Poor reading of pseudowords is usually associated with temporo-
parietal and left frontal lesions (e.g., Friedman and Kohn, 1990;
Friedman, 1996; Patterson et al., 1996; Fiez et al., 2006; Sato
et al., 2008; Rapcsak et al., 2009), and an impairment in reading
irregular words is often observed with left anterolateral temporal
lobe damage (e.g., Patterson and Behrmann, 1997; Wilson et al.,
2009; see also Ripamonti et al., 2014 for a voxel-based symptom
mapping analysis of 59 dyslexic patients). However, the concept
of independent and segregated networks that are associated with
each reading route is not unequivocally accepted in the literature
for both empirical and theoretical reasons. From an empirical

1The frequent co-occurrence of more general phonological deficits in phonological

dyslexia or of semantic deficits in surface dyslexia has fuelled the debate about

whether specific sublexical or lexical reading procedures actually exist (see

Patterson and Ralph, 1999 for a review).

point of view, neuropsychological results are not conclusive
because most phonological and surface dyslexic patients suffer
from extensive and heterogeneous lesions that make it difficult
to establish well-localized functional anatomical correlations.
Behavioral deficits can also occur due to either a lesion of a
specific brain region or an anatomical disconnection between
cerebral regions.

The dual-route model is only one of the theoretical
frameworks that have been proposed in the literature to
explain reading processes. The most successful alternative to the
dual-route model, the connectionist model (or triangle model;
Seidenberg and McClelland, 1989; Plaut et al., 1996; Seidenberg,
2005) suggests a strongest emphasis on the orthography-to-
semantics-to-phonology pathway for irregularly spelled words
and on orthography-to-phonology processes for pseudowords
(for a functional anatomical demonstration see Mechelli et al.,
2005). Crucially, this model does not postulate a separate, lexical
non-semantic route for reading.

Functional Imaging Contributions to the
Identification of Specific Pathways for Reading:
The Impregnable Fortress of the Dual-route
Pathway
There are several reasons why the imaging literature has failed
to provide convincing evidence of dissociable neural systems
for the sublexical and lexical routes (see Cattinelli et al., 2013;
Taylor et al., 2013). Many strategies have been adopted. One
experimental strategy has been to manipulate task demands
rather than stimuli (Rumsey et al., 1997; Cappa et al., 1998;
Mummery et al., 1998; Booth et al., 2002). The assumption made
in these studies is that very similar items may be processed
differently by varying the specific task demands. A classical
implementation of this rationale has been the adoption of
semantic as opposed to phonological judgment tasks for the
same stimuli. The results of these two approaches would provide
information about the areas that are involved in the lexical route
or in the GPC route, respectively (Price et al., 1997; Rumsey et al.,
1997; Mummery et al., 1998; Booth et al., 2002). This approach is
complicated by the difficulty of controlling for the activation of
semantic representations. A further problem in the task-demand
manipulation approach is that certain cognitive tasks, such as
phonological or semantic awareness tasks, tap into high-level
cognitive layers that are associated with the decision-making
processes and the selection of relevant information that suggests
which cognitive judgments are to be made. It is plausible that this
type of manipulation will strongly affect neural activation as well
(see Table 6 in Cattinelli et al., 2013).

Another popular approach has been to use route-specific sets
of stimuli. English orthography is an ideal test-bed because of
its many orthographic irregularities. It has been assumed that
route-specific sets of items would activate only those areas that are
associated with a specific procedure. For example, pseudowords
would emphasize the GPC areas, and irregular words would
emphasize areas that are involved in the lexical procedure (see
illustrative examples and reviews in Fiez and Petersen, 1998;
Hagoort et al., 1999; Paulesu et al., 2000; Mechelli et al., 2003; Ino
et al., 2009; Levy et al., 2009; Price, 2012; Cattinelli et al., 2013).
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Data derived from this approach are in some cases contradictory.
For example, several fMRI studies reported stronger activation
of the left occipito-temporal junction (Paulesu et al., 2000; Xu
et al., 2001) and of the left inferior temporal cortex (Fiez et al.,
1999; Paulesu et al., 2000) during pseudoword reading compared
with word reading, which would suggest involvement of these
areas in sublexical processing or the contribution of larger-
grained representations to pseudoword reading (see Cattinelli
et al., 2013). On the contrary, some studies reported a stronger
activation of these same areas when reading words rather than
pseudowords (Cappa et al., 1998; Hagoort et al., 1999), which
would suggest involvement of these regions in written word
processing.

Furthermore, this approach is prone to possible confounds
(e.g., familiarity with the orthographic string, the role of variables
such as word frequency, or imageability), and it strongly depends
on the assumption that brain regions that are specifically involved
in a given procedure (e.g., a GPC-specific region) would be
functionally silent when reading stimuli that are preferentially
processed by the alternative procedure. There is evidence,
however, that this might not be the case: for example, the
assumption that irregular > regular words would activate the
lexical route and regular > irregular words would activate the
GPC route is not valid, as both types of stimuli actually activate
both routes (although only one is functionally relevant, see
Coltheart et al., 2001; Taylor et al., 2013).

Recently, the PET/fMRI literature has been reviewed in two
meta-analyses (Cattinelli et al., 2013; Taylor et al., 2013) to
address this issue. Both Cattinelli et al. (2013) and Taylor et al.
(2013) found evidence for greater activity during pseudoword
than word reading (which should reveal activity in brain regions
that are involved in spelling-to-sound conversion) in the bilateral
parietal cortex and the left posterior occipito-temporal cortex.
Moreover, both studies found evidence for greater activity for
word than pseudoword reading (which should reveal activity in
brain regions that are involved in lexical/semantic processing) in
the left angular gyrus, left anterior fusiform gyrus, and left middle
temporal gyrus.

Rationale and Aim of the Present Study
The aim of this study was to challenge the dual-route anatomical
fortress.We capitalized on previous evidence that suggests that it
is possible to influence sequential single-word reading strategies
by manipulating the item lists either by employing separate lists
for different item types or by mixing different types of stimuli,
e.g., pseudowords and words, within the same list (Baluch and
Besner, 1991; Monsell et al., 1992; Tabossi and Laghi, 1992;
Lupker et al., 1997; Zevin and Balota, 2000; Decker et al., 2003;
Reynolds and Besner, 2005; Kinoshita and Lupker, 2007; Kang
et al., 2009; Paizi et al., 2010; see Traficante and Burani, 2014
for a review). The data seem to support the assumption that
manipulation of an experimental list may induce preferential
recruitment of either lexical or sublexical strategies: a reading task
where regular words are mixed with irregular words might lead
to intensification of the lexical process, while a condition where
regular words are mixed with pseudowords might emphasize
the sublexical route (the route emphasis hypothesis; Monsell

et al., 1992; Reynolds and Besner, 2005). However, some authors
proposed an alternative interpretation of these effects, which
suggests that the onset of the verbal response in pure and
mixed lists could be modulated by the specific demand that is
imposed by the item to be pronounced (e.g., its phonological
and articulatory aspects, and whether it is more or less frequent).
According to this hypothesis, reading pace would be determined
by item “difficulty” and would reflect the participant’s attempt
to strike a balance between reading accuracy and reading speed
(the time-criterion hypothesis; Lupker et al., 1997; Kinoshita and
Lupker, 2007; Kang et al., 2009).

Interestingly, although they originate from the same
behavioral evidence, these two interpretations result in opposite
neurofunctional predictions. The route emphasis hypothesis
predicts that the adoption of list manipulation would result
in the recruitment of different neural patterns in response to
different reading procedures, while the time-criterion hypothesis
predicts that the adoption of different reading items, even
if they elicit a same reading procedure, would be associated
with different neural activations. In particular, according to
the time-criterion hypothesis, we should be able to detect
between-items differences in those brain regions that are
typically associated with task demand (Bedny et al., 2007;
Berlingeri et al., 2008). Item demandmay depend on early visual-
orthographic features, on phonological-articulatory complexity,
on psycholinguistic aspects or on a combination of these different
levels.

In light of these considerations, our approach was to embed
disyllabic real words (target words) in a frame of non-target
stimuli, which would lead participants to place more emphasis
on either the lexical or the sublexical reading procedure. Irregular
words2 would emphasize the lexical procedure, and pseudowords
would emphasize the GPC reading procedure. We used two
classes of irregular lists (trisyllabic words with unpredictable
stress position, loan words that are largely employed in the
Italian language, e.g., “computer”) to allow us to generalize our
findings beyond one single class of stimuli. Moreover the use of
two experimental conditions, one for loanwords and the other
for trisyllabic words, allowed us not only to elicit the lexical-
semantic reading strategy (or the GPC reading procedure with
the pseudoword frames), but also to address the time-criterion
hypothesis. Indeed, even if our fMRI manipulation paradigm was
designed to specifically address the route-emphasis hypothesis
and to disentangle the neurofunctional correlates of the lexical
and sublexical routes while controlling all possible lexical and
experimental confounds, the concept of item demands allowed
us to assess the time-criterion hypothesis by looking for a possible
interaction between experimental conditions and lexicality in the
fMRI data.

In other words, if a gradient of difficulty between different
filler lists would actually occur (i.e., pseudowords with CV
structure easier to read than pseudowords with complex
consonant clusters, and words with CV structure easier to

2There are no irregularities of orthography for reading in Italian. The only reading

ambiguity emerges when one has to retrieve the proper stress position for words

of more than two syllables. The stress position for such multisyllabic words can be

retrieved only by lexical identification and not by means of orthographic cues.
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read than loanwords) and this difficulty effect would influence
the reading speed of target words, as assumed by the time-
criterion hypothesis, an interaction effect between session and
lexicality should emerge at anatomo-functional level. Whereas,
if no interaction effects would emerge from fMRI data, we may
infer that the list manipulation actually induces different reading
procedures, thus supporting the route-emphasis hypothesis.

Finally, it is worthy to note that the target stimuli for
the analyses of the hemodynamic responses were always
disyllabic words. These were accurately matched for a number
of psycholinguistic properties, such as word frequency,
phonological complexity, orthographic neighborhood size,
imageability, and beginning phonemes. With this new
experimental paradigm, we tried to find evidence for process-
specific areas and for brain regions that are shared by the two
reading procedures, and simultaneously we tried to control for
possible psycholinguistic and task-related confounds.

Materials and Methods

Behavioral Study
Participants
Thirty-three healthy young adult participants (17 M/16 F; mean
age = 28.6 ± 4.4 years) took part in the study. The participants
had no history of neurological and psychiatric disorders. They
all had normal cognitive development, normal or corrected-to-
normal vision, and normal language and reading skills.

Stimuli
Regular disyllabic Italian words (target stimuli) were embedded
in a frame of either irregular words or pseudowords (fillers).
There were four lists, and each comprised 20 disyllabic
Italian words. All experimental words were nouns with a
consonant-vowel (CV) structure. The four lists were matched for
word frequency, orthographic neighborhood size, imageability,
and beginning phonemes. Word frequency and orthographic
neighborhood size measures were obtained from the COLFIS
corpus (Laudanna et al., 1995). Imageability of word stimuli was
evaluated by ten graduate students in a preliminary study. These
student participants were asked to rate each word on a seven-
point rating scale that ranged from “very difficult to imagine”
to “very easy to imagine,” which described the extent to which
the concept underlying the word was associated with a mental
image. Distribution-based matching was performed because
psycholinguistic effects are not always linear (e.g., Bien et al.,
2005). The distribution of the variables in the four experimental
lists did not differ (Kolmogorov-Smirnov tests: n.s.).

Each experimental list was randomly associated with a list of
fillers. The purpose of the filler lists was to prime a prevalent
use of either the lexical-semantic reading procedure or the GPC
reading procedure. The lexical procedure was elicited through
the use of both trisyllabic Italian words and foreign loanwords.
The first list of lexical fillers contained 30 trisyllabic words, in
which lexical stress was either on the penultimate syllable (15
words, e.g., parola, /paprola/, word) or on the antepenultimate
syllable (15 words, e.g., tavolo, /ptavolo/, table). The second list
of lexical fillers comprised 20 English loanwords (e.g., barbecue,

/pbA:bIkju:/) and 10 French loanwords (e.g., beige, /bε: ź/) that are
currently used in Italian but are not readable when following
regular GPC rules. GPC reading was elicited by means of
pseudowords. Two lists of pseudowords were created to be as
orthographically similar as possible to the corresponding lexical
filler lists. The first list contained 30 trisyllabic pseudowords with
a CV structure (e.g., dogore), which matched the filler list of
trisyllabic words, and the second list included 30 pseudowords
that contained consonant clusters (e.g., cimpelte), which matched
the filler list of loanwords. The length of pseudowords was
matched with the length of familiar words in the corresponding
filler lists.

See Appendix 1 for a complete list of the target and filler items.

Experimental Procedure
Target disyllabic words were presented with filler stimuli and
presumably elicited a reading process that followed either the
lexical-semantic procedure (lexical frame) or the GPC procedure
(pseudoword frame). Targets were presented in ten-item blocks
that had either a lexical-semantic or a pseudoword frame. The
target-word rate was 4/10 for each block. Targets and fillers were
presented in semi-randomized order, i.e., in “mini-blocks” that
reflected an alternating sequence of 2–3 fillers and 1–2 targets.

Lexical-semantic and pseudoword frame conditions were
alternated and counterbalanced across participants. Each frame
condition was preceded by a baseline sequence that comprised
strings of lines that were oriented differently and were matched
with the orthographic stimuli for length, numbers of lines, and
visual angle.

There were two separate sessions. In the first session
(loanword-frame session), the disyllabic target words were
embedded in filler lists that were made up of either loanwords
or pseudowords that contained consonant clusters (CC). In the
second session (trisyllabic-frame session), the disyllabic target
words were embedded in filler lists that were formed of either
trisyllabic Italian words or pseudowords with a CV structure.
Participants were randomly assigned to one of the two tasks
(Figure 1).

All participants in the behavioral study read an additional list
of 40 CV-disyllabic target words (block condition).

Therefore, each participant performed only one reading
session (a “loanword session” or a “trisyllabic session”) because
the remaining stimuli were used in the “block condition.”

All the stimuli (font: Arial; size: 42; color: black) were
displayed in the center of a computer screen on a white
background by means of E-Prime software (Psychology Software
Tools Inc., Pittsburgh, PA). Participants were instructed to read
the letter strings aloud and to press a key on a serial response
box for each string of lines. Reading accuracy and voice-onset
time (VOT) were recorded. Stimuli remained on the screen until
the participant responded. The inter-stimulus interval (ISI) was
1500ms.

fMRI Study
Participants
A new sample of 20 normal young right-handed adult
participants (10 M/12 F; mean age = 24.1 ± 4.4 years) with
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FIGURE 1 | Schematic representation of the time line of tasks.

advanced education (mean education = 15.7 ± 1.7 years) took
part in the fMRI study.

All were native Italian speakers with no history of neurological
and psychiatric disorder. They all had normal cognitive
development, normal or corrected-to-normal vision, and normal
language and reading skills.

Informed consent was obtained from all participants prior to
the scanning session.

Experimental Procedure
The fMRI study replicated the behavioral experiment as closely
as possible.

The fMRI design was based on alternating 30-s baseline
blocks (ten blocks for each session) and experimental blocks.
In both sessions, the baseline stimuli were strings of lines with
different orientation that were matched with the experimental
stimuli for length, number of components, and visual angle.
The experimental stimuli were the same words, loanwords
and pseudowords that were used in the behavioral study (see
Figure 1).

In the first session (loanword-frame session), the target
disyllabic words were alternated with both loanwords (a
loanword frame) and trisyllabic pseudowords that contained
CC (a CC-pseudoword frame). In the second fMRI session
(trisyllabic-frame session), the disyllabic words were alternated
with both trisyllabic Italian words (a CV-trisyllabic-word frame)
and trisyllabic pseudowords with a CV structure (a CV-
pseudoword frame). The target-word rate was 4/10 for each block
in both sessions.

During the fMRI sessions, stimuli were projected from a PC
that was located outside the MR room and was connected by
optical fibers to dedicated goggles (Visuastim XGA, Resonance
Technology, www.mrivideo.com) using Presentation 11 software
(Neurobehavioral Systems, Inc., Albany, CA). Specific corrective
lenses were used in the scanner for volunteers with known
refraction deficits.

Participants were exposed to each stimulus for 1500ms in
each session. Stimuli were shown in the center of a white
screen. The interstimulus interval (ISI) was randomly selected
in a time-window of 1200–1800ms to avoid habituation to the
BOLD signal. Participants were exposed to a white screen during
the ISI.

Participants were instructed to read words, loanwords,
and pseudowords silently to avoid artifacts that would be
caused by mouth and head movements. They were asked
just to look at the pattern of lines for the baseline task.
Participants were also instructed to press a button after each
stimulus. Half of the participants pressed the key-button with
the right index finger, the other half with the left index
finger.

Sessions were presented in a counterbalanced order across
participants.

Unlike the behavioral study, all of the participants in the fMRI
study performed both the loanword and the trisyllabic sessions,
and none performed the block condition.

Image Acquisition
For each participant, 214 fMRI cerebral scans for each reading
task were collected using an echo-planar gradient-echo pulse
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sequence (EPI; Ogawa et al., 1992), T2∗ weighted, with a 1.5 T
GE-Signa scanner (Slice thickness = 4mm; Flip angle 90◦; TE =

60ms, TR= 3000ms, FOV= 240× 240mm; matrix= 64× 64).

fMRI Analyses
The fMRI analyses were performed using the SPM8 software
(Welcome Department of Imaging Neuroscience, University
College, London). The fMRI images that were collected for all
participants were realigned to remove movement artifacts and
then were normalized in the MNI-space. Images were then
convolved in space with a three-dimensional isotropic Gaussian
kernel (10mm FWHM) to improve the signal-to-noise ratio.
A subject-by-task first level analysis was performed after this
standard pre-processing step. There were thus two fixed-effect
analyses for each participant. The BOLD signal was convolved
using the standard hemodynamic response function (HRF)
and modeled according to an event-related design (Worsley
and Friston, 1995). The event-related matrix was designed to
isolate the hemodynamic response that was elicited by reading
fillers and by reading targets within each list. Finally, for
each subject we estimated the four condition-specific effects of
interest: (i) target reading > baseline in the loanword frame,
(ii) target reading > baseline in the CC-pseudoword frame,
(iii) target reading > baseline in the CV-trisyllabic-word
frame, (iv) target reading> baseline in the CV-pseudoword frame.
We therefore obtained four “contrast images,” i.e., four maps that
included the effect of interest per voxel of the brain for each
participant. These contrast images were entered into a random-
effect analysis that conformed to a general linear model (GLM,
Holmes and Friston, 1998; Penny and Holmes, 2004).

A 2∗2 second-level ANOVA that had four within-subject
conditions (that corresponded to the effects that were described
above) was designed and estimated. The factors were frame
session (loan vs. tri-syllabic) and lexicality (word-frame vs.
pseudoword-frame).

Because we were interested in disentangling the areas of
the reading neural network that are specific to the lexical-
semantic procedure from those areas that are specific to the
GPC procedure, the ANOVA was explicitly masked by the neural
network that was associated with word and pseudoword reading
(p < 0.001), as described in one of our previous papers (Danelli
et al., 2013), i.e., the ANOVA was computed only in the voxels
that belonged to the mask.

This allowed us to focus on brain regions that are typically
responsive to reading, i.e., the responses should be positive
relative to a minimal baseline for word and pseudoword reading,
excluding any negative BOLD response within this constrained
mask. Moreover, this allowed us to reduce the problem of
multiple comparisons (41.0 resels). The mask included the
prefrontal and frontal cortex, bilaterally, the insulae, a large part
of both temporal lobes, the left parietal lobule, and the primary
and secondary visual cortex, bilaterally (see Appendix 2).

We first looked for brain regions that showed a significant
interaction effect between experimental condition and frame
(p < 0.001).

This experimental paradigm helped us to test the
neurofunctional correlates of the two reading procedures,

while controlling for all psycholinguistic confounds. Indeed,
we were comparing the BOLD signal associated with reading
“MULO” (mule) with the BOLD signal that is associated with
reading “RANA” (frog), i.e., items that are psycholinguistically
almost identical.

For this reason, we used both a direct-comparison approach
with low threshold (p < 0.05) and a less conservative approach
based on spatial inference rather than on specific voxel-wise
inference. To fully achieve this aim we cleaned the spurious
pattern by excluding the activation of “non-interest” by means
of an exclusive masking procedure (which has been successfully
employed in a number of previous fMRI studies: Pochon et al.,
2002; Uncapher et al., 2006; Fliessbach et al., 2007; Danelli et al.,
2013).

From the univariate second-level analysis, we extracted:

(1) The direct comparisons between target items in lexical-
semantic and sublexical frames (lexical > GPC and GPC >

lexical) were computed (p < 0.05; spatial threshold = 10
voxels).

(2) Lexical-semantic effect: this was computed as a main effect
of the target-word reading in the loanword frame and in the
CV-trisyllabic-word frame (p < 0.001 uncorrected). This
analysis was exclusively masked so that voxels “belonging” to
the GPC procedure were excluded from the test. The map for
the exclusive mask was generated by using a low threshold
(p < 0.05 uncorrected). This ensured that the analysis did
not consider voxels showing weakest trends for activations
in the GPC condition.

(3) GPC effect: this was computed as a main effect of the
target reading in the CC-pseudoword frame and in the CV-
pseudoword frame (p < 0.001 uncorrected). An exclusive
masking procedure was used as above but this exclusivemask
was derived from the lexical-semantic condition.

(4) Conjunction of the lexical-semantic and GPC effects: the
GPC effect and the lexical-semantic effect were entered
in a conjunction analysis (Friston et al., 1999; Worsley
and Friston, 2000) to identify the brain regions that
are commonly activated by both the lexical and the
GPC reading procedures (p < 0.001). This conjunction
was computed as in the univariate analysis adopting a
conservative conjunction approach based on minimum
statistics procedure (Nichols et al., 2005).

Finally, in order to test whether the isolated networks
corresponding to the latest three effects would represent good
classifier models of the fMRI images associated with the target
reading performance in the lexical or in the sublexical frame, we
implemented three multivariate classification analyses, by means
of multi-voxel pattern analysis (MVPA), using the PyMVPA 2.2
toolbox (www.pymvpa.org; Hanke et al., 2009). These analyses
were implemented in order to support the hypothesis that
the exclusive masking could be a valid approach, even if
less conservative than a direct comparison method. To this
end, we repeated the SPM8 univariate first-level analysis on
realigned and spatially normalized, but spatially unsmoothed
fMRI data. We computed spmT maps associated with the
four condition-specific effects of interest (see the univariate
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analysis), which were then used for the MVPA (Misaki et al.,
2010).

MVPA was performed on the data of 20 subjects. We
trained the linear support vector machine classifier algorithm
implemented in PyMVPA with a leave-one-subject-out cross
validation procedure, using for each iteration the spmT maps of
19 subjects, and then testing the classification accuracy on the
spmT maps (2 for the lexical and 2 for the sublexical condition-
specific effects) of the 20th subject. In particular, we ran three
different independent multivariate classification analyses using
as inclusive mask, respectively, the lexical-semantic, the GPC,
and the conjunction effects described above, although at a less
conservative significance threshold. These three analyses were
run to specifically test the following scenarios:

(1) if the lexical-semantic mask, extracted by means of the
massively univariate analysis, actually represented the pool of
brain regions exclusively associated with the lexical-semantic
reading procedure, then the classifier should be able to
accurately distinguish between the lexical-semantic and the
GPC spmT maps;

(2) similarly, if the GPC mask extracted from the standard
random effect analysis represented the pool of brain regions
associated with reading by the GPC procedure, then once
again the MVPA should accurately distinguish between the
two types of spmT maps;

(3) on the contrary, if the mask extracted from the conjunction
effect analysis actually represented the pool of brain regions
that are commonly activated by the two procedures, then
the MVPA procedure should fail to distinguish between the
lexical semantic and the GPC spmT maps.

As for the latter scenario, we further considered whether the
MVPA could be a more sensitive approach than the univariate
approach, and detect any spatially restricted patterns within
the conjunction effect mask, that could distinguish between the
lexical semantic and the GPC spmT maps, in spite of a failure
at the whole-mask level. To this purpose, we employed recursive
feature elimination (Hanson and Halchenko, 2008). Recursive
feature elimination was performed strictly within the training
partitions, by iteratively eliminating the less sensitive 50% of
voxels, and then selecting the reduced brain voxel partition
having the greatest sensitivity.

Results

Behavioral Data
The accuracy of all participants was at ceiling for the
reading tasks that were performed outside the scanner. VOTs
(log-transformed) were analyzed for target words only. Data
were trimmed on the basis of the visual inspection of QQ-plots.
Datapoints that clearly deviated from a Gaussian distribution
(i.e., VOTs that were shorter than 200ms and longer than 950ms)
were removed.

To account for the non-independence of observations in
the dataset, results were analyzed using a mixed-effects model
(Baayen et al., 2008) that included random intercepts for items
and participants. Outlier datapoints were identified and removed

using 2.5 SD of the model residuals as a criterion. Degrees of
freedoms were estimated following the method proposed by
Satterthwaite (1946).

Data analysis showed a significant main effect of the list (GPC
vs. lexical) [F(1, 75.31) = 4.97; p = 0.0287]. Participants were
significantly faster when reading disyllabic target words that were
embedded in a lexical filler list (mean = 469ms, SEM = 2.41)
than when reading disyllabic target words embedded in a GPC
filler list (mean = 482ms, SEM = 2.38). Neither the interaction
between list and task [F(1, 75.31) = 0.69; p = 0.4081], nor
the main effect of task [F(1, 33.67) = 0.37; p = 0.5442] were
significant.

A second mixed-effects model that also included random
slopes for participants was estimated in order to provide
indirect evidence that the observed pattern of results (included
the absence of behavioral differences between similar frames)
depend on participants recruitment biases. The predictions were
confirmed: participants were significantly faster [F(1, 47.97) =

7.41; p = 0.0089] when reading disyllabic target words that were
embedded in a lexical filler list than when reading disyllabic target
words embedded in a GPC filler list, and the interaction between
list condition and task was not significant [F(1, 47.97) = 1.14;
p = 0.2908]. Indeed, the inclusion of the random slopes did
not significantly improve model fit [X2

(6)
= 1.95; p = 0.924],

indicating that the associated parameters are not justified by the
additional amount of explained variance.

Finally, a further analysis contrasted the responses to the
different frame conditions with the responses to the same item in
a block design. Participants were significantly faster when reading
disyllabic words in a block condition (mean = 458ms, SEM =

1.75) than in either the lexical [t(132.61) = 2.42; p = 0.0166] or
the GPC filler list [t(133.13) = 3.24; p = 0.0014].

fMRI Data: Univariate Analyses
No interaction effects emerged from the analyses. This result
confirmed the absence of neural differences between either the
two lexical frames or the two sublexical frames and justified the
evaluation of lexical and sublexical frame effects using t-linear
contrasts.

Lexical-semantic Effect

Direct comparison approach (lexical>GPC)
An increased activation was observed in the lexical-semantic
frame rather than in the GPC frame at the level of the left
hemisphere, and in particular, in the inferior frontal gyrus,
bilaterally, in the left precentral and postcentral gyri, in the
left superior parietal lobule, in the left superior and middle
temporal pole, in the left superior and middle temporal gyrus,
in the left hippocampus, in the left inferior occipital gyrus, in
the calcarine cortex, in the lingual gyrus and in the cerebellum.
Right activations were observed in the superior temporal pole, in
the middle temporal gyrus, in the inferior occipital gyrus, in the
calcarine cortex and in the cerebellum (Table 1A).

Exclusive masking approach
A significant activation was found in the left supplementary
motor area (SMA), in the left middle frontal gyrus, in the
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TABLE 1 | Brain regions that are significantly activated in direct comparisons between lexical-semantic and sublexical frames (p < 0.05; spatial

threshold = 10 voxels).

Brain regions MNI coordinates

Left hemisphere Right hemisphere

x y z Z-score x y z Z-score

(A) LEXICAL EFFECT > GPC EFFECT

Inf. frontal gyrus, pars orbitalis −52 38 −6 3.07

−52 40 −2 2.92

Inf. frontal gyrus, pars triangularis 58 26 2 1.94

Inf. frontal gyrus, pars opercularis −54 12 6 2.19 52 20 14 2.18

Precentral gyrus −48 −4 42 2.71

−46 −4 46 2.64

Postcentral gyrus −54 −14 48 2.94

−46 −8 48 2.74

Sup. parietal lobule −38 −68 56 3.37 40 18 −22 2.59

Sup. temporal pole −30 10 −26 3.04

Mid. temporal pole −42 16 −26 3.28

Sup. temporal gyrus −64 −48 14 2.43

−58 −42 14 1.98

Mid. temporal gyrus −56 −52 2 2.04 68 −36 4 3.02

−60 −54 2 1.97 66 −32 2 2.62

Hippocampus −24 −4 −24 2.81

Inf. occipital gyrus −34 −84 −12 2.35 40 −78 −12 2.01

−36 −88 −8 2.09

Calcarine cortex −2 −86 8 2.70 4 −88 10 2.72

−10 −92 −10 2.10 4 −86 14 2.47

Lingual gyrus −20 −86 −16 2.15

−10 −86 −12 1.94

Cerebellum 0 −46 −8 3.13 16 −80 −22 3.05

Cerebellum −14 −84 −18 2.30 22 −82 −24 2.91

(B) GPC EFFECT > LEXICAL EFFECT

Mid. frontal gyrus, pars orbitalis −28 44 −12 2.54

Inf. frontal gyrus, pars orbitalis −32 36 −8 1.83

−36 36 −6 1.82

Hippocampus −26 −28 −4 1.98

Inf. parietal lobule −44 −40 40 2.27

−42 −40 44 2.19

Fusiform gyrus −38 −44 −20 2.00

−38 −48 −18 1.80

inferior frontal gyrus, bilaterally, in the left precentral and
postcentral gyri, in the left superior parietal lobule, in the left
intraparietal sulcus, in the superior temporal pole, bilaterally, in
the left superior temporal gyrus, in the middle temporal gyrus,
bilaterally, in the left hippocampus, in the left fusiform gyrus,
in the left middle occipital gyrus, in the inferior occipital gyrus,
bilaterally, in the left V1, in the left lingual gyrus and in the
cerebellum, bilaterally (Table 2A and areas in blue in Figure 2).

GPC Effect

Direct comparison approach (GPC>lexical)
An increased activation was observed in the GPC frame rather
than in the lexical-semantic frame at the level of the left middle

and inferior frontal gyri, of the left hippocampus, of the left
inferior parietal lobule, and of the left fusiform gyrus (Table 1B).

Exclusive masking approach
A specific GPC effect was observed in a small subset of left-
lateralized brain regions: themiddle frontal gyrus, the orbital part
of the inferior frontal gyrus, the inferior parietal lobule and the
fusiform gyrus. (Table 2B and areas in yellow in Figure 2).

Conjunction of the Lexical-semantic and GPC Effects
The conjunction analysis revealed shared activation of themiddle
and inferior frontal gyri, bilaterally, of the SMA, bilaterally, of
the left precentral gyrus, of the left inferior parietal lobule, of the
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TABLE 2 | Brain regions that are significantly activated in association with either the lexical effect, the GPC effect, or the commonalities between

target-word reading in the lexical and target-word reading in the sublexical frames.

Brain regions MNI coordinates

Left hemisphere Right hemisphere

x y z Z-score x y z Z-score

(A) LEXICAL EFFECT

SMA −10 12 48 3.14

Mid. frontal gyrus −44 20 42 3.53

−40 10 56 3.25

Inf. frontal gyrus, pars orbitalis −50 40 −6 4.47 44 40 −14 2.88

−52 40 −2 4.42

Inf. frontal gyrus, pars triangularis 56 24 2 3.62

58 22 8 3.40

Inf. frontal gyrus, pars opercularis −56 16 12 3.15 60 14 4 3.55

60 18 8 3.31

Precentral gyrus −44 −6 40 3.93

−46 −4 36 3.72

Postcentral gyrus −52 −12 50 4.39

−48 −12 46 4.11

Sup. parietal lobule −38 −68 56 4.12

Intraparietal sulcus −46 −60 54 3.87

Sup. temporal pole −40 18 −24 4.49 44 20 −22 3.92

−46 12 −20 3.92

Sup. temporal gyrus −62 −48 20 3.45

Mid. temporal gyrus −62 −48 12 4.05 66 −38 4 3.82

−56 −44 12 3.73 66 −44 6 3.59

Hippocampus −24 −4 −24 3.03

−26 −8 −24 2.99

Mid. occipital gyrus −40 −86 −6 3.17

Inf. occipital gyrus −34 −84 −12 3.98 32 −94 −6 3.18

−32 −88 −8 3.70

Fusiform gyrus −32 −80 −14 3.93

Calcarine cortex −8 −94 −8 3.53

−14 −92 −2 3.50

Lingual gyrus −22 −88 −14 3.71

−12 −92 −8 3.65

Cerebellum −16 −84 −22 3.31 8 −74 −16 4.00

−30 −74 −28 3.13 30 −64 −28 3.82

Pallidum −20 0 0 3.00

−22 −2 −2 2.93

(B) GPC EFFECT

Mid. frontal gyrus −38 30 30 2.98

Mid. frontal gyrus, pars orbitalis −26 46 −14 3.18

Inf. frontal gyrus, pars orbitalis −30 44 −16 3.42

−36 36 −4 3.22

Inf. parietal lobule −48 −42 40 3.28

Fusiform gyrus −38 −48 −18 3.25

(C) CONJUNCTION OF LEXICAL AND GPC EFFECTS

SMA −2 10 54 5.26 8 14 52 3.37

Mid. frontal gyrus −38 46 8 3.61 44 44 26 3.63

−40 48 12 3.43

Inf. frontal gyrus, pars orbitalis −42 20 −6 5.86 50 24 −10 3.38

(Continued)
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TABLE 2 | Continued

Brain regions MNI coordinates

Left hemisphere Right hemisphere

x y z Z-score x y z Z-score

−40 32 −2 4.07 48 18 −12 3.34

Inf. frontal gyrus, pars triangularis −46 34 20 4.27

−46 32 16 4.25

Inf. frontal gyrus, pars opercularis −44 8 30 3.94

−48 12 28 3.92

Precentral gyrus −50 8 42 4.84

−48 6 46 4.83

Inf. parietal lobule −50 −50 42 3.08

−52 −46 42 3.02

Sup. temporal pole −50 14 −8 6.06

Fusiform gyrus −40 −64 −18 4.20

Mid. occipital gyrus −18 −102 0 5.80

Inf. occipital gyrus −28 −96 −8 4.09 24 −100 −2 4.03

−32 −92 −10 3.17

Calcarine cortex 18 −102 0 3.24

20 −102 4 3.08

Cerebellum −40 −54 −24 4.68 40 −64 −26 3.18

34 −70 −28 3.09

FIGURE 2 | Brain activation data. The cerebral areas that are specifically associated with lexical processing (in blue), sublexical processing (in yellow), and with both

reading procedures (in red) are displayed on an anatomical template image (the “ch2better” template image in MRICron; Rorden and Brett, 2000).

left superior temporal pole, of the left fusiform gyrus, and the left
middle occipital gyrus, of the inferior occipital gyrus, bilaterally,
of the right V1 and of the cerebellum, bilaterally (Table 2C and
areas in red in Figure 2).

fMRI Data: MultiVariate Pattern Analyses (MVPA)
The first multivariate classification analysis (lexical mask)
indicated that the neural pattern associated with target reading
in the lexical frames represent a valid model (mean classification
accuracy = 71.25%; χ2

= 14.5; p = 0.002) to correctly classify

the activation patterns associated with target reading in both the
lexical (28 out of 40 spmT maps correctly classified) and the
sublexical frames (29 out of 40 spmT maps correctly classified).

The second multivariate classification analysis (sublexical
mask) showed that the neural pattern associated with target
reading in the sublexical frames represented an adequate model
(mean classification accuracy = 65.00%; χ

2
= 7.4; p = 0.06)

to correctly classify the activation patterns associated with target
reading in the sublexical frame (27 out of 40 spmTmaps correctly
classified), but not in the lexical frame (25 out of 40 spmT maps
correctly classified).
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Finally, the third multivariate classification analysis
(conjunction mask) showed that the neural network activated
by both the lexical and the sublexical frames did not represent a
good model (mean classification accuracy = 51.25%; χ2

= 0.5;
p = 0.92) to classify the activation patterns associated with target
reading neither in the sublexical frame (19 out 40 spmT maps
correctly classified), nor in the lexical frame (22 out 40 spmT
maps correctly classified).

Recursive feature elimination further showed that within the
conjunction mask there were no spatially restricted activation
patterns that could distinguish between the lexical and the
sublexical frames (mean classification accuracy = 52.50%; χ2

=

1.0; p = 0.80; 19/40 sublexical and 23/40 lexical spmT maps
correctly classified).

Discussion

The neural correlates of single word and pseudoword reading
have been investigated in many neuroimaging studies over the
past 30 years. These studies identified a left-lateralized cortical
network that involved the occipito-temporal cortex, the temporal
and temporo-parietal regions and the inferior frontal area, (for
reviews, see Fiez and Petersen, 1998; Price, 2012). However, there
is only partial agreement on the specific role of these areas in
reading, and there is no conclusive evidence that favors a specific
model of reading (Bergmann and Wimmer, 2008; Levy et al.,
2009; Graves et al., 2010; Roux et al., 2012; Cattinelli et al., 2013).

Our attack on the fortress of the neural correlates of the dual-
route model used a list-manipulation paradigm to dissociate the
neurofunctional networks that underlie specific (grapheme-to-
phoneme conversion, or lexical-semantic) reading procedures
and that minimized the effect of stimulus type and task-demand.

We will now discuss the extent to which our behavioral and
neurofunctional evidence favors dissociation between the lexical-
semantic and GPC reading procedures.

Do the Frames Elicit Prevalent Lexical-semantic
rather than Sublexical Reading?
Significant behavioral differences emerged in reading speed
between disyllabic words in the irregular word frame and
disyllabic words in the pseudoword frame. This result is
compatible with lexical-semantic facilitation in one frame, or
with a decrement that is related to the prevalent use of the GPC
procedure in the pseudoword frame, or with a combination of the
two effects.

There would still be disagreement about whether a real
facilitation was observed for reading in the lexical frame if
one had only the pseudoword frame data as a reference point.
However, comparison with an additional baseline measure
(disyllabic word reading outside any frame) resulted in the
observation that reading lists of target words outside any filler
frame is associated with faster reading times. This result can
be interpreted in different ways. An explanation might be that
participants, when consistently reading the target disyllabic
words, become attuned to that word length/orthography
while not being disturbed by the fillers that come from
a different orthography or by trisyllabic words. A more

interesting interpretation is that reading the target words in
isolation, i.e., outside of the specifically designed filler lists,
is accomplished by using all possible strategies, including the
sublexical and the lexical-semantic routes. By the same line
of reasoning, one can assume that the comparatively longer
reaction times for the stimuli in the lexical-semantic filler
frame might be due to the prevalent use of a lexical-semantic
strategy with relative suppression of the sublexical procedure.
This was the effect that we sought with our experimental
manipulations.

To summarize, our behavioral results suggest that the word-
list manipulations forced participants to emphasize the sublexical
GPC procedure in one condition and the lexical-semantic
procedure in the other condition. However, this would not lead to
reading times that are as fast as those of the “reading-in-isolation”
condition, in which participants can let the two non-conflicting
procedures (the two horses of the horse-race metaphor, Paap and
Noel, 1991) of the dual-route model run freely.

Lexical-semantic and Sublexical Networks:
Univariate and Multivariate Analyses
In the fMRI study, we investigated the neural correlates of lexical
and sublexical reading procedures using a list-manipulation
paradigm. It is worth emphasizing that the BOLD signal was
always associated with reading disyllabic words dispersed in
the two different frames. To verify whether differences between
lexical and sublexical frames may depend on the frame type, a
univariate interaction analysis was firstly implemented.

No significant interaction effects emerged from the univariate
analysis, suggesting that the functional anatomical differences
that are elicited by either the lexical or the sublexical frame
should be interpreted as favoring the route-emphasis hypothesis
rather than the time-criterion hypothesis. Instead, at a behavioral
level, we have no direct evidence for this hypothesis because
participants were reading a set of words only in one of the lexical-
semantic frame condition, in one of the sublexical condition and
in the blocked condition. However, the absence of behavioral
differences between similar frames, when random slopes for the
participants were included in the mixed-effects model, could
provide indirect evidence that the observed effects were not
conditioned by a recruitment bias.

Lexical-semantic Procedure
Reading a disyllabic word in a lexical frame activated a specific
bilateral set of lexical-semantic regions, specifically the left
occipital areas (BA18/19), the posterior part of the middle
temporal gyri, the left temporal pole, and the dorsal portion of
the left inferior parietal lobule. As confirmed by the multivariate
classification analysis, this network represents a valid model
to classify the haemodynamic response associated with target
reading in both frames. This result supports the hypothesis that
these areas are associated with the lexical-semantic procedure of
reading.

As reported in literature, the lateral temporal cortex and the
posterior portion of the left middle temporal gyrus are often
involved in lexical-semantic processing (Vigneau et al., 2006;
Binder et al., 2009; Visser et al., 2010). Significant activation of the
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left posterior temporal and left parietal regions have indeed been
reported for irregular words compared with regular words (Frost
et al., 2005; Lee et al., 2005; Senaha et al., 2005), for familiar words
compared with pseudowords (Fiebach et al., 2002; Ischebeck
et al., 2004; Borowsky et al., 2006), and during semantic tasks
compared with phonological decision tasks (McDermott et al.,
2003; Mechelli et al., 2005; Booth et al., 2006; see Price, 2012 for
a review). Cattinelli et al. (2013) and Taylor et al. (2013) reported
the involvement of the left middle temporal cortex in semantic
processing that is consistent with these data. In particular, Taylor
et al. (2013), in an attempt to clarify the relationship between
functional anatomical data of both reading and cognitive models,
have suggested that the posterior portion of the left middle
temporal gyrus and the angular gyrus would be associated with
the phonological lexical and semantic processing.

Our data demonstrate that these cerebral areas are specifically
activated during reading through the lexical-semantic procedure
and that their activation is independent of such factors as
word frequency and imageability. The specific activation of the
dorsal portion of the left inferior parietal lobule3 (together with
the activation of the angular and supramarginal gyri), during
disyllabic reading in the lexical frame also speaks in favor of
an association of this area with the lexical-semantic reading
procedure. Partially in line with this result, Taylor et al. (2013)
reported a word > pseudoword activation cluster in the left
angular and middle temporal gyri, suggesting that this pattern
could reflect the engagement (via the orthographic lexicon) of
either the phonological lexical or the semantic processing.

Finally, the activation of the left occipital and of the posterior
occipito-temporal cortex during disyllabic reading in the lexical
frame suggests that there is also preferential processing of words
in the early visual areas. This result is consistent with the
increased activation observed in the lingual gyrus, which has
been interpreted as reflecting the engagement of global shape
processing (Mechelli et al., 2000). On the contrary, neither
Cattinelli et al. (2013) nor Taylor et al. (2013) observed left
occipital- and posterior fusiform-specific activation for words.

Sublexical Procedure
Results of univariate analyses suggest that the left fusiform,
the left inferior parietal and the frontal cortex are specifically
involved in sublexical reading. As confirmed by the multivariate
classification analysis, these cerebral areas, together with the
inferior parietal lobule, represent a good model to classify
the haemodynamic response associated with target reading in
the sublexical frame. This result suggests that these areas are
associated with the sublexical reading procedure.

Notwithstanding a little ventral portion of the fusiform gyrus
(x= −38; y= −48; z= −18), near to the so-called Visual Word
Form Area (VWFA), was activated during disyllabic reading in
the sublexical frame, the larger part of this region was activated
for reading in both frames (see below for discussion).

3The plot of the beta value for each condition, with zero reflecting activity during

the baseline condition, showed greater positive activity in the word than in the

pseudoword frame within the inferior parietal lobule (−56 −52 38); this suggests

the absence of deactivation effects.

Our data also showed that different parietal areas could be
associated with different reading procedures. Similar results also
emerged in a recent meta-analysis performed by Cattinelli et al.
(2013). In particular, our present data show that the left inferior
parietal lobule is specifically activated during word reading in the
sublexical frame. Consistently with the results obtained by Taylor
et al. (2013), the inferior parietal cortex appears to be involved
in GPC.

It is worthy to note that the list-manipulation paradigm
employed in the present study allowed us to discriminate between
the specific neural effects of lexical and sublexical reading and
the neural effects that are associated with such linguistic variables
as word frequency and imageability, which clearly differ between
words and non-words.

Input and Output Components of the Reading

Process
The dual-route models that describe the lexical-semantic and
sublexical processes as two independent paths predict that some
processing units are located upstream and some downstream of
the two routes and are shared by both early visual/orthographic
input processing and a phonological output buffer. Our results
are compatible with this hypothesis. Some brain regions were
indeed activated commonly by both the lexical and the sublexical
frames. In line with the univariate analyses, the multivariate
classification analysis showed that this commonality network
does not represent a good model to classify the haemodynamic
response associated with target reading either in the lexical
or in the sublexical frame. Even spatially more restricted sub-
components of the commonality network did not yield successful
classification of the lexical vs. the sublexical frames, as shown by
recursive feature elimination. Thus, the conjunction brain areas
were most likely associated with either early input or late output
processes.

With regard to the input visual/orthographic processing in
particular, common activation was observed at the level of the left
middle occipital cortex and of the left ventral occipito-temporal
area, including the so-called Visual Word Form Area (Cohen
et al., 2002). Consistent with the dual-route model, the early
visual analysis of written words can be described along three
steps, which are letter identification, letter position encoding and
letter-to-word binding. A deficit in one of these processing stages
could cause letter-by-letter dyslexia/pure alexia, which is often
associated with a lesion in the left ventral occipito-temporal area
(Behrmann et al., 1998; Cuetos and Ellis, 1999; Cohen et al.,
2003), and positional dyslexia, which has been associated with
a lesion in the occipito-parietal cortex (Friedmann and Gvion,
2001). Additionally, Taylor et al. (2013) reported involvement
of the left posterior fusiform and occipito-temporal cortex in
non-lexical orthographic processing, which corresponds at a
cognitive level to the initial analyses of letter units that are
hypothesized by the DRC model. Another interpretation of the
activation that emerged in the left ventral occipito-temporal
areas for reading in both a lexical and sublexical frame could
be termed as an “orthographic representation matching process”
(Schurz et al., 2010), in which, in the case of words, a visual
input is matched with a specific orthographic representation
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or in the case of pseudowords, there would be activation of
multiple word representations that only partially match visual
input4.

Our data do not allow us to distinguish between these two
hypotheses.

Finally, the premotor cortex, the SMA, the left inferior frontal
cortex that extend to the anterior part of the left insula and
the left prefrontal cortex were commonly activated by both the
lexical and the sublexical frames and seem to be associated with
the phonological output buffer, i.e., the output store that would
support phonological assembling and its interface to covert
articulatory plans (see Price, 2012 for a review). In particular,
the opercular portion of the left inferior frontal gyrus (LoIFG)
is usually considered to be crucial for the reading processes.
Neuroimaging studies indicate that the LoIFG is activated more
strongly during phonological than during semantic decision tasks
for written stimuli (McDermott et al., 2003; Mechelli et al.,
2005; Booth et al., 2006), during pseudoword reading than
during word reading (Fiebach et al., 2002; Mechelli et al., 2003;
Borowsky et al., 2006), and during unfamiliar-word than during
familiar-word reading (Fiebach et al., 2002; Ischebeck et al.,
2004; Price, 2012). There is convergent evidence from patients
with LoIFG lesions, who are impaired in reading pseudowords
and low-frequency irregular words (Wagner et al., 2001; Fiez
et al., 2006). Cattinelli et al. (2013) suggested that there is
an involvement of the LoIFG in more general phonological
processing and labeled the LoIFG as an area that is “sensitive
to the computational load required by the reading task, rather
than to any psycholinguistic variable” and/or processing units
(Cattinelli et al., 2013, p. 16). However, while the present data
are consistent with the assumption that the LoIFG constitutes
a hub of phonological output processes (Taylor et al., 2013),

4Interestingly, the visual neurocomputational Hmax model (Riesenhuber and

Poggio, 2002) for object recognition predicts that a sparse representation (fewer

units) should be observed for more finely tuned neural representations, and a non-

sparse representation (more units) should be observed for more broadly tuned

neural representations. Considering orthographic processing, this model is in line

with the assumption that the left occipito-temporal cortex contains neurons tightly

tuned to whole words as result of past visual experience with them. Neurons

that show high selectivity to a specific word, also show some response to other

orthographically similar real words, and to similar pseudowords, thus leading to

a total neural signal for pseudowords that might be equal to or even greater than

that evoked by real words (Glezer et al., 2009).

Cattinelli et al.’s (2013) interpretation was further spelled out in
terms of difficulty of phonological retrieval in the orthography-
to-phonology conversion.

Conclusions
The present results provide evidence of shared and divergent
neural substrates for the lexical- semantic and the sublexical
procedures that underlie word and pseudoword reading. The
present results are based on a list-context manipulation and
are not confounded by such unbalanced psycholinguistic factors
as word frequency and imageability. The list-manipulation
procedure may be further exploited to test cross-cultural
differences in reading strategies.

It is worthy to note that our study does not provide evidence
that favors one particular reading model. Indeed, both the dual-
routemodel and the trianglemodel predict functional anatomical
differences between the two reading frames. Our results showed
the existence of a neural dissociation between the lexical and
sublexical reading procedures that could be represented by
the lexical-semantic and sublexical pathways that are proposed
in the dual-route model or by the orthography-to-phonology
and the orthography-to-semantics-to-phonology pathways in the
triangle model.
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Appendix 1

TABLE A1 | List of the written items used in the study.

Lexical frame Sublexical frame

Targets Fillers Targets Fillers

SESSION 1

LAVA PRIVACY FETO VECHENDA

GOLA LEADER NASO SMARILLE

SALA SHUTTLE RIGA CREMPE

MOLO STEWARD LUPO CIRBAGO

RUPE DISCOUNT TORO FOSESCHI

NIDO TAILLEUR FILO CIMPELTE

NANO COPYRIGHT FATA CRUFFELE

RIVA ZOOM PIPA SMETINGA

VENA POIS VINO TENARGE

FUNE JEANS VOTO CHITE

TOPO TOAST SETA GUETA

RISO FICTION RAME GELCA

BUCO DEEJAY CANE OMALIRTO

PELO BOUQUET NOCE COTRENCA

MINA AUDIENCE TUTA APELIARO

PANE BARBECUE TIFO BLACOTA

NAVE COIFFEUR LIDO FASIENE

LAMA OUTLET VELA AOLE

SEME BOUTIQUE RANA DRIMA

MULO DOWNLOAD FOCE ACENPE

BRIOCHE CIORGESE

CROISSANT FLEDA

BLACKOUT BILESTRO

MOUSE PRIELI

YACHT CLEFO

BORDEAUX BURPANTA

BEIGE FALTODO

CLOWN BRADOLLI

COMPUTER SCINEDA

ROULETTE ERLA

SESSION 2

FAVA MERITO NODO COGUNE

ROGO SEDANO RUGA NUSERO

LOBO TAVOLO FOTO SAGATO

FARO CODICE PERA TESOLE

FOCA BIBITA FUSO MIFURO

MELA FEGATO SEDE MAPITO

VISO REGINA MIMO SEFOLO

TUBO GELATO VELO PATOMA

ROSA VIGILE LANA VANOLE

DIVA DECINA MURO FULURA

SALE CAROTA TANA MIRICO

CAVO METANO PEPE SATOME

CORO PAGINA MAGO GETERE

LINO PATATA RENE DOGORE

CODA NATALE TELA POROLO

(Continued)

TABLE A1 | Continued

Lexical frame Sublexical frame

Targets Fillers Targets Fillers

NEVE PIRATA RITO VIGOTA

SUGO REGOLA NUCA DILEPA

RAMO CARICA MUSO DESARO

LUME RECITA FORO VECATA

VASO VISITA DITO MOPAVO

COLORE MUPICA

LIMITE CAFEMA

RESINA POCORE

DEBITO POLEGE

REGIME SANUTE

SENATO TICOLO

MINUTO SEMATA

MATITA LISORO

CUCINA FEMERA

RAPINA CANERA
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Appendix 2

TABLE A2 | Brain regions significantly activated during both word and pseudoword reading in Danelli et al. (2013) and used as an explicit mask in the

random-effect ANOVA.

Brain regions MNI coordinates

Left hemisphere Right hemisphere

x y z Z-score x y z Z-score

Sup. frontal med. gyrus −4 30 52 3.2

Mid. frontal gyrus 52 14 48 3.3

Inf. frontal orb. gyrus −44 30 −2 7.0 44 32 −14 5.8

−40 28 −6 7.0 52 32 −12 5.3

Inf. frontal tri. gyrus 58 28 14 3.9

62 22 22 4.7

Inf. frontal op. gyrus −50 16 6 6.1

−50 16 20 7.2

SMA −6 16 48 4.7

−2 6 60 3.4

Precentral gyrus −42 2 34 5.7 46 10 48 3.2

−44 0 54 5.5 48 10 44 3.1

Inf. parietal lobule −54 −46 54 5.6

Sup. temporal pole −50 16 −18 5.8

Mid. temporal pole 50 16 −26 4.5

Sup. temporal gyrus −54 −46 20 4.2

Mid. temporal gyrus −64 −38 −2 6.5 62 −36 −4 4.8

−56 −22 −12 4.8 64 −34 −10 4.7

Mid. occipital gyrus −26 −98 −6 Inf

Parahippocampal gyrus −28 −4 −26 4.5

−28 −24 −18 4.4

Inf. occipital gyrus 24 −100 −2 Inf

32 −90 −10 5.9

Calcarine fissure 4 −82 8 3.2

8 −84 10 3.2

Vermis 6 −78 −24 4.3

Cerebellum −44 −54 −24 Inf 34 −76 −22 4.3

−40 −70 −20 6.6
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During language comprehension, semantic contextual information is used to generate
expectations about upcoming items. This has been commonly studied through the N400
event-related potential (ERP), as a measure of facilitated lexical retrieval. However, the
associative relationships in multi-word expressions (MWE) may enable the generation of a
categorical expectation, leading to lexical retrieval before target word onset. Processing of
the target word would thus reflect a target-identification mechanism, possibly indexed by a
P3 ERP component. However, given their time overlap (200–500 ms post-stimulus onset),
differentiating between N400/P3 ERP responses (averaged over multiple linguistically
variable trials) is problematic. In the present study, we analyzed EEG data from a previous
experiment, which compared ERP responses to highly expected words that were placed
either in a MWE or a regular non-fixed compositional context, and to low predictability
controls. We focused on oscillatory dynamics and regression analyses, in order to
dissociate between the two contexts by modeling the electrophysiological response
as a function of item-level parameters. A significant interaction between word position
and condition was found in the regression model for power in a theta range (∼7–9 Hz),
providing evidence for the presence of qualitative differences between conditions. Power
levels within this band were lower for MWE than compositional contexts when the target
word appeared later on in the sentence, confirming that in the former lexical retrieval
would have taken place before word onset. On the other hand, gamma-power (∼50–70 Hz)
was also modulated by predictability of the item in all conditions, which is interpreted as
an index of a similar “matching” sub-step for both types of contexts, binding an expected
representation and the external input.

Keywords: neuronal oscillations, gamma, theta, anticipatory processes, reading

1. INTRODUCTION
Using previous contextual information in order to anticipate the
near future is a pervasive mechanism of human cognition (Bar,
2007), allowing for a fast response to complex stimuli. Such a top-
down modulation of perception is also an essential part of lan-
guage comprehension, where real-time disambiguation involves
anticipations about most likely completions. Behavioral studies
show that reading times for predictable words are shorter than for
unpredictable ones (Ehrlich and Rayner, 1981), demonstrating
how prior linguistic context can facilitate linguistic processing.
Such predictions may be based on different types of informa-
tion and occur at different levels. Prior semantic and syntactic
content may be used to anticipate a concept and word class that
may map onto several lexical items. On the other hand, within
certain fixed expressions, a unique word may be unequivocally
anticipated, leading to qualitatively different processing.

Previous studies addressing this issue (e.g., Molinaro et al.,
2013) have been able to identify differences between composi-
tional contexts and fixed expressions in the event-related potential

response (ERP), however, whether this reflects a qualitative differ-
ence between the two, or just a stronger expectation in the case of
fixed strings remains an open question. The present study aims
to address this issue using item-level variability along a num-
ber of lexical and orthographic dimensions. Incorporating such
item-level variables into the analysis of the electrophysiological
response to each type of context will allow a better character-
ization of the underlying cognitive processes, thus informing
neurophysiological models of sentence comprehension.

Within the ERP methodology, the N400 effect is tightly linked
with predictability. This ERP component, initially described by
Kutas and Hillyard (1980) as a response to semantically anoma-
lous sentence endings, consists of an increased negativity peaking
around 400 ms, with a broad scalp distribution. Its amplitude has
since then been shown to correlate positively with the predictabil-
ity of a target word as estimated by its Cloze Probability, (CP1:
Kutas and Hillyard, 1984), by its word position in the sentence

1Percentage of subjects who complete a sentence fragment with a given word.
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(Van Petten and Kutas, 1990), and through word probabilities
derived from corpus-based models (Frank et al., 2013).

However, the functional interpretation of the N400 compo-
nent has been debated (e.g., Molinaro et al., 2010). Firstly, an
alternative account attributes its modulation not to predictability
itself, but to ease of semantic integration (Brown and Hagoort,
1993). Under the predictability view, lexical retrieval would be
facilitated through the contextual pre-activation of the given item,
whilst under the integration view, facilitation would occur at
a combinatorial processing stage, after recognition of the tar-
get word had taken place. Federmeier (2007) argues for the
predictability interpretation using evidence from previous stud-
ies, such as Federmeier and Kutas (1999), that compared the
N400 response to unlikely items that had different degrees of
semantic similarity to the expected response but would pose sim-
ilar integration demands (e.g., “They wanted to make the hotel
look more like a tropical resort. So, along the driveway, they
planted rows of palms / pines / tulips). The N400 response was
larger for “tulips” than for “pines,” suggesting that anticipatory
activation of “palms” would have led to a stronger concurrent
activation of “pines,” given their shared semantic features (see also
Rommers et al., 2013b for a similar paradigm, where anomalous
target words sharing only shape-related features with the expected
completion also elicited an attenuated N400 response).

Lau et al. (2008) reviewed available evidence from fMRI and
MEG localization experiments that employed the same paradigms
used in the N400 literature, finding that the only brain region
that consistently shows effects under all the reviewed experimen-
tal settings is the posterior middle temporal cortex. This is taken
as further evidence for the predictive account, given that this area
is thought to be involved in lexical/conceptual retrieval, whereas
ease or difficulty of integration with prior context should elicit
effects in the anterior temporal, inferior parietal and inferior
frontal regions.

Semantic constraints may thus facilitate processing at the lexi-
cal/conceptual retrieval stage, encompassing, however, a semantic
field rather than a specific lexical item. In addition, some studies
have been able to show earlier anticipatory effects, acting at the
orthographic recognition stage. Kim and Lai (2012) compared
the ERP response to semantically constraining sentences where
a target word was replaced by an orthographically similar, or dis-
similar, pseudoword (e.g., “She measured the flour so she could
bake a cake/ ceke / tont...”), finding that relative to the expected
item (cake), the similar pseudoword (ceke) elicited a positive
deflection at 130 ms, whereas the dissimilar (tont) differed from
the control, with a different pattern and at a later stage (enhanced
negativity at 170 ms). They interpret such an enhanced detection
of small, as compared to large, deviations from the target within
an interactive top-down/bottom-up framework: when very early
bottom-up analysis of the stimulus confirms the top down expec-
tations generated at the conceptual level, further visual analysis
stages are enhanced by a specific orthographic prediction. Such an
account, whereby conceptual-level expectations percolate down
to more specific, visual ones, has also been described at the
neural level (Dikker and Pylkkänen, 2013). In an MEG picture-to-
word priming task, before the noun was presented, the pictorial
contexts elicited activation in left mid-temporal cortex (linked

to lexical access), prefrontal cortex (associated with top-down
processing) and visual cortex successively.

Nevertheless, early orthographic effects (related to ERP com-
ponents earlier than the N400) are not as ubiquitous as semantic
ones (reflected in the N400). Indeed, anticipating a specific item
would in most cases be a difficult task and could lead, overall,
to more processing costs than benefits (Jackendoff, 2002). At a
semantic level this issue can be resolved by the idea that the expec-
tation, encompassing a set of semantic features, would lead to
facilitation of the expected item, but also of its semantic asso-
ciates. However, given the arbitrary relation between form and
meaning in the language system (words such ant and mosquito
are semantically related but not form related), such a semantic
neighborhood would not map onto an orthographic one, and
pre-activation of the visual features of one word would be of no
benefit when processing conceptually similar items. As Kim and
Lai’s study suggests, only when an initial visual analysis is highly
congruent with the orthographic form of the expected item would
perceptual top-down facilitation come into place, thus leading to
a faster identification of orthographic anomalies.

However, predictions about linguistic stimuli may not be
grounded on semantics alone. Associative relationships between
words may determine that a specific lexical item, and no other,
will appear: such is the case of multi-word expressions (MWE),
where particular combinations of lexical items “crystallize” in our
semantic memory (Cacciari and Tabossi, 1988, Tremblay et al.,
2011). These expressions are pervasive in language, ranging from
non-compositional idioms such as “kick the bucket,” where the
meaning cannot be inferred from the sum of its parts, to collo-
cations, where despite their compositionality, the specific units
co-occur with a markedly high frequency, and in a fixed order
(such as “as good as gold,” or binomials like “knife and fork” but
not “fork and knife :” Siyanova-Chanturia et al., 2011, Arcara et al.,
2012).

The ERP correlates to the comprehension of such expres-
sions have been studied by several authors. Roehm et al. (2007a)
employed antonym pairs as stimuli, where the second element
in the pair was substituted by a same-category or unrelated vio-
lation (e.g., “The opposite of black is white/yellow/nice”), whilst
Vespignani et al. (2010) and Molinaro and Carreiras (2010)
used similar paradigms, where MWEs in Italian and Spanish
respectively were embedded in sentences where the last item was
replaced by a close synonym or a violation2. The results of both
studies revealed significant graded effects on the N400 amplitude
(violation > related item > expected item), but the ERP waveform
for the expected completion displayed a particular morphology,
with a positive deflection within the initial N400 time-range
and a more posterior topography. The authors interpret this
as an overlapping P3 response, reflecting the co-occurrence of
two qualitatively different processes: a semantic-level anticipation
(indexed by the N400), and a partially overlapping categorical tar-
get identification mechanism (indexed by the P3). Indeed, the
P3b component, a positive deflection peaking around 300 ms
with parietal scalp topography, is commonly associated with

2The violation condition was only included in the Vespignani et al. study,
whilst the Molinaro and Carreiras included additional manipulations.
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context updating. In the framework proposed by Kok (2001) it
reflects a template-matching process, where an encountered stim-
ulus is compared with an internal representation in a categorical
identification process (is it a target or not).

One question that follows from the above studies is whether
the hypothesized P3 component arises from the presence of
associative relationships between words per se, or from the con-
firmation of a strong expectation that could also be generated
by regular compositional contexts. The experimental manipula-
tions consisted of a target-word that was highly expected in one
condition (MWE), but unexpected in the others (substitution or
violation), so that it is not possible to discern if it was the nature
of the expectation or its strength that elicited the results observed.
In order to address this question, Molinaro et al. (2013) compared
target words that were either embedded in a MWE or in a highly
constraining compositional context. By controlling for CP in both
conditions, they were able to directly contrast the nature of the
predictions: based on associative relationships in one case, and
on semantic compositional constraints in the other.

Their results resembled those in previous studies, showing a
distinct posterior scalp topography during the first part of the
N400 time window (250–350 ms) in the case of MWE, as well
as an increased positivity during this same interval that disap-
peared later on (400–500 ms). The authors interpret these results
as support for the presence of two qualitatively different antici-
patory processes: a categorical expectation about a specific lexical
item (that may either be fulfilled or not), and a graded, semantic
expectation (that could be fulfilled to a certain degree). The first
process would be more prominent for MWE and the second for
highly constraining semantic contexts.

Despite the above experimental results, ERP analysis alone
cannot provide conclusive evidence regarding the existence of
two qualitatively different cognitive processes during an N400-
time window. Firstly, the EEG signal measured at scalp electrodes
consists of activity generated by different neuronal populations:
if two different sources or networks are active during overlap-
ping intervals, only their summed activity will be recorded at the
scalp. Secondly, the ERP averaging process leads to the loss of
two kinds of information: (a) any kind of electro-physiological
response that despite being time-locked to the stimulus has vary-
ing phase across trial (it will be therefore be canceled out through
the averaging process); (b) how the effect of interest is modu-
lated by the different lexical and sentence properties of single
items.

The Molinaro et al. (2013) study attempted to address some
of these limitations by complementing their ERP analysis with
oscillatory analysis of EEG phase-locking values (PLV), a method
that statistically measures the transient phase coupling between
two brain signals in specific frequency bands. Before read-
ing the target word, increased theta phase synchronization was
found for the collocational context (over frontal-occipital chan-
nels). Furthermore, a positive correlation was found between
the increased theta synchronization (before TW onset) and an
early post-TW ERP effect (∼120 ms) for the collocational con-
dition only, suggesting that long-range interactions in the theta
band support early visual-orthographic analysis of the TW in
the case of collocations. However, such PLV results in a pre-TW

interval cannot be used to dissociate between the hypothesized
P300/N400 overlap.

The present study aims to complement this approach by using
regression analysis of the time-frequency decomposition of the
data collected by Molinaro et al. (2013) over an N400-like time
window. The time-frequency decomposition will provide further
information regarding the full dynamics of the EEG response to
the stimulus (Makeig et al., 2004), by characterizing the ampli-
tude of oscillations at different frequency bands. The regression
analysis will allow the evaluation of whether the frequency charac-
teristics during the time-window of interest (P300/N400 window:
200–600 ms) are influenced by different lexical variables under
each condition. Form-based related characteristics, such as the
number of orthographic neighbors, may affect the cost of stim-
ulus evaluation and the difficulty of the target-identification task,
thus modulating MWE processing (the P3 component is sensitive
to both: Herrmann and Knight, 2001). In contrast, lexical and
context-related characteristics (such as frequency of use or CP)
might be more influential for compositional contexts.

In addition to providing a better characterization of the EEG
signal, evidence from the time-frequency domain also has direct
functional significance. Increases or decreases in power at certain
frequency bands may reflect the dynamic coupling between dif-
ferent brain areas through synchronization of oscillatory activity,
thus giving valuable information as to which functional networks
become active at different processing stages. Within the language
domain, general increases in gamma (>30 Hz) and theta (4–7 Hz)
bands, and decreases in alpha (8–12 Hz) ranges have been
described in the course of sentence comprehension, with differ-
ent functional interpretations relating both to predictability and
semantic processing (for a review, see Bastiaansen et al., 2012).

Power increases within fast oscillatory activity (gamma-band)
can be interpreted as a coupling of near-by neuronal populations
arising from successful predictive processing, where represen-
tations generated through top-down mechanisms are found to
match those generated through bottom-up analysis of the stim-
ulus. Such is the account that Wang et al. (2012) propose for
their findings in a study comparing sentences where a target word
had either a high CP, low CP, or constituted a semantic viola-
tion. They report a parametric modulation of the N400 response
(high CP < low CP < semantic violation), but an increase in lower
gamma-band power (40–50 Hz; from 0.2 to 1 s post-stimulus
onset) over left and posterior electrodes only for the high CP con-
dition. Rommers et al. (2013a) also report increases in gamma
power for predictable words in compositional contexts as com-
pared to semantically-related or unrelated violations, albeit over
a higher gamma range (50–70 Hz). Interestingly, they also applied
the same manipulation to idiomatic contexts, but in this case,
no differences in gamma power were found across conditions.
Furthermore, a direct comparison between correct compositional
and idiomatic expressions revealed higher gamma power for the
former in a 60–70 Hz range. They interpret these findings as
evidence for the relative “switching off” of semantic operations
during idiom comprehension.

Conversely, in a non-sentential paradigm, Dikker and
Pylkkänen (2013) found that predictability effects concentrated
on the theta band (4–7 Hz), both before and after target word
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presentation. They generated predictable or unpredictable con-
texts for single words using preceding pictures (e.g., picture of
an apple vs. picture of a bag with several fruits followed by the
word “apple”), and examined also the effect of a match or vio-
lation for the predictable condition. Before presentation of the
target word, more theta band activity for the predictable contexts
over left mid-temporal cortex is interpreted as an index lexical
retrieval. After target word onset, the contrast between a match
or mismatch of the expectation also showed effects in the theta
band.

Indeed, results from sentential paradigms also show theta
band power increases may accompany lexical retrieval, as well
as semantic violations. Bastiaansen et al. (2012) suggest that
theta band power increases during lexical retrieval may reflect
the binding of semantic properties across distributed representa-
tions: the topography of theta-band power accompanying content
words was found to be modulated by the semantic proper-
ties of the words being processed, so that items with auditory
semantic properties elicited theta increases in areas overlying
auditory cortex, whilst those with visual semantic properties did
so in areas overlying occipital lobes. On the other hand, theta
power increases as a result of semantic violations (Davidson and
Indefrey, 2007, Wang et al., 2012) could reflect error detection
processes.

A complementary view (Klimesch, 1999), attributes theta
increases to the encoding of new information, whilst search and
retrieval in long-term memory would involve de-synchronization
in upper alpha band (∼11–12 Hz), which positively correlated
with memory performance. Klimesch related lower alpha band
power (∼8–10 Hz) to attentional processes, although the specific
boundaries between theta and alpha sub-bands would be subject
to high individual variability.

Outside the language domain, Karakaş et al. (2000) studied
the decomposition of the P3 ERP component under different
paradigms, finding that although it could be explained in terms
of superposition of oscillations in lower frequency ranges (delta
– 1–3 Hz and theta – 4–7 Hz), a larger amount of variance was
explained by delta band oscillations at Pz, with power in this range
correlating positively with P3 amplitude. As a result, the delta
response is interpreted by the authors as reflecting matching and
decision-making operations. Furthermore, Roehm et al. (2007b)
re-analyzed the EEG results from the earlier-described antonym
study (Roehm et al., 2007a), in order to further dissociate
the hypothesized N400/P3 overlapping processes. Indeed, their
results showed that the graded N400 response was reflected in
qualitative differences in the frequency domain: a delta response
(1–3 Hz), maximal at Pz was observed in a comprehension task
for the expected antonym pairs only (both in total power and
in the time-frequency decomposition of the ERP waveform),
but no differences in this range were observed between the two
violation conditions. In contrast, a response in the lower theta
band (3.5–5 Hz) was reported for the unrelated violation only
(although such an increase was not observed in total power, only
in the frequency decomposition of the ERP waveform).

Based on the literature reviewed, we could draw the follow-
ing hypotheses for the present analysis: First, if a categorical,
target-identification mechanism is in place during processing

of MWE (Roehm et al., 2007a, Molinaro and Carreiras, 2010,
Vespignani et al., 2010), a P3-related increase in delta power
during the N400 time-window (Karakaş et al., 2000, Roehm
et al., 2007b) would be expected for MWEs relative to compo-
sitional contexts. A first, low-frequency analysis will therefore
focus on the two high CP conditions only. Second, if gamma
power increases reflect semantic operations in high predictabil-
ity contexts (Rommers et al., 2013a), increases in such a power
range from 200 ms onwards would be expected when expectations
are semantically-based (compositional contexts as compared to
low cloze probability controls, Wang et al., 2012), but not when
they are based on associative relationships (MWEs as compared
to controls), involving a visual, rather than a semantic expec-
tation (Rommers et al., 2013a). However, the specific frequency
bands where effects may be detected could be influenced by spe-
cific experimental settings and analysis methodologies, so that
the whole frequency spectrum will be examined. Finally, if qual-
itative differences between associative and semantically-based
anticipations exist, detected effects could be differently modu-
lated by item-level parameters. Form-based characteristics might
be influential for associative anticipations (modulating the dif-
ficulty of the target-identification mechanism, Herrmann and
Knight, 2001) whilst meaning-based factors could modulate the
semantically-based predictions.

2. MATERIALS AND METHODS
2.1. PARTICIPANTS
Thirty-six right-handed native Spanish speakers took part in the
experiment (mean age: 22.9, SD age: 5.2; 31 females), receiving
e10 in exchange for their collaboration. They were all right-
handed and had no history of neurological disease. Their vision
was normal or corrected to normal.

2.2. MATERIALS
A set of 88 target words (TW) were embedded in three kinds
of sentences: collocational contexts, where the TW was the
last item in a multi-word expression (MWE)3 ; semantically
high-constraining contexts (SEM), where the TW was highly
predictable, but not part of a fixed string; and semantically low-
constraining sentences (CTR), where the TWs were unpredictable
given their previous context, but nevertheless congruent. Target
words were the same, and located in the same position within the
sentence across conditions at the item level. They were never the
last item of the sentence and were always content words. Their
cloze-probabilities (as evaluated by an independent group of 40
native Spanish speakers) were very high for the MWE and SEM
and did not statistically differ amongst themselves (MWE: Mean:
82.42, SE: 2.56; SEM: Mean: 81.56, SE: 2.08; t(87) = 0.27); CP of
TW in the control (CTR) condition was zero.

The MWE used in the first condition were more than three
words long (Mean: 4.05, SE: 0.10). They were also very frequent
expressions, as demonstrated by their frequency of occurrence
(Mean: 829.51, SE: 215.11) in the Corpus de Referencia del Español

3These sentences were selected from the stimuli used by Molinaro and
Carreiras (2010), which included multi-word expressions extracted from the
CESS-ECE corpus (Martí and Taulé, 2007).
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Actual (http://corpus.rae.es/creanet.html), and highly familiar, as
evaluated through a questionnaire given to 54 independent native
Spanish speakers (mean rating: 5.87, SE: 0.19, on a 7 point scale
where 1: never heard; 7:heard very often). Lexical characteris-
tics (frequency, orthographic neighbors, and length) of the word
preceding the target were also controlled for (no t-value larger
than 1.32), which was often a function word (CTR: 53; SEM:
48; MWE: 52), and in the remaining cases a content word. This
assured that no differences between conditions in the pre-target
word interval could derive from the lexical properties of the pre-
ceding word, thus minimizing possible uncontrolled carry-over
effects. For further details regarding the materials, see Molinaro
et al. (2013).

The final experimental set of stimuli was comprised of 264 sen-
tences (see Table 1 for examples), and an additional 12 sentences
used in a practice session.

2.3. PROCEDURE
Participants were tested individually in an electrically-shielded
room. Sentences were presented on a CRT computer screen one
word at a time. Each word remained on screen for 300 ms and
was followed by a 300 ms blank. Yes/No comprehension questions
were presented every five sentences on average and sentence order
was fully randomized. Twelve practice trials were provided before
the experimental session started, which lasted 1 h and 15 min
including five breaks across the session. EEG data was simultane-
ously recorded using BrainAmp system (Brain Products GmbH),
through 32 electrodes, at a sampling rate of 500 Hz. Twenty-seven
of these were mounted on an EasyCap according to the 10–10
international system (Fp1/2, F3/4, F7/8, Fz, FC1/2, FC5/6, C3/4,
Cz, T7/8, CP1/2, CP5/6, P3/4, Pz, P7/8, O1/2), with two electrodes
placed on the two mastoid bones and an additional four facial
electrodes (two electrodes placed below the two eyes and two elec-
trodes placed on the external chanti of both eyes). Recording was
on-line referenced to the left mastoid. Scalp and mastoid elec-
trode impedance was kept below 5 kOhm, and below 10 KOhm

Table 1 | Examples of sentence stimuli.

Condition Example

MWE Aunque todos éramos incrédulos al respecto, todo se
solucionó como por arte de magia cuando más falta hacía.
Although we were all skeptical about the issue, everything
was solved “as if by art of magic” when it was most
needed.

SEM El mago nunca revela sus trucos, siempre dice que ha sido
cosa de magia y no tiene explicación.
The magician never reveals his tricks, he always says it was
just magic, and cannot be explained.

Control Como estábamos muy estresados Eneko y yo, acudimos
anoche a un espectáculo de magia y de humor.
Since we were feeling very stressed, Eneko and I went to a
magic and humor show last night.

Target word (TW) appears in bold. English translation for the multi-word

expression (quoted values) is literal.

for the horizontal eye positions. For further details regarding the
procedure, see Molinaro et al. (2013).

2.4. TIME-FREQUENCY ANALYSIS
Data analysis was carried out in Matlab 2010b, using the FieldTrip
toolbox (Oostenveld et al., 2011). EEG was re-referenced offline
to the average activity of the two mastoids and filtered with a
0.1–120 Hz band pass filter. The recordings were segmented in
time intervals between−1800 and 1000 ms relative to the presen-
tation of the target word. Eye movements, blinks and electrocar-
diographic artifacts were reduced using independent component
analysis (Jung et al., 2000), with subsequent visual inspection of
the data to remove any epochs with remaining artifacts. Data from
two participants were discarded due to rejection of a high num-
ber of trials, and of a further participant due to accidental loss of
codes indicating order of trial presentation. From the remaining
33 participants, 6.1% of trials were rejected on average, with no
significant across-condition differences [F(2, 66) = 1.11, p = 0.3].

EEG data were then demeaned to eliminate channel bias, by
subtracting the mean over the entire epoch from each ampli-
tude value. The time-varying power spectrum of single trials was
obtained using two different techniques: a multi-taper approach
(Mitra and Pesaran, 1999) for the gamma-range (30–80 Hz) and
a Hanning window (500 ms window, 2 Hz frequency steps, 40 ms
time steps) for the lower frequencies (0–30 Hz). In the multi-taper
analysis, power was calculated using three orthogonal tapers and a
time-varying taper length for each frequency (fitting 5 cycles), so
that the temporal smoothing decreased with higher frequencies.
Time and frequency steps of the sliding window were the same as
for the Hanning analysis. Power values were expressed as relative

This is a 300 ms interval prior to the presentation of the word pre-
ceding the target (TW-1), rather than the TW itself, which allows
direct comparison with the ERP results presented by Molinaro
et al. (2013), and minimizes the presence in the baseline of any
pre-stimulus predictability effects.

2.5. STATISTICAL ANALYSIS
2.5.1. Confirmatory analysis
Statistical comparisons (for each time, frequency, and electrode
over the hypothesized windows) were performed through non-
parametric permutation-based t-tests (MWE vs. SEM compar-
ison) and F-tests (involving all three conditions), using 1000
permutations. We hypothesized differences between the two
high-expectancy conditions in the delta band, so the two-way
comparison (MWE vs. SEM) was used for a low frequency range
(1–3 Hz) over an N400-like time window (200–600 ms, Kutas and
Federmeier, 2011). On the other hand, we expected differences
in the gamma band between low and both types of high CP
items, so all conditions were contrasted for a high frequency range
(40–70 Hz) encompassing the one described by Wang et al. (2012)
and Rommers et al. (2013a).

2.5.2. Exploratory analysis
The above analysis was then extended to include the full frequency
range (0–70 Hz), in order to identify other effects not predicted by
our hypotheses.
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In addition, these comparisons (both for the confirmatory and
exploratory analyses) allowed us to further specify the time (ms),
frequency (Hz) and space (electrodes) intervals to be considered
in the following mixed-effects analysis. Such a selective analysis
avoids circularity (Kriegeskorte et al., 2009) by using independent
criteria for data selection (differences in the means across condi-
tions) and statistical inference (correlation between power values
and several item-level variables). The only predictor in the models
that would suffer from circularity is condition. Since our selection
procedure was based upon differences in condition means, no sta-
tistical inferences can be drawn from the presence of a main effect
of condition in the regression models.

2.5.3. Mixed-effects multiple regression
The log-transformed power averaged over the selected windows
served as the dependent variable against which a mixed-effects
multiple regression analysis with crossed random effects for sub-
jects and items (Baayen et al., 2008) was performed.

Several item-level variables covering both form-based and
meaning-based characteristics of the TWs were included as inde-
pendent variables in the models (see Table 2 for descriptive
statistics):

• Number of characters (NRCHAR): A number of low-level lexical
factors, such as number of characters, font type and size, have
been reported to affect reading times (Rayner and Pollatsek,
1987). With regard to ERP components, word length affects
early stages of processing (∼100 ms), probably reflecting visual
analysis of the stimulus, without interacting with the semantic
processing of the item (Hauk et al., 2006). Since monospaced
fonts were used in the experiment, physical word length could
be measured by the number of characters.
• Orthographic neighbors (NEIGHB): As with word length, the

number of orthographic neighbors (visually similar items, such
as “cat”/“car”) affects orthographic discrimination of words
and can influence both RTs (e.g., McClelland and Rumelhart,
1981) and ERPs (Holcomb et al., 2002). These values, esti-
mated as the Levenshtein distance, were obtained from the
EsPal database (Duchon et al., 2013).
• Single word frequency (LOGFREQ): The effects of word fre-

quency in reading have been repeatedly reported (e.g., Juhasz
and Rayner, 2003), although the degree to which this reflects
a form-based or meaning-based facilitation derived from

Table 2 | Item-level variable descriptive statistics.

Variable Condition Range Median Mean SD

Wordpos Both 8–24 17.00 17.39 3.23

Nrchar Both 3–11 5.00 5.45 1.62

Neighbors Both 1.00–2.60 1.50 1.45 0.39

Logfreq Both 0.42–3.14 2.15 2.00 0.66

Logfreqbi MWE 0.09–2.27 0.72 0.89 0.64

SEM 0.00–2.26 0.78 0.57 0.76

CP MWE 10–100 92.99 82.22 24.08

SEM 40–100 90.00 81.56 19.55

familiarity can be questioned (familiarity with the written
word-form vs. familiarity with the concept). Baayen (2005)
suggests that the tighter correlation of this measure with other
word meaning, rather than word form measures, indicates that
word frequency mainly indexes conceptual familiarity. Log-
transformed word-frequency estimates were obtained from the
EsPal database (Duchon et al., 2013).
• Word bigram frequency (LOGFREQBI): The frequency of occur-

rence of two word sequences has also been shown to affect read-
ing times (for a review, see Tremblay, 2012). Log-transformed
bigram frequency estimates calculated from bigram counts
(CREA corpus) were included in the models in order to control
for such effects.
• Cloze Probability (CLOZEPROB): The main object of this study

is to explore whether the differences in predictive processing
of highly predictive compositional vs. associative contexts are
qualitative or quantitative. As such, including in the model a
measure of predictability allows the estimation of the effects
of condition, once quantitative differences in predictability are
accounted for. Although cloze probability for our conditions of
interest was always high, there was enough variability to allow
its inclusion as continuous predictor of power (see Table 3).
In addition, its values were log transformed to obtain a better
spread.
• Word position (WORDPOS): Word position in a sentence has

been shown to influence RTs, N400 amplitude (Van Petten
and Kutas, 1990), and also power estimates over certain fre-
quency bands (Bastiaansen et al., 2002). This has typically been
interpreted as a predictability effect: as a sentence develops,
higher semantic constraints are placed on upcoming items.
This variable was codified as position of the target word from
the beginning of the sentence.
• Trial number (TNUMBER): Sentence position in the exper-

imental list was included in order to control for fatigue or
practice effects.

Initial models included by-subject and by-item intercepts as ran-
dom effects, and as fixed effects all the item-level variables (cen-
tered and scaled) in addition to the interaction of each with a
categorical condition factor (SEM = 0; MWE = 1). Final mod-
els were built by back-fitting fixed effects and forward fitting
by-subject and by-item random slopes. First, predictors with
|t| < 2 were removed one at a time, starting with the interaction
terms. The significance of each predictor was assessed through
log-likelihood tests, so that only those that improved model
fit (p < 0.05) were kept in the models. By-subject and by-item
random slopes were then assessed individually using likelihood
tests.

Table 3 | Selected windows for mixed-effects analyses.

Window Time Frequency Channels

1. Theta/delta 400–600 ms 2–4 Hz CP1, CP2, P3, Pz, P4

2. Alpha/theta 260–420 ms 7–9 Hz F7, F3, FC5, T7

3. Gamma 220–300 ms 50–70 Hz FC5, T7, CP5, FC1, C3, CP1
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Outlier removal was handled after model fitting, since mixed-
effect modeling is less vulnerable to extreme values that can
critically affect other analyses highly dependent on means aggre-
gation (Baayen and Milin, 2010).

3. RESULTS
3.1. WINDOWS OF INTEREST
Statistical comparisons of the spectral-power estimates were per-
formed using the Resampling Statistical Toolkit, part of the
EEGLAB toolbox Delorme and Makeig (2004) for Matlab. The
obtained p-values were corrected through the false discovery rate
(FDR) method (Benjamini and Yekutieli, 2001), but under this
correction, conservative with small effects, no significant differ-
ences were found for any of the contrasts in the confirmatory
or exploratory analyses. No strong differences between condi-
tions could therefore be detected using averaging-based analysis
techniques.

Since the focus of the present study is to use item-level prop-
erties to characterize the frequency response in each condition,
windows of interest were identified using uncorrected p-values
(set at an α = 0.01), and subjected to a certain degree of smooth-
ing through inspection of t- and F-maps masked with a more
liberal threshold (0.05).

3.1.1. MWE vs. SEM contrast, low frequency bands (0–30 Hz,
0–600 ms post TW)

The t-maps (p < 0.01, uncorrected) showed two windows which
were selected for further analysis (see Table 3):

1. At the boundary between delta and theta bands (2–4 Hz), from
400–600 ms over parietal electrodes (CP1, CP2, P3, Pz, P4).
Power over the selected interval was lower for MWE (mean:
1.06, SE: 0.03) as compared to SEM (mean: 1.12, SE: 0.03).

2. At the boundary between alpha and theta bands (7–9 Hz),
from 260–420 ms over left frontal and temporal electrodes (F7,
F3, FC5, T7). Power over the selected interval (see Figures 1, 2)

was lower for MWE (mean: 0.97 ; SE: 0.03) than SEM (mean:
1.08; SE: 0.04).

3.1.2. All conditions analysis, high frequency bands (30–70 Hz,
0–600 ms post-TW)

The one-way ANOVA F-maps (contrasting the three conditions
MWE, SEM, and CTR) showed differences within an upper
gamma band window (50–70 Hz) in the 220–300 ms interval,
over left lateralized electrodes (FC5, T7, CP5, FC1, C3, CP1).
Figures 1, 2 show that power within this frequency during this
time-interval is higher for MWE (mean: 1.04, SE: 0.01) than SEM
(mean: 0.97, SE = 0.01), with CTR showing an intermediate
pattern (mean: 0.98, SE = 0.01).

3.2. MIXED-EFFECTS MODELS
Data was analyzed using the free software statistical package R
(R Core Team, 2013) and the lme4 and lmerConvenienceFunc-
tions libraries (Tremblay, 2011; Bates et al., 2012 respectively).
Correlations amongst some of the predictors were high, espe-
cially between orthographic neighbors and number of characters
[r = 0.77, t(86) = 10.18, p < 0.001]. However, multicollinearity
diagnostics showed that the problem was not severe (a kappa
test on the baseline predictors gave a condition value, κ , of 6.94,
indicative of mild co-linearity).

3.2.1. Window 1: Delta/Theta (2–4 Hz)
Neither of the single-item predictors nor their interactions with
condition were found to be significant.

3.2.2. Window 2: Theta/Alpha (7–9 Hz)
A condition by word-position interaction was found to be sig-
nificant by a likelihood test comparing the model with and
without the interaction (χ2

(1) = 3.83, p = 0.05; see Table 4 for
model coefficients). No by-subject or by-item slopes were signifi-
cant. Exploration of quartile-quartile plots and residuals revealed
normality and homoscedasticity, indicating that the model was

FIGURE 1 | Time-frequency representations of the two high expectancy conditions (MWE, SEM) at electrode T7. High and low frequency ranges are
represented separately. The third panel shows the contrast between both conditions, with the selected window for further analysis outlined in black.
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FIGURE 2 | Temporal evolution of power between 0 and 0.6 s post TW

onset over selected channel-frequency windows: (A) alpha/theta, (B)

mid gamma band. Error bars indicate standard errors around the mean, for

illustrative purposes; dotted lines mark analyzed time-window. Although the
control condition was not analyzed in the low frequency contrast, it is
included in the figure as a reference.

Table 4 | Fixed effects for Theta/Alpha models.

Model Fixed effects Estimate SE t-value

MWE coded as 1 (Intercept) 0.230 0.026 8.58

Wordpos 0.025 0.021 1.16

Cond −0.029 0.030 −0.94

Cond:wordpos −0.059 0.030 −1.96

SEM coded as 1 (Intercept) 0.197 0.026 7.53

Wordpos −0.035 0.021 −1.61

Values for condition and condition-by-word position interaction for both models

are the same, and therefore not reported for the second model.

coping well with the data, so no further outlier removal was
performed. Variance for the random effects was 0 for by-item
intercepts and 0.008 for the by-subject intercepts, with a resid-
ual variance of 1.24. Following Barr et al. (2013), we also built
a maximal model including by-subject slope for the condition-
by-word-position interaction (the model did not converge when
also including a by-item slope). The fixed effect estimate for the
condition by word position interaction did not differ from the
results reported in Table 4, although there was a slight drop in
the corresponding t-value (−1.92), and in the χ2 statistic from
the likelihood ratio test (χ2

(1) = 3.65, p = 0.056).
The condition by word-position interaction was tested by fit-

ting an additional model where the condition factor was re-coded
(MWE = 0, SEM = 1), so that the coefficient for word position
reflects the simple slope for each group. The correlation between
power and word position was positive for SEM, and negative for
MWE, being stronger for the latter (see Table 4).

3.2.3. Window 3: Gamma (50–70 Hz)
For the gamma frequency range, condition and cloze probability
remained as predictors in the final model (|t| > 2). The signif-
icance of Cloze probability was confirmed by a log-likelihood

ratio test (χ2
(1) = 4.33, p = 0.04). Power levels were higher for the

MWE than the SEM condition. Exploration of quartile-quartile
plots and residuals revealed that the model was not coping very
well with extreme values, deviating from normality. The data
was therefore trimmed, eliminating data-points whose residu-
als were more than 3.5 SD away from the mean (29 data points
were removed), resulting in a much better model fit (see Table 5
for trimmed model coefficients). Variance for the random effects
was 0.0001 for by-item intercepts and 0.0003 for the by-subject
intercepts, with a residual variance of 0.24. Estimates for cloze
probability fixed effect remained the same after fitting a model
with a maximal random effect structure, with χ2 values obtained
through a log-likelihood ratio test dropping slightly (χ2

(1) = 3.97,
p = 0.05).

4. DISCUSSION
The present study aimed to investigate whether different brain
dynamics underlie the predictive response to words embedded
either in regular compositional contexts or in MWEs. In the for-
mer case, prior semantic information would be used in order
to anticipate an upcoming concept and the corresponding likely
word candidate. This process, previously linked to the N400
component, would be graded and modulated by the conceptual
similarity of the expected item to the actually encountered one.
However, several authors (Roehm et al., 2007a, Molinaro and
Carreiras, 2010, Vespignani et al., 2010) have proposed that under
the associative contexts generated by fixed strings, a categorical
expectation is generated, leading to prior lexical retrieval of the
upcoming word.

In the case of multi-word expressions, the visual recogni-
tion process during reading would thus be akin to a target-
identification mechanism, where the encountered stimuli would
be compared to an internal representation. Such a process could
be indexed by the presence of a P3 effect in comparison to
regular compositional contexts. Molinaro et al. (2013) exam-
ined this question by comparing MWEs to highly constraining
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compositional contexts, finding evidence for the presence of qual-
itative differences between conditions, through a phase-locking
value analysis that revealed differences before presentation of the
target word, as well as through an event-related potentials analysis
suggesting the presence of a P3 effect for fixed strings. However,
the additive nature of the EEG signal and the averaging proce-
dure of the ERP analysis do not allow for conclusive results in this
regard. The present study aimed to find further evidence of qual-
itatively different processes in the post-stimulus interval using
time-frequency decomposition of the EEG signal, and regression
statistical analyses characterizing the frequency response in terms
of item-level variables.

We expected to find differences in two frequency bands: in
a delta range, during 200–400 ms and in a gamma range, from
200 ms onwards. Previous research had linked an increase in delta
power to target identification mechanisms and the P3 compo-
nent, during reading of fixed expressions (Roehm et al., 2007b)
as compared to compositional contexts, but also in non-linguistic
domains (Karakaş et al., 2000). In addition, Wang et al. (2012)
reported increases in gamma power during reading of highly
expected words as compared to low cloze probability controls,
whereas Rommers et al. (2013a) showed that gamma power was
higher for semantically constraining contexts than for idiomatic
expressions. However, our results revealed no statistically signifi-
cant differences when comparing power levels averaged over all
trials for each condition over the hypothesized time-frequency
windows, or over the whole spectrum after correcting for multiple
comparisons.

On the one hand, a priori determination of frequency bands
may miss effects present in the data: small differences between
studies employing similar paradigms may lead to substan-
tial differences in the frequency response (see discussions in
Klimesch, 1999: regarding individual differences, and Davidson
and Indefrey, 2007: regarding the impact of rate of presentation).
On the other, statistical comparisons of the full time-frequency-
channel data averaged over linguistically variable items may lack
the power to detect small effects after correcting for multiple
comparisons.

We therefore took an alternative strategy. We used a data-
driven approach to select windows of interest (based on maximiz-
ing differences between time-frequency-channel data averaged
over trials in each condition), and performed a regression analysis
to assess how item-level properties modulated the power response
(averaged over the selected time-frequency-channels) in each
condition, focusing our statistical inference on the latter. This
allowed us to evaluate whether both conditions differed in a qual-
itative way through the presence of condition-by-lexical variable
interactions, even when we could not draw inferences regarding
differences in the overall means due to the lack of significant

Table 5 | Fixed effects for trimmed Gamma model.

Fixed effects Estimate SE t-value

(Intercept) −0.061 0.010 −6.07

Cond 0.048 0.014 3.57

Clozeprob 0.014 0.007 2.06

results in the selective analysis. Furthermore, the presence of
significant main effects of any of the item-level variables may
provide information regarding the underlying cognitive processes
indexed by power in the given range. In this way, one of the
three windows identified (in delta frequency range) was dis-
carded, as no predictors were significant in the mixed-effects
model except for condition. We concentrate further discussion on
the remaining windows.

4.1. LOW FREQUENCY RESPONSES
Following the two-way contrast between the semantically con-
straining sentences and those containing fixed expressions, a
cluster at the theta/alpha boundary (6–9 Hz) from 260 to 420 ms
over frontal and temporal electrodes in the left hemisphere was
selected for further analysis. Overall mean power within this win-
dow was lower for MWEs than for compositional contexts (mean:
0.97; SE: 0.03 vs mean: 1.08; SE: 0.04). However, the regression
analysis revealed a condition-by-word-position interaction show-
ing that the differences in power between the two conditions were
not constant across the sentence. Theta power was negatively cor-
related with word position only in the case of fixed strings, and
seems to be lower than for compositional contexts only when
the target word occurs later on in the sentence, where differences
between conditions are maximal (see Figure 3).

Such a frequency range, between 6 and 9 Hz could be inter-
preted as a lower alpha or as a theta effect, given the high inter-
individual variability in alpha band frequencies (Klimesch, 1999).
Lower-alpha desynchronization has been linked to attentional
processes, whilst theta-band synchronization has been linked
to lexical-semantic retrieval (Bastiaansen and Hagoort, 2003).
However, both the topography (left hemisphere) and the timing
of the cluster are more consistent with the language-related theta
effects described by Bastiaansen and Hagoort (2003).

Taking theta power to be an index of lexical retrieval, our
hypotheses would predict lower power levels for MWEs than
compositional contexts: In the case of MWEs only, retrieval of
the whole lexical bundle would have taken place at an earlier
time-point in the sentence, once the expression is recognized as

FIGURE 3 | Word-position by condition interaction for Alpha/Theta

band model (6–9 Hz). Axis show transformed values for the dependent
and independent variable: logarithm for the relative power values, and
centered values for word position.
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such (recognition point, see Vespignani et al., 2010). In the case of
semantically constraining sentences, an anticipatory facilitation
could lead to a certain degree of pre-activation, but full retrieval
would still require visual recognition of the upcoming item.

However, our results show that the differences in theta power
between the two conditions is modulated by target word posi-
tion, with the expected pattern (lower values for fixed strings)
being strongest when the word appears later on in the sentence.
If prior lexical retrieval at the recognition point is responsible for
differences in theta-band synchronization, it follows that such a
recognition point is dependent upon word position in the sen-
tence. The absence of strong semantic constraints at the beginning
of a sentence might delay the recognition point to the last element
of a fixed expression, so that full retrieval of the lexical bundle
would coincide with recognition of the target word. As the sen-
tence unfolds, the increase in contextual semantic information
(preceding the onset of the MWE) can lead to an earlier recog-
nition of the fixed expression, allowing for full lexical retrieval of
the fixed string before the target word is actually encountered.

We did not find evidence to support our first hypothesis, that
predicted P3-related delta increases for fixed strings as compared
to compositional contexts. This could be related to differences
in the paradigms employed: Roehm et al. (2007b) compared the
response to a highly expected antonym with a related-substitution
that was nevertheless unexpected. In contrast, in the Molinaro
et al. (2013) paradigm both conditions had a high cloze probabil-
ity. In addition, Roehm et al. showed that the delta response was
contingent on the task employed, and could not be detected when
it involved lexical decision rather than comprehension. Although
the paradigm used in the present study also involved a compre-
hension task, it differed with the one employed by Roehm et al.
in another important aspect: the stimuli included only correct
sentences, with no violations.

4.2. HIGH FREQUENCY RESPONSE
Following from the results reported by Wang et al. (2012) and
Rommers et al. (2013a), we expected to find predictability-related
increases in gamma (40–70 Hz) synchronization from 200 ms
onwards (Wang et al.’s effect persists over 1 s) for the semantically
constraining contexts as compared to controls and as compared
to MWEs. However, our three-way comparison between all con-
ditions revealed no significant differences after correcting for
multiple comparisons.

Subsequent window-selection procedure identified a smaller
time-window (∼200–300 ms), for a gamma range between 50
and 70 Hz, that was further analyzed using mixed-effects models.
Interestingly, the regression model provided evidence that gamma
power within this range was indeed related to predictability, with
cloze probability being a significant positive predictor of power.
There was no significant interaction between this predictor and
condition, showing that such a relationship held true across the
two high predictability contexts. However, gamma power for the
low cloze-probability controls was not lower than for the seman-
tically constraining contexts (mean: 0.98, SE = 0.01; mean : 0.97,
SE = 0.01, respectively). This discrepancy could be explained
in terms of differences in the baseline interval used to calcu-
late relative power values. Although the characteristics of words

prior to the target were carefully controlled for in Molinaro et al.
(2013), cloze probabilities of words preceding the target were con-
siderably lower for controls than for the two high expectancy
conditions (see Table 1 in Molinaro et al.). In addition, whether
the positive relationship between cloze probability and power
held true within the control sentences could not be assessed given
the low variability of cloze probability in this condition. For this
reason it is critical to evaluate relative differences between the two
high expectancy contexts.

Our data is thus consistent with Wang et al.’s (2012) results
linking gamma to predictability, but contrary to Rommers et al.
(2013a), we cannot link this frequency range to semantically-
based anticipations: gamma power was higher for words embed-
ded in idiomatic experessions than for semantically-constraining
contexts (see Figure 2). Such a discrepancy could be explained in
terms of task differences: whilst Rommers et al. used a paradigm
that included sentences with expectation violations, our experi-
mental stimuli only contained correct sentences. The proportion
of expectation violations in an experimental set has been shown
to modulate the the N400 effect (Lau et al., 2013), and cog-
nitive factors like attention Gruber et al. (1999) can modulate
gamma-band activity. Attentional patterns may differ in each
experimental setting: In a context where only correct sentences
are seen an appropriate processing strategy would be to rely on
top-down predictions regarding the upcoming word. On the con-
trary, within the presence of violations more attentional resources
may be devoted to bottom-up analysis of the stimulus. If gamma
power can be related to predictability across different levels of the
cognitive hierarchy, attention-related task differences may modu-
late at which level (semantic or visual) predictability effects may
be enhanced, and therefore detected.

Interestingly, the temporal evolution of power in our case also
appears to be different to the one reported by previous studies.
Whilst Rommers et al. report gamma synchronization post tar-
get word that persists over 1 s for the semantically constraining
condition, our results show successive increases and decreases in
power values for the two high predictability conditions during
the first ∼300 ms, that are nevertheless out of phase, resulting in
maximal differences between conditions between 220 and 300 ms
(interval that was detected by our data-selection analysis). In con-
trast, power levels for the control condition remain fairly stable
during the whole post-target word interval.

A tentative explanation for such a pattern would be a gamma-
rhythm modulation by theta-band oscillations, mechanism that
has been proposed to integrate local cell assemblies into large-
scale networks (for a review, see Buzsáki and Wang, 2012).
Top-down modulation driving the activation of the expected rep-
resentation would involve large-scale network synchronization
in the theta band, whilst successful match with the encountered
stimulus could lead to a local increase in gamma-synchronization.
Through cross-frequency coupling of gamma power with the
theta-rhythm, information about the success of the match may
be incorporated into the large-scale network. This process would
not be in place for our low predictability sentences, where a suc-
cessful match is not expected. In addition, the differences in phase
between power oscillations for the two high probability condi-
tions could reflect differences in the timing of the predictability
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response, with an earlier confirmation of the expectation for
the case of MWE. It is important to note, however, that this is
only a tentative explanation based on visual inspection of the
plots, pointing to an interesting avenue for further analysis of this
data-set.

4.3. FINAL REMARKS
In sum, our results provide further evidence of a qualitative dif-
ference in anticipatory processing of fixed strings and regular
compositional contexts, as evidenced by the differential influence
of word position on power in a theta-like range for each type of
context. Modeling the frequency response as a function of differ-
ent item-level variables thus allowed us to better characterize the
cognitive processes under each condition, even in the absence of
statistically-detectable differences in the overall means.

We suggest that qualitatively different top-down modulation
processes in a pre-TW interval could be leading to a pre-activation
of certain lexical entries in the case of semantically constrain-
ing sentences, and to full retrieval for MWE. Upon encountering
the target word, this would lead to subsequent facilitation in
lexical retrieval in the former, and a decision to classify the
stimulus as a target in the latter. However, the matching step
between the bottom-up and the top-down generated representa-
tions (whether through full retrieval or pre-activation of an item)
would involve the same gamma-band synchronization mech-
anism, which could show quantitative modulation: earlier in
time and with a higher intensity for MWE than compositional
contexts. However, our analysis followed an exploratory method-
ology, so that further research is needed in order to confirm the
presented results.

In future studies, we intend to better characterize the different
steps of these anticipatory mechanisms, by analyzing a pre-target
word interval. It will be interesting to consider how lexical char-
acteristics of the yet-to-come target word influence effects in this
time period, and to quantitatively assess cross-frequency cou-
pling. Using MEG and source reconstruction techniques together
with individually-determined frequency bands may also enhance
the power of the experimental set-up.

Finally, future research into the prevalence and importance of
associative relationships between words may bring new insights to
our understanding of language function and use. MWEs may play
a special role in language, by providing “ready-made” strings to be
directly retrieved from memory, thus relieving demands on work-
ing memory (Skehan, 1998, Bybee, 2006). The extent to which
language relies on such strings, rather than pure compositionality,
remains an open question.
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Developing readers have been shown to rely on morphemes in visual word recognition

across several naming, lexical decision and priming experiments. However, the impact

of morphology in reading is not consistent across studies with differing results emerging

not only between but also within writing systems. Here, we report a cross-language

experiment involving the English and French languages, which aims to compare directly

the impact of morphology in word recognition in the two languages. Monolingual

French-speaking and English-speaking children matched for grade level (Part 1) and

for age (Part 2) participated in the study. Two lexical decision tasks (one in French,

one in English) featured words and pseudowords with exactly the same structure in

each language. The presence of a root (R+) and a suffix ending (S+) was manipulated

orthogonally, leading to four possible combinations in words (R+S+: e.g., postal; R+S−:

e.g., turnip; R−S+: e.g., rascal; and R-S-: e.g., bishop) and in pseudowords (R+S+:

e.g., pondal; R+S−: e.g., curlip; R−S+: e.g., vosnal; and R−S−: e.g., hethop). Results

indicate that the presence of morphemes facilitates children’s recognition of words and

impedes their ability to reject pseudowords in both languages. Nevertheless, effects

extend across accuracy and latencies in French but are restricted to accuracy in

English, suggesting a higher degree of morphological processing efficiency in French.

We argue that the inconsistencies found between languages emphasize the need

for developmental models of word recognition to integrate a morpheme level whose

elaboration is tuned by the productivity and transparency of the derivational system.

Keywords: morphology, reading acquisition, cross language comparison, visual word recognition, lexical decision

task

Introduction

In a recent paper, Frost (2012) has put forward a case for a universal model of reading. As it is not
certain that, as a cultural product, written language should be subject to a universal form of pro-
cessing (Coltheart and Crain, 2012), it seems important to consider whether variations in language
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properties constrain the use of particular language units. Dea-
con (2012) rightly pointed out the relevance of the developmental
approach to deal with this issue since a key aspect of developmen-
tal studies is that they tell us which skills drive reading acquisition
and which are the product of reading. In other words, develop-
mental cross language studies should help to disentangle which
aspects of reading acquisition are universal and which depend on
language properties. Therefore, the aim of the present paper is
to compare how English-speaking and French-speaking develop-
ing readers make use of one of the fundamental units of reading
development, namely, morphemes.

Research conducted over three decades has documented the
importance of phonological coding in the earliest phases of
learning to read an alphabetic script (Goswami and Bryant,
1990; Muter et al., 2004; Melby-Lervåg et al., 2012). The key
unit relevant for phonological coding in alphabetic scripts is
the grapheme and its oral counterpart, the phoneme. However,
spelling-to-sound consistency varies across orthographies (Frost
et al., 1987) and alphabetic orthographies are distinguished along
a continuum from transparent to opaque. In some orthogra-
phies, grapheme-phoneme correspondences (hereafter, GPC) are
transparent, with individual graphemes always pronounced in
the same way (e.g., Finnish, Italian). In other orthographies, GPC
are highly opaque, meaning that the same grapheme can be pro-
nounced in different ways (e.g., English). The French orthogra-
phy is opaque in terms of spelling, indeed similar to English in
this respect, but more transparent when it comes to reading.

Orthographic transparency has an impact on the ease with
which children learn to read across countries, and reading
achievement at the end of the first year clearly depends on the
consistency of the GPC (Seymour et al., 2003; Duncan et al.,
2013). Learning to read is particularly difficult for English-
speaking children, who perform at a much lower level than chil-
dren learning to read in other languages. This delay is observed
when reading both familiar words and pseudowords in the ini-
tial phases of reading acquisition (Seymour et al., 2003). The
Psycholinguistic Grain-Size theory (PGST, Ziegler and Goswami,
2005) has been proposed to account for the effects of such cross-
language differences in orthographic depth on reading acquisi-
tion (Ziegler et al., 2001; Ziegler and Goswami, 2006). This model
suggests that reading development across alphabetic scripts may
display some variation in the grain size that children utilize as a
function of the availability of units in oral language and the con-
sistency of the links between these units of speech and written
orthographic symbols. Even though the PGST focuses on reading
aloud, some features may generalize to other aspects of read-
ing such as silent visual word recognition. Equally, other written
units such as morphemes, which are not included in this model
may come to play a role during literacy acquisition, particularly
if these units are available in language and resolve irregularity
within the orthography (Ziegler et al., 1997).

The role of morphology in learning to read alphabetic scripts
has received increased attention over the past two decades due
to a number of factors: (1) most alphabetic writing systems are
morphophonemic, in that they represent both phonemic and
morphemic units; (2) the majority of new words that children
encounter in print are morphologically complex (Nagy and

Anderson, 1984), whichmeans that decomposing complex words
into smaller constituents during visual word recognition should
be particularly relevant when learning to read these words; and
(3) developing readers have acquired morphological awareness
of spoken language and represent morphological information
within their lexicon (Duncan et al., 2009), so given the “intimate
relationship between spoken and written language skills” (Hulme
and Snowling, 2013, p. 1), word reading is likely to draw upon
this ability, particularly in the case of morphologically complex
words.

The role of morphology in children’s visual word processing
has been examined across several languages. In English, chil-
dren name derived words (e.g., dancer) more accurately than
pseudoderived words (e.g., dinner) as early as Grade 2 (Laxon
et al., 1992; Carlisle and Stone, 2005). This effect depends on
family size, i.e. the number of derived forms (Carlisle and Katz,
2006), and on base word frequency for reading accuracy (Mann
and Singson, 2003; Carlisle and Stone, 2005) and reading speed
(Deacon et al., 2011). In Italian, third and fifth graders read
pseudowords made up of morphemes (e.g., donnista) faster than
control pseudowords (e.g., donnosto) (Burani et al., 2002, 2008).
In relation to words, Italian children read derived words faster
than non-derived words but this effect is limited to low frequency
words (Marcolini et al., 2011). Finally, the presence of a base
and/or a suffix facilitates visual word recognition in the French
language (Quémart et al., 2012). When combined, such units
also slow down lexical decisions, give rise to a high false alarm
rate (Quémart et al., 2012) and enhance speed and accuracy of
pseudoword naming (Colé et al., 2012).

Together, these results strongly support the importance
of morphemes for developing readers when reading and/or
accessing the lexicon but fail to provide a unified picture of the
conditions under which this facilitation occurs, since the effects
of morphological structure were not consistent. First, morpho-
logical structure significantly influenced both accuracy and laten-
cies in French but was significant for accuracy only in English.
Second, morphemes affected reading and lexical access when
embedded in words and pseudowords in French, whereas such
effects were observed only when morphemes were located within
words in English and within pseudowords in Italian, except when
words were low in frequency. Third, grade level or age of the par-
ticipants was not constant across studies and there is reason to
believe that the contribution of morphology to word processing
is not the same during the first steps of reading acquisition as it
is later when decoding mechanisms are well developed and more
automatic. Finally, at least two different tasks have been used in
previous studies, naming and lexical decision, complicating com-
parisons. Thus, to shed light on how language affects the use of
morphology, cross-language studies using equivalent stimuli, a
similar procedure and children at comparable grade or age levels
are necessary.

To achieve this goal, the present study compares sensitivity
to morphemes during visual word recognition among children
speaking French vs. English. The French language is acknowl-
edged as a morphologically rich language, with approximately
75% of French words being morphologically complex (Rey-
Debove, 1984), while in English, morphologically complex
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(derived) forms account for 55% of the lemmas in the CELEX
English database. Compounding is more prevalent in English
than French, and is not especially productive in French espe-
cially in colloquial speech, thus word formation relies far more on
derivation than compounding (Clark, 1998; Bauer, 2003). Indeed,
French children perform higher in derived form production than
English children (Duncan et al., 2009). In the present study,
therefore, two effects may act in opposing directions on the out-
come: first, the higher prevalence of affixes in French may make
French readers more sensitive to this unit; and second, the depth
of the English orthography, which makes GPC less reliable, may
in turn favor the use of morphemes to increase the efficiency of
English reading.

A key aspect of our study was to provide direct comparisons
of how language and orthography impose variations in the use of
morphemes in word recognition. This would contribute informa-
tion about linguistic variation that would be useful in extending
reading acquisition models to the morphological level. Our par-
ticipants are typical readers in Grades 3 and 4, in other words,
children who have already established early decoding in learn-
ing to read and who are expected to show morphemic effects
on the basis of previous literature. However, we expect a degree
of disparity between the groups due to cross-linguistic differ-
ences in relevant factors. The nature of these differences should
help in understanding the impact of linguistic variation. We
expect that orthographic depth and morphological productiv-
ity/transparency will both be influential. More use of morphemes
would therefore be expected among the French group on the
basis of morphological prevalence/ transparency but the ques-
tion of whether the utility of morphemes in resolving the greater
inconsistency in English will increase morphemic sensitivity in
the English group beyond the level expected by the influence of
morphological productivity/transparency has still to be resolved.
In sum, if the presence of morphemes facilitates children’s word
recognition and if cognitive processing adapts to properties of
environment stimuli, our first hypothesis is that children will rely
on morphemic units when they process words and pseudowords,
and our second hypothesis is that such morphological effects will
be greater in the French language.

Method

Participants
Participants were 40 fourth graders from Scotland in the UK and
32 fourth graders from France. Both groups came from a similar
middle income socioeconomic intake. The schools that we chose

had middle-class catchment areas, according to national statistics
in each country. Informed consent was obtained for each child.
Mean age in the UK group was 8.41 years and mean age in the
French group was 9.83 years. The difference was significant in
terms of age (see Table 1) and not in terms of schooling because
UK children start primary school 1 year before French children.
A group of 32 French third gradersmatched for chronological age
with the UK children was also recruited (see Table 1).

Background Measures
To ensure that the two groups of fourth graders were comparable
in terms of language abilities, we assessed receptive vocabulary
in each group using the British Picture Vocabulary Scale in the
United Kingdom (Dunn et al., 1997) and the Echelle de Vocabu-
laire en Images Peabody in France (Dunn et al., 1993). All children
performed within the normal range (percentiles 25–90). Reading
skills were assessed using the British Ability Scales Word Read-
ing subtest (Elliott et al., 1983) in the United Kingdom and the
Alouette Test (Lefavrais, 1967) in France. All children performed
within the normal range (percentiles 25–90). The UK group dis-
played a reading age greater than their chronological age (see
Table 1).

Stimuli
A lexical decision task (LDT) was constructed following the same
principles in both languages with close matching of stimuli for
frequency, length and suffixes. We used the French Manulex
database (Lété et al., 2004) and the English Children’s Printed
Word Database (CPWD,Masterson et al., 2003). There were four
categories of words resulting from the presence or absence of a
root and a suffix: (i) R+S+ [root and suffix, e.g., farmer (English),
fermier [farmer] (French)]; (ii) R+S− [root but no suffix, e.g.,
window (English), boutique [shop] (French)]; (iii) R−S+ [no
root but an (orthographic) suffix, e.g., murder (English), ménage
[household] (French)]; and (iv) R−S− [no root and no suffix,
e.g., narrow (English), pédale [pedal] (French)]. The items in
condition (i) were the only real derivations. Pseudowords were
formed from a similar principle resulting in four matched cat-
egories: (i) R+S+ [e.g., gifter (English), rosage (French)]; (ii)
R+S− [e.g., puffow (English), lionque (French)]; (iii) R−S+ [e.g.,
gopter (English), mivage (French)]; and (iv) R−S− [e.g., ferbow
(English), beadle (French)].

There were 29 items per condition in each language (see
Appendix in Supplementary Material). Stimuli characteristics are
presented in Table 2. There were 232 items in total. No fillers

TABLE 1 | Characteristics of the participants: mean chronological and reading age in years(range in brackets).

English 4th gr French 4th gr French 3rd gr En 4th gr-Fr 4th gr

Student t

p-value En 4th gr-Fr 3th gr

Student t

p-value

N 40 32 32

Chronological age 8.41 (7.58–9.25) 9.83 (9.33–10.58) 8.67 (7.58–9.25) 15.19 <0.001 0.95 0.21

Reading level 9.58 (6.5–14) 9.83 (8.5–11.83) 9.16 (7.67–10.91) 0.82 0.42 1.07 0.029

En, English; Fr, French; Gr, grade.
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TABLE 2 | Stimuli characteristics in English and French languages.

WORDS English French Difference student t P-value

R+S+

Frequency 46.83 41.46 0.27 ns

Length 6.38 7.10 2.99 0.01

R+: word frequency 106.14 156 1.16 ns

R+: length 4.21 5 4.3 0.01

R+S−

Frequency 57.24 46.50 0.43 ns

Length 5.83 6.64 3.34 0.01

R+: word frequency 151.69 73.73 1.82 0.07

R+: length 3.72 3.89 0.75 ns

R−S+

Frequency 59.97 45.49 0.81 ns

Length 6.241 6.59 1.33 ns

R−S−

Frequency 44.55 44.38 0.04 Ns

Length 5.97 6.41 2.12 0.04

PSEUDOWORDS

R+S+ length 6.35 7.04 2.55 0.01

R+S− length 5.83 6.79 4.41 0.00

R−S+ length 6.24 6.31 0.30 ns

R−S− length 5.97 6.10 0.61 ns

were added due to the length of the list. While this could poten-
tially lead to an overestimation of the presence of embedded
morphemes, our own assessment of the written language encoun-
tered by French children (via the Manulex database) indicates
a high proportion of morpheme-like units. Due to differences
in language characteristics, the roots in English derived words
are nearly always complete, while roots are often truncated in
French derived words. For example, the English word farmer
contains the whole word root farm, while in the French word fer-
mier [farmer], the final e of the root ferme has been removed.
In our stimulus list, the whole lexical form of the root is trun-
cated in 17 English words (10 in the R+S+ condition, 7 in the
R+S− condition) and in 33 French words (22 in the R+S+ con-
dition, 11 in the R+S- condition). In addition, in English, the base
word is sometimes modified in the derived form by doubling the
consonant. This is a peculiarity of English that complicates the
orthographic definitions. However, given that this feature is quite
common, it was also included as it was considered important to
choose examples that were representative of the two languages in
order to avoid concerns that our list of stimuli might be artificial
in composition.

Procedure
The lexical decision task was administered using Cognitive
Workshop software (Seymour, 1994–1999) in the UK and E-
prime Software, Version 1.0 (Schneider et al., 2002). Items were
presented centrally in lower case Courier New font, size 25.

The participants were required to press the “YES” key (using
their dominant hand) if the string was a real word, and a “NO”
key (using the non-dominant hand) if the string was not a
real word. A trial consisted of a fixation cross during 1500ms
and the target remained on the screen until the participant
responded or for a maximum of 5000ms. Reaction times were
recorded via the keyboard. There were two counterbalanced
sessions with 6 practice items. Items were presented in a ran-
domized order for each participant. All items categories were
mixed within one list. A short pause was introduced after every
20 items.

Results Part I: Grade-Level Matched
Comparison

Data Analysis
Due to differences in the age of schooling, UK children in Grade
4 were a year younger than their French counterparts. Therefore,
we decided to conduct the analyses in two parts. We first com-
pared the performances of the UK group to those of the French
children matched for grade, and then we compared the perfor-
mances of the UK group to those of the French group matched
for age.

Analyses of variance were performed on percentages of cor-
rect responses (accuracy) and reaction times to correct responses,
with root (R+, R−) and suffix (S+, S−) as within-subjects factors
and language group (UK, French) as between−subjects factors.
Only responses longer than 400ms and shorter than 5000ms
were considered in the analysis (0.2% of the data were discarded
from the analysis). We conducted analyses by participants (F1)
and by items (F2) and for the sake of clarity, only significant (or
marginally non-significant) effects—at least on F1 analyses—are
reported.

Word Condition
Accuracy
Figure 1 presents the mean percentages of correct responses for
word stimuli. French children performed more accurately than
English children (95.61 and 75.97%, respectively), F1(1, 71) =

49.41, p < 0.001, η
2
p = 0.41, F2(1, 224) = 119.74, p < 0.001,

η
2
p = 0.35. There was a main effect of suffix, F1(1, 71) = 23.00,

p < 0.001, η2
p = 0.25, F2(1, 224) = 3.77, p = 0.05, η2

p = 0.02,
and a root by suffix interaction in the analysis by participants
only, F1(1, 71) = 3.35, p = 0.04, η

2
p = 0.06, F2(1, 224) = 2.50,

p = 0.11. As the root by suffix by language interaction was also
significant (marginally so, by items), F1(1, 71) = 18.51, p < 0.001,
η
2
p = 0.21, F2(1, 224) = 3.20, p = 0.07, η2

p = 0.02, we examined
this interaction in each group separately.

In the UK group, the root by suffix interaction was significant
(marginally so, by items), F1(1, 39) = 18.19, p < 0.001, η2

p = 0.34,

F2(1, 112) = 2.88, p = 0.08 η
2
p = 0.03, indicating that while the

presence of a suffix had no impact on accuracy when a root was
present (R+S+: 76.03%, R+S−: 77.23%), it improved accuracy
when there was no root (R−S+: 79.81%, R−S−: 70.81%). The
effects were not significant in French.
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FIGURE 1 | Mean percentage of correct responses in the lexical

decision task, real word conditions. En, English; Fr, French; Gr, grade;

R+S+, Root present, suffix present; R+S−, Root present, suffix absent;

R−S+, Root absent, suffix present; R−S−, Root absent, suffix absent.

Latencies
The mean latences for word stimuli.are reported in Figure 2.
The French children responded faster than the English children
[respectively, 1217 and 1415ms, F1(1, 71) = 4.71, p = 0.03, η

2
p

= 0.06, F2(1, 224) = 42.90, p < 0.001, η
2
p = 0.16]. There was a

main effect of root [respectively, 1350 vs. 1317ms, F1(1, 71) =

3.94, p = 0.05, η
2
p = 0.05 F2(1, 224) = 4.32, p = 0.04, η

2
p =

0.02. In addition, the root by language interaction was significant
F1(1, 71) = 9.56, p = 0.003, η2

p = 0.05, F2(1, 224) = 4.32, p = 0.04,

η
2
p = 0.02]. Comparison showed a significant effect in English

only, with the presence of a root slowing down latencies [R+:
1449ms, R−: 1381ms, F1(1, 71) = 12.32, p = 0.001, η2

p = 0.23,

F2(1, 112) = 6.28, p = 0.01, η2
p = 0.05].

The suffix by language interaction was marginally significant
by participants and non-significant by items, F1(1, 71) = 3.33,
p = 0.07, η

2
p = 0.05, F2(1, 224) = 2.19, p = 0.14, η

2
p = 0.01.

The presence of a suffix speeded up word recognition in French
[1195 vs. 1239ms, F1(1, 29) = 4.42, p = 0.04, η

2
p = 0.13,

F2(1, 112) = 3.22, p = 0.07, η2
p = 0.03] but not in English (1421

vs. 1409ms), although it should be noted that this finding did not
generalize across items.

Pseudoword Condition
Accuracy
The mean percentages of correct responses are displayed in
Figure 3. French children responded more accurately than UK
children [respectively, 98.8 and 64% correct, F1(1, 71) = 31.22,
p < 0.001, η2

p = 0.31, F2(1, 224) = 38.80, p < 0.001, η2
p = 0.28].

There was a main effect of root, F1(1, 71) = 40.58, p < 0.001,
η
2
p = 0.36, F2(1, 224) = 24.24, p < 0.001, η

2
p = 0.10, and

an interaction between suffix and language, F1(1, 71) = 35.35,
p < 0.001, η

2
p = 0.33, F2(1, 224) = 3.80, p = 0.05, η

2
p =

0.02. The root by suffix by language interaction was also signif-
icant by participants but not by items, F1(1, 71) = 39.12, p <

0.001, η2
p = 0.36, F2 < 1. For completeness, simple effects were

used to investigate the interaction by participants further but it

FIGURE 2 | Response latencies in the lexical decision task, real word

conditions. En, English; Fr, French; Gr, grade; R+S+, Root present, suffix

present; R+S−, Root present, suffix absent; R−S+, Root absent, suffix

present; R−S−, Root absent, suffix absent.

FIGURE 3 | Mean percentage of correct responses in the lexical

decision task, pseudoword conditions. En, English; Fr, French; Gr, grade;

R+S+, Root present, suffix present; R+S−, Root present, suffix absent;

R−S+, Root absent, suffix present; R−S−, Root absent, suffix absent.

should be noted that the interaction did not generalize across
items.

For the UK children, there were significant main effects of
root, F1(1, 42) = 27.16, p < 0.001, η2

p = 0.39, F2(1, 112) = 11.52,

p < 0.001, η2
p = 0.09, and suffix, F1(1, 42) = 25.80, p < 0.001,

η
2
p = 0.38, F2(1, 112) = 19.60, p < 0.001, η2

p = 0.15. There was
also a root by suffix interaction, F1(1, 42) = 22.95, p < 0.001,
η
2
p = 0.35, F2(1, 112) = 7.40, p = 0.008, η

2
p = 0.06, revealing

that the effect of root was significant only when there was also a
suffix present, with this combination of root plus suffix reducing
pseudoword accuracy.

For French children, there were main effects of root,
F1(1, 39) = 16.95, p < 0.001, η

2
p = 0.37, F2(1, 112) = 13.27,

p < 0.001, η
2
p = 0.11 and suffix, F1(1, 39) = 15.82, p < 0.001,

η
2
p = 0.35, F2(1, 112) = 9.46, p = 0.003, η2

p = 0.08. The root by
suffix interaction was significant, F1(1, 39) = 17.71, p < 0.001,
η
2
p = 0.38, F2(1, 112) = 16.93, p < 0.001, η2

p = 0.13, and, as for
the UK group, the negative effect of the root only occurred when
there was also a suffix present.
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In all, the morphemic effects are similar in both languages but
this interaction indicates that the effects (by participants) appear
stronger in the UK children.

Latencies
Figure 4 shows the mean latencies for the pseudoword condi-
tions. There was a main effect of root, F1(1, 71) = 6.37, p = 0.014,
η
2
p = 0.08, F2(1, 224) = 13.96, p < 0.001, η

2
p = 0.06, and

this effect interacted significantly with language, F1(1, 71) = 5.18,
p = 0.03, η

2
p = 0.07, F2(1, 224) = 6.08, p = 0.01, η

2
p = 0.04.

The negative impact of the root was present in French only [1727
vs. 1619ms, F1(1, 29) = 9.34, p = 0.005, η2

p = 0.24, F2(1, 112) =

16.60, p < 0.001, η2
p = 0.13].

The suffix by language interaction was also significant by par-
ticipants only, F1(1, 71) = 7.03, p = 0.01, η2

p = 0.09, F2(1, 224) =

1.21, p = 0.27, η
2
p = 0.02. Across participants, this indicated

that the presence of suffixes slowed down responses in the French
group only [respectively, 1705 and 1681ms, F1(1, 29) = 4.64,
p = 0.04, η2

p = 0.14, F2(1, 112) = 4.17, p = 0.04, η2
p = 0.04].

Summary of Main Results, Part 1
In sum, sensitivity to morpheme units differed across languages
in processing words, while patterns of response were more com-
parable for pseudoword processing.

Concerning words, the presence of a root slowed word recog-
nition in English only. The presence of a suffix was only benefi-
cial for English accuracy in the absence of a root. In French, the
pattern was different: the presence of a suffix led to faster word
recognition.

In pseudoword processing, across languages, reduced accu-
racy was observed when a pseudoword contained both a root
and a suffix, although this effect was somewhat stronger in
English. Only the French children showed latency effects, with
the presence of either a root or a suffix leading to slower
responses.

As the French children were younger than the UK children, a
second analysis was conducted to match chronological age rather
than school level.

FIGURE 4 | Response latencies in the lexical decision task,

pseudoword conditions. En, English; Fr, French; Gr, grade; R+S+, Root

present, suffix present; R+S−, Root present, suffix absent; R−S+, Root

absent, suffix present; R−S−, Root absent, suffix absent.

Results Part II: Chronological Age Matched
Comparison

The results of the chronological age matched children are dis-
played in Figures 1–4.

Word Condition
Accuracy
The French children performed more accurately than the UK
children [respectively, 89.99 vs. 75.97%, F1(1, 71) = 23.12, p <

0.001, η
2
p = 0.78, F2(1, 224) = 261.90, p < 0.001, η

2
p = 0.70],

in spite of having received a year less of schooling. There was a
main effect of suffix, F1(1, 71) = 34.60, p < 0.001, η

2
p = 0.33,

F2(1, 224) = 6.07, p = 0.01, η2
p = 0.03, a suffix by root interac-

tion (marginal by items), F1(1, 71) = 8.01, p = 0.006, η2
p = 0.10,

F2(1, 224) = 2.85, p = 0.09, and the root by suffix by language
interaction was significant by participants only, F1(1, 71) = 11.37,
p < 0.001, η2

p = 0.14, F2(1, 224) = 1.48, p = 0.23. For complete-
ness, the interaction by participants was followed up using simple
effects for each language group separately, although it should be
noted that the interaction does not generalize across items.

The UK group showed a main effect of suffix in the analy-
sis by participants, F1(1, 41) = 21.70, p < 0.001, η

2
p = 0.34,

F2(1, 112) = 2.09, p = 0.15 and an interaction between suffix and
root (marginal by items), F1(1, 41) = 18.19, p < 0.001, η2

p = 0.30,

F2(1, 112) = 3.54, p = 0.07, η
2
p = 0.07, indicating that suf-

fixes improved word recognition accuracy only when there was
no root.

For the French group, only the main effect of suffix was sig-
nificant, F1(1, 29) = 13.54, p < 0.001, η

2
p = 0.32, F2(1, 112) =

4.63, p = 0.03, η2
p = 0.04: words with a suffix were recognized

more accurately than words without suffix (92.20 vs. 87.50%,
respectively).

Latencies
There was no main effect of language but the root by language
interaction was significant, F1(1, 71) = 11.43, p = 0.001, η

2
p =

0.14, F2(1, 224) = 2.82, p = 0.03, η
2
p = 0.14: roots increased

response latencies in the UK group only, F1(1, 41) = 12.32,
p = 0.001, η2

p = 0.23, F2(1, 112) = 6.28, p = 0.01, η2
p = 0.05.

Pseudoword Condition
Accuracy
French children were more accurate than UK children [82.30 vs.
64% correct, respectively, F1(1, 71) = 14.17, p = 0.01, η2

p = 0.17,

F2(1, 224) = 8.96, p = 0.003, η
2
p = 0.04]. While there was no

main suffix effect, the suffix by language interaction was signif-
icant by participants only, F1(1, 71) = 33.16, p < 0.001, η

2
p =

0.32. The root by suffix by language interaction was also sig-
nificant only in the analysis by participants, F1(1, 71) = 52.12,
p < 0.001, η

2
p = 0.42. Although this effect does not gener-

alize across items, simple effects were used to understand the
interaction by participants.

In the UK group, there were main effects of root, F1(1, 42) =

27.16, p < 0.001, η
2
p = 0.39, F2(1, 112) = 11.52, p < 0.001, η

2
p

= 0.09, and suffix, F1(1, 42) = 25.80, p < 0.001, η
2
p = 0.38,
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F2(1, 112) = 19.60, p < 0.001, η
2
p = 0.15, and an interaction

between root and suffix, F1(1, 42) = 22.95, p < 0.001, η2
p = 0.35,

F2(1, 112) = 7.80, p = 0.008, η2
p = 0.06, indicating that the com-

bination of a root and a suffix decreased accuracy relative to other
pseudowords.

In the French group, main effects of root, F1(1, 29) = 12.17,
p = 0.002, η2

p = 0.30, F2(1, 112) = 3.68, p = 0.05, η2
p = 0.04, and

suffix, F1(1, 29) = 11.64, p < 0.001, η2
p = 0.29, F2(1, 112) = 4.85,

p = 0.03, η
2
p = 0.04, were also observed, as well as an inter-

action between root and suffix, F1(1, 29) = 30.17, p < 0.001,
η
2
p = 0.51, F2(1, 112) = 11.42, p < 0.001, η2

p = 0.09. The interac-
tion revealed reduced accuracy for the combination of a root and
a suffix compared to other pseudowords.

This inspection of the data reveals that the suffix by root by
group interaction (by participants) reflects the fact that the effects
were stronger in French than in English.

Latencies
UK children responded faster than French children [respectively,
1674 and 1934ms, F1(1, 71) = 6.77, p = 0.04, η

2
p = 0.06,

F2(1, 224) = 146.08, p < 0.001, η
2
p = 0.40]. Across groups,

response latencies were longer when a suffix was present [respec-
tively, 1831 and 1777ms, F1(1, 71) = 6.87, p = 0.011, η2

p = 0.09,

F2(1, 224) = 7.31, p = 0.007, η2
p = 0.03].

Summary of Main Results, Part II
As in the comparison by grade level, there was indication of
differential group sensitivity to morpheme units in word recog-
nition but a similar pattern of pseudoword processing across
languages.

For word recognition, only the UK children showed increased
latencies when a root was present. Accuracy among the French
children showed a higher degree of sensitivity to suffixes (regard-
less of whether a root was present or not).

For pseudoword processing, the effects were the same across
languages: the presence of a suffix in a pseudoword slowed
responses and the combination of a root plus a suffix reduced
accuracy.

Discussion

Current models of reading development highlight cross-
linguistic variation in naming accuracy in relation to early ortho-
graphic decoding (e.g., Ziegler and Goswami, 2005). However,
these models do not offer an account of whether or not cross-
linguistic effects operate on morphological processing during
visual word recognition. The present study examined the extent
to which morphemic effects in lexical access are universal or
whether such effects can be modulated by language specificities
during development.

For this purpose two comparable sets of lexical decision stim-
uli that manipulated the presence of component morphemes
were presented to groups of French- and English-speaking chil-
dren. As schooling starts 1 year earlier in the UK as compared to
France, performance was first compared using a schooling match
(Grades 4 in France and the UK), and in a second comparison, a

chronological age match (Grade 3 in France and Grade 4 in the
UK; both aged 8 years).

The data clearly indicate the importance of roots and suffixes
for both language groups. Although the precise pattern differed,
both groups were sensitive to the presence a suffixwithin words—
either a genuine suffix or a suffix-like ending—which is consis-
tent with the importance of suffixes as orthographic patterns. For
pseudowords, the combination of a root with a suffix interfered
with accurate processing in both languages. A tendency to slower
responses was also observed when a pseudoword contained only
a suffix, although this effect was clearer in French and present
from Grade 3 onwards.

Cross-linguistic differences were also apparent, although some
interaction effects were significant in the by-participants analy-
sis only. In English, the presence of roots slowed down visual
word recognition. Specific attention was given to the R+S+ vs.
R+S- comparison, as these correspond respectively to the mor-
phological and orthographic control conditions that are typi-
cally used in the literature on morphological decomposition in
visual word recognition (see for example, Feldman et al., 2002;
Casalis et al., 2009, for developmental studies). Interestingly,
faster word recognition was observed when a suffixwas present in
the French analysis but not in the English analysis. This suggests a
more specificallymorphological sensitivity in French, whereas the
results indicated sensitivity to embedded words in English, since
roots were mostly free-standing words.

In English, suffixes only affected the accuracy of word recog-
nition in the absence of a root; whereas, in French, suffixes gen-
erally led to faster word recognition and, for the older Grade
4 group, improved accuracy only when combined with a root
(i.e., the R+S+ real derivations, e.g., farmer). This latter effect
of school grade in French suggests that reading skills and/or
language proficiency has an impact on suffix processing.

A detrimental effect of the root was observed in English only.
This effect was not apparent in French as the impact of the
root produced only facilitation effects among French children.
This cross-language discrepancy may derive from the fact that,
in most cases, roots corresponded to whole words in English
(41 out 58 items), whereas this was less true of French (25 out
58 items). This would be consistent with Nation and Cocksey’s
(2009) finding of an automatic semantic activation of embedded
words among English-speaking 7-year-olds. Therefore, the inhi-
bition effect observed in the present study may reflect processing
costs associated with identification of the root and competition
with whole word processing. Indeed, a striking finding is that
the inhibition effect in English is observed in both R+S− words,
which may be considered to be orthographic control items, and
R+S+, which are derived forms. Morphological priming stud-
ies report only facilitation effects, both among skilled readers of
English (e.g., Rastle and Davis, 2008) and developing readers of
French (Quémart et al., 2011). Minimally, then the inhibition
effects observed here indicate that young English-speaking read-
ers are sensitive to embedded word units in visual word recogni-
tion. While higher frequency embedded words in English might
have favored an inhibition effect in English, the languages did not
differ significantly in this respect in either the R+S+ or R+S =

conditions although it should be noted that the outcome was
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marginal (p = 0.07) in the R+S− condition. While French and
English stimuli were statistically matched in terms of frequency,
French words tended to be slightly longer than English words.
Although the difference was less than 1 letter on average, this
could potentially have led French children to show more reliance
on a decomposition strategy for word processing. Another source
of difference lies in the fact that some suffixes have been repeated,
leading potentially to an increased sensitivity to morphological
decomposition. Note that slightly more repetition occurred in
English (-er) than French.

Strong effects of morpheme units were found in pseudoword
processing where the combination of both root and suffix led
to an increasing rate of errors. This result is in line with previ-
ous research, suggesting that young readers rely on morpheme
units when they have to process an unknown word (Burani
et al., 2002; Quémart et al., 2012). At the same time, lin-
guistic variation also came into play as the beneficial effects
of suffixes, in particular, were stronger in French pseudoword
processing.

A methodological difficulty when comparing children from
different countries is that such a comparison goes beyond dif-
ferences in native language. A first issue is that schooling starts
during the fifth year in UK while it starts during the sixth year
in France. This was dealt with by performing two separates anal-
yses: one based on a school-level matched design, with French
children being older than UK children; and the other based on
a chronological-age matched design, with the UK children hav-
ing experienced a year more of schooling. It was not possible to
achieve a perfect matching between the groups as the English-
speaking children were less accurate than the French children
regardless of the method of matching groups. In contrast, the
UK children exhibited slower latencies in word processing than
the older Grade 4 French children in the first analysis but were
faster at pseudoword processing than the Grade 3 French chil-
dren in the second analysis. A second issue is connected to the
school curriculum, particularly in relation to the teaching of read-
ing and morphology. Across languages, our participants all came
from schools adopting a mixed method approach to reading
instruction: whole-word and phonics. In France, morphological
structure is explicitly taught at Grade 4 and, in the Scottish educa-
tion system that the UK children experienced, intensive instruc-
tion about derivational affixes begins in Grades 3 or 4 as part of
spelling instruction. Further studies should address instructional
issues in a more systematic way. Our study was a first attempt to
directly compare the use of morphological units across languages.
It will therefore be necessary to extend this work to larger samples
as well as other languages.

In terms of group differences in word processing, French chil-
dren were always more accurate, and were faster only when
they were older (schooling matching); in pseudoword process-
ing, French children again always responded more accurately,
but responded more slowly when they were matched on age
(with less schooling). Note that the difference may be explained
by the fact that the French pseudowords were almost one let-
ter longer than the English pseudowords. However, it is possi-
ble that the additional year of schooling experienced by the UK
children may also have contributed to their faster pseudoword

reaction times. Beyond these group differences, both analyses
yielded quite similar patterns of results. However, the slight
differences that emerged between Part 1 and Part 2 reveal
that morphological processing develops during schooling. More
specifically, the presence of a root slowed down latencies for
fourth graders only (UK), and there were more indication of a
suffix benefit among French fourth graders than French third
graders.

Thus, our study demonstrates that developing readers make
use of morphology when recognizing familiar words and when
processing new words. In a previous study, Duncan et al. (2009)
compared English and French morphological awareness in rela-
tion to derivation with suffixes. The results clearly showed that
the UK children were outperformed by the French children when
they had to manipulate morpheme units explicitly. Note that
sensitivity to morphemes, as assessed by a relational judgment
task, was found to be similar in both groups. These results were
interpreted with reference to the importance of morphological
structure in French. It is therefore interesting to note that, in the
present study, UK children make use of morphemes during lex-
ical access, even though overall they were less accurate at this
than French children and were less sensitive to true derivations
(R+S+ words). This outcome aligns with two conclusions: first,
morphemes may be used in word and pseudoword processing
regardless of GPC transparency; and second, when confronted
with a rich morphological system, children may develop mor-
phological knowledge faster and acquire a more finely-tuned
sensitivity to written morphology.

In conclusion, research on reading acquisition reflects a grow-
ing interest in morphological processing, as once children have
completed the first phases of reading acquisition they are con-
fronted by a growing number of long and derived words. Previ-
ous research on phonological coding in reading aloud has pointed
to the importance of cross-language variation in the nature and
speed of acquisition of GPC, and was formalized in the PGST.
Our intention was to begin the process of examining morpho-
logical processing in visual word recognition within a similar
framework. The languages under investigation differed in terms
of orthographic depth, with English being more opaque than
French, and morphological productivity, with French being mor-
phologically richer than English. The first aim was to examine
whether morphology was generally used by developing readers
in Grades 3 and 4. A main result was that children make use of
morphemic information in both languages confirming our first
hypothesis of the relevance of morphology in reading develop-
ment in both opaque and more transparent alphabetic orthogra-
phies. The second aim was to assess the importance of two factors
expected to be influential, namely, orthographic depth and
morphological prevalence/transparency. Both aspects could be
contrasted in English and French in opposing directions, with the
English orthography beingmore opaque and Frenchmorphology
being richer. One key question was therefore whether the utility
of morphemes in resolving the greater inconsistency in English
increased sensitivity in this group beyond the level expected
by the influence of morphological productivity/transparency.
Results indicated stronger morphological effects in French,
confirming our hypothesis that morphological richness will
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outweigh orthographic depth at least in alphabetic writing
systems.
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Reading models are largely based on the interpretation of average data from normal or
impaired readers, mainly drawn from English-speaking individuals. In the present study we
evaluated the possible contribution of orthographic consistency in generating individual
differences in reading behavior. We compared the reading performance of young adults
speaking English (one of the most irregular orthographies) and Italian (a very regular
orthography). In the 1st experiment we presented 22 English and 30 Italian readers
with 5-letter words using the Rapid Serial Visual Presentation (RSVP) paradigm. In a 2nd
experiment, we evaluated a new group of 26 English and 32 Italian proficient readers
through the RSVP procedure and lists matched in the two languages for both number
of phonemes and letters. The results of the two experiments indicate that English
participants read at a similar rate but with much greater individual differences than the
Italian participants. In a 3rd experiment, we extended these results to a vocal reaction time
(vRT) task, examining the effect of word frequency. An ex-Gaussian distribution analysis
revealed differences between languages in the size of the exponential parameter (tau)
and in the variance (sigma), but not the mean, of the Gaussian component. Notably,
English readers were more variable for both tau and sigma than Italian readers. The
pattern of performance in English individuals runs counter to models of performance
in timed tasks (Faust et al., 1999; Myerson et al., 2003) which envisage a general
relationship between mean performance and variability; indeed, this relationship does not
hold in the case of the English participants. The present data highlight the importance
of developing reading models that not only capture mean level performance, but also
variability across individuals, especially in order to account for cross-linguistic differences
in reading behavior.

Keywords: reading, individual differences, cross-linguistic comparison

INTRODUCTION
Reading is a complex task that involves several cognitive and
sensory-motor components from image detection to the compre-
hension of meaning. It takes years to master this skill and during
this progression, each of the components undergoes maturation
and specific learning effects. Literate adults read with near perfect
accuracy at an impressive speed, optimizing each of the processes
involved and performing them in parallel. The speeding up of the
function may be seen as moving from serial to parallel analysis
up to the point in which individuals learn to master orthographic
decoding of a letter string in a glance (e.g., Ziegler and Goswami,
2005).

In 1992, Carver proposed a bold conjecture to account for
reading rate. Carver showed that readers adjust their reading
rate, speeding up if they are searching for a particular word in
a text (scanning) and slowing down if they want to memorize

concepts. According to Carver, readers may shift “gear” to achieve
the desired goal, but they generally read in the middle (third) gear
or “rauding” (i.e., reading and auding) which optimizes com-
prehension considering the speed limits set by the processing
components. In a classic paper, Taylor (1965) surveyed the read-
ing skills of 12,000 US students, from first grade to college, and
found the average rate to be 300 words per minute (wpm), which
was taken by Carver (1992) as an estimate of rauding rate.

This functional measure of reading speed incorporates several
components from decoding to motor execution, and it is relatively
stable across individuals. Notably, it has been shown that pronun-
ciation time, the most time consuming process, weights heavily
on the average speed but contributes minimally to individual dif-
ferences (Martelli et al., 2014). This means that pronunciation
time adds a substantial constant factor to the (much faster) com-
partment of decoding. Furthermore, it indicates that the maximal
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reading rate obtained in standard conditions (i.e., rauding) does
not necessarily indicate the maximum processing rate for each of
the sub-components in reading. Put in different terms, the artic-
ulatory component (as well as the eye movement scanning; see
below) may pose an upper bound to the estimate of maximal
reading rate that can be obtained in functional reading.

In a different line of research, focussed on assessing the per-
ceptual limitations in reading, several authors measured reading
speed by means of the Rapid Serial Visual Presentation (RSVP)
paradigm. In this procedure, a sequence of words is rapidly pre-
sented in the same retinal location. The observer is required to
name the words presented (typically a stream of four words per
trial) without a time limit. The duration of the words on the
screen to achieve a certain level of task performance (typically
80%) is measured. In this paradigm, the articulatory compo-
nents do not directly exert a role on the estimation of the reading
rate, since no time limit is given to complete the response.
Furthermore, unlike ordinary reading, the observer does not have
to scan for the words to read by eye movements, as stimuli
are all presented in the same retinal position. Thus, this proce-
dure minimizes the role of memory, pronunciation time and eye
movements, allowing a more direct examination of the decod-
ing components in reading (see Rubin and Turano, 1992; Chung
et al., 1998; Legge et al., 2001; Pelli et al., 2007). In fact, com-
pared to other reading techniques, RSVP gives the opportunity to
substantially “speed up” reading rate. For example, Potter (1984)
originally showed that reading and recall is still excellent at 12
words per second (i.e., 720 wpm), which is much faster than the
level of “rauding.”

In the absence of specific reading or visual deficits, and con-
trolling the stimuli for high level cognitive factors, one may
assume that decoding is similar across individuals. Indeed, most
low-level visual functions, such as acuity or contrast sensitiv-
ity, are similar across subjects (Barlow, 1962; Fisher, 1975; Pelli
et al., 2006; Strasburger et al., 2011), revealing that perceptual
limitations are invariant across individuals and labs. However,
when considering the reading speed measurements obtained with
RSVP, variability across subjects and labs is, surprisingly, very
large. In some cases, the advantage given by the RSVP technique
in speeding up reading rate is relatively low, with reading rates
around 300 wpm (Latham and Whitaker, 1996; Fine et al., 1997,
1999; Chung et al., 1998; Pelli et al., 2007) while, in other studies,
reading rates exceeding 1500 wpm have been reported (Rubin and
Turano, 1992; Latham and Whitaker, 1996).

Part of the large discrepancy in RSVP reading across labs may
be related to low-level visual effects, such as presence/absence of
masking (Felsten and Wasserman, 1980; Breitmeyer, 1984; Enns
and Di Lollo, 2000) or to the number of items used in the stream.
In particular, in some studies, four words are presented per trial,
while in others, number of words well exceeds the memory span
(e.g., Latham and Whitaker, 1996; Chung et al., 1998; Yager et al.,
1998; Fine et al., 1999; Kwon et al., 2007; Pelli and Tillman,
2007; Pelli et al., 2007; Yu et al., 2007, 2010; Lee et al., 2010;
Kwon and Legge, 2012). Note that these studies are mainly con-
cerned with factors affecting visual limitations to reading, such
as font size or letter spacing, and much less to cognitive dimen-
sions (as well as to absolute estimates of reading rate which are

rarely commented on). Thus, direct comparisons between the
various estimates are hard to make since the stimuli are usually
not designed to take into consideration linguistic variables (e.g.,
word frequency, orthographic complexity, orthographic neigh-
borhood, age of acquisition, etc.) that are known to influence
speed of reading (e.g., Coltheart et al., 1977; Ferrand and New,
2003).

Furthermore, there is also a surprisingly large discrepancy in
reading rate across languages, such as when comparing the irreg-
ular English orthography with the consistent Italian one with
similar RSVP reading tasks. The reading rate of English 5th and
7th graders with the RSVP of stimuli averages at around 500 wpm
(Kwon et al., 2007), while normal 6th grade Italian readers do not
exceed 120 wpm, a rate much slower than any other reported for
this age level (Martelli et al., 2009). Italian dyslexics’ average read-
ing rate is as slow as 40 wpm (Martelli et al., 2009). Although
suggestive, comparisons between these two languages are cer-
tainly difficult to interpret across experiments, particularly since
Italian words tend to be long and morphologically complex, while
English words tend to be shorter and morphologically simple.

As described above, most studies on reading focus on group
data that average across participants and trials, and only recently
it has been suggested that “it is possible that some of the incon-
sistencies in the literature may be driven by individual differences
among participants” (Yap et al., 2012, p. 2). The source of this vari-
ability may possibly concern strategic differences related to the
linguistic demands (both within a language and across different
languages). Following Yap et al. (2012), we conjecture that, over
and above differences in average speed, variability estimates may
also provide insights into the computation involved in reading.
Here, we were interested in exploring such variability in relation
to differences in orthographic consistency, with the ultimate goal
of understanding the invariant and variable properties of reading
across languages. Indeed, learning to become a proficient reader
in different orthographies may pose very different requirements
to the reader and the end product of these different task demands
may well be expressed by different degrees of inter-individual
variability.

In the present study, we address a number of questions, com-
paring Italian and English readers. Is there a difference in pro-
cessing speed of regular and irregular orthographies, once most
of the cognitive variables are taken into account? Does the gen-
eral speed factor interact with the efficiency of the orthographic
decoding, as reflected by the size of the lexical effects in the
two languages? Indeed, Faust et al. (1999) showed that larger
effects of the experimental manipulations are expected in the case
of differences in overall processing time across individuals (i.e.,
larger effects for slower individuals). Do the individual differences
across languages arise from different strategies adopted in read-
ing? The difference engine model (DEM), proposed by Myerson
et al. (2003), explains group RT differences by assuming that, in
the absence of a peripheral deficit, most differences between indi-
viduals are due to the amount of cognitive processing required
predicting the relationship between mean and SD. Is this rela-
tionship as well as vRTs distribution similar across languages in
the case of reading tasks? In this study, we attempt to answer
these questions through three experiments that compared reading
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speed (assessed with either the RSVP procedure or with vRT
measurements) in a very regular (Italian) and in a very irregular
(English) orthography with controlled orthographic materials.

EXPERIMENT 1: PROCESSING SPEED DIFFERENCES
BETWEEN ENGLISH AND ITALIAN READERS
In this first preliminary experiment, we aim to explore possible
differences in processing speed between Italian and English profi-
cient readers, controlling for as many psycholinguistic variables as
possible, based on the structural differences between the two lan-
guages. Previous observations report large discrepancies in RSVP
reading rate across labs and languages, with English observers
obtaining much higher estimates of reading rate (e.g., Rubin and
Turano, 1992; Latham and Whitaker, 1996; Chung et al., 1998;
Kwon et al., 2007; Martelli et al., 2009). However, due to concur-
rent procedural differences and uncontrolled variables, it is hard
to draw a firm conclusion on these data. Here, we test a group
of English young adults and a group of peer Italian readers using
the RSVP paradigm to confirm the possible presence of different
reading rates.

MATERIALS AND METHODS
Participants
Thirty Italian (15 males and 15 females) and 22 English (11
males and 11 females) readers participated in this experiment.
Participants were university students recruited from the student
population of the Sapienza University of Rome in Italy and of
the University of Hull in the United Kingdom. Groups were com-
parable for age and gender. The age of the Italian group ranged
between 19 and 28 years (mean age: 22.96, SD = 2.84) with 15.81
(SD = 1.39) years of schooling; the age of the English participants
ranged between 18 and 24 years (mean age: 20.86, SD = 3.77)
with 14.23 (SD = 1.02) schooling years. All participants were self-
reported good readers, without a history of language, reading or
spelling disorders. This study, as well as the ones presented in
Experiments 2 and 3 (both conducted according to the princi-
ples of the Helsinki Declaration) were approved by the Ethical
Committee of the Department of Psychology of Rome, and by
that of the University of Hull in line with the BPS guidelines.
Before taking part in the experiment, the subjects were given a
description of the study and approved their participation.

Stimuli, apparatus, and procedure
In both languages, words were all nouns, without morphological
complexity and irregularity in grapheme-to-phoneme correspon-
dence. Because stress assignment to Italian polysyllabic words
is unpredictable by rule, no words with irregular stress were
included in the Italian list (i.e., all words were stressed on the syl-
lable before the last). No irregular stress words were used also in
the English list. In both languages, archaic, obsolete, poetic and
scientific forms were avoided. For the Italian readers, a list of 80 5-
letter words were selected from the LEXVAR database (Barca et al.,
2002) with frequency ranging from 0 to 100 (mean frequency =
25.1, SD = 24.4, Colfis database; Bertinetto et al., 2005). For the
English readers, a list of 80 5-letter words was selected from the
MRC Psycholinguistic Database 2.0 (Wilson, 1988): Frequency
ranged from 0 to 100 (mean frequency: 24.8, SD = 36.2 CELEX

database, Baayen et al., 1993). Note that, to compare the fre-
quency values of the two databases (the English database has
one million of occurrences, while the Italian database counts
over three million occurrences), the Italian word frequency val-
ues were reported to one million of occurrences. In Appendix A,
means (and SDs) of the psycholinguistic variables are reported
for the Italian and English lists. The Italian and English lists
were matched for frequency, n-size, imageability and age of
acquisition (all ps > 0.1). Italian and English words were com-
parable for bigram frequency based on values reported in the
MCWord database (Medler and Binder, 2005) for English and
in the LEXVAR database (Barca et al., 2002) for Italian language
(referring to one million of occurrences). As it can be seen in
Appendix A, lists were not matched between languages for num-
ber of phonemes [t(159) = 7.92, p < 0.0001], that was higher
for the Italian than the English list. Moreover, it was not pos-
sible to match the lists for number of syllables [t(159) = 14.41,
p < 0.0001], as English and Italian differ in the number of syl-
lables and in the complexity of the syllabic structure. The number
of syllables is generally higher in Italian (the mode length in the
Italian lexicon, according to De Mauro, 1999, is 4 syllables) than
in English. Moreover, in English, only 5% of monosyllables are
CV (De Cara and Goswami, 2002), while in Italian (as in other
romance languages) CV is the most frequent syllable type, cover-
ing 56% of syllable tokens in written corpora (for a more detailed
description of Italian see Burani et al., 2014; for English, see Wyse
and Goswami, 2008).

Words were rendered in Courier New font, a proportion-
ally spaced font, and each letter subtended 0.4◦ of visual angle.
Participants were seated 57 cm away from the computer screen
(refresh rate = 60 Hz). A fixation point (a black square subtend-
ing 0.2◦ of visual angle) was presented at the center of the screen
for 2000 ms. Immediately after the offset of fixation point, words
were presented using the RSVP paradigm, i.e., four words were
presented sequentially, one word at a time, at the same loca-
tion on the display and participants were asked to read them
aloud. There was no blank frame (zero inter-stimulus interval)
between words. Following Rubin and Turano (1992) no mask
was presented prior to the first or after the fourth word in the
stream. We measured the duration threshold for each participant
by varying exposure duration in a 20-trial run using the improved
QUEST staircase procedure with a threshold criterion of 80% cor-
rect responses (Watson and Pelli, 1983). The adaptive QUEST
procedure increased or decreased the presentation rate (starting
from 500 ms) according to the participant’s accuracy. Word omis-
sions, mispronunciations and substitutions were considered to
be errors. In order for the subjects to familiarize with the RSVP
paradigm 10 practice trials (40 4-letter words) were administered
prior to the beginning of the experiment. As in the experimen-
tal session the word duration in each trial was controlled by the
adaptive procedures based on response accuracy.

RESULTS
The reading rate (i.e., wpm) was measured as 60/duration
threshold∗1000 using the geometric mean as measure of the cen-
tral tendency of the distribution (represented using a log scale,
Figure 1 lower axis) and the 95% confidence intervals (CIs) to
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FIGURE 1 | Individual reading rates for Italian readers (Xs) and English

participants (open circles) for a letter-matched list of words. The upper
scale shows the corresponding values expressed as a log (wpm). Note the
greater dispersion of experimental points among English than Italian
observers.

express the variability in the distributions. ANOVA comparisons
across groups were performed on log-transformed reading rates
(linear scale, Figure 1 upper axis). The reading speed for the
English list (geomean = 449 wpm; CI: 346–583) was not differ-
ent from the reading speed of the Italian parallel list [479 wpm;
CI: 433–548; F(1,50) < 1, p = 0.55]. Results were replicated also
when socio-demographic variables (i.e., gender, age, and years
of schooling) were added to the analysis as covariates: the main
effect of the language factor was not significant [F(1,44) about 1;
p = 0.31]; furthermore, none of the covariates were significant.

Figure 1 presents the reading rate distributions for the Italian
and English readers. An inspection of the figure indicates that the
English group was less homogeneous than the Italian group, with
a larger variability: the group comprised the fastest individual and
individuals who were slower (by a factor of ca. two) than the slow-
est Italian reader. This pattern is confirmed by the Levene’s test
for equality of variances: the variances of the Italian and English
samples were significantly different (F = 4.17, p < 0.05).

As variability appears as the key feature of the group dif-
ferences between the two languages we replicated this analysis
using untransformed threshold values to check whether the dif-
ference in the variance of the two distributions could be due
to the adoption of a nonlinear transformation. Mean duration
thresholds were 120 ms (SD = 44) for the Italian group and
152 ms (SD = 142) for the English group. Again, the variances of
the two groups were significantly different (F = 8.86, p < 0.01).
Therefore, it appears that the difference in variability between the
two languages is not due to the use of a nonlinear transformation
of data.

Comments
Contrary to expectations based on our preliminary observations,
and the work of Paulesu et al. (2000), Italian readers as a group
were neither faster nor slower than English readers once the items
were made comparable for some relevant psycholinguistic vari-
ables. However, the two groups showed substantial differences in
individual variability with the Italian group considerably more
homogeneous than the English one. The English group included

both the fastest participant, reading over 1100 wpm, and the slow-
est participant, reading at ca. 90 wpm. Clearly, this phenomenon
is captured by the variability in the two distributions and not
by the group mean. This large variability is somewhat coherent
with the 5 to 1 difference across labs testing English RSVP read-
ing (Rubin and Turano, 1992; Latham and Whitaker, 1996; Fine
et al., 1997, 1999; Chung et al., 1998; Pelli et al., 2007).

If high individual variability is the norm, the mean per-
formance of any given sample would depend upon the actual
proportion of fast and slow individuals. This is particularly the
case for RSVP studies which are typically concerned with per-
ceptual parameters and use a large number of trials but a small
(often very small) sample size. In these conditions, variability
between samples is expected to be quite high and this may sub-
stantially contribute to the very different reading rates reported
in the literature.

Variability may be the diagnostic marker of the reading differ-
ences across regular and irregular orthographies. However, this
first preliminary experiment had several pitfalls preventing any
definite conclusion on whether the high inter-individual variabil-
ity among English observers is a “real” phenomenon. Obviously,
one possible source of variability would be the presence of a
proportion of individuals with a reading deficit. All participants
were self-reported proficient readers, but, given the absence of
an independent evaluation using standardized reading measures,
it is impossible to exclude such an explanation with certainty.
Moreover, we did not have a measure of wpm in the case of
words equated on number of phonemes (rather than letters).
Based on these considerations it seemed important to confirm
and extend the findings of Experiment 1 with a new group of
subjects; this was carried out in Experiment 2. Additionally, it
is unclear whether the difference in variability between the two
groups is specifically related to the cognitive components involved
in the performance with the RSVP or may be a more general
phenomenon extending across reading tasks. This was the aim of
Experiment 3.

EXPERIMENT 2: FUNCTIONAL READING ABILITIES AND
RSVP READING SPEED
In this experiment we aimed to replicate Experiment 1 mea-
suring RSVP reading speed in an independent sample. In order
to exclude differences between samples related to more general
cognitive efficiency and/or the presence of a reading deficit, stan-
dardized tests appropriate for the participants’ age and language
were administered to ensure that all participants were normal flu-
ent readers. Additionally, the performance of English and Italian
readers was examined both using lists of words matched for
number of letters and lists of words matched for number of
phonemes.

METHODS
Participants
Italian readers were 32 university students recruited from the stu-
dent population of the Sapienza University of Rome; the English
participants were 26 students recruited from the student popu-
lation of the University of Hull. As shown in Table 1, the groups
were matched for age (t < 1; p = 0.59); the years of schooling

Frontiers in Psychology | Language Sciences August 2014 | Volume 5 | Article 903 | 50

http://www.frontiersin.org/Language_Sciences
http://www.frontiersin.org/Language_Sciences
http://www.frontiersin.org/Language_Sciences/archive


Marinelli et al. Variability in cross-linguistic study on reading

Table 1 | Socio-demographic information and reading and Raven’s SPM performance for the Italian and English samples of Experiments 2

and 3.

Italian participants English participants Difference

Gender 15M, 17F 11M, 15F X2 < 1, p = 0.73
Mean age 23.8 (1.9) 23.0 (1.1) T < 1, p = 0.59
Years of schooling 17.1 (1.6) 14.6 (0.5) t(56) = 9.11, p < 0.0001
Raven’s SPM (mean standard score) 110 (9.6) (range: 93–128) 108 (10.4) (range: 90–140) T < 1, p = 0.82
Word reading: errors (mean z score) −0.24 (0.67)
Word reading: speed -syllables/second-
(mean z score)

−0.49 (1.03)

Pseudo-word: reading errors (mean z
score)

−0.38 (0.66)

Pseudo-word: reading
speed -syllables/second- (mean z score)

−0.11 (0.80)

Word reading: TOWRE sight word
efficiency (mean z score)

0.18 (0.54)

Pseudo-word reading: TOWRE Phonemic
Decoding Efficiency (mean z score)

0.65 (0.65)

Unless otherwise specified, values in brackets indicate standard deviations.

were higher [t(56) = 9.11, p < 0.0001] for the Italian than the
English sample. These differences are presumably related to the
longer Italian schooling system.

The following inclusion criteria were used to select the par-
ticipants included in the two samples (English and Italian): (i)
absence of neuro-sensory deficits or cognitive impairment (as
assessed by Raven’s Standard Progressive Matrices—SPM, Raven,
2008). (ii) Absence of a reading deficit assessed by single word and
pseudo-word reading tests (for Italian: Martino et al., 2011; for
English: the Test of Word Reading Efficiency—TOWRE, Torgesen
et al., 1999); (iii) Normal or corrected to normal visual acuity; (iv)
absence of a history of reading disorder. Table 1 reports the per-
formance obtained by the two language groups in the standard
reading tests and the Raven’s SPM.

Stimuli, apparatus, and procedure
Two lists of 80 stimuli were generated for each language, one
consisting of words of 5 letters and one consisting of words
of 5 phonemes. Again, words were all nouns: morphologically
complex, archaic, obsolete, poetic and scientific words as well
words with an opaque grapheme-to-phoneme correspondence
or irregular stress were avoided in both languages. Words were
selected from the MRC Psycholinguistic Database 2.0 (Wilson,
1988) for English and from the LEXVAR (Barca et al., 2002) and
Colfis (Bertinetto et al., 2005) databases for Italian language. Note
that for words selected by the Colfis database, values of n-size,
imageability, age of acquisition and bigram frequency are com-
puted with the same procedure used for the LEXVAR database
(Barca et al., 2002). Table 2 reports the values of frequency, num-
ber of letters and phonemes for each list. Note that for the
English readers, the 5-letter list was the same as that used in
Experiment 1.

The Italian and English lists were matched for frequency,
n-size, imageability and age of acquisition (all ps > 0.1) but
not bigram frequency (with a higher value of bigram fre-
quency in the Italian relative to the English lists, according
to MCWord database in English, and LEXVAR database in

Table 2 | Characteristics of Italian and English 5-letter and 5-phoneme

words in Experiment 2.

Italian English

5-Letter
words

No of phonemes 4.15 (0.36) 4.01 (0.70)

Word frequency (mean) 29 (64) 25 (36)

5-Phoneme
words

No of letters 5.45 (0.69) 6.03 (0.90)

Word frequency (mean) 27 (88) 22 (24)

Note that the word frequency values were computed for Italian according to

the Colfis database (Bertinetto et al., 2005; based on one million occurrences)

and for English according to the CELEX database (Baayen et al., 1993). Values in

brackets indicate standard deviations.

Italian; for the letter-matched list: t(159) = 4.63, p < 0.0001;
phoneme-matched list: t(159) = 5.20, p < 0.0001. Also, lists were
not matched for number of syllables since Italian words gen-
erally have higher values than English words [for the letter-
matched list: t(159) = 14.41, p < 0.0001; phoneme-matched list:
t(159) = 4.96, p < 0.0001]. Appendix B reports the means (and
standard deviations) of the psycholinguistic variables for each
experimental list.

The apparatus and procedure were the same as in
Experiment 1.

RESULTS
Differences between the two language groups on the log trans-
formed reading rates were assessed through an ANOVA with
language (English, Italian) as the unrepeated factor and list
(letter-matched, phoneme-matched) as the repeated factor. The
results indicated a significant main effect of the language fac-
tor [F(1, 56) = 13.46; p < 0.001] with the English readers faster
than the Italian ones on both the letter-matched list (geomean =
453 and CI: 344–598 for the English readers; 325 wpm and
CI: 292–362 for the Italian readers) and the phoneme-matched
list (geomean = 514 and CI: 407–649 for the English readers;
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299 wpm and CI: 266–337 for the Italian readers). The main effect
of list [F(1,56) < 1, p = 0.68] and the language by list interaction
[F(1, 56) = 2.7; p = 0.12] were not significant. Results were repli-
cated also when socio-demographic variables (i.e., gender, age,
scholarity and Raven’s SPM accuracy) were added to the analy-
sis as covariates: only the main effect of the language factor was
significant [F(1, 55) = 9.78; p < 0.01]; no other main effect or
interaction were significant, as well as the effect of the covariate
variables.

Figure 2 shows the reading rates obtained by each individual
for the two lists. As in Experiment 1, an inspection of the fig-
ure reveals much greater variability in the English than in the
Italian sample. This is confirmed by the Levene’s test for equal-
ity of variances (for the 5-letter list: F = 12.20, p < 0.001; for the
5-phoneme list: F = 4.40, p < 0.05). The English group contains
both the fastest individual (reading at 1075 wpm) and the slowest
individual (reading at 62 wpm).

Again, to control for the possible effect of introducing a non-
linear transformation on the difference in the variance of the two
distributions, we made the same analysis in terms of untrans-
formed threshold values. For the 5-letter list, mean duration
thresholds were 112 ms (SD = 38) for the Italian group and
175 ms (SD = 213) for the English group. For the 5-phoneme list,
duration thresholds were 123 ms (SD = 48) for the Italian group
and 137 ms (SD = 135) for the English group. The Levene’s test
for equality of variances indicated that the variances of the two
groups were different for the 5-letter list (F = 15.88, p < 0.0001)
as well as the 5-phoneme list (F = 6.94, p < 0.01). These results
indicate that the differences in variability between the two lan-
guages are genuine, i.e., they are not due to the use of a nonlinear
transformation of data.

FIGURE 2 | Individual reading rates for Italian readers (Xs and

diamonds for letter- and phoneme-matched lists, respectively) and

English subjects (open circles and open squares for letter- and

phoneme-matched lists, respectively). The upper scale shows the
corresponding values expressed as a log (wpm). Reading rates for English
observers are much more variable than rates for Italian observers.

Comments
Unlike Experiment 1, but in agreement with our informal obser-
vations based on children’s data, the results revealed that English
readers were on average faster than Italian readers. However,
the results also replicated the much greater variability in the
English sample compared to the Italian one, already observed
in Experiment 1. In this experiment, we directly evaluated the
subjects’ reading proficiency in standard reading tests. Therefore,
the large asymmetry in reading rates was present even after con-
trolling for reading proficiency, indicating that differences in
variability across languages may be a true phenomenon that needs
to be explained.

Differences in average rate, absent in Experiment 1 and present
in Experiment 2, may be interpreted, at least in part, as due to
the sampling effect from a greatly variable distribution. Thus,
as English individuals are likely to show extreme performance
on both ends of the distribution, the relative proportion of such
“fast” and “slow” individuals may greatly influence the general
outcome of a study, unless a very large sample is examined. Note
that in psychophysical studies using RSVP of stimuli, sample sizes
are usually quite small and several experiments are actually run
on very experienced observers (including experimenters).

One note of caution should be advanced in relation to the
proficiency measures used in the two languages. We relied on
standardized, validated procedures widely used in the two linguis-
tic contexts. Clearly, it was not possible to use fully comparable
instruments as different tasks and measures are traditionally used
in the two clinical settings. Notably, English observers were all
considered normal at a standard reading test which included an
evaluation of speed; the TOWRE (Torgesen et al., 1999) uses a
combined measure of speed and accuracy, based on the number
of words (or pseudo-words) accurately read within 45 s. In this
respect, it should be kept in mind that, in clinical testing, perfor-
mance is measured with reference to typical samples, usually in
terms of the standardized distance from the mean. So, large vari-
ability in the data would allow for greater distances from the mean
to be accepted as normal. In other terms, there is no absolute way
to establish normality other than in comparison to a group of
individuals without apparent reading difficulties. So, if variabil-
ity in reading speed is the norm, it will prove relatively difficult
to be considered “atypical” in this particular measure. Finally, it
should be kept in mind that, by limiting the influence of articula-
tory and eye movement components, the RSVP procedure allows
for a much larger spread of measure than standard reading (which
finds its upper limit with “rauding”; Carver, 1992).

In keeping with this last observation, we wondered whether the
large variability in rates shown by readers of languages with irreg-
ular orthographies both here and in the literature is related to the
characteristics of the RSVP paradigm or extends to other read-
ing measurements. One widely used measure of reading speed
is vocal RTs. They are usually measured to address the effect
of lexical variables and build models that aim to explain read-
ing. For example, the recent Connectionist Dual Process model
(CDP++model, Perry et al., 2010) simulates the effects found in
reading aloud mono- and di-syllabic words and pseudowords, in
stress assignment, regularity and syllable number. Furthermore,
there is a large literature concerning the interpretation of RT
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measurements and, in particular, there are models developed
to account for individual differences in this measure. According
to Wagenmakers and Brown (2007), the three general charac-
teristics of RT distributions that need to be accommodated by
any model are that: (a) RT distributions are typically skewed
to the right; (b) this skew increases with test difficulty; and
(c) the spread of the distribution grows as a function of the
mean. Indeed, various models have been developed to tackle this
last question, i.e., to account for the relationship between the
mean and the standard deviation of a response time distribution
(e.g., Faust et al., 1999; Myerson et al., 2003), and they can be
particularly fruitful in the present context. Thus, with the aim
of addressing the selectivity of the variability effect across lan-
guages, in Experiment 3 we extended our observations to vRT
measurements.

EXPERIMENT 3: EXAMINING THE MEAN AND THE
STANDARD DEVIATION
Despite the emphasis given by most models of reading on the
prototypical reader, there is clear evidence that variation in read-
ing skills uncover the underlying process of reading (Balota and
Spieler, 1999). To date, the systematic study of individual differ-
ences in RT measures has been particularly focussed on aging
(Salthouse, 1985; Cerella, 1990) and practice (e.g., Logan, 1992)
effects and much less so on understanding the performance of
young proficient adults.

One line of investigation has focussed on the possible modulat-
ing role of general speed of processing differences across groups. It
has been noted that, to fully investigate selective effects of exper-
imental manipulations (e.g., frequency effect), the global factor
influencing the differential speed of processing across groups
must be taken into account (Faust et al., 1999). Studies have found
that more difficult conditions (e.g., low frequency long words
compared to high frequency short words) produce larger differ-
ences in generally slower groups of individuals (e.g., older adults)
due to over-additive interactions (Salthouse, 1985; Cerella, 1990;
Myerson et al., 1992; Faust et al., 1999). In line with the presence
of an over-additivity effect, Paulesu et al. (2000) reported a larger
lexicality effect (words read faster than pseudo-words) in the gen-
erally slower sample of English readers than in their sample of
Italian readers (who were faster readers). In a developmental per-
spective, Zoccolotti et al. (2009) found a lexicality effect from
grade 1 to grade 8; however, the effect increased progressively
with age, when the role of over- additivity was controlled for. In
this vein, we will compare vRTs as a function of task difficulty
(manipulating a variable such as word frequency) between two
languages that, as we have seen in Experiments 1 and 2, differ in
terms of mean performance (as well as in variability). One aim
of the experiment was to assess the relationship between individ-
ual differences between groups and the role played by a lexical
variable (i.e., word frequency).

A second line of investigation focussed on the characteris-
tics of the distribution of vRTs. There is a large literature that
examined which is the most appropriate distribution to describe
the typical skew observed with RTs. In this vein, possible can-
didates are the ex-Gaussian, the shifted lognormal, the shifted
Wald, the shifted Weibull, and the Gumbel distribution (for a

discussion among these options see Wagenmakers and Brown,
2007). Yap et al. (2012) extensively investigated individual dif-
ferences in the reading performance of young English adults in
relation to vocabulary knowledge by applying the ex-Gaussian
analysis (i.e., a convolution of a Gaussian and exponential dis-
tribution) to investigate the RT distributions in reading (Ratcliff,
1979). Interestingly, individual differences were associated with
diverse distributional patterns and cognitive abilities (Yap et al.,
2012). In particular, results emphasized the role of stable lexi-
cal processing characteristics at the individual level. Interestingly,
different ex-Gaussian parameters were differentially sensitive
to lexical knowledge; thus, the correlation between vocabulary
knowledge and vRTs was greatest for the parameter (τ ) express-
ing the exponential component (particularly sensitive to the
tail of the RT distribution). Following these observations, we
will apply the ex-Gaussian analysis to investigate the RT dis-
tributions and the modulating role of a lexical variable such
as word frequency in reading of English and Italian proficient
readers.

Finally, an interesting line of research on RTs is the develop-
ment of general models that try to understand the individual
performance by decomposing this measure into its constituents.
For example, in explaining the relationship between task dif-
ficulty (expressed as average speed) and individual differences
(measured by SDs), Myerson et al. (2003) proposed the DEM, a
two-compartment model. Accordingly, the observers’ response is
related to a sensory-motor compartment that is generally invari-
ant across subjects (including fast and slow populations, such
as old and young adults), and a cognitive compartment that
determines how individual differences vary as a function of task
difficulty. Critically, the DEM envisages specific predictions to
evaluate the relative contributions of the two compartments.
These predictions will be tested in the present sample of English
and Italian readers.

The general aim of the experiment was to extend the RSVP
results to the vRT measures and to assess individual differ-
ences within and between groups and the role played by a
lexical variable (i.e., word frequency). In examining these ques-
tions we took advantage of the previous general literature on
RT measures. Thus, we examined (a) the possible presence
of over-additivity effects; (b) the distribution of vRTs by ex-
Gaussian analysis; and (c) the fit of vRT measures to the DEM
(Myerson et al., 2003).

METHODS
Participants
The same participants in Experiment 2 also took part in
Experiment 3.

Stimuli, apparatus, and procedure
Stimuli used for the vRTs experiment were selected from the two
lists of 80 words used in each language for the RSVP exper-
iments. A sub-list of 20 high-frequency words and one of 20
low-frequency words was created from both the 5-letter and
5-phoneme lists (see Table 3 for a description of the lists).

In Italian and English (for both the 5-letter and 5-
phoneme stimuli), the sub-lists of high- and low-frequency
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Table 3 | Characteristics of Italian and English 5-letter and 5-phoneme

(high- and low-frequency) words in Experiment 3.

Italian English

5-Letter
words

Low
frequency
words

No of
phonemes

4.25 (0.44) 4.00 (0.76)

Word
frequency
(mean)

3 (1) 3 (2)

High
frequency
words

No of
phonemes

4.05 (0.22) 4.27 (0.80)

Word
frequency
(mean)

57 (57) 61 (19)

5-Phoneme
words

Low
frequency
words

No of letters 5.70 (0.69) 6.33 (1.05)

Word
frequency
(mean)

3 (4) 3 (1)

High
frequency
words

No of letters 6.00 (0.82) 6.00 (0.85)

Word
frequency
(mean)

55 (79) 64 (15)

Note that words frequency values were computed for Italian according to the

Colfis database (Bertinetto et al., 2005; based on one million occurrences) and

for English according to the CELEX database (Baayen et al., 1993). Values in

brackets indicate standard deviations.

words did not differ for imageability, number of letters,
phonemes, N-size and bigram frequency (all ps > 0.1), but
differed for age of acquisition (as expected due to the high
correlation with frequency). The four sub-lists (5-phoneme
high-frequency words, 5-phoneme low-frequency words, 5-letter
high-frequency words, and 5-letter low-frequency words) in
English did not differ from the Italian sub-lists for any vari-
able considered, except for the number of syllables, which
were higher in Italian than in English for the 5-letter sub-lists.
The means (and standard deviations) of these psycholinguistic
variables are reported for each set of experimental stimuli in
Appendix C.

Participants were seated ca. 57 cm from the computer screen.
Stimuli were presented using the E-prime 2 software. Each trial
began with a fixation point that remained on the screen for
500 ms. Subsequently, a word appeared in the same position. The
stimulus remained on the screen until the participant responded.
High and low frequency words were randomized for each partic-
ipant and presented in separate blocks. The order of presentation
of the two blocks was balanced across subjects. Five practice stim-
uli preceded each block. The participant was requested to read
the stimulus as quickly and accurately as possible. VRTs were
recorded using a voice key (S-R Box). The computer recorded
the onset of the vocal response. The experimenter manually
recorded pronunciation errors. The responses were tape-recorded
to allow offline rechecking. The vRTs corresponding to errors
were excluded from the analyses. Self-corrections and wavers
were considered errors and the corresponding vRTs were not

included in the analyses. Invalid responses (due to technical
problems) and vRTs below 200 ms were also excluded from the
analyses (1.8% in the English sample and 2.0% in the Italian
sample).

RESULTS
Frequency effect as a function of language
Table 4 reports the means (and standard deviations) of vRTs and
error rates of Italian and English participants in each condition of
the experiment. As it can be seen from the table, the percentage of
errors was very low for both groups and, so, no formal analysis of
error measures was made. The results on vRTs were submitted to
an ANOVA with language as the unrepeated factor, and list (letter-
and phoneme-match) and frequency (high and low) as repeated
measures.

The main effect of frequency was significant [F(1, 56) = 86.59;
p < 0.0001]: low-frequency words were read slower (511 ms)
than high-frequency words (482 ms). No other main effects or
interactions were found to be significant: vRTs of the two groups
did not differ (English observers: 491 ms, Italian observers:
502 ms; F < 1, p = 0.50), and the two lists were equivalent in
terms of reading speed (letter-match: 496 ms, phoneme-match:
497 ms; F < 1, p = 0.95). Thus, in the absence of a general speed
difference between the two linguistic groups, the effect of word
frequency was present but did not vary between the two language
groups. Results were replicated also with socio-demographic vari-
ables (i.e., gender, age, years of schooling and Raven’s SPM
accuracy) added to the analysis as covariates: only the main effect
of frequency was significant [F(1, 55) = 9.32; p < 0.01]; no other
main effect or interaction was significant, as well as no effect of
the covariate variables.

Individual difference distribution as a function of language
We characterized the vRT distributions of English and Italian
participants in terms of the ex-Gaussian probability density
functions. The ex-Gaussian distribution is the convolution of a
Gaussian (normal) and exponential distribution that accounts
for the positively skewed RT distribution often seen in empirical
data. We used the MatLab analysis tools provided by Lacouture
and Cousineau (2008) and applied the following ex-Gaussian
function:

f (x|μ, σ, τ ) = 1

τ
exp

(
μ

τ
+ σ 2

2τ 2
− x

τ

)
�

(
x−μ− σ 2

τ

σ

)
(1)

in which the exponential component (exp) is multiplied by the
cumulative Gaussian component (�). The resulting ex-Gaussian
distribution contains three parameters: mu (μ) and sigma (σ ) are
the mean and standard deviation of the Gaussian distribution,
and tau (τ ) is the mean of the exponential component. We esti-
mated the three parameters values of the individual participants’
data distributions across items by applying the maximum likeli-
hood procedures described by Lacouture and Cousineau (2008).
Appendix D presents the individual mean vRTs, its standard
deviation, as well as the ex-Gaussian parameters for individual
participants across all conditions (letter- and phoneme-matched,
high- and low-frequency lists).
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Table 4 | Means (and standard deviations) of vRTs and error rates (% of errors) of Italian and English participants for all experimental

conditions of Experiment 3.

Words vRTs (ms) Errors (%)

Italian English Italian English

participants participants participants participants

Mean SD Mean SD Mean SD Mean SD

5-Phonemes High frequency 494.7 51.5 474.4 62.1 0.9 0.3 0.8 0.4
5-Phonemes Low frequency 514.4 65.6 507.4 82.3 0.5 0.3 0.4 0.3
5-Letters High frequency 488.0 61.3 476.4 63.9 1.3 0.4 0.6 0.4
5-Letters Low frequency 522.7 71.1 505.8 79.0 0.6 0.3 0.2 0.3

Table 5 | Means (and standard deviations) for the ex-Gaussian parameters of Italian and English participants across experimental conditions of

Experiment 3.

Ex-Gaussian parameters Italian English Student Levene

participants participants test test

Mean SD Mean SD t p F p

Mu 439.0 45.9 445.6 59.7 −0.46 0.64 0.36 0.55
Sigma 35.7 18.7 75.9 32.3 −5.63 < 0.0001 8.67 0.005
Tau 66.7 28.0 45.3 40.3 2.30 0.026 7.42 0.009

Group comparisons (by Student t-test) and Levene’s test for equality of variances are presented.

In keeping with the analyses carried out in Experiments 1 and
2, we examined the various ex-Gaussian parameters both in terms
of group differences (by means of t-tests) and in terms of equality
of variances (by means of Levene’s test). Means (and SDs) and
results of these analyses are presented in Table 5.

T-test comparisons revealed a significant difference between
the standard deviation (σ ) of the Gaussian component but no
difference in the mean: Italian observers showed a μ of 439 ms
and a σ of 36, while English observers a μ of 446 ms and a σ of
76. Furthermore, the τ (representing the mean of the exponential
component) was significantly larger in the Italian (67 ms) than in
the English (45 ms) group.

The Levene’s test for equality of variances indicated that the
variances of the two groups were not different in the case of the μ

parameter while they were significantly different for the σ and τ

parameters, in both cases indicating greater individual variability
in the English than in the Italian sample (see Table 5).

To summarize these results: (a) the two linguistic groups were
similar in μ both in terms of mean performance and inter-
individual variability; (b) Italian observers showed higher τ and
lower σ values than English observers; and (c) independent of
group mean differences, English observers were more variable
across individuals for both τ and σ , but not μ.

Figure 3 presents the fits of the ex-Gaussian functions across
participants to the empirical data separately for the two linguistic
groups, using a super-subject approach (as in Balota and Spieler,
1999). In agreement with the individual data, the results of the
fit of the Italian data resulted in a μ of 416 ms, a σ of 49, and a
τ of 89, while the English fit indicated a μ of 412 ms, a σ of 89,
and a τ of 78. As shown by the figure, the larger τ obtained by

FIGURE 3 | Frequency distribution of vRTs of the Italian (upper panel)

and the English (lower panel) sample. The red solid lines represent the
best fit of the ex-Gaussian distributions of the data obtained by the two
samples.
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Italian readers is evident in the positively skewed vRT distribu-
tion (upper panel) relative to the English data distribution (lower
panel), while a larger variability characterizes this latter group.

In order to clarify the relation between the distributional
parameters and the lexical status of the stimuli we applied the
ex-Gaussian fit separately for the two lists of high and low fre-
quency words. It must be noted that due to the limited number
of items (40 for each participant) parameter estimates may only
be taken as a suggestion of an existing relationship. Three sep-
arate ANOVAs were applied to the resulting parameters with
group (English and Italian) as unrepeated factor and frequency
(high and low) as repeated factor. The results for the τ esti-
mates revealed the significant main effect of group and fre-
quency [respectively: F(1, 56) = 8.04, p < 0.01; F(1, 56) = 22.55,
p < 0.0001] but not of their interaction (F < 1, p = 0.79). The
relative means for the τ parameter were 40 for the English group
and 65 for the Italian, and 41 for high- and 67 for low-frequency
words. As for the σ parameter only the main effect of group
was significant [F(1, 56) = 37.26, p < 0.0001], with a larger value
for the English sample (72.5) relative to the Italian (34.5). The
main effect of frequency and its interaction with group were not
significant (F < 1, p = 0.87 and F < 1, p = 0.77, respectively).
No main effect (group: F < 1, p = 0.53; frequency: F < 1, p =
0.63) or interaction was significant in the μ component of the
distributions (F < 1, p = 0.97).

The results indicate that the τ (but not the μ and σ ) parame-
ter is sensitive to the effect of frequency. As in the general analyses
presented above, larger τ values were present for Italian individ-
uals but no differential effect of language on the frequency effect
was detected.

Modeling vRTs as a function of language
In order to investigate the nature of the individual differences
between the two groups we applied the DEM (Myerson et al.,
2003). According to this model, the slope of the linear relation-
ship between mean vRTs and SDs is indicative of the amount of
processing required by the observers to perform the task and it
directly assesses the cognitive compartment (i.e., the slope indi-
cates the correlation between the cognitive stages involved in
the task). By contrast, the intercept on the x-axis of this linear
relationship estimates the time of the non-decisional sensory-
motor compartment (which is supposed to be invariant across
observers). Thus, the DEM allows for independent estimations
of the cognitive and sensory-motor components in determining
individual differences in task performance.

Figure 4 shows the relationship between individual SDs and
vRTs in the two groups: data for Italian observers are presented on
the left, while those of English observers are shown on the right.
The variability grows linearly with increasing condition means for
Italian readers; this is less clear for English readers. The solid line
in Figure 4 represents the DEM prediction calculated on all the
participants using the following equation (Equation 2):

SD =
(

r − σc

α

)
(RT − te) (2)

where σ , α, te, and r are parameters that are free to vary and rep-
resent the variance and amplitude of the effects, the time required

by the sensory-motor compartment, and the theoretical correla-
tion between the cognitive stages, respectively. In Figure 4, the
sensory-motor compartment is represented by the x-intercept of
the regression line. In the case of the Italian sample, the model
explains relatively well the variability in the data (R2 = 0.42)
with an estimated time for the sensory-motor compartment of
239 ms and a slope of 0.30. Note that these values are close to
those typically reported in the literature (Myerson et al., 2003).
By contrast, the model does not account well for the English data
(R2 = 0.10). The slope relating means and SDs is nearly flat (0.17)
and no reliable estimation of the sensory-motor compartment is
possible; indeed, the x-intercept of the regression line is negative
(−26 ms).

RSVP and vRT reading comparison
As the same subjects participated in Experiments 2 and 3
this allowed examining the consistency of individual differences
between the RSVP (in terms of the log of wpm), and the vRT mea-
sures. The Pearson correlation between the two measures was 0.35
for the Italian participants (p < 0.01) and 0.31 for English partic-
ipants (p < 0.05). The reading measures in Experiments 2 and 3
differ in terms of absolute performance level and of the response
compartment involved. RSVP reading thresholds are calculated at
a criterion level of task performance of 80%, while vRTS are mea-
sured for correct responses (ideally 100% correct). In addition,
while RSVP maximizes the decoding component of the process
leaving unlimited time to utter the word, vRT measures include
the programming and the beginning of the motor execution (for
the role of motor compartment on vRT and total time measures
see Martelli et al., 2014). Nonetheless, the analysis shows that the
two measures are significantly correlated.

Comments
Do the reading skills measured by the speed in vRTs interact
with the size of the lexical effects? Estimation of reading skills
did not reveal a mean group difference between a regular and
an irregular orthography in adult proficient readers. In this con-
text, standard analyses based on mean performances did not
show a significant interaction between frequency and language,
indicating a similar use of the stimulus lexical properties by
the two groups.

The analysis of the ex-Gaussian probability density functions
revealed that language differences are captured by the differen-
tial weight of the two components (Gaussian and exponential)
in determining the vRT distributions of the two linguistic groups:
Italian observers showed higher τ and lower σ values than English
observers while no group difference was detected in the case of
μ values. As a consequence, examining differences across regu-
lar and irregular orthographies only with reference to the mean
fails in capturing the phenomenon. Additionally, the results indi-
cate that τ , but not σ and μ, are modulated by the lexical status
of the stimuli. These findings are in keeping with previous data
from Yap et al. (2012) who reported that vocabulary knowledge
was correlated to τ more highly than to μ in speeded pronun-
ciation of words (as well as in a lexical decision task). More
generally, similar results have also been reported for decision
and selective attention tasks (Schmiedek et al., 2007; Tse et al.,
2010).
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FIGURE 4 | Individual participants’ SDs over items as a function of mean vRTs. On the left Italian readers; on the right, English participants. The solid line
represents the best fit of the DEM to the data (Myerson et al., 2003).

A critical interest of the present study is to examine the possible
presence of inter-individual differences between the two linguis-
tic groups. Results indicated a profile of individual differences
that varied as a function of the ex-Gaussian parameters: English
observers were more variable for τ and σ but not for μ. In com-
paring data from this experiment to the findings of Experiments
1 and 2 note that in the case of RSVP paradigm only mean per-
formance values are available. So, in this vein, one should note
the differential outcome with the two paradigms: in the case of
the RSVP, one obtains a different spread of performances with
the English sample containing the fastest and slowest individu-
als. In the case of vRTs, this differential spread is not present (as
indicated by the pattern of data in the case of μ values). However,
English observers were more variable both in terms of σ and τ .
The former finding indicates greater intra-individual variability
(further comments will be advanced in the general discussion).
Of particular interest is the greater variability in τ as this parame-
ter is the one that selectively captures the effect of the lexical status
of the stimuli.

One of the most basic results in the RT literature is that slower
vRTs are accompanied by higher variability (Wagenmakers and
Brown, 2007). This is commonly true of both group and con-
dition comparisons. So, older people are generally slower and
more variable than younger individuals; more difficult condi-
tions are invariably associated with larger variability values (Faust
et al., 1999; Myerson et al., 2003). By contrast, in the current
study, English participants were more variable but not slower than
Italian participants across conditions. So, the pattern shown by
English readers is at odds with the basic predictions of models
interpreting global effects of performance. Note that here we are
showing individual observer’s means and SDs separately for each
condition. Myerson et al. (2003) DEM is typically applied to con-
dition means segregating slow vs. fast subjects (e.g., comparing
the fast to the slow quartile of the observers distributions) in stud-
ies comprised of several independent measures. Application of
DEM indicates that fast and slow subjects are described by the

same relationship between means and SDs. The consequence of
these linear relations is that the difference between the vRTs of
the subgroups of fast and slow processors increases proportion-
ally with the average vRT as SDs do, so that the data for the two
groups are typically fit by the same regression line. Thus, under
the assumption that for all observers the same processing steps are
recruited by the task and that speed of processing affects all the
steps equally (proportionally) the model predicts the same rela-
tionship (same slope) between SDs and means at an individual
and at a group level.

Our results indicate that the DEM does not adequately fit
the data of English readers (Myerson et al., 2003). Notably, this
model has been largely developed on experiments run on English
samples, although typically not on reading tasks (Myerson et al.,
2003). So, the differential outcome may indeed be specific to
reading.

DISCUSSION
Are group means effective estimates of reading speed? Results
of Experiments 1 and 2 strongly indicate that the reliable dif-
ference between the two language groups is expressed by the
variability in the distribution of performances rather than by
their mean. Studies with the RSVP reading speed in English
participants have been unable to clearly ascertain a value for
reading speed, producing speeds that differ in wpm up to a
factor of 5 (Rubin and Turano, 1992; Latham and Whitaker,
1996; Fine et al., 1997, 1999; Chung et al., 1998; Pelli et al.,
2007). Differences across studies may be partially explained by the
diverse procedures adopted: presence, or absence, of a mask pre-
ceding and following the stream of words in the trial, presence,
or absence, of context (i.e., random words vs. sentences), num-
ber of words presented in a trial (for an overview on the effects
of these variables in RSVP reading see Primativo et al., in prepa-
ration). However, our results indicate that part of the differences
in reading speed estimates obtained by different laboratories may
be related to sampling biases. English readers are much more
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variable; thus, sample size and selection criteria greatly affect the
reliability of the mean in defining the group speed (especially
for the small sample sizes typical of these studies). Our results
indicate that differences in speed across labs may be in part rec-
onciled in light of the large variability shown by the English
population.

Also results with vRTs (Experiment 3) point to the presence
of greater differences in variability between English and Italian
observers than in terms of mean performances. However, results
in this case indicate that different parameters capture the group
differences in variability: English observers were more variable
for σ and τ values but not for μ, i.e., the mean of the Gaussian
component.

How can these differences be accommodated? One possible
interpretation is that, by minimizing the role of memory, pro-
nunciation time and eye movements, performance in the RSVP
paradigm closely captures the efficiency in decoding; so, indi-
vidual differences are directly reflected in differential ranges,
with the English sample containing both the slowest and fastest
individuals. In the case of RT measures, the available literature
indicates a more complex relationship between performance and
decoding. There is a consensus that RT measures contain both
decisional and non-decisional components although there are dif-
ferent approaches to separate them (e.g., diffusion model: Ratcliff
et al., 2004; DEM: Myerson et al., 2003). Within the DEM to
which we refer here, RTs are a compound of a sensory-motor
compartment and of a decisional compartment. Myerson et al.
(2003) propose that individual differences are confined to the
decisional component of the response. In this perspective, it is
not surprising that individual differences are not well captured
by variations in the mean as this expresses both decisional and
non-decisional components of the response. To provide a gen-
eral frame for this distinction consider that, based on DEM, in
the present experimental conditions the sensory-motor and cog-
nitive compartments each account for about half of the processing
time in the Italian sample. Thus, 239 ms was the estimate for
the former compartment; subtracting this value from the overall
mean (502 ms), we obtain an estimate of 263 ms for the cog-
nitive compartment. Note that the two compartments were not
distinguishable among English observers (see further comments
below).

Furthermore, in keeping with the idea that the typical skew
to the right of RTs increases with test difficulty (Wagenmakers
and Brown, 2007), we observed that τ values captured changes
in performance as a function of the lexical status of the stimu-
lus better than μ values. This pattern is consistent with previous
observations on both reading (Yap et al., 2012) and non reading
(Schmiedek et al., 2007; Tse et al., 2010) tasks. Accordingly, we
found that English observers were more variable in their τ values.
So, within this reasoning, the outcome of the three experiments
can be reconciled by stating that English observers showed greater
individual differences than Italian observers in the parameter
which, in each paradigm, is sensitive to variations in task diffi-
culty (lexical status in our case), i.e., mean values in the case of the
RSVP and τ values in the case of the vRTs. Note that in the case of
vRTs, English observers were more variable than Italian observers
also in terms of the variability of the gaussian component of the

response (σ ). Further comments will be made on this point when
commenting the results within the DEM model.

Is there a processing speed difference in reading in regular
and irregular orthographies once (most) cognitive variables are
taken into account to match stimuli across languages? Experiment
2, but not Experiments 1 and 3, showed that English readers
were faster than Italians. However, in all three experiments the
English observers were more variable (although on different
critical parameters). English and Italian differ in the degree of
consistency in the mappings of letters onto sounds as well as
in the complexity of the syllabic structure. The lower syllabic
complexity of Italian language enables for easy segmentation
of words into phonemes/syllables and, in turn, to effectively
acquire grapheme-to-phoneme mappings. On the other hand,
in English, the embedding of grapheme-phoneme correspon-
dences in consonant clusters makes it more difficult to acquire
these correspondences. In fact, Seymour et al. (2003) found that
syllabic complexity affects accuracy and speed of reading non-
words (although not familiar words) and exaggerates the lexicality
effect. Moreover, it has been suggested that the preferred grain
size unit (i.e., the number of graphemes and phonemes) of the
lexical entries differ across languages and determines different
developmental constraints as well as the characteristics of adult
fluent reading (Ziegler and Goswami, 2005). Ziegler et al. (2001)
compared word and pseudo-word reading of German (a regu-
lar orthography) and English participants reading identical words
(words written identically in the two languages such as ball,
park, and hand) as a function of their length. Results showed
that reading 5- and 6- letter words, the German participants
were about 50 ms slower than the English sample. Conversely,
Paulesu et al. (2000) found that adult Italian readers were faster
at recognizing both words and pseudo-words relative to English
readers. Frith et al. (1998) measured reading accuracy and speed
of German and English children ranging in age between 7 and 9
years. Interestingly, they found that on average English children
read at a slower speed and less accurately than German children,
also showing a larger lexical effect. However, selecting a subgroup
of “good readers” that made no errors in the easy items, they
found English children to be slightly faster than their German
peers. The results of the present experiments strongly indicate
that English readers are more variable, and that the group mean
per se fails to capture the phenomenon of the differences across
languages. Thus, it is possible that individuals read a language
with opaque orthography and complex syllabic structure adopt-
ing different processing strategies each contributing to reading
with differential efficiency.

One of the aims of this study was to investigate the rela-
tionship between the general speed factor and the efficiency of
the orthographic decoding on vRTs. Indeed, larger effects of the
experimental manipulations are expected in the case of differ-
ences in overall processing time across individuals (i.e., larger
effects for slower individuals, Faust et al., 1999). In the absence
of a general speed difference in vRTs (Experiment 3) no over-
additive group interactions are expected. Nonetheless, some data
obtained by our research group on English and Italian children
in reading single words and pseudo-words may be relevant on
this issue (Marinelli et al., submitted). We found that, contrary
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to the prediction of a larger RT variability in slower individu-
als (Faust et al., 1999; Myerson et al., 2003), the English sample
was generally faster but more variable than the Italian sample
across conditions, providing additional evidence that increased
variability is a specific characteristic of English readers. Large
inter-individual differences have also been found in other studies
with English children, both when the English readers were faster
(Ellis and Hooper, 2001; Ellis et al., 2004) or slower (Patel et al.,
2004) than readers of regular orthographies. Taken together the
results of the three experiments show that large variability is not
associated with slower speed in the case of the English sample.
This highlights the importance of examining the shape of the
distributions to understand the underlying phenomenon.

Do the individual differences across languages arise from dif-
ferent strategies adopted in reading? One source of individual
difference could arise from readers emphasizing different strate-
gies or types of information during reading. Yap et al. (2012)
linked the distributional characteristics with the dynamics of
information accumulation over time. They found that a fluent
lexical process, measured by good vocabulary knowledge, was
associated with more efficient accumulation of information and
lower τ . Accordingly, we found that only τ , and not σ or μ,
were modulated by the lexical status of the stimuli (i.e., word
frequency). If small τ is associated with higher use of the lex-
ical strategy of reading (Yap et al., 2012), this may be more
pronounced in the English population (i.e., lower τ indicates a
more efficient process). However, word frequency modulated the
τ parameter in a similar way in both the English and Italian sam-
ples. Again, the insensitivity in detecting mean group differences
may be linked to the presence of large individual differences; so,
apart from showing lower τ values, English observers were also
significantly more variable in this parameter. Therefore, we feel
that the possibility that the lexical strategy of reading is more pro-
nounced in the English may require further testing before such
hypothesis can be confidently rejected.

The DEM assigns the difference between individuals to the
amount of cognitive processing required by the task predicting
the relationship between mean and SD (Myerson et al., 2003).
Applying the DEM to the data of Experiment 3 revealed that, in
the case of the English sample, the SDs were not linearly related
to the mean vRTs. There is a large body of literature that builds
on the relationship between mean RTs and SDs to account for
individual differences across slow and fast groups (e.g., Bashore
and Ridderinkhof, 2002; Myerson et al., 2003). These studies
investigate different cognitive processes, ranging from recogni-
tion to counting (Cerella et al., 1980; Cerella, 1985; Logan, 1992;
Mayr and Kliegl, 1993; Hale and Jansen, 1994; Zheng et al., 2000;
Palmer et al., 2011). The relationship between the standard devi-
ation and the mean of the RT distribution highlights a general
rule (Wagenmakers and Brown, 2007) that must be taken into
account when looking for selective effects (Hale and Jansen, 1994;
Faust et al., 1999; Zheng et al., 2000; Myerson et al., 2003). Indeed,
most models of reading are based on the selective effects of lex-
ical variables (e.g., CDP++ by Perry et al., 2010). Our results
indicate that this relationship does not hold for reading speed in
English. Note that, in a counting task, English participants show
the expected relationship (Logan, 1992) but, as shown here, this

is not the case for reading. Therefore, this makes a special case for
English individuals and the reading task.

It is difficult to understand why the general linear law between
means and standard deviations does not hold in this partic-
ular instance. Wagenmakers and Brown (2007) identify three
boundary conditions under which no linear relationship between
means and standard deviations is expected, i.e.: (a) manipulations
affecting non-decision times; (b) mixtures (i.e., two different
decisional processes going on at the same time) and (c) serial
and exhaustive processing. An example of a mixture is when a
task (e.g., counting dots) is solved in a moment of transition
between the use of an algorithm (typically used in the early
stages of learning) and of an automatic retrieval strategy (as in
the case of the instance theory; Logan, 1992). Reading models
can be seen in this perspective. Thus, at least to some extent,
the dual route model (Coltheart et al., 2001) appears compati-
ble with the instance theory, in that the sub-lexical route relies
on an algorithm and the lexical route activates individual traces
from the orthographic lexicon (i.e., specific instances). However,
it seems extremely unlikely that English proficient adults are in
a moment of transition between the two routes (if anything,
this interpretation could apply more easily to Italian readers
who supposedly develop their lexicon more slowly). The third
boundary condition also does not seem to apply to the present
data; it seems unlikely that reading is carried out through serial
and exhaustive processing. At any rate, were this the case, one
would expect means to vary linearly as a function of variances,
rather than SDs (Wagenmakers and Brown, 2007). However, the
results for English readers shown in Figure 4 remained the same
when we used variances instead of standard deviations, suggest-
ing, as expected, that failure for linearity between means and
SDs is not related to the task involving a serial and exhaustive
processing.

Evaluating the first boundary condition (i.e., manipulations
affecting non-decision times) identified by Wagenmakers and
Brown (2007) is more complex. In general, models do not pre-
dict a relationship between means and standard deviations for
the non-decisional component of the response. This is the case
for the diffusion model (Ratcliff, 1979, 2002) as well as for the
DEM (Myerson et al., 2003) to which we refer here. Variations
among individuals and tasks certainly cannot be simply viewed
as due to differences in sensory processing and motor prepara-
tion processes. However, in evaluating this boundary condition,
it should also be considered that any systematic bias in the modu-
lation of the response (such as response conservativeness) would
be incompatible with the linear law (Wagenmakers et al., 2005). In
this perspective one may consider the time criterion account for
naming speed advanced by Lupker and colleagues in a number of
studies carried out on English speaking individuals (e.g., Lupker
et al., 1997; Taylor and Lupker, 2001; Kinoshita and Lupker, 2002;
Chateau and Lupker, 2003). According to this hypothesis, par-
ticipants set a point in time at which they try to respond to
all stimuli in a given block. When easy and hard stimuli are
mixed, the placement of the time criterion is intermediate com-
pared with that in pure blocks of easy and hard stimuli; thus,
responses to easy stimuli slow down and responses to hard stim-
uli speed up (thus altering the relationship between speed of
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response and task difficulty which is at the base of the linear
law). Notably, recent evidence (Paizi et al., 2010) indicates that
a time criterion account does not easily explain reading RTs in
Italian young adults. Thus, unlike what is typically reported in
English-speaking individuals, word frequency effects are indepen-
dent of list context manipulations (Paizi et al., 2010). So, one
possibility is that the atypical pattern in the relationship between
means and standard deviations is due to the fact that English
readers (more so than readers of a regular orthography) refer
to a time criterion when they try to read under speeded time
conditions.

This hypothesis may also be instrumental in understanding
the difference in intra-individual variability observed between the
two linguistic groups: English observers present much higher σ

values. Presumably, these values in part reflect the degree of noise
in the data (whether arising from decisional or non-decisional
components of the response). In this vein, it is interesting to
note that σ values are extremely small in Italian observers,
averaging 35.7 ms, with also very little inter-individual vari-
ation (SD = 18.7). If we assume that only English observers
superimpose a time criterion on their response it becomes rea-
sonable to imagine an increase in their individual intra-trial
variability (independent of mean changes). Indeed, adopting a
time criterion modifies the pattern of individual response in
a way which, on the one hand, does not appreciably modify
mean performance and, on the other, is inherently symmet-
rical and, as such, at least compatible with a Gaussian dis-
tribution. As the time criterion reflects a selective bias in the
response, this perspective would also help understanding why
σ values are insensitive to the lexical properties of the stim-
ulus. Overall, we propose that the increase in intra-individual
variability shown by English observers might be interpreted as
due to a combination of two factors, intra-trial noise and ref-
erence to a time criterion for setting up the response. Only
the former factor would be active in the case of individuals
reading a very regular orthography, such as Italian. Clearly, fur-
ther ad hoc research designs are needed to fully evaluate this
interpretation.

Most universal models of reading and reading acquisition are
based on mean vRTs of English participants as a function of lexical
manipulations (e.g., Seidenberg and McClelland, 1989; Coltheart
and Rastle, 1994; Coltheart et al., 2001; Perry et al., 2007, 2010).
The current results question the appropriateness of building a
universal reading model just on the very language group who in
reading performance does not conform to the general predictions
of models of RT performance.
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This paper offers a review of data which show that reading is a flexible and dynamic process
and that readers can exert strategic control over it. Two main hypotheses on the control
of reading processes have been suggested: the route de-emphasis hypothesis and the
time-criterion hypothesis. According to the former, the presence of irregular words in the
list might lead to an attenuation of the non-lexical process, while the presence of non-
words could trigger a de-emphasis of the lexical route. An alternative account is proposed
by the time-criterion hypothesis whereby the reader sets a flexible deadline to initiate the
response. According to the latter view, it is the average pronunciation difficulty of the items
in the block that modulates the time-criterion for response. However, it is worth noting that
the list composition has been shown to exert different effects in transparent compared to
opaque orthographies, as the consistency of spelling-sound correspondences can influence
the processing costs of the non-lexical pathway. In transparent orthographies, the non-
lexical route is not resource demanding and can successfully contribute to the pronunciation
of regular words, thus its de-emphasis could not be as useful/necessary as in opaque
orthographies. The complex patterns of results from the literature on list context effects
are a challenge for computational models of reading which face the problem of simulating
strategic control over reading processes. Different proposals suggest a modification of
parameter setting in the non-lexical route or the implementation of a new module aimed
at focusing attention on the output of the more convenient pathway. Simulation data and
an assessment of the models’ fit to the behavioral results are presented and discussed to
shed light on the role of the cognitive system when reading aloud.

Keywords: reading aloud, list context effects, models of reading, strategic behavior, orthographic systems

INTRODUCTION
During the last decades, since the pioneeristic work of Colt-
heart (1978), several studies on word recognition have found
that changes in the stimuli list context can influence latency
and accuracy in different tasks. These results challenge the
assumption that word recognition is an automatic process for
skilled readers (Underwood, 1978); in contrast, they suggest
that strategic components can alter word processing in rela-
tion to the composition of the list context. Moreover, data
from different languages have revealed a complex pattern of
results and suggested that the characteristics of the language
system, in particular its orthography-to-phonology consistency,
could be considered as a “macro-context” in which the sys-
tem may develop its specific setting, with potential conse-
quences on the suitability of different strategies in different
languages.

The most widely accepted reading models offer a framework to
simulate the processes involved in the recognition of a single item,
but do not consider the list context in which that item is presented.
This review is aimed at showing that the data on list context effects

call for a new approach in reading modeling, in which additional
components and/or mechanisms are to be included to take into
account strategic behavior.

After a brief description of the dual-route cascaded model
(DRC), of the parallel-distributed-processing model (PDP), and
of the connectionist dual-process model (CDP), empirical data
drawn from different languages will be presented in order to high-
light the role that list context and language context can play in
implementing different strategies when reading aloud.

The large number of experiments assessing strategic effects
in different tasks, such as lexical decision or semantic catego-
rization, are not considered in the present paper for two main
reasons. Firstly, we aim at providing evidence for the activa-
tion of strategic behavior in one task, reading aloud, in which
decision-level processes are not assumed to be involved. Thus,
we intend to avoid possible confounds between strategies trig-
gered by the list context composition and decisional strategies
that are operating in tasks such as lexical decision or sematic
categorization. Secondly, only one reading model (Harm and
Seidenberg, 2004) implements semantic components, due to the
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high complexity of the model architecture required to take into
account semantics. Accordingly, we thought it was more appro-
priate to consider only reading aloud studies, whose results
can be simulated by means of the orthography-to-phonology
mappings actually implemented by all the main computational
models.

How data on list context effects may challenge the different
modeling proposals and open new perspectives on the role of
strategic control in reading aloud will be discussed in the final
part of the paper.

FROM PRINT TO SOUND: MODELS OF READING AND
BENCHMARK EFFECTS
The dual-route cascaded (DRC) model (Coltheart and Rastle,
1994; Coltheart et al., 2001) can be considered a computational
evolution of the modeling tradition grounded in the 19th century
modular approach. Despite its name, the model actually consists
of three routes: the lexical semantic route, the lexical non-semantic
route, and the grapheme-phoneme conversion (GPC) route (non-
lexical route). However, the lexical semantic route has not been
implemented yet (Figure 1). The model is cascaded because the
activation is fed forward from one module to the following as

FIGURE 1 |The dual-route cascaded model. From “DRC: a dual route
cascaded model of visual word recognition and reading aloud” by Coltheart
et al. (2001), Psychol. Rev. 108, p. 214. Copyright 2001 by the American
Psychological Association.

soon as a process in that module starts, without waiting for the
completion of the process itself.

The early modules from print to word recognition (visual
feature units, letter units, orthographic input lexicon) form a
three-layer network, working with interactive activation and inhi-
bition among the layers. In the case of non-words, no lexical
entry can be addressed, but it is possible to produce a phonolog-
ical output through the grapheme-to-phoneme correspondence
(GPC) route. This route starts operating after a series of cycles
from the input onset and converts letters to phonemes from left
to right, serially, according to rules set on statistical grounds
(Rastle and Coltheart, 1999). The generated phonemes add acti-
vation to units in the phoneme system, a layer common to both
the lexical and non-lexical routes, in order to produce letter string
pronunciation. However, non-words are not only read through the
non-lexical route because they partially activate word neighbors1

in the orthographic lexicon and these word units feed-forward
activation to the phonological representations and to the phoneme
system.

The need for implementing two different routes to read words
and non-words has been challenged by the parallel-distributed-
processing (PDP) model (Plaut et al., 1996). This is a one-route
model of reading aloud, whose architecture is a three-layer net-
work trained by an error-minimization learning algorithm. In
the PDP model, all letter strings (both words and non-words)
activate phonemic units in parallel. The distributional features
of the input corpus are represented in the activation patterns
within and between orthographical and phonological layers and
all spelling-sound mappings depend on the parameter setting in
the intermediate layer (hidden units). In this architecture, there
are no specific pathways for reading words and non-words: “The
information concerning spelling-sound correspondences, derived
from exposure to actual words and encoded by the weights in such
networks, is also used in generating pronunciations for unfamiliar
stimuli” (Seidenberg et al., 1994, p. 1178).

The connectionist dual-process (CDP) model developed by
Zorzi and colleagues (CDP: Zorzi et al., 1998; CDP+: Perry
et al., 2007; CDP++: Perry et al., 2010) builds on the existing
PDP and DRC models by combining features of both and is
aimed at overcoming their limits. In the CDP model (Figure 2),
spelling-sound connections are implemented, in parallel, via
two pathways: a print-to-sound mapping mediated by lexical
representations, implemented through a localist lexical route
based on the interactive activation model as in Coltheart et al.
(2001); a direct mapping from graphemic to phonemic units,
implemented through a connectionist network (TLA: two-layer
assembly model) as in Zorzi et al. (1998). This choice allows the
CDP model to have not only an efficient solution to simulate
lexical access in word reading, as in the DRC, but also a net-
work for assembled phonology, that overcomes the absence of a
learning mechanism in the DRC, a model which is fully hard-
wired and whose non-lexical route works according to partially

1Orthographic neighbors of a string of letters have been operationalized by
Coltheart et al. (1977) as the words that can be obtained by changing one letter
and preserving the positions of the other letters. For example, neighbors of WORD
are LORD, WARD, WORK.
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FIGURE 2 |The connectionist dual process model (CDP+). O = onset;
V = vowel; C = coda; TLA = two-layer assembly; IA = interactive activation;
L = letter; F = feature. From “Nested incremental modeling in the
development of computational theories: the CDP+model of reading aloud”
by Perry et al. (2007), Psychol. Rev. 114, p. 280. Copyright 2007 by the
American Psychological Association.

hand-coded sets of grapheme-to-phoneme conversion rules. Due
to this network, the CDP model is able to simulate reading acqui-
sition and developmental reading disorders, similar to the PDP
model.

Pritchard et al. (2012) tested the DRC and CDP models in
reading non-words comparing their performances to human
responses. The DRC model showed a better match to participants’
pronunciations (matching rates: 73.5% for DRC vs. 37.6% for
CDP++). However, unlike behavioral data, the DRC model did
not produce any lexicalization, while the CDP++ model pro-
duced very high lexicalization rates. In a recent paper, Perry et al.
(2014) assessed the fit of DRC and CDP++ to the behavioral data
in French, an orthography in which there are silent consonants
at the end of words. The authors found that human readers, in
reading non-words, tended to pronounce silent consonants that
are not phonologically transcoded when detected in words. The
DRC model, with the implementation of grapheme-to-phoneme
rules for French, produced the pronunciation of these consonants
in only 5.8% of the trials, while human readers pronounced them
in 57.8% of the trials. The CDP++model reached a rate of 41.2%
pronunciations of silent consonants and this result was obtained
through“a sublexical plus lexical analogy mechanism”(Perry et al.,
2014).

Computational models test their claims to adequacy by sim-
ulating basic phenomena observed in reading aloud, that can
be considered benchmark effects (Coltheart et al., 2001). In the
present work only the benchmark effects, which have been proved
to be influenced by stimulus list context will be presented: the lex-
icality effect, the length and length by lexicality effects, the word
frequency effect, the regularity and regularity by frequency effects.

The lexicality effect (i.e., the observation that reading words
is faster than reading non-words), in a lexicon-and-rule model

like the DRC, is referred to the activation of different routes and
modules, in relation to the lexical status of the stimulus. A non-
word like BONT can activate some orthographic neighbors like
FONT, BENT, BOND in the lexicon and gain activation in the
phonemic system from these neighbors, but can be pronounced
correctly only through a sequential activation of the phonemes
corresponding to the graphemes B-O-N-T.

On the other hand, a regular item like WORD is likely to gain
activation in the phonemic system from both routes, as both
its lexical representation and the GPC rules produce a coherent
phonemic pattern, which leads to a fast and correct response
(Yates, 2010). In DRC and in CDP models, direct access to lex-
ical representations, triggered by words, is faster than the serial
application of GPC rules adopted in reading non-words, and this
mechanism can explain why words are read faster than non-words.
The PDP model offers an explanation in terms of frequency of
activation of phonological patterns involved in the pronuncia-
tion of the target, assuming that non-words activate more rare
orthographic-phonemic associations than words.

The serial processing of grapheme-to-phoneme conversion
through the non-lexical route is also considered the mecha-
nism that gives rise to the length effect (i.e., the longer the
string of letters, the slower the reading latency). Overall, this
effect is strong in reading non-words, while it is not found
consistently in word reading (length by lexicality effect). While
dual-route models can explain these effects quite well, as they
assume that the sequential procedures involved in the grapheme-
to-phoneme mapping are more time-costly than the direct access
to lexical representations, the length by lexicality effect is par-
ticularly challenging for the PDP model. In fact, this model
provides an account for the additional motor programming
required by longer strings, but offers no ground for expect-
ing differences in the visuo-perceptual scanning of words and
non-words.

The word frequency effect (i.e., high frequency words are read
faster and more accurately than low frequency words) is consid-
ered evidence for the activation of representations (either localist
or distributed) in the orthographic lexicon (or system). All models
assume that the speed of this activation is a function of the fre-
quency of use of the corresponding words in the written language.
Thus, lexical representations of high frequency words are activated
faster than lexical representations of low frequency words.

Some interesting effects have been observed in reading excep-
tion words, like PINT or YACHT. These words are usually
read more slowly than regular words such as FOND (regu-
larity effect), but this effect is reliable only for low-frequency
words (regularity by frequency effect). This phenomenon has
been interpreted by the dual-route models as the result of an
interference, in the phonemic system, between the output of
the phonological lexicon and that of the grapheme-to-phoneme
mapping mechanisms, which are doomed to fail. The PDP
model refers this effect to the low level of activation of the
phonological patterns involved in the pronunciation of low fre-
quency exception words, but this model has some difficulties
in simulating the pronunciation of a few low-frequency irreg-
ular words (e.g., AISLE). For this reason, Seidenberg et al.
(1994) proposed that low-frequency irregular words can be read
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through the semantic system, the third component of the so-
called triangular model, not implemented by Seidenberg and
McClelland (1989), but implemented in the model of Harm and
Seidenberg (2004).

The ability to simulate the above mentioned benchmark effects
has been considered a validity test for the computational reading
models. However, it is worth noting that these effects are not found
consistently in the behavioral data, as they can be influenced by list
composition. In fact, the presence in the stimuli list of either words
and non-words mixed together (mixed context) or of only one
type of stimuli (only words or non-words: pure context) can alter
the size of those effects. Moreover, data from different language
contexts offer a complex picture with inconsistent results.

In the following sections, a review of some seminal works will
be presented that can be considered representative contributions
to the debate on the mechanisms underlying reading aloud in dif-
ferent list and language contexts (Table 1). In the section beneath,
studies focusing on the issue of “which”pathway is mostly involved
in different list contexts will be described, and the so-called route
de-emphasis and time-criterion hypotheses will be introduced. The
role of the consistency of the orthography-to-phonology corre-
spondence will be discussed in the subsequent section, in which
data on list context effects from both opaque and transparent
orthographies will be presented.

In the final section, findings from the literature on the role
of stimulus quality and proportion of related primes and targets
in modulating frequency effects will offer further suggestions on
the relation between list context effects and“how”the reading pro-
cesses unfold. Proposals for new computational approaches, based
on dynamic adaptation to the context conditions and trial history,
will be presented and discussed, as they are likely to become the
framework for research on reading processes in the next future.

“WHICH” PATHWAY FROM PRINT TO SOUND? ROUTE
DE-EMPHASIS vs. TIME-CRITERION HYPOTHESIS
THE ROUTE DE-EMPHASIS HYPOTHESIS
Monsell et al. (1992) tested the strategic dissociation of lexical
and non-lexical routes in English-speaking readers, focusing their
attention on latency and accuracy when reading aloud non-words
and exception words with the former assumed to be processed
through GPC rules, the latter through the lexical pathway. In their
experiment, participants had to read exception words and non-
words, either in pure or in mixed blocks. Within word blocks,
the frequency of use was blocked too, as the items of each block
were all high frequency words or low frequency words. They found
that reading high-frequency (very familiar) exception words was
delayed by the presence of non-words in the list (mixed block),
in comparison to the latencies observed in pure lists; however,
when the participants expected to see low-frequency (less com-
mon) exception words, reading was not delayed by the presence
of non-words in the list. On the other hand, reading of non-
words was delayed, in comparison to a pure list condition in which
only non-words were presented, by the presence of low-frequency
exception words and not by the presence of high-frequency excep-
tion words. The authors proposed an explanation of these effects
grounded on the distributions of processing times for the lexical
and the non-lexical processes (Figure 3).

They made the assumption that, in the case of pure lists, the
distribution of processing times for non-words has a large over-
lap with the distribution of processing times for low-frequency
exception words, while the overlap with the distribution of
high-frequency exception words is smaller (Figure 3: top). The
non-lexical process should be slowed down in the case of mixed
lists with low-frequency words, because the reader has to ignore
the non-lexical output to increase the probability of a correct
pronunciation of the exception words (Figure 3: bottom). On
the side of low-frequency exception words, though, the slow-
ing down of non-word processing does not have much effect,
as the two distributions significantly overlap in any case, both
in pure and in mixed conditions. As for high-frequency excep-
tion words, the expectancy of all exception words, as in a pure
list, slows down the non-lexical process as well, and leads to
faster RTs than in a mixed list as the spread between the two
distributions increases. Monsell et al. (1992) proposed a continu-
ous integration model of reading suggesting that “a phonological
description is built up incrementally using fragments of informa-
tion transmitted asynchronously from both processes” (p. 464).
When information coming from the two processes is congruent,
as in the case of regular words, the articulation of the currently
available phonological description begins faster than when it is
conflicting, as in the case of exception words. In the latter case,
skilled readers can apply selective inhibition of (or inattention to)
the non-lexical route, with different effects on latency distribu-
tions for high- and low-frequency exception words, as described
above.

The effects of the presence of exception words in the experimen-
tal list on reading performance have been challenged by Coltheart
and Rastle (1994). The authors aimed at assessing the strategic con-
trol operated by readers on the use of the lexical and non-lexical
routes, by inserting different types of filler items in the naming
experiments. They assumed that the presence of non-words should
favor the use of the non-lexical route, while high-frequency excep-
tion words are expected to favor the use of the lexical route. The
regularity effect, interpreted as an interference of the non-lexical
route on lexical processing in reading exception words, should
be larger when fillers are non-words than when they are high-
frequency exception words, as the latter condition should induce
neglect of the non-lexical route. Coltheart and Rastle’s (1994)
study did not confirm this hypothesis. However, in a further study,
using only exception words with the irregular phoneme in the first
position, Rastle and Coltheart (1999) found the expected list con-
text effect. This means that a general slowing of the non-lexical
route is triggered only when the inconsistency between the lexical
and non-lexical routes already occurs at the beginning of the pro-
cess (e.g., for words like“chef”); however, if the irregularity is in the
middle of the exception words (e.g.,“glow”), their lexical represen-
tation is accessed before the sequential letter-by-letter activation
could interfere with lexical processing (Figure 4). These data are
consistent with Monsell et al.’s (1992) findings, and support the
route de-emphasis hypothesis.

This hypothesis has been implemented by modifying the
parameters controlling the activation of the non-lexical route.
Rastle and Coltheart (1999) successfully simulated the delaying
effect of exception word fillers on naming regular word and
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Table 1 | Pathway control and time criterion setting in reading processes: evidence accounted for in the present review.

Language Reference Main results Suggestions for modeling

English Monsell et al.

(1992)

High-frequency exception words: delayed in mixed list with

non-words; Low-frequency exception words: not delayed in

mixed list with non-words; Non-words: delayed in mixed list

with low-frequency words. No effects with high-frequency

exception words.

In mixed lists with exception words, non-lexical route is

inhibited (route de-emphasis hypothesis)

Rastle and

Coltheart (1999)

Regularity effect size is reduced when fillers are

high-frequency exception words with irregular phoneme in

the first position.

In reading exception words, the inconsistency between

lexical and non-lexical routes triggers a general slowing

of non-lexical route (route de-emphasis hypothesis)

Zevin and

Balota (2000)

Low-frequency exception words: more regularization errors

when primed by non-words than by exception words;

Non-words: slowed-down when primed by low-exception

words

A separate control mechanism which computes the

conflict between lexical and non-lexical route, and can

slow down the non-lexical route in the case of

exception words (route de-emphasis hypothesis)

Reynolds and

Besner (2008)

Exception-words: switch costs arise when exception word

follows non-word

Low-frequency regular words: switch costs neither after

high-frequency exception words nor after non-words.

Separate control mechanism that modulates reading

process on the basis of previous trials (exogenous

control )

Lupker et al.

(1997)

High-frequency exception words: delayed in mixed list with

non-words; Low-frequency exception words: faster RTs (but

lower accuracy) in mixed list with non-words than in pure list;

Non-words: faster RTs (but lower accuracy) in mixed list with

high-frequency exception words and regular words than in

pure list; Regular words: faster RTs in pure than in mixed list

Readers would set a time criterion to start articulation,

according to the difficulty of the stimuli. In mixed list

the criterion is beyond the preferred responding point

for the fast stimuli but prior to the preferred responding

point for the slow stimuli (time-criterion hypothesis)

Kinoshita and

Lupker (2003)

Regularity effect was not affected by prime lexicality (either

low-frequency exception words or non-words); Frequency

effect was reduced when words follow fast non-words;

Lexicality effect was reduced when prime were (both slow

and fast) non-words

Lexical checking is applied after a phonological code

has been produced, in order to assess the matching

between the codes generated by the two routes. The

massive presence of non-words would lead to skip this

check

Persian Baluch and

Besner (1991)

Transparent words: frequency and semantic priming effects

only in pure context.

Decision mechanisms which selects the output from

the routine (lexical or non-lexical) that first makes a

response viable. In the case of the presence of

non-words, only the non-lexical route is considered

Italian and

English

Tabossi and

Laghi (1992)

Italian: semantic priming in naming words only in pure list

and not in mixed list. English: semantic priming in both pure

and mixed context

In a transparent orthography the use of either the

routes in reading words is influenced by the list

context; in an opaque orthography, the use of lexical

route in reading words is mandatory

Turkish Raman et al.

(2004)

Using non-words matched to words in reading speed, the

frequency effect is always reliable

Also in a transparent orthography words are read

through the lexical route, even though in mixed context

with non-words

Data on latency support the time-criterion hypothesis

Italian Pagliuca et al.

(2008)

Lexicality effect is reliable in both pure and mixed context;

Words are read faster in the pure than in the mixed condition;

Non-words are not influenced by the list context

Lexical route is never completely shut down, but is the

main route to read words also in a transparent

orthography; Data on non-words do not support the

time-criterion hypothesis

Italian Paizi et al. (2010) Words: frequency effect reliable in both pure and mixed

context; Length effect reliable only in mixed condition;

Non-words: length effect reliable in all conditions

Data inconsistent with both de-emphasis and time-

criterion hypotheses; Italian readers cannot block the

activation of the lexical route, but have no reason for

shutting down the non-lexical route, as it is not resource

demanding in a transparent orthography like Italian
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FIGURE 3 |Top: imaginary distributions of processing time for high- and
low-frequency exception words (High f lexical, Low f lexical, respectively;
solid curves) and for non-words (sublexical assembly process; broken
curve). Bottom: the same, with the distribution for the assembly process
shifted to the right, to simulate the hypothesized effect of trying to ignore
assembled output. Adapted from “Lexical and sublexical translation of
spelling to sound: strategic anticipation of lexical status” by Monsell et al.
(1992), J. Exp. Psychol. Learn. Mem. Cogn. 18, p. 463. Copyright 1992 by
the American Psychological Association.

non-word targets by increasing the number of cycles (from 17 to
22) elapsed before the non-lexical route can process the next let-
ter. Perry et al. (2007) proposed a similar parameter manipulation,
increasing the number of cycles occurring between the processing
of each letter in the non-lexical pathway of CDP+ from 15 to
17. They obtained a delay in reading non-words (7.94 cycles) and

FIGURE 4 | Lexical and non-lexical activation of the phonemes of the

exception word GLOW during its reading by the DRC model. Adapted
from “DRC: a dual route cascaded model of visual word recognition and
reading aloud” by Coltheart et al. (2001), Psychol. Rev. 108, p. 234.
Copyright 2001 by the American Psychological Association.

words (2.94 cycles) proportional to the delay in behavioral data
(20 and 12 ms, respectively: Rastle and Coltheart, 1999, p. 494,
Table 5). In contrast, the modification to the DRC made by Ras-
tle and Coltheart (1999) led to an overestimation of the delay for
non-words (22.49 cycles) and an underestimation for words (0.56
cycles; p. 495, Table 6).

Zevin and Balota (2000), in order to account for the dependence
of reading on specific sources of information, used a priming
procedure in which each trial consisted of five primes followed by
a target and all the stimuli had to be read aloud. This procedure
was aimed at creating “a situation in which dependence on the
most efficient pathway for processing the prime stimuli would
be maximally beneficial” (p. 123). Their results showed that non-
word naming is slowed down after naming a sequence of (five) low-
frequency exception word primes – a condition in which the non-
lexical route is de-emphasized. Moreover, they found that low-
frequency exception words gave rise to more regularization errors
when primed by a sequence of (five) non-words than by other
exception words, as the route de-emphasis hypothesis predicts.

In order to simulate the route de-emphasis effects, Zevin and
Balota (2000) proposed adding a separate control mechanism to
the DRC model which obtains information from the phoneme
system and computes “the conflict or the ratio of contributions
between the lexical and sublexical routes on a given trial” (Zevin
and Balota, 2000; p. 132). This control system can slow down
the sublexical route, as proposed by Rastle and Coltheart (1999)
in the case of exception word primes, or change strategy, by
gaining from the outputs of both routes, in the case of non-
word primes, because “. . . readers are sensitive to the processing
demands presented by different stimuli in a word-naming task
and [. . .] they are able to adjust their dependence on different
sources of information accordingly” (Zevin and Balota, 2000; p.
133). The same mechanisms might in principle apply also to
a PDP model to adjust the relative contribution of the direct
orthography-to-phonology network and of the semantic system
in spelling-to-sound translation.

However, it is an open question whether the changes in strategy
are triggered by the features of the item itself (exogenous control)
or by the reader’s expectations (endogenous control), developed
on the basis of the trial sequence. Some suggestions on this issue
come from studies carried out with the task-switching paradigm.
Reynolds and Besner (2008), in studying the use of the read-
ing routes, adopted the alternating runs paradigm which consists
of presenting participants with two tasks in a predictable AABB
sequence. With this paradigm, RTs on switch trials (A→B) are
usually slower than on stay trials (A→A). The switch costs are
interpreted as the output of an exogenous control component
of the process, driven by the presentation of the task-relevant
stimulus.

For instance, when the A task consists of reading high-
frequency exception words and the B task in reading non-words
(Reynolds and Besner, 2008: Experiments 1–3), switch costs arise
from the interference between the lexical strategy and the non-
lexical strategy, caused by the presentation of a non-word. The
same happens when an exception word follows a non-word. Switch
costs were neither found when low-frequency regular words were
presented after high-frequency exception words (Experiment 4)
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nor when the same regular words were in an alternating sequence
with non-words (Experiment 5). These results seem to confirm
that low-frequency words are likely to be read through the lexi-
cal route when mixed with high-frequency exception words and
through the non-lexical route when presented with non-words.
The switch costs are consistent with the proposal of a separate
control mechanism that modulates reading process on the basis of
previous trials.

THE TIME-CRITERION HYPOTHESIS
A different perspective has been offered by Lupker et al. (1997),
Kinoshita and Lupker (2002, 2003), Chateau and Lupker (2003).
In keeping with Monsell et al.’s (1992) results, Lupker et al. (1997)
found that, in English, both high-frequency exception words and
regular words were read faster in a pure than in a mixed condition.
But, in contrast with Monsell et al.’s (1992) results, non-words
were named faster when mixed with words (both high-frequency
exception words and regular words) than in a blocked condition.
Moreover, low-frequency exception words achieved faster RTs in
a mixed condition with non-words. The data on low-frequency
words and on non-words, however, showed that the gain in RTs
occurs at the expense of accuracy, as there was a trade-off between
latencies and accuracy for these stimuli.

In order to interpret their results, Lupker et al. (1997) proposed
the time-criterion hypothesis: readers would set a time criterion
to start articulation, which is determined by the difficulty of the
stimuli and is aimed at maintaining an acceptable level of accuracy
and rapidity. In this way, when easy (regular words, high-frequency
exception words) and difficult (non-words, low-frequency excep-
tion words) stimuli are mixed together, “the criterion would
have tended to stabilize at a point that was beyond the preferred
responding point for the fast stimuli but prior to the preferred
responding point for the slow stimuli” (Lupker et al., 1997; p. 578).
This claim should also explain the trade-off between latencies and
errors: the early start of the articulation of a difficult stimulus can
lead to a lower level of accuracy. According to the authors, the cri-
terion can also be set in relation to the task and to the experimental
procedure, since stressing speed or accuracy can produce different
effects.

Kinoshita and Lupker (2003) adopted the priming paradigm
introduced by Zevin and Balota (2000), but selected three types of
primes: fast non-words (short and with high N-size), slow non-
words (long and with low N-size) and low frequency exception
words. They studied the influence of prime lexicality (words/non-
words) and of prime type (slow vs. fast stimuli) on the size of three
benchmark effects, namely the regularity effect, the frequency
effect and the lexicality effect. The regularity effect was significant
and it was not affected by the prime lexicality (words/non-words).
However, the reading latencies of the targets were affected by the
prime type, as targets were named faster when following faster
primes, irrespective of being exception words or (fast) non-words
(Experiment 1). The frequency effect was reduced in the case of a
fast non-word context, but not in the case of a slow non-word
context. The authors interpreted this result as evidence that a
context composed of rapidly named stimuli reduces the differ-
ence between high and low frequency words, because of a floor
effect for high frequency words (Experiment 2). While the results

of the first two experiments were in line with the time-criterion
hypothesis, the third experiment showed inconsistent data. In fact,
the lexicality effect was reduced in the case of non-word (both
fast and slow) primes. The authors interpreted this result as a
consequence of the application of a second – lexical checking –
reading strategy, according to which “prior to emitting a naming
response, readers have the option of consulting the phonological
output lexicon in order to determine whether the code generated
by the phonological coding process matches a code in the output
lexicon” (Kinoshita and Lupker, 2003; p. 412). Lexical checking
would take place after a phonological code has been produced
and can be skipped in the case of a massive presence of non-word
stimuli.

The complex pattern of results described above offers a view
of reading as a dynamic process, in which different procedures
for obtaining phonology from print (the lexical or non-lexical
pathways) can be strategically activated according to the charac-
teristics of the list context. In the following section, studies will be
reported aimed at assessing whether the consistency of grapheme-
to-phoneme correspondence may introduce further differences
among languages in the way in which strategic control is applied.
In fact, a fully consistent orthography could make it possible,
in principle, to read words through the only involvement of the
non-lexical route and this opportunity might give rise to a com-
pletely different pattern of list context effects, in comparison to
opaque orthographies. Data from neuroimaging studies support
the view of different reading processes in English, that has an
opaque orthography, as opposed to Italian, whose orthography is
considered to be transparent (Paulesu et al., 2000). Also the psy-
cholinguistic grain size theory (Ziegler and Goswami, 2005, 2006;
Goswami and Ziegler, 2006) pointed out that children of transpar-
ent orthographies would learn reading by relying on small units of
phonological recoding, while children of opaque orthographies
are supposed to use multiple phonological recoding strategies,
based on larger units, to avoid mispronunciations. It can thus
be assumed that differences in the early phases of learning to
read might produce different reading behaviors in the mature
system.

EVIDENCE FROM DIFFERENT LANGUAGES: THE ROLE OF
ORTHOGRAPHIC CONSISTENCY
To shed light on the two main perspectives described above
(de-emphasis hypothesis and time-criterion hypothesis), in the
context of a transparent orthography like Turkish, Raman et al.
(2004) followed Kinoshita and Lupker’s (2003) approach. They
manipulated non-word length, in order to create two lists of non-
words that were matched on reading time (rather than length)
to high-frequency and low-frequency words, respectively. Thus
they obtained four different lists of stimuli: (a) high-frequency
words and (b) corresponding fast non-words, (c) low-frequency
words and (d) corresponding slow non-words. By using non-
words matched to words in reading speed, the authors could test,
separately, the effect of the time-criterion induced by the reading
time of the stimulus context and the effect of shifting from the
lexical to the non-lexical route in the presence of non-word stim-
uli. To assess the involvement of the lexical route, the authors
analyzed the size of the word frequency effect in different list
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contexts, assuming that, following the de-emphasis hypothesis,
the frequency effect should not be reliable in mixed condition
(words and non-words together), in spite of its reliability in pure
(only words) condition.

Contrary to the latter prediction, Raman et al. (2004) found
that the frequency effect was significant in all conditions, even
though its size was modulated by list composition. The pattern of
results shows that, also in a transparent orthography, words are
read through the lexical route as the frequency effect is reliable
in all conditions irrespective of the presence of non-words in the
list. Moreover, the naming latencies for high-frequency words are
influenced by the mean difficulty of the list thus supporting the
time-criterion hypothesis. Accordingly, the authors claimed that
“it appears that neither the lexical nor the non-lexical route is
under strategic control of Turkish readers and that the data are
best explained by a time criterion position” (Raman et al., 2004; p.
498).

This conclusion is not consistent with previous results in other
languages with transparent orthographies, like Persian (Baluch
and Besner, 1991) and Italian (Tabossi and Laghi, 1992). In fact,
in those studies the presence of non-words eliminated lexical and
semantic effects in reading words. In particular, Baluch and Besner
(1991) found that Persian transparent words (i.e., with printed
vowels) are named by using the non-lexical route (as indicated
by the absence of semantic and frequency effects) when presented
in a mixed context with non-words, while they are likely to be
read by means of the lexical route (indicated by the presence of
semantic and frequency effects) when presented in a pure con-
text. To explain these results, the authors proposed a decision
mechanism which selects the output from the route (lexical vs.
non-lexical) that first makes a response available. In the case
of the presence of non-words, such a mechanism would first
consider the output of the non-lexical route, thus eliminating
lexical and semantic effects in transparent word reading. In the
case of words alone, only the lexical route would be selected.
Raman et al. (2004) interpreted the lack of significance of fre-
quency effect in the study by Baluch and Besner as due to the
use of non-words matched to the words in length and not in
reading speed. Such non-words are likely to be so difficult to
lead the time criterion at a very high level, slowing down high-
frequency words to such an extent that the frequency effect is
eliminated.

However, Tabossi and Laghi (1992), for the Italian language,
also came to a conclusion consistent with Baluch and Besner’s
(1991) results. They adopted the same experimental design to
assess list context effects in two orthographies with different
degrees of spelling-sound consistency: Italian and English. The
authors found different list context effects for the two languages.
For Italian, semantic priming in naming words occurred only in a
pure context (words alone), while in a mixed context, in which
both words and non-words were presented, semantic priming
was not significant. These data suggest that when non-words are
present, Italian words are likely to be read through the non-lexical
route. In contrast, in English, semantic effects were found not
only in pure, but also in mixed contexts. The results indicate that
in reading a language with an opaque orthography lexical access is
mandatory.

It is worth noting, however, that both in Baluch and Besner’s
(1991) and in Tabossi and Laghi’s (1992) studies, some evidence
for the activation of the lexical pathway in reading words was also
found in a mixed context. In Persian, the lexicality effect emerged
in all list contexts, with transparent words being read faster than
non-words in both pure and mixed lists. This result shows that
words, differently from non-words, can gain activation not only
from the non-lexical route, but also from the phonological output
lexicon, which feeds forward to the phonemic output buffer and
makes word naming faster than non-word naming. Overall, this
study shows the high flexibility of the word-naming process in a
transparent orthography like Persian.

Similarly, Tabossi and Laghi (1992) demonstrated that it is pos-
sible to obtain semantic effects also in Italian, in a mixed context,
by adding to the list of stimuli a small proportion (about 20%)
of trisyllabic words stressed on the first syllable (e.g., fàcile, easy).
In order to correctly name these words, Italian readers have to
access lexical knowledge, while reading them through the non-
lexical route is likely to lead to the default stress assignment (valid
for about 70% of Italian words) on the penultimate syllable (e.g.,
facìle∗), that produces a wrong response. In this condition, the
authors found effects of semantic priming in Italian, just as in
English. These data led the authors to conclude that skilled read-
ers rely on their lexical knowledge in naming most common words,
regardless of the different writing systems. Only in unusual con-
ditions, in which they read lists of non-words and regular words,
readers of transparent orthographies can find it more useful to
apply the non-lexical assembled phonology. Switching from lexical
reading to the unusual non-lexical route is a matter of strat-
egy that educated adults can apply even if they may be unaware
of this.

Several years later, Pagliuca et al. (2008) came to similar con-
clusions. They tested list context effects on word and non-word
reading in Italian, contrasting the de-emphasis and time-criterion
hypotheses. They presented readers with high-frequency and
low-frequency Italian words in pure and mixed conditions with
non-words. Words in the pure condition were read faster than
in the mixed condition and this evidence is consistent with both
the route de-emphasis and the time-criterion hypothesis. In con-
trast, reading non-words was not influenced by the list context at
all and this result cannot be accounted for by the time-criterion
hypothesis. Furthermore, the authors found that, also in a trans-
parent orthography like Italian, the lexicality effect is reliable in
all conditions (pure and mixed), even when non-words are com-
pared to low-frequency words. Pagliuca et al. (2008) concluded
that “these data support the view that the lexical route is never
completely shut down but is instead the main route used in nam-
ing words, regardless of orthography depth” (Pagliuca et al., 2008;
p. 431).

Strong support for the use of the lexical pathway in a transpar-
ent orthography comes from further research conducted in Italian,
in which the authors (Paizi et al., 2010) adopted an experimental
design similar to Raman et al. (2004). The main difference was that
non-words were not matched to words on reading times, but on
length in letters, N-size, bigram frequency, orthographic rules, and
initial phoneme. Paizi et al. (2010) also tested the effect of stimulus
length, as the role of length in reading low-frequency words and
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non-words could be ascribed to the use of the non-lexical route.
They found that the frequency effect was reliable in all conditions,
even when words were mixed with non-words. These data are
not consistent with previous research that found for transparent-
orthography languages the reduction (Raman et al., 2004) or the
disappearance (Baluch and Besner, 1991; Tabossi and Laghi, 1992)
of the frequency effect in mixed conditions. In contrast to the sta-
bility of the frequency effect in all list conditions, the effect of
length for words was fully significant only in the all-mixed con-
dition in which high frequency and low frequency words were
presented mixed with each other and to their corresponding non-
words. For non-words the effect of length was fully reliable in
all conditions. Hence, Paizi et al.’s (2010) data do not support
the route de-emphasis account, as the reliability of the frequency
effect in all conditions calls for a constant involvement of lexical
activation, irrespective of the presence of non-words in the list.
However, these data do not support the time-criterion account
either, as there are no relevant differences across conditions for
any kind of stimuli. The authors proposed that for Italian readers
it is impossible to block the activation of the lexical route (as sug-
gested by the persistence of the frequency effect). However, Italian
readers also have no reason for shutting down the non-lexical route
when reading words (as indicated by the varying length effect for
words in the presence of a constant length effect for non-words),
because, due to the ease of applying rules of print-to-sound con-
version, the non-lexical route in Italian is not resource demanding.
This latter interpretation also applies to the absence of any influ-
ence of list context in non-word reading reported by Pagliuca et al.
(2008).

OPEN QUESTIONS AND NEW APPROACHES: DOES LIST
CONTEXT AFFECT “HOW” PROCESSING UNFOLDS?
The complexity of the results summarized above indicates that
current theories and models are far from providing an adequate
understanding of the mechanisms actually involved in reading
processes. O’Malley and Besner (2008) claimed that one of the
limits of the main computational approaches in this field is the
assumption of cascaded activation as a fix processing mode. The
authors suggested that the experimental context has an influence
not only on what/which pathway is involved or slowed down, but
also on how processing unfolds over time, i.e., whether the mecha-
nisms that rule the functioning of the system may change and why,
in case a change is triggered. In other words, they proposed that
the list context may lead to modifications in the modality in which
the decoding process is implemented and this change is detectable
only by considering joint effects of different variables, which tap
into different processing steps.

O’Malley and Besner (2008) offered evidence in favor of their
view by jointly analyzing and modeling the effects of stimulus qual-
ity and frequency. They started from the observation that evidence
from the lexical decision task shows additive effects of stimulus
quality and frequency on RTs (Stanners et al., 1975; O’Malley et al.,
2007; Yap and Balota, 2007), while data on reading aloud support
interactive effects between the two variables (O’Malley et al., 2007;
Yap and Balota, 2007). They demonstrated, in a set of three exper-
iments, that the inconsistency between the results in the two tasks
is not due to the task itself, but to the presence of non-words in the

lexical decision procedure and their absence in the reading aloud
experiments. In fact, asking participants to read aloud words and
non-words in a mixed list, they obtained the same additive effect
observed in lexical decision, while data from reading aloud a pure
list of words showed interactive effects.

The authors, in the framework of the DRC model, advanced the
lexicalization hypothesis, according to which, in reading a mixed
list of words and non-words, when stimulus quality is low, the sys-
tem would use a thresholded mode of processing at the letter level,
in order to prevent lexicalization errors in reading non-words.
This processing mode would stop the cascaded feed-forwarding of
the activation from the letter level to the GPC module and to the
orthographic lexicon, getting the system to work in a sequential
way (Sternberg, 1969). As the stimulus quality lowers, the higher
the threshold will be for activation of letter nodes. After that level,
the process continues to operate in its usual mode, with paral-
lel activation of lexical representations (for words) and sequential
implementation of the GPC rules (for non-words). Thus the effects
of stimulus quality and word frequency will be additive. In the
case of pure lists of words, the threshold of the letter level is not
required, as only lexical representations are involved, so a low
level of stimulus quality would interfere more with the activa-
tion of low frequency than of high frequency representations. As
a consequence, an overadditivity of the frequency effect would
appear.

The CDP+model (Ziegler et al., 2009) offers mechanisms use-
ful to simulate the suggestions made by O’Malley and Besner
(2008). In fact, in the CDP+model, the non-lexical route reaches
a threshold, while the lexical route is cascaded. Thus, the obser-
vation of additive effects would depend on the strength of the
non-lexical route in comparison to the lexical one: in naming a
mixed list of words and non-words the lexical route would be de-
emphasized, in order to avoid lexicalization of non-words, and in
this condition additive effects would appear. Moreover, in the case
of a very low stimulus quality, the sensible reduction of the acti-
vation in the lexical route would lead to a small word frequency
effect, giving rise to an underadditive effect, with high frequency
words affected more by low stimulus quality than low frequency
words.

Interesting clues for understanding how the context can influ-
ence word processing arise from a recent work by Scaltritti et al.
(2013). In a naming task in which semantic priming, stimulus
quality and frequency effects were assessed, the authors presented
both words and non-words. They found an additive effect of stim-
ulus quality and frequency in the case of related primes, but an
overadditivity effect in the case of unrelated primes, since low-
frequency words were more disrupted by low stimulus quality than
high frequency words, as in Borowsky and Besner’s (1993) study.
The authors explained these results in terms of the prime reliance
account, according to which the reliance on prime information is
higher in the case of degraded stimuli than in the case of clear
stimuli. The prime information is particularly helpful for low-
frequency degraded words and this support can compensate for
the disruptive effect of low stimulus quality, decreasing the like-
lihood of an interaction between stimulus quality and frequency.
On the contrary, in the case of unrelated primes, the low-frequency
degraded words cannot gain advantage from the prime, so they are
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particularly disrupted in comparison to high-frequency words. In
this case, an overadditivity effect is likely to emerge. These results
show that the reliance on the prime can be considered a strategy
influenced by the list composition: in the case of all unrelated
prime-target pairs (Scaltritti et al., 2013: Experiment 2), the infor-
mation from the prime is skipped and only the expected additivity
effect of stimulus quality and frequency is found (see O’Malley
and Besner, 2008).

According to the episodic account (Bodner and Masson, 2003),
reliance on the prime can be varied according to the proportion
of trials in which prime and target are semantically related (RP:
relatedness proportion) and can produce different biases on RTs.
If prime reliance is high (high RP), then related-prime targets
would speed up, while unrelated-prime targets should be slowed
down, due to the potential interference from the prime. Results
from a lexical decision task with masked priming (Bodner and
Masson, 2003) showed that semantic priming is higher when RP
is 0.80 than when RP is 0.20, but no clear inhibition was observed
for unrelated-prime targets and this result is inconsistent with an
episodic account.

Bodner and Masson (2003), in a further experiment (Exper-
iment 2), found a similar effect of RP, also in the case in which
80% of related primes had different relatedness with the tar-
get. In the experiment, high RP condition was made of 20% of
semantically related prime-target pairs (e.g., nurse–DOCTOR),
the same as low RP condition, and 60% of repetition primes (e.g.,
doctor–DOCTOR). The authors suggested that their results are
neither consistent with the idea of automatic spreading activation
within the orthographic lexicon, nor with consciously controlled
processes like expectancy and semantic matching, because the
prime-target SOA of 45 ms should not be long enough to carry out
such processes. These data would suggest that “enhanced reliance
on masked prime resources operates in a rather general manner,
making use of whatever relation holds between a related prime and
target” (p. 650) and indicate the role of prime reliance in creating
“a form of episodic resource that can be recruited to assist with
target processing” (p. 651).

Within the PDP approach, Plaut and Booth (2000, 2006) pro-
posed a sigmoidal function relating input to output, that offers
an interesting framework to interpret “how” the previous trials
and/or the list context can influence the size of additivity or inter-
action effects. According to this function (see Figure 5), if the
input activation values of all target types (e.g., the four points
in a 2 × 2 factorial design: high-low frequency, degraded-clear
stimulus quality) are in correspondence with the steep section of
the curve, there is a quasi-linear increment of the effect size for
both conditions, with an additive effect in the output values. If
the value of one or more target types is associated with activations
corresponding to different sections of the curve, then overadditive
(highest part of the curve) or underadditive (lowest part of the
curve) effects in output values are expected.

The model of Plaut and Booth (2000) offers an interesting
account of different kinds of effects across variables, but it leaves
open the question concerning the variables that can determine
the change in the level of activation on the input axis. The work
of Kinoshita et al. (2011) provides possible suggestions in under-
scoring the role of recent trials on the processing of a current

FIGURE 5 | Representation of the Plaut and Booth (2000) input–output

activation function. (A) regions of the curve corresponding to
underadditive, additive, and overadditive effect. (B) example of application
of the function to data from a 2 × 2 factorial design Frequency
(High-Low) × Stimulus Quality (SQ: degraded-clear).

stimulus. Their model, the adaptation to the statistics of the
enviroment (ASE), is based on the results obtained from a lin-
ear mixed-effect model analysis (Baayen et al., 2008). This analysis
allowed the authors to prove the effect of the previous trial on
the processing of the target, both as a main effect and in interac-
tion with other features of the context and of the current stimulus.
This model mirrors the time-criterion hypothesis described above,
as it assumes that after an easy stimulus, the latency in the next
trial will decrease, while after a difficult stimulus, the latency will
increase.

An interesting application of an integrated approach of the
two models (Plaut and Booth, 2000; Kinoshita et al., 2011) can
be found in Masson and Kliegl’s (2013) work. In their experi-
ments, Masson and Kliegl (2013) adopted a semantic priming
paradigm, with a prime-target SOA of 200 ms, and varied the
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stimulus quality. In the ANOVA on aggregated data, they found
the usual additivity effect between frequency and stimulus quality,
but analyses through the mixed-effect model revealed a completely
different pattern of results. The following variables were entered in
the model: priming relation (related–unrelated), word frequency
(high–low) and stimulus quality (clear-degraded) of the target cor-
responding to the analyzed RT; the lexical status and the stimulus
quality of the last-trial target. All three variables (priming rela-
tion, frequency, stimulus quality) characterizing the target were
significant and showed a pattern of additivity as expected accord-
ing to the literature and to the results found with the ANOVA
technique.

Additionally, the variables referring to the last-trial target
were involved in a significant interaction with the three tar-
get variables: if the last-trial target was a degraded non-word,
priming was more effective for low-frequency targets and almost
nil for high-frequency words, giving rise to an overadditivity
effect. This result is consistent with the ASE model, because an
extremely difficult item such as a degraded non-word is likely
to require more evidence in responding to the next trial. If
this increased activation in the input signal is represented in
the sigmoid curve proposed by Plaut and Booth (2006), the
highest part of the sigmoid curve is involved (see Figure 5),
thus an overadditivity effect appears. On the contrary, when
the last-trial target was a clear word, priming was effective only
for high-frequency targets (underadditivity). The underadditive
effect in the case of a clear previous word could be explained
with the reverse reasoning: “a less demanding experience on trial
n − 1 might allow the output activation threshold to be low-
ered, moving the criterion back down the sigmoid function”
(p. 906). This shift would produce the observed underadditive
effect.

These results proved that recent trial history can exert an impor-
tant influence on word processing. Considering this component,
Masson and Kliegl (2013) claim that the additivity effect between
frequency and stimulus quality can also be described as the conse-
quence of two opposite interactions: an overadditivity effect, when
the input activation required for responding to the target is high,
due to the difficulty of the last-trial target (e.g., degraded non-
word), and an underadditivity effect when the last-trial target is
easy (e.g., clear word) and the required input activation is low.

O’Malley and Besner (2013) observed that the effects found by
Masson and Kliegl (2013) could be “a reflection of decision-level
processes specific to the lexical decision task” (p. 1322), so they
examined the effect of prior trial history in reading aloud tasks.
They found a main effect of prior trial history, but no interactions
between this factor and each of the two main factors – stimulus
quality and word frequency – was observed. The authors ascribed
the effects observed by Masson and Kliegl (2013) to the presence of
semantic priming in the lexical decision task, that would promote
retrospective processing in a significant way in comparison with
other tasks, such as reading aloud.

However, even Masson and Kliegl (2013) failed to find the
expected overadditivity effect when the last-trial target was a
degraded non-word and the target was not primed. This condition,
arguably the most difficult one, gave rise to an underadditiv-
ity effect when the stimulus quality was kept constant within a

block of trials. The authors suggested that this anomalous out-
come could be “the product of a ceiling effect on response time
in the slowest condition (low-frequency and degraded target)” (p.
909), that would prevent appreciating a significant change in RTs
in comparison to high-frequency words.

Overall, not even the combination of the ASE model (Kinoshita
et al., 2011) with the activation function proposed by Plaut and
Booth (2000) is able to thoroughly explain all behavioral data on
list context effects, but it is a new and interesting approach, that
offers some hints for modeling reading processes and for carrying
on data analysis in experimental research.

CONCLUSION
Experimental evidence on list context effects reveals that pro-
nouncing a string of letters is considerably more than an automatic
process. In a very simple task like the naming of single items,
there are complex interactions among the stimulus properties
(psycholinguistic features and stimulus quality), the list context
(pure/mixed block), and the properties of the previous stimulus
in the list. In addition, data from several languages also show
that the orthography-phonology consistency may have a role in
determining the usefulness of different strategic settings of the
system.

In opaque orthographies, several stimuli are likely to be read
correctly only through the lexical pathway (e.g., exception words:
PINT,YACHT, etc.), whereas in transparent orthographies most of
the words can be read correctly through grapheme-to-phoneme
conversion. Hence, skilled readers of opaque orthographies are
more likely to be used to shutting down the non-lexical pathway
than skilled readers of transparent orthographies. In fact, the non-
lexical pathway in transparent orthographies is not very resource-
demanding and skilled readers may use it in a highly efficient way.
The efficiency in the use of the two pathways develops during
literacy acquisition, as some studies on children with and without
developmental dyslexia suggest (see Paizi et al., 2011).

How far do current computational models of reading account
for the flexibility of the cognitive system and the results of the
interaction between orthography and reading processes? The class
of dual-route models could be considered more consistent with
the de-emphasis hypothesis. In fact, in these models (DRC, CDP)
the modification of parameter setting in the non-lexical pathway
can be enough to implement list context effects. However, in this
framework a new component is required, assumed to operate
in two different ways: either choosing which route is to be de-
emphasized, or deciding which of the two outputs (from the lexical
and from the non-lexical pathway, respectively) is to be taken into
account. Moreover, differences in the orthographic consistency of
the language can influence the usefulness of de-emphasizing the
lexical or the non-lexical route.

The time–criterion hypothesis offers an interpretation of list
context effects that is independent of any specific pathway or
control mechanism, while introducing the view of reading as
a dynamic process, in which the overall level of activation is
a function of previous trials. The ASE model, grounded on
mixed-effect model statistics, is a recent formal description of
the time-criterion hypothesis which, integrated with the Plaut
and Booth’s activation function, gives a flexible and probabilistic
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framework for interpreting additivity and interaction effects.
The PDP model, which includes learning mechanisms and is a
one-route network, seems to be consistent with this hypothe-
sis. However, in principle, the trial-to-trial changes originating
from the easiness/difficulty in processing item in trial n − 1
cascading on the processing of the item in trial n could be
implemented also in a dual-route architecture. To be able to
reproduce the dynamic changes induced by list context on stim-
ulus processing, a dual-route model ought to incorporate a
thresholded mode of processing (as suggested by O’Malley and
Besner, 2008) along with a separate control mechanism modu-
lating route-change procedures (see Reynolds and Besner, 2008)
Not even the dynamic approach provided by the ASE model is
currently able to account for all the effects found in behavioral
data. However, it offers a promising perspective for capturing
the peculiarity of human cognition, i.e., flexibility and strategic
behavior.
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Phonological access is an important component in theories and models of word reading.
However, phonological regularity and consistency effects are not clearly separable in
alphabetic writing systems. We investigated these effects in Chinese, where the two
variables are operationally distinct. In this orthographic system, regularity is defined as
the congruence between the pronunciation of a complex character (or phonogram), and
that of its phonetic radical, while phonological consistency indexes the proportion of
orthographic neighbors that share the same pronunciation as the phonogram. In the
current investigation, regularity and consistency were contrasted in an event-related
potential (ERP) study using a lexical decision (LD) task and a delayed naming (DN) task
with native Chinese readers. ERP results showed that effects of regularity occurred early
after stimulus onset and were long-lasting. Regular characters elicited larger N170, smaller
P200, and larger N400 compared to irregular characters. In contrast, significant effects of
consistency were only seen at the P200 and consistent characters showed a greater P200
than inconsistent characters. Thus, both the time course and the direction of the effects
indicated that regularity and consistency operated under different mechanisms and were
distinct constructs. Additionally, both of these phonological effects were only found in the
DN task and absent in LD, suggesting that phonological access was non-obligatory for LD.
The study demonstrated cross-language variability in how phonological information was
accessed from print and how task demands could influence this process.

Keywords: phonological regularity, phonological consistency, Chinese, delayed naming, lexical decision, event-

related potential (ERP)

INTRODUCTION
All writing systems carry phonological information, but they
vary in the nature of correspondence between orthographic
units, e.g., whole word, sublexical components, and phono-
logical units, e.g., phonemes, rimes, syllables. For instance, in
alphabetic scripts such as English, French, German, and Korean
hangul, the orthography-phonology mapping is between letters
and phonemes; the correspondence in systems such as Japanese
katakana and hiragana is between a symbol (i.e., kana) and a
syllable (or more precisely mora); and in the case of Chinese,
each character, considered a logograph by some, is associated with
a syllable. These cross-linguistic variations are expected to have
profound impact on how phonological information is accessed
from print and implications for models of reading.

Given the existence of sublexical correspondence, all theo-
retical models of reading in alphabetic scripts assume a non-
lexical reading mechanism without necessarily a lexical route
(e.g., Coltheart, 1978; Hillis and Caramazza, 1995; Plaut et al.,
1996). The orthography-phonology relationships can be charac-
terized in terms of regularity and consistency, depending on the
theoretical approach. The regularity of a word is determined by
whether its pronunciation conforms to grapheme-phoneme cor-
respondence (GPC) rules of the language (e.g., regular words such

as raid, pink vs. irregular words such as pint, have; Coltheart et al.,
1993, 2001), while the consistency of a word depends on the
strength of spelling-sound connections derived from the proper-
ties of the pronunciations of the “body” of other similarly spelled
words (e.g., consistent words such as bust, dust, gust, just, lust,
must, rust vs. inconsistent words such as cost, host, lost, most, post;
Seidenberg and McClelland, 1989; Plaut et al., 1996). Both regu-
larity and consistency have been shown to affect naming latency.
Irregular words take longer to name than regular words (e.g.,
Baron and Strawson, 1976; Gough and Cosky, 1977; Stanovich
and Bauer, 1978), and the effect is more pronounced in low fre-
quency words (e.g., Andrews, 1982; Seidenberg et al., 1984; Waters
et al., 1984). Readers are also slower to read aloud inconsistent
than consistent lexical items (Glushko, 1979). However, regular-
ity and consistency are not easily distinguishable. Irregular or
exception words are often inconsistent; moreover, in some stud-
ies regularity is defined in terms of neighborhood characteristics
such as the relative numbers of friends (e.g., peak-teak) and ene-
mies (e.g., peak-pear) (e.g., Peereman, 1995). In the few studies
that have manipulated both regularity and consistency, effects
of consistency are robust while those of regularity are unclear
or limited (Andrews, 1982; Kay and Bishop, 1987; Cortese and
Simpson, 2000; Jared, 2002). This has raised the question whether
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regularity effects conceptualized as GPC knowledge have impor-
tant impact on reading alphabetic scripts. Interestingly, although
the Chinese writing system is generally considered logographic,
the notions of regularity and consistency have been shown to be
highly relevant to reading, and they are theoretically more dis-
tinct by comparison. Hence, the present study investigated their
underlying mechanism using a technique known for its excellent
temporal resolution and ability to reveal online unfolding of cog-
nitive processes, i.e., event-related potential (ERP), in addition to
the traditional behavioral measures.

Almost all Chinese characters are monosyllabic and corre-
spond to morphemes. As such, the Chinese script is described
as a morphosyllabic system. Given that there are no elements
within a character that correspond to phonemes or tone, the
postulation of a non-lexical reading pathway in Chinese may
be irrelevant. Nonetheless, more than 80% of all Chinese char-
acters are phonograms consisting of components that carry
some semantic and phonological information of the charac-
ter. Orthographically, Chinese characters are made up of spatial
arrangements of strokes, which combine to form larger units
called “radicals.” Radicals may further combine to form complex
characters or phonograms. Phonograms contain a semantic rad-
ical and a phonetic radical providing a clue to the meaning of a
character and one to the pronunciation of the character, respec-
tively. For instance, the character zi2 “toe” has a semantic
radical on the left meaning “foot” and a phonetic radical
zi2 on the right. (In this paper, phonetic transcriptions of Chinese
characters are given in jyutping, a romanization system developed
by the Linguistics Society of Hong Kong. The number in the tran-
scription represents the tone.) According to the entries in two
dictionaries of Cantonese phonograms (Ni, 1982; Li, 1989), Law
et al. (2009) reported that about 34–40% of phonograms are “reg-
ular” characters. Their pronunciations are segmentally identical
(regardless of tone) to the pronunciation of their phonetic radical
when it occurs as a character (e.g., wu4 and wu4). Another
30% are “partially regular” phonograms sharing at least the same
rime as their phonetic radical (e.g., taa1 and jaa5), and
the rest are “irregular” with no phonological relationship with
their phonetic radical (e.g., lou6 and gok3). Most phonetic
radicals are also existing characters, such as how-
ever, it is important to note that there is a non-negligible number
of phonetic radicals, approximately 16% of all phonetic radical
entries listed in Li (1989), that do not exist alone, e.g., the right-
hand components of These radicals have no associated
phonological representations or meaning.

Besides regularity, the phonological property of a character
can also be described in terms of consistency. It refers to the
extent to which the phonetic radical serves as a reliable cue to
the pronunciations of the phonograms containing it. A charac-
ter of high consistency is one that sounds the same as most, if
not all phonograms sharing the same phonetic radical (e.g.,
keoi1, keoi1, keoi1, keoi1, keoi1, ngau2), and a low
consistency character is one that shares the same phonetic radical
with phonograms that sound differently (e.g., jau4, , zau6,

dik6, dek6, zuk6). In other words, regularity is defined by
the phonological distance between a phonogram and its phonetic
radical and only applicable to phonograms with phonetic radicals

that exist as stand alone characters, while consistency is deter-
mined by the number of different phonological forms associated
with a family or neighborhood of phonograms having a com-
mon phonetic radical. One can see that consistency in Chinese
is comparable to that in alphabetic scripts (Lee, 2008), whereas
regularity has a distinct definition.

Psycholinguistic studies of character recognition has accu-
mulated ample evidence that phonetic radicals access phono-
logical representations independently of and in parallel with
the phonograms (e.g., Seidenberg, 1985; Hue, 1992; Wu et al.,
1994; Weekes et al., 1998; Zhou and Marslen-Wilson, 1999;
Ding et al., 2004). Low frequency regular phonograms, but not
high frequency ones, have significantly shorter reading laten-
cies than irregular phonograms. Similarly, in a series of read-
ing aloud experiments, Fang et al. (1986) demonstrated effects
of consistency. Regular/consistent characters were named sig-
nificantly faster than regular/inconsistent and irregular phono-
grams. Comparable findings were reported in Lian (1985)
and more recently in Lee et al. (2005). Lee et al. manipu-
lated character frequency, regularity and consistency. A signifi-
cant interaction between regularity and consistency was found
for low frequency characters; furthermore, consistency effects
were observed among irregular but not regular phonograms.
Irregular high consistency characters were named faster than
irregular low consistency characters. These findings suggest
that regularity and consistency are independent variables. It
is, however, worth noting that these observations were based
on a very small set of stimuli of 10 in each experimental
condition.

Besides behavioral evidence, the “ortho-phonological” effects
can also be observed in neural responses of specific ERP com-
ponents. Using the homophone judgment task in which stim-
uli contained phonetic radicals varying in consistency, Lee and
colleagues found effects of consistency in N170 in the temporo-
occipital region, P200 in the frontal region, and N400 in the
central region. In particular, greater negativity in N170 and
greater positivity in P200 were elicited by inconsistent characters,
compared with consistent ones, while greater N400 was found
for consistent than inconsistent characters (Lee et al., 2007).
The effects at N170 and P200 were interpreted as early extrac-
tion of phonological information from the phonetic radical,
whereas effects at N400 were taken to reveal post-lexical process-
ing resulting from competition among activated representations
at the lexical level. Somewhat different results were reported when
pseudo-characters were employed. Although pseudo-characters
containing unpredictable (inconsistent) phonetic radicals exhib-
ited greater P200, they also elicited greater N400 (Lee et al.,
2006a). When consistency was manipulated with neighborhood
characteristics taken into consideration, including orthographic
neighborhood (number of phonograms sharing the same pho-
netic radical), phonological alternatives (number of different
phonological forms associated with a phonetic radical family),
and phonological neighborhood (number of homophonic char-
acters associated with a phonological form), a more fine-grained
picture emerged (Hsu et al., 2009). High consistency characters
exhibited greater negativity in N170, smaller P200, and greater
N400 compared with low consistency stimuli, but these effects
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were restricted to characters from large orthographic neighbor-
hoods (N > 10) compared with small ones (N < 4).

It is notable that the aforementioned studies focused on the
consistency effect. The only ERP study that has involved reg-
ularity was Lee et al. (2006b). In a character recognition task,
participants were presented with pairs of prime-target charac-
ters varying in stimulus-onset-asynchrony (SOA) and semantic
relatedness. Among the three conditions in which the prime and
target are semantically unrelated, two of them involved a phono-
gram prime containing a phonetic radical that is semantically
related to the target but these two conditions differed in terms
of whether the prime was a regular or irregular phonogram (e.g.,
Regular phonogram: (prime) fung1 “maple” (phonetic radical

fung1 “wind”)→ (target) jyu5 “rain”; Irregular phonogram:
duk6 “read” ( maai6 ‘sell’)→ maai5 “buy”). Both con-

ditions revealed significant N400 semantic priming effects when
contrasted with the unrelated control condition but only in the
shorter SOA conditions (50 and 100 ms). Moreover, the N400
effect elicited by the regular phonograms appeared earlier and
persisted longer than the irregular phonograms. These results
suggest that the phonological forms of the phonogram and its
phonetic radical have modulating effects on semantic processing
during the N400 time window.

In summary, few ERP studies have examined regularity and
consistency simultaneously and how they may differ in neural
representation. Moreover, the contrast in consistency in previous
work was often between extreme values, especially for high consis-
tency characters with an average consistency approaching 1. Little
information was provided on the composition of the high and
low consistency characters with respect to their regularity status.
In other words, it is not clear whether stimuli in the two consis-
tency conditions had comparable number of regular and irregular
characters. Hence, consistency might have been confounded with
regularity in previous ERP works.

Given the conceptual distinction between “word-based” reg-
ularity and “neighborhood-based” consistency, it is reasonable
to expect that they differ in neural correlates, at least in terms
of time course. To illustrate, upon seeing a medium-to-high fre-
quency phonogram containing a free-standing phonetic radical,
a skilled reader may be able to immediately segment the character
into radical components and access the corresponding phonolog-
ical forms, i.e., the whole character and the phonetic radical. The
phonetic radical then spreads activation to phonograms contain-
ing it; the activated phonograms then access their phonological
representations, which compete with one another. Such a sce-
nario is compatible with most models of reading in Chinese (e.g.,
Taft and Zhu, 1997; Perfetti et al., 2005). It also predicts that
the regularity effect may emerge earlier and last longer than the
consistency effect. The former effect results from competition
between two phonological forms activated by direct orthography-
to-phonology mapping, while the latter arises from competition
among phonograms activated by the segmented phonetic rad-
ical. Moreover, we hypothesize that the consistency effect has
a shorter time course than regularity. Competition between a
phonogram and its phonetic radical is driven by orthographic
forms of the stimulus, and therefore, persists until a selection
for output is made. In contrast, phonograms in an orthographic

neighborhood are activated “indirectly” by the phonetic radical
in the stimulus, and the majority of the activated representa-
tions do not correspond to the target. These predictions dif-
fer importantly from previous findings by Lee and colleagues,
which would predict consistency effects in the time windows of
N170, P200, and N400, and regularity effects occurring mainly
in N400.

The current study employed behavioral and neural measures
of regularity and consistency. Given the impact of the charac-
teristics of orthographic and phonological neighborhoods on
character naming, and the difficulties in identifying enough lex-
ical items varying in regularity and consistency while matched
on neighborhood variables, effects of regularity and consistency
were studied separately using different sets of stimuli. In addition
to using a task that explicitly accesses phonological information,
i.e., reading aloud characters but after a delay to eliminate move-
ment artifacts undesirable in ERP experiments, a lexical decision
(LD) task was administered. Lexicality judgment is probably the
most common task in lexical processing research. While not cen-
tral to our research questions, performance in lexicality judgment
ensures that participants attend to the stimuli and the exper-
imental task. Previous studies have shown enhanced N400 to
pseudowords compared to real words, interpreted as reflecting
difficulty in lexical access (Bentin et al., 1985; Holcomb, 1993;
Nobre and McCarthy, 1994). Although lexicality can be deter-
mined without recourse to phonology, the presence or absence
of phonological effects in such as task has both theoretical and
practical significance. Most theoretical models assume that access
to phonology is automatic upon seeing a written word without
reference to the goal(s) of a task. A comparison between read-
ing aloud and LD will allow us to see if the reading processes
involved change as a function of task demands. If phonologi-
cal information is available automatically in lexicality judgment
and the effects are of comparable strength to naming, then LD
would be preferred especially in reading experiments using ERPs,
because responses are based on single stimuli as opposed to pairs
of stimuli in homophone judgment and relatively free of motion
artifacts.

MATERIALS AND METHODS
PARTICIPANTS
Twenty four (12 females) right-handed native Cantonese speakers
aged 18–26 (M = 21.17, SD = 1.97) with normal neurological
profile and visual acuity were recruited for this study. Participants
received cash compensation upon completion of experimental
tasks. Written informed consent was obtained from all partici-
pants and the experiments were approved by the Human Research
Ethics Committee for Non-Clinical Faculties of the University of
Hong Kong.

MATERIALS
Real word stimuli consisted of 160 phonograms written in tra-
ditional Chinese script of left-right or top-bottom configuration
with one phonetic and one semantic radical. In the LD task,
160 pseudo-characters were used as well. These were created
by randomly combining the phonetic and semantic radicals of
the real character stimuli in accordance to orthographic rules.
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Pseudo-characters and real characters were matched on structural
configuration and stroke number.

Two lists of characters selected from the real words were used
to investigate the effects of phonological regularity and consis-
tency in LD and Delayed Naming (DN) tasks. Regularity was
defined by the relationship between the pronunciation of the
character and that of its phonetic radical. Regular characters
shared both onset and rime with its phonetic radical regardless of
tone, while irregular characters did not meet this criterion. One
common method to calculate a consistency value is to divide the
number of friends (orthographic neighbors that share the same
pronunciation) by the total number of orthographic neighbors.
This proportion is known as type consistency. Another way of
measuring consistency, known as token consistency, takes into
account the lexical frequency of the orthographic neighbors, i.e.,
giving more weight to neighbors with higher frequency. Note that
the measure of regularity is only meaningful when the phonetic
radical is an existing character that carries its own pronunciation,
while consistency does not have this limitation. In addition, the
phonetic radical was not counted as a neighbor in our calcula-
tions of type or token consistency values; this is different from the
estimates of consistency in Lee and colleagues’ work.

In our stimuli, regular and irregular characters (n = 55 in each
condition) were matched in stroke number, lexical frequency,
orthographic neighborhood size, type and token phonological
consistency, number of homophones, number of syllables associ-
ated with an orthographic neighborhood, and lexical frequency
of the phonetic radical. Consistent and inconsistent characters
(n = 36 in each condition) were significantly different in type
as well as token consistency. They also differed in the number
of phonological alternatives for the phonetic radical, as incon-
sistent characters tended to have more orthographic neighbors
with different pronunciations. Importantly, for both consistent
and inconsistent items, half were regular and half were irregu-
lar. They were also matched in stroke number, lexical frequency,
orthographic neighborhood size, number of homophones, and
standalone frequency of the phonetic radical. Properties of the
stimuli used in each condition are shown in Table 1.

PROCEDURE
After informed consent, participants were seated in an electri-
cally and acoustically shielded room. Stimuli were presented on
a computer screen located approximately 60 cm away. For all par-
ticipants, a LD was administered followed by a delayed naming
task (DN). A practice block was given to each participant prior to
each task. On each trial of LD, a fixation cross (500 ms) preceded
a yellow character (100× 90 pixels) was presented for 800 ms
(1200–1500 ms ITI) on a black background. Participants decided
if the character was real by pressing a button for real charac-
ters and another button for pseudo-characters. The stimuli were
given in six blocks in a random sequence delivered by E-Prime
(Psychology Software Tools Inc., USA), with the response buttons
counterbalanced across participants.

In DN, only real characters were shown. On each trial, a
fixation cross was presented for 500 ms and the character was
displayed for 800 ms. Then the character would be replaced by
three asterisks, which remained on the screen until a response was

made. Participants were instructed to name the displayed charac-
ter upon seeing the asterisks. ERP measurement was time-locked
to the visual onset of characters, prior to actual utterance. The
response delay served to reduce muscle artifacts produced during
verbal production. The responses were recorded and coded offline
for response accuracy.

EEG recordings
The EEG data were recorded from 64 Ag/AgCl electrodes (10–
20 system) with a common vertex reference electrode located
between electrodes Cz and CPz, and ground (GND) positioned
anterior to electrode Fz. Vertical and horizontal eye movements
were monitored by bipolar electrodes (VEOG) placed on the
supra- and infraorbital ridges of the left eye and bipolar electrodes
(HEOG) placed on the left and right side of the lateral orbital rim.
Electrode impedance was maintained below 5 K� and data were
digitized online at 1 kHz with a band pass filter of 0.05–200 Hz
using SynAmps2® (Neuroscan, Inc., El Paso, TX, USA) amplifiers.

ERP data processing
In the off-line analysis, continuous data were filtered using a
zero phase shift low-pass filter of 30 Hz (12 dB/octave slopes).
Channels affected by eye blink artifacts were corrected using a
model artifact implemented in Scan 4.5 software (Neuroscan,
Inc), with a minimum of 100 eyeblink artifacts for each partic-
ipant. Segments of−200 to 1000 ms post-stimulus onset intervals
were later extracted and baseline corrected using the pre-stimulus
intervals (−200 to 0 ms). Trials with incorrect responses, muscle
artifacts, or voltage exceeding 100 μV were automatically rejected.
The remaining data were re-referenced to the average of the two
mastoid electrodes and used to compute grand average waveforms
for each condition.

STATISTICAL ANALYSES
For behavioral effects of lexicality, t-tests were used to compare
accuracy and response time (RT) to real and pseudo-characters
in LD. For consistency and regularity effects, t-tests were per-
formed on the accuracy and RT data in LD. Since a response
delay was introduced in DN, only effects on naming accuracy
were examined in this task.

In both LD and DN, mean amplitudes of the N170, P200,
and N400 ERP components timelocked to character onset were
examined and analyzed statistically. Three-Way ANOVAs were
conducted for each of the three components, with Electrode
Location (N170: P5, P6, P7, P8, PO5, PO6, PO7, PO8; P200:
FC3, FC4, C3, C4, CP3, CP4; N400: FC5, FC6,C5, C6, CP5,
CP6,P5, P6) and Hemisphere (left vs. right) as within-subject
independent variables in addition to Tasks (LD vs. DN) and
Experimental Conditions (Consistent vs. Inconsistent or Regular
vs. Irregular). We chose these electrode locations based on pre-
vious ERP works on these phonological effects in Chinese (Lee
et al., 2007; Hsu et al., 2009). Estimation of analysis windows
was based on the peak latencies derived from the mean ampli-
tude for all trials at the selected electrode locations. The window
for N170 was set as 100–200 ms, with the peak at 151 ms. The
P200 window was 200–270 ms, with the peak at 233 ms. The
N400 window was 270–400 ms, with the peak at 326 ms. These
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Table 1 | Properties of the stimuli in the regularity and the consistency contrasts.

Irregular (N = 55) Regular (N = 55)

Range Mean (SD) Range Mean (SD) p-value

Stroke 6–20 11.76 (2.96) 6–20 11.58 (3.34) 0.76

Frequency (per mil.) 0.31–1306.43 333.67 (386.29) 4.23–2075.05 325.87 (419.34) 0.92

Family size 3–15 7.16 (3.18) 3–15 6.96 (3.05) 0.74

Consistency (Type) 0.07–0.75 0.33 (0.20) 0.07–1 0.35 (0.26) 0.61

Consistency (Token) 0.01–0.99 0.5 (0.36) 0.01–1 0.45 (0.36) 0.48

No. of homophones 0–16 4.42 (3.98) 0–22 4.67 (4.82) 0.76

No. of associated syllables 2–12 4.40 (2.20) 1–8 4.40 (1.99) 1

Radical frequency (per mil.) 3.13–5616.44 607.58 (1121.61) 11.98–4090.13 788.91 (944.54) 0.36

Consistent (N = 36) Inconsistent (N = 36)

Stroke 7–20 12.44 (3.26) 7–20 12.08 (3.76) 0.66

Frequency (per mil.) 5.92–1299.44 237.79 (331.07) 7.93–1053.11 306.56 (331.53) 0.38

Family size 5–8 6.31 (0.86) 4–9 6.56 (1.38) 0.36

Consistency (Type) 0.13–1 0.53 (0.28) 0.13–0.50 0.21 (0.09) <0.001

Consistency (Token) 0.09–1 0.71 (0.32) 0.01–0.80 0.22 (0.21) <0.001

No. of homophones 0–15 4.81 (3.62) 0–19 4.06 (4.93) 0.46

No. of associated syllables 1–4 2.75 (1.05) 4–8 5.22 (0.93) <0.001

Radical frequency (per mil.) 0.63–4090.13 665.70 (1039.60) 0–1917 408.15 (495.87) 0.19

time windows were roughly comparable to previous findings
(Lee et al., 2007; Hsu et al., 2009). The lexicality effect in LD
was examined with all real characters and pseudo-characters at
the N400 component using the same electrode locations and
time window. The significance threshold for post-hoc ANOVAs
was corrected for multiple comparisons using Bonferroni
adjustment.

RESULTS
BEHAVIORAL RESULTS
A summary of the behavioral findings is shown in Table 2. In
LD, trials with response latencies below 200 ms and exceed-
ing 2000 ms were discarded (<1%), and incorrect trials were
excluded in RT calculations. For lexicality effects in LD, par-
ticipants responded more accurately to real characters (M =
97%, SD = 0.02) than to pseudo-characters [M = 89%, SD =
0.09; t1(23) = 3.53, p = 0.002; t2(159) = 7.12, p < 0.001 where t1

denotes results from subject analyses and t2 denotes results from
item analyses]. Participants were also faster when responding to
real characters (M = 546 ms, SD = 58.50) compared to pseudo-
characters [M = 661 ms, SD = 123.98; t1(23) = 6.07, p < 0.001;
t2(159) = 22.94, p < 0.001].

For effects of regularity and consistency on response latencies
in LD, a marginal effect of faster RT to regular characters than
irregular characters was found in the subject analysis, but this
was not significant in the item analysis [t1(23) = 1.74, p = 0.096;
t2(54) = 0.78, p = 0.441]. Regularity did not have a significant
effect on lexicality judgment accuracy [t1(23) = 0.58, p = 0.567;
t2(54) = 0.37, p = 0.714]. Participants were marginally slower
when responding to consistent characters than to inconsistent
characters, again only in the subject analysis [t1(23) = 1.82, p =
0.081; t2(35) = 0.90, p = 0.373]. Response accuracy was higher

for inconsistent than consistent characters, but this was only sig-
nificant in the subject analysis [t1(23) = 2.33, p = 0.029; t2(35) =
1.52, p = 0.136].

In DN, higher accuracy for regular characters than irreg-
ular characters was revealed in the subject analysis, but not
the item analysis [t1(23) = 2.22, p = 0.037; t2(54) = 0.828, p =
0.411]. Higher naming accuracy for consistent than inconsistent
characters was shown in the subject analysis only [t1(23) = 2.94,
p = 0.007; t2(35) = 1.12, p = 0.270].

In short, effects of lexicality on both response accuracy and
latency were significant. In contrast, none of the results of the
regularity and consistency contrasts were statistically reliable.

ERP RESULTS
On average, 10.4% of trials were rejected due to incorrect
responses or other artifacts. LD had more remaining trials than
DN in both the regularity contrast (M = 50.5 vs. 47.8) and the
consistency contrast (M = 33.5 vs. 31.1). However, the numbers
of trials for regular and irregular characters and for consistent
and inconsistent characters were comparable in each task. The
grand average waveforms and voltage maps for the consistency
and regularity contrasts at N170, P200, and N400 time windows
are plotted in Figures 1–6. Those for the lexicality contrast at the
N400 window are shown in Figures 7, 8, respectively.

N170 (100–200 ms)
A significant regularity× task interaction was seen in this compo-
nent [F(1, 23) = 9.24, p = 0.006, ηρ2 = 0.29). A larger N170 was
seen in regular characters than irregular characters in DN only
(regular: M = −0.68, SE = 0.53; irregular: M = −0.32, SE =
0.60, p = 0.014) but not in LD (regular: M = −0.47, SE = 0.43;
irregular: M = −0.51, SE = 0.51, p > 0.05), see Figure 1A and
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Table 2 | Behavioral results in lexical decision and delayed naming, standard deviations are given in parentheses.

Regular Irregular Consistent Inconsistent

RT in LD (ms) 546 (55) 553 (66) 551 (65) 542 (54)

Accuracy in LD (%) 97.3 (3.1) 97.0 (2.8) 96.2 (3.0) 98.1 (2.8)

Accuracy in DN (%) 98.2 (2.1) 97.3 (2.1) 99.3 (1.2) 97.9 (2.2)

FIGURE 1 | (A) Grand average waveforms showing the N170 regularity effect
at parietal and parietal-occipital electrodes (P5, P6, PO5, and PO6). Even
numbers refer to electrode positions on the right hemisphere, whereas odd

numbers refer to those on the left hemisphere. (B) Grand average waveforms
showing the N170 consistency effect at the same electrodes. Shaded areas
represent the analysis window of 100–200 ms.

Figure 2. Consistency effects were also observed in a consistency x
task x hemisphere interaction [F(1, 23) = 6.90, p = 0.015, ηρ2 =
0.23]. Examination of Figures 1B, 2 suggested consistent charac-
ters elicited a larger N170 than inconsistent characters in the right
hemisphere in LD. However, follow-up post-hoc analyses did not
reveal significant two-way interactions or pairwise differences in
any of the conditions.

P200 (200–270 ms)
A main effect of regularity was found [F(1, 23) = 4.64, p = 0.042,
ηρ2 = 0.17], with irregular characters (M = 2.90, SE = 0.32)
eliciting significantly larger P200 than regular characters (M =
2.67, SE = 0.33). This regularity effect was marginally modu-
lated by task [F(1, 23) = 3.56, p = 0.072, ηρ2 = 0.13]. Irregular
characters were more positive than regular characters in DN
(regular: M = 2.94, SE = 0.39; irregular: M = 3.50, SE = 0.40,
p = 0.012) but not in LD (regular: M = 2.39, SE = 0.33; irreg-
ular: M = 2.30, SE = 0.33, p > 0.05), see Figures 3A, 4. As
for effects of consistency, a consistency x task interaction was
seen in this time window [F(1, 23) = 4.97, p = 0.036, ηρ2 =
0.18]. Participants showed larger P200 in response to consistent

characters than inconsistent characters in DN (consistent: M =
3.56, SE = 0.42; inconsistent: M = 2.95, SE = 0.37, p = 0.024)
but not in LD (consistent: M = 2.65, SE = 0.37; inconsistent:
M = 2.62, SE = 0.35, p > 0.05), see Figures 3B, 4. Furthermore,
a consistency × hemisphere × electrode interaction was found
[F(2, 46) = 4.87, p = 0.016, ηρ2 = 0.18]. Although it appeared
that the consistency effect was stronger in the right hemisphere,
follow-up analyses did not reveal significant differences in two-
way interactions or pairwise comparisons.

N400 (270–400 ms)
A main effect of regularity was obtained [F(1, 23) = 4.53, p =
0.044, ηρ2 = 0.17]. Significantly larger N400 was elicited by reg-
ular characters (M = 2.12, SE = 0.26) than irregular characters
(M = 2.32, SE = 0.30), see Figures 5A, 6. No other significant
effects were obtained. There were also null effects of consistency
in this component, see Figures 5B, 6.

A main effect of lexicality was also seen in this win-
dow [F(1, 23) = 51.90, p < 0.001, ηρ2 = 0.69]. The N400 for
pseudo-characters (M = 1.57, SE = 0.29) was much larger than
for real characters (M = 2.31, SE = 0.29), see Figures 7, 8. A
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lexicality by hemisphere interaction was also observed [F(1, 23) =
4.84, p = 0.038, ηρ2 = 0.17]. Post-hoc comparisons showed
that the lexicality effect was stronger at right hemisphere
electrodes (real: M = 2.81, SE = 0.34; pseudo: M = 1.81, SE =
0.36, p < 0.001), but also significant at left hemisphere elec-
trodes (real: M = 1.80, SE = 0.34; pseudo: M = 1.33, SE = 0.33,
p = 0.012). Furthermore, lexicality interacted with electrode

FIGURE 2 | Voltage maps showing effects of regularity and consistency

in delayed naming and lexical decision in N170. The maps were
calculated from the mean difference values (in μV) of regular minus
irregular characters and consistent minus inconsistent characters between
100–200 ms. Electrodes P5, P6, P7, P8, PO5, PO6, PO7, and PO8 are circled
for reference.

locations [F(3, 69) = 10.59, p < 0.001, ηρ2 = 0.32], but post-hoc
analyses revealed significant differences at all electrode sites (all
p < 0.001).

DISCUSSION
The current investigation examined the independence of regular-
ity and consistency effects during Chinese character recognition

FIGURE 4 | Voltage maps showing effects of regularity and consistency

in delayed naming and lexical decision in P200. The maps were
calculated from the mean difference values (in μV) of irregular minus
regular characters and consistent minus inconsistent characters between
200–270 ms. Electrodes FC3, FC4, C3, C4, CP3, and CP4 are circled for
reference.

FIGURE 3 | (A) Grand average waveforms showing the P200 regularity effect at central sites (FC3, FC4, C3, C4, CP3, and CP4). (B) Grand average waveforms
showing the P200 consistency effect at the same electrodes. Shaded areas represent the analysis window of 200–270 ms.
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FIGURE 5 | (A) Grand average waveforms showing the N400 regularity effect at central and parietal sites (C5, C6, P5, and P6). (B) Grand average waveforms
showing the N400 consistency effect at the same electrodes. Shaded areas represent the analysis window of 270–400 ms.

FIGURE 6 | Voltage maps showing effects of regularity and consistency

in delayed naming and lexical decision in N400. The maps were
calculated from the mean difference values (in μV) of regular minus
irregular characters and consistent minus inconsistent characters between
270–400 ms. Electrodes FC5, FC6, C5, C6, CP5, CP6, P5, and P6 are circled
for reference.

using behavioral and ERP measures, and how access to phono-
logical information may be affected by task demands employing
LD and DN tasks. It differed from previous reports in that both
ortho-phonological effects were studied using ERPs and the pat-
terns of these effects were contrasted between a task explicitly
requiring phonological access and one without.

While the main foci of this study were on effects of regu-
larity and consistency and their manifestation as a function of
task, the results of lexicality effects in LD would ensure that
the participants engaged in the task and the observations of

the phonological effects from that task were reliable and valid.
Our participants responded to real characters more quickly and
accurately than pseudo-characters (546 ms and 97% vs. 661 ms
and 89%, respectively). Moreover, they exhibited the typical pat-
tern of greater negativity in N400 to pseudo- than real charac-
ters (Bentin et al., 1985; Holcomb, 1993; Nobre and McCarthy,
1994).

Although the behavioral measures concerning regularity and
consistency effects were not significant, the ERP results clearly
demonstrated the independence of regularity and consistency in
terms of different time courses and directions of the effects in
specific ERP components, mainly in DN. The effect of regular-
ity, as predicted, was evident very early on in the N170 time
window, followed by P200 and N400. Compared with irregu-
lar characters, regular characters exhibited more negative N170,
less positive P200, and more negative N400. On the contrary,
the consistency contrast was reliable only in P200, importantly
with consistent characters eliciting more positive response than
inconsistent ones. These findings reflect that the two effects have
distinct neural correlates. The interaction of these effects with task
in N170 and P200, with null effects of regularity and consistency
in LD, indicates that phonological information is not automat-
ically accessed during character recognition. Our observations
differed most notably from previous work on the consistency
effect on character naming in that it was detected only in P200
and was stronger for consistent characters, compared with the
presence of the effect in N170, P200, and N400, and more positive
P200 for inconsistent characters as reported in Hsu et al. (2009).
We have questioned earlier whether consistency in previous ERP
studies was confounded with regularity as the characters of the
“consistent” condition had a consistency value very close to 1. If
the consistency contrast in those studies was indeed one of regu-
larity, i.e., consistent being equivalent to regular and inconsistent
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FIGURE 7 | Grand average waveforms showing the N400 lexicality

effect at central and parietal sites (C5, C6, P5, and P6). Shaded areas
represent the analysis window of 270–400 ms.

to irregular, then the present findings of regularity effects have
exactly the same time course and pattern across the three ERP
components as “consistency” effects in Hsu et al. (2009) with
phonograms of large family size and with neighborhood charac-
teristics well controlled for.

The regularity effect emerged within 200 ms post-stimulus
onset. Its occurrence reflects the presence of conflict between
phonological forms in irregular phonograms, i.e., those of
the phonogram and its phonetic radical. The effect in N170
entails orthographic analysis of the phonogram into its radicals
and mapping from the character and stand-alone radical(s) to
phonology. This ERP component has been associated with iden-
tification of radicals (e.g., Hsiao et al., 2007; Su et al., 2012).
Phonological modulations during character recognition on N170
have also been documented, although described as an effect of
consistency (Lee et al., 2007; Hsu et al., 2009). More negative
N170 for regular characters may reflect greater activation of a
single phonological form or facility in processing because of
an absence of conflict. The following component, P200, exhib-
ited greater positivity for irregular characters. The direction of
the contrast between regular and irregular characters is com-
patible with that of “consistency” effect in Hsu et al. (2009), as
well as regularity effects in English (e.g., Sereno et al., 1998).
Stronger P200 may be interpreted as more effortful processing
due to competition between two phonological forms. Finally,
the observation of more negative N400 for regular than irregu-
lar phonograms complements the findings in Lee et al. (2006b)
of earlier onset and longer duration of N400 semantic priming

FIGURE 8 | Voltage map showing the lexicality effect in the lexical

decision task in N400. The map was calculated from the mean difference
(in μV) of pseudo-characters minus real characters between 270–400 ms.
Electrodes FC5, FC6, C5, C6, CP5, CP6, P5, and P6 are circled for
reference.

effects elicited by regular phonograms. The present result can
likewise be interpreted as interaction between phonological and
semantic information in this time window. It reflects greater pro-
cessing effort when different word meanings are mapped onto the
same phonological form. One may argue that this account would
be relevant to a task that explicitly accesses phonology, i.e., DN,
but not necessarily LD. Although the interaction between task and
regularity did not reach significance (p = 0.101) and only a main
effect of regularity was found, inspection of Figures 5, 6 reveals a
tendency of greater negativity for regular than irregular characters
in DN, particularly for left hemisphere electrodes, but minimal
difference in LD.

Reliable effects of consistency were only obtained in P200.
Their later appearance, compared with regularity effects, can be
explained in terms of competition among orthographic neighbors
induced by the phonetic radical of the target phonogram. The
identification of the phonetic radical, which takes place during the
N170 time window, must precede the activation of phonograms
sharing that radical. The shorter duration of the consistency effect
may be attributed to the fact that activation of the orthographic
neighbors is not sustained by orthographic forms in the stim-
ulus, and the assumption that further access to semantics by
activated non-target phonograms is irrelevant to a naming task.
The opposite effects of regularity and consistency on P200 have
provided critical evidence for their distinction. The result seems
counterintuitive in that consistent characters showed greater P200
than inconsistent ones. Note that the contrast between consis-
tent and inconsistent phonograms in this study was a matter of
degree. To distinguish consistency from regularity, we included an
equal number of regular and irregular characters for the consis-
tent and inconsistent conditions. The consistency values by type
or token (Table 1) of phonograms in the “consistent” condition
were far from 1, differing from previous investigations. The stim-
uli in the two consistency conditions were matched in number
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of stroke, character frequency, orthographic and phonological
neighborhood sizes. However, as one would expect, inconsistent
characters had more phonological alternatives than consistent
phonograms. Following the reasoning of greater competition
revealed in stronger P200 in the case of regularity, we propose that
fewer phonological competitors actually induce stronger inhibi-
tion among one another than when there are more competitors.
In the former situation, each phonological form is activated by
a larger number of phonograms, while in the latter, activation
or competition is more distributed, resulting in weaker mutual
interference. Our account is contrary to the one in Lee et al.
(2006a) where greater P200 was found for inconsistent characters
because more phonological candidates were activated initially.
We have tried to argue in this paper that consistency was con-
flated with regularity in Lee et al. (2006a, 2007) and Hsu et al.
(2009), and our findings of regularity parallel theirs of consistency
in P200.

The present findings, together with those reported in the
works by Lee and colleagues, have clearly demonstrated that
skilled readers of Chinese can access phonology from characters
within 200 ms in a reading task. This observation differs dramat-
ically from studies of alphabetic scripts, which have traditionally
focused on late components. They include the N400 and the fol-
lowing late positive complex (LPC), which occurs between 500
and 800 ms over the left centro-parietal region and is generally
interpreted as reflecting conflict resolution and word recognition
memory (see Rugg and Curran, 2007; Van Petten and Luka, 2012
for review). The interest in late components might be due to the
fact that in the alphabetic writing system whole-word phonology
is only available upon or after lexical access, which is believed to
take place at the N400 time window (see Lau et al., 2008; Kutas
and Federmeier, 2011 for review). However, as argued in Sereno
and Rayner (2003), reading research employing the eye move-
ment method has consistently found that the average fixation
duration of normal adult readers is around 250 ms. Hence, the
focus on N400 and LPC is unlikely to reveal the full picture of
online stages of processing during word recognition.

Ample evidence has been accumulated to establish the N170 as
an index of one’s sensitivity to print (see Maurer and McCandliss,
2007 for review). The reading-related N170 is obtained when
words, pseudowords, and letter strings are contrasted with non-
linguistic visual forms, and left lateralization of the component is
indicative of reading expertise (Maurer et al., 2008). Maurer and
McCandliss (2007) have further put forth the phonological map-
ping hypothesis that the degree of lateralization of N170 may be
correlated with the depth of an orthographic system. To illustrate,
readers of German, a transparent script, showed comparable left-
lateralized N170 to real words and pseudowords, while readers
of English, a more opaque script, exhibited stronger effects for
words than pseudowords (Maurer et al., 2005). Maurer and col-
leagues proposed that the left lateralization of N170 is related to
the exposure to grapheme-phoneme conversion during reading
acquisition. Hence, one would not expect a left-lateralized N170
in readers of a logographic system such as Chinese. The predic-
tion seems to find support from Kim et al. (2004) in which native
Korean speakers learning English and Chinese as second lan-
guages (L2) were presented with words in these languages as well

as pictures in a semantic categorization task. Left-lateralized N170
responses were observed for Korean and English, while bilateral
distribution of the component was seen for Chinese and pictures.
However, as little information was provided for the participants’
proficiency in English and Chinese, it is not clear whether dif-
ferential responses were due to the properties or the levels of
proficiencies of their L2s. In fact, Maurer et al. (2008) found
stronger N170 in the left hemisphere of Japanese native speak-
ers to all three Japanese scripts, i.e., katakana, hiragana, kanji
characters, compared to their less familiar English script. In stud-
ies involving native Chinese readers, the results are mixed with
respect to the laterality of N170. Lee et al. (2007), Hsu et al.
(2009), as well as the present study, did not find hemispheric
dominance of the component; nonetheless, left-lateralization of
the N170 has been obtained in adults (Lin et al., 2011; Zhao
et al., 2012) and children (Cao et al., 2011; Su et al., 2013).
In sum, the N170 has consistently been associated with skilled
reading in different writing systems, and left-lateralization of
the component is not necessarily influenced by the nature of
orthography-phonology mapping.

ERP studies of alphabetic scripts showing effects of GPC on
P200 and N400 are equally few. Sereno et al. (1998) obtained
greater P200 peaking at 168 ms post-stimulus in the centro-
frontal region for low frequency regular than exception English
words in a LD task. However, the effect was observed from
a subset, 13 out of 32, of the participants. The interaction
between phonology and orthography reflected in N400 seems to
be restricted to pseudohomophones, i.e., pseudowords that sound
like real words. Briesemeister et al. (2009) found weaker effects
of pseudohomophones in contrast with pseudoword controls in
N400 in LD of German words. Comparable facilitative effects
in N400 were shown for pseudohomophones and semantically
related words, compared with semantically incongruent words
and pseudowords, in the context of semantically constrained sen-
tences (Newman and Connolly, 2004). Although results of these
two studies suggested that phonological information generated
from print played a role in reading during the N400 time win-
dow, they did not come from a direct contrast of regularity or
consistency.

The influence of orthography-phonology mapping on word
reading in Chinese and the alphabetic writing system is shown
to be very different, as evidenced by the manifestations of the
effects from early to late ERP components. In Chinese, the regu-
larity effect occurs simultaneously as orthographic analysis begins
to take place and persists until lexical recognition; its emergence
is immediately followed by the relatively short-lived consistency
effect. On the other hand, little evidence points to early occur-
rence of these effects in alphabetic scripts. This contrast seems
counterintuitive at first glance. We propose that the different time
courses of access to phonology from print stems from a funda-
mental difference in the nature of orthography-phonology map-
ping between the two orthographic systems, namely, addressed
phonology in the logographic system and inherently assembled
phonology in alphabetic scripts. As described in the Introduction
and argued in Law et al. (2009), phonological access is always
lexical in Chinese word processing. In the contrast of regularity,
the competition is between the pronunciation of the phonogram
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and that of its phonetic radical as a character. In the case of
consistency, the competition is among phonological forms of
phonograms sharing the same phonetic radical, regardless of the
lexical status of the phonetic radical. Our view differs from the
two-stage framework consisting of sublexical and lexical process-
ing indexed by the P200 and N400, respectively (Lee et al., 2007).
However, we believe that the divergence is superficial and a matter
of wording, since the underlying mechanism of character naming
portrayed in Lee et al. (2007) is essentially the same as the one
presented here.

In conclusion, the main findings of this investigation, along
with those of previous ERP studies of Chinese character read-
ing, have captured a basic difference between logographic and
alphabetic writing systems in terms of phonological access from
visual word in the early stages of lexical recognition. The con-
ceptual distinction between regularity and consistency in Chinese
allowed us to examine their effects independently. The different
mechanisms were clarified through their occurrence across ERP
components. Finally, the comparison between LD and DN has
demonstrated that access to phonological information from print
is not automatic and subject to task demands.
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According to the traditional view, both imageability and concreteness ratings reflect the
way word meanings rely on information mediated by the senses. As a consequence, the
two measures should and do correlate. The link between these two indexes was already
hypothesized and demonstrated by Paivio et al. (1968) in a seminal article, where they
introduced the idea of imageability ratings for the first time. However, in this first study,
they also noted a contrasting pattern in the ratings for imageability and concreteness with
some words that refer to affective attitudes or emotional states receiving high imageability
but low concreteness ratings. Recent studies confirm this inconsistency (e.g., Altarriba
and Bauer, 2004) leading to the claim that emotion words form a particular class of terms
different from both concrete and abstract words. Here we use the MRC psycholinguistic
database to show that the there are other classes of terms for which imageability and
concreteness are uncorrelated. We show that the common feature of these word classes
is that they directly or indirectly refer to proprioceptive, interoceptive, or affective states,
i.e., to internal, body-related, sensory experiences. Thus, imageability and concreteness
can no longer be considered interchangeable constructs; rather, imageability is a different,
and perhaps more interesting, measure: it not only reflects the ease with which memories
of external events come to mind, as previously hypothesized, but also reflects the ease
with which memories of internal events come to mind.

Keywords: imageability, concreteness, abstract words, concrete words, emotion words

INTRODUCTION
Analogously to frequency and familiarity, concreteness, and
imageability are properties of words (referents) that are partially
intertwined. According to the traditional view, both imageabil-
ity and concreteness ratings reflect the way word meanings rely
on information mediated by the senses. For this reason, they
are the most relevant operational constructs to address the ques-
tion of the processing differences between concrete and abstract
words, i.e., between words denoting things that can be perceived
by the senses and words that do not have this kind of reference.
Since they are hypothesized to detect analogous properties, the
two measures should strongly correlate, as indeed they do. And
because of this strong correlation, in experiments for the selection
of concrete vs. abstract verbal material they are often used inter-
changeably (see e.g., Reilly and Kean, 2007; Connell and Lynott,
2012).

The link between these two indexes was already hypothesized
and demonstrated by Paivio et al. (1968), who introduced the idea
of imageability ratings for the first time. However, already in this
study a contrasting pattern was reported and has not yet been fully
accounted for: a number of words referring mainly to affective
attitudes or emotional states received high imageability ratings
but low concreteness ratings. Recent studies confirm this anomaly
(e.g., Altarriba et al., 1999; Wiemer-Hastings et al., 2001; Altarriba

and Bauer, 2004; Wiemer-Hastings and Xu, 2005) and maintain
that emotion words form a particular class of terms different from
both concrete and abstract terms.

In this paper we present an account of this presumed inconsis-
tency arguing that imageability ratings measure not only whether
(how much) words rely on external sensory information, but also
whether (how much) words rely on internal bodily-related sen-
sory experience. Since imageability ratings are a joint measure of
the link between word meanings and both external and internal
sensory experience, while concreteness ratings measure the link
to external sensory information only, we suggest that an index
of the “weight” internal sensory information has with respect
to the meaning of a word can be obtained by subtracting the
concreteness rating of this word from its imageability rating.

To support this view we use the MRC psycholinguistic database
(Coltheart, 1981; Wilson, 1988). First of all, on the basis of an
analysis of the instructions used when collecting the imageability
ratings included in the database, we suggest that the contrasting
pattern observed with respect to these word classes is due to the
fact that imageability ratings do not only reflect the ease/difficulty
with which people can evoke a mental picture of the instances
denoted by the word, as it commonly assumed (e.g., Vigliocco
et al., 2009; Connell and Lynott, 2012). These instructions might
rather have biased people to assign their imageability ratings on
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the basis of the ease/difficulty with which a word arouses sensory
experience of any kind, including internal, body-related sensa-
tions. Secondly, we analyze the imageability and concreteness
ratings of specific words included in these databases to show
that, in addition to emotion words, there are also other classes
of terms for which imageability and concreteness are uncorre-
lated and that the common feature of all kinds of words exhibiting
this contrasting pattern is that they directly or indirectly refer to
proprioceptive, interoceptive, or affective states, i.e., to internal,
body-related, sensory experiences.

This shows that imageability and concreteness are not inter-
changeable constructs: imagery ratings are not only another
means to assess the degree of concreteness of a word, but they
are also a different, and perhaps more interesting, measure of the
link between a word and some internal information pertaining to
the state the word denotes. Since imageability ratings are a joint
measure of the connections between words and both external
and internal sensory experience, subtracting concreteness from
imageability gives us a tangible measure of the internal sensory
information aroused by a word. Even though this measure cannot
be completely accurate since it is a result of ambiguous norming
instructions, it can still indicate whether a word relies (more or
less heavily) on body-related sensory information. Clearly, new
collections of ratings on the basis of less ambiguous instructions
are required in order to have more precise imageability ratings
to use for experimentation. However, our study indicates a way
to interpret the imageability construct from a new and possi-
bly more fruitful perspective which allows us to both avoid the
incongruities of the old measure and to assess more clearly in
what respects concreteness and imageability converge and in what
respects they instead diverge.

IMAGEABILITY IN THE MRC PSYCHOLINGUISTIC DATABASE
Concrete (CONC) ratings for the MRC psycholinguistic
databases were originally collected by Spreen and Schulz (1966).
With the exception of the most recent database of 2013 (Brysbaert
et al., 2013), later collections are included in the MRC database
and rely on the same definition of concreteness and on the
same instructions. As Spreen and Schulz (1966, p. 459) point
out, starting from the twenties it became clear that there are
differences in remembering, recognizing and understanding
concrete and abstract verbal material. For the study of these
differences they tried to work out a precise scale for concrete and
abstract words, based on a non-ambiguous definition of the two
poles. In fact, previous definitions interpreted the opposition of
abstractness and concreteness in at least two different ways: on
the one hand, in terms of general, i.e., generic vs. specific, and on
the other, in terms of a difference in the nature of the referents of
abstract and concrete terms–the referents of concrete terms are
directly connected to sensory experience, while those of abstract
words lack this connection. Spreen and Schulz (1966) opted for
this last definition and suggested that the scale should measure
whether the referents of a word can or cannot be experienced by
the senses.

The imageability (IMAG) scale was first introduced by Paivio
et al. (1968) as a further measure in addition to CONC to investi-
gate psychological effects of linguistic abstractness-concreteness:

in the context of their study, imagery is postulated to be “the
major effective psychological attribute underlying abstractness-
concreteness” (p. 2). High and low imagery ratings measure the
ease or difficulty with which words arouse sensory images. These
sensory images are defined in a rather vague manner as any kind
of sensory experience evoked by words by recalling non-verbal
representations of their referent. Concreteness is considered to be
determined independently from imagery; however, highly con-
crete words are assumed to have a high image-arousing value,
since they are particularly effective in evoking sensory images
of their referents which, in this case, consist mainly in mental
pictures of them.

The correlation between IMAG and CONC was confirmed by
Paivio et al. (1968) on 925 words. This correlation provided evi-
dence for Paivio’s Dual Code Theory (Paivio, 1971, 1986, 2007),
according to which cognitive processing is carried out on the
basis of two different subsystems, “one specialized for the rep-
resentation and processing of information concerning nonverbal
objects and events, the other specialized for dealing with lan-
guage (Paivio, 1986, p. 53). The nonverbal (symbolic) subsystem
is referred to as the imagery system: “its critical functions include
the analysis of scenes and the generation of mental images (both
functions encompassing other sensory modalities in addition
to visual)” (Paivio, 1986, pp. 53–54). The language-specialized
system is called the verbal system. In Paivio’s perspective, the
nonverbal system of imagery is activated primarily by concrete
(i.e., perceivable) stimuli (Paivio, 1986, p. 68), therefore words
with a high CONC rating should have high IMAG ratings, while
words with a low CONC ratings (i.e., abstract words) should
have low IMAG ratings. According to Paivio, this dual system
can also account for the so-called “concreteness effect,” i.e., the
fact that concrete words are processed more easily and quickly
than abstract words because, while abstract words activate verbal
representations only, concrete words activate representations in
both the verbal and in the imagery system, and this facilitates the
referential act.

The idea that CONC and IMAG are strongly correlated both
theoretically and from the point of view of their ratings has
become established in the literature (Paivio et al., 1968 found
a correlation of 0.83; this correlation has been confirmed using
larger word numbers by several other studies that report val-
ues ranging from 0.64 to 0.95: see e.g., Christian et al., 1978;
Toglia and Battig, 1978; Gilhooly and Logie, 1980; Rubin, 1980;
Friendly et al., 1982; Rubin and Friendly, 1986; Schwanenflugel
et al., 1988; Benjafield and Muckenheim, 1989). This is the rea-
son why these two measures are considered interchangeable and
are both used to study the processing differences between abstract
and concrete verbal material. As e.g., Reilly and Kean (2007) point
out: “Although imageability and concreteness are technically dif-
ferent psycholinguistic constructs, the correlation between these
variables is so strong that many authors use the terms inter-
changeably. Here we make the same assumption of synonymy
between imageability and concreteness in terms of theory (i.e.,
concreteness effects—imageability effects)” (p. 158). The same
point has been made more recently by Connell and Lynott (2012):
“Imageability ratings are frequently used interchangeably with
concreteness ratings in the experimental literature [. . .] because
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of their high correlation and theoretical relationship in dual
coding theory” (p. 453).

However, even though the correlation between CONC and
IMAG is quite strong, (a) it is lower than expected and (b) exhibits
some relevant anomalies. As Paivio and colleagues underline: “the
correlation between I and C, although substantial, is not as high
as one might expect if it is assumed that both scales measure the
same underlying variable” (Paivio et al., 1968, p. 7). According to
Paivio et al. (1968) the problem is due to some sets of problem-
atic items whose IMAG ratings are significantly greater than their
CONC ratings1. As they note, these items exhibit an interesting
semantic similarity: “Most of these are words with strong emo-
tional and evaluative connotations. The largest group consists of
terms referring to affective reactions or affective attitudes” (Paivio
et al., 1968, p. 7).

Paivio et al. (1968) do not offer any explanation for the con-
trasting patterns for IMAG and CONC. However they suggest that
also in these cases high IMAG must be due to the fact that the
word easily evokes some kind of sensory experience, which in this
case seems to be of an affective kind: “These words appear to have
the common property of having been associated with sensory
experience (usually affective in nature)” (p. 7). These observa-
tions open the door for the hypothesis also embraced by Paivio
in his later work (1986, p. 79) that affective and emotional words
have a high IMAG rating because they directly evoke the sensory
experience of an affective arousal.

Similar inconsistencies are also pointed out by recent stud-
ies that interpret them in a way analogous to Paivio’s suggesting
that emotion words are different from both abstract and con-
crete words as regards their CONC and IMAG ratings and must
therefore be considered as a particular word class with specific
characteristics (Altarriba et al., 1999; Altarriba and Bauer, 2004;
Wiemer-Hastings and Xu, 2005). In particular, as the results of
Altrarriba’s study (2004) indicate: “concepts represented by emo-
tion words are more imageable and are easier to of a context for
than abstract words but are less concrete than abstract words.
They are less imageable, less concrete, and less likely to activate
a context than concrete words” (p. 407). Therefore, even though
emotion words are, as one would expect, less CONC than con-
crete words, they turn out to be also less CONC than abstract
words, even though their IMAG is significantly greater than
that of abstract words. Thus, for this word class the divergence
between IMAG and CONC is particularly broad. As a matter of
fact, our analysis of the IMAG and CONC ratings included in the
MRC psycholinguistic database, which has been the main source
for these measures showed that the difference between IMAG and
CONC is significantly greater for emotion terms than for any
other randomly chosen control group of words (we will come
back to this aspect in the next section).

Altarriba et al. (1999), Altarriba and Bauer (2004) emphasize
the fact that examining the unique qualities of emotion words
with respect to other classes of terms is particularly important

1There were also a few terms with high concreteness and low imageability
ratings like e.g., “aster,” “astrolabe” or “stein,” but these are easy to explain:
people know they denote concrete objects, but they do not know what they
look like.

since it helps us understand how people recognize and label emo-
tions. However, we think that the uniqueness of the IMAG and
CONC ratings for emotion words can also help clarify the lin-
guistic construct of imageability which is often considered vague
and subject to different interpretations (e.g., Connell and Lynott,
2012; Westbury et al., 2013; Dellantonio et al., 2014). In fact, the
anomaly of the IMAG and CONC ratings in the case of emotion
words can be explained only by specifying what precisely IMAG
measures and what is the specific difference between the con-
structs of IMAG and CONC. The key point to disentangle in this
respect lies first of all in the content of the instructions given to
subjects for assigning the CONC and the IMAG ratings included
in the MRC database.

INSTRUCTION-BOUND RATINGS?
The original instructions for concreteness ratings were developed
by Spreen and Schulz (1966), and then used in almost the same
form by Paivio et al. (1968): however, while Spreen and Schulz
(1966) labeled the end-points of the rating scales “low concrete-
ness” and “high concreteness,” Paivio et al. (1968) labeled them
“high concreteness” and “high abstractness.” Later collections
used either the one or the other label interchangeably.

Spreen and Schulz’s (1966) instructions for concreteness were:
“Nouns may refer to persons, places, and things that can be seen,
heard, felt, smelled, or tasted or to more abstract concepts that
cannot be experienced by our senses. The purpose of this exper-
iment is to rate a list of words with respect to “concreteness” in
term of sense-experience. Any word that refers to objects, mate-
rial or persons should receive a high concreteness rating; any word
that refers to an abstract concept that cannot be experienced by
the senses should receive a low concreteness rating. Think of the
words “chair” and “independence.” “Chair” can be experienced
by our senses and therefore should be rated as high concrete;
“independence” cannot be experienced by the senses as such and
therefore should be rated as low concrete (abstract)” (p. 460).

The original instructions for imageability ratings were devel-
oped by Paivio et al. (1968) and were the following: “Nouns differ
in their capacity to arouse mental images of things or events.
Some words arouse a sensory experience, such as a mental picture
or sound, very quickly and easily, whereas others may do so only
with difficulty (i.e., after a long delay) or not at all. The purpose
of this experiment is to rate a list of words as to the ease or diffi-
culty with which they arouse mental images. Any word which, in
your estimation, arouses a mental image (i.e., a mental picture,
or sound, or other sensory experience) very quickly and easily
should be given a high imagery rating: any word that arouses a
mental image with difficulty or not at all should be given a low
imagery rating. Think of the words “apple” or “fact.” Apple would
probably arouse an image relatively easily and would be rated as
high imagery; fact would probably do so with difficulty and would
be rated as low imagery” (p. 4).

Both sets of instruction bias toward the sense of vision.
According to the concreteness instructions, something is con-
crete if it can be perceived through (at least one of) the senses.
However, as it is has been already pointed out (Connell and
Lynott, 2012, p. 461), the examples mentioned in the second
part of the definition (“objects, material or persons” as well as

www.frontiersin.org July 2014 | Volume 5 | Article 708 | 90

http://www.frontiersin.org
http://www.frontiersin.org/Language_Sciences/archive


Dellantonio et al. Imageability and the x-ception theory

“chair” vs. “independence”) might have biased people to rely
for their ratings (also) on a different idea of concreteness which
resembles more closely the everyday understanding of the word
“concrete” and its dictionary definition, according to which “con-
crete” means material or physical and an object is concrete only if
it has a material composition. Since material objects are perceived
mainly or primarily through vision, people’s ratings probably
favored this sense over the others. Analogously to the instructions
for concreteness, the instruction for imageability also evoked an
idea of imageability that is primarily visual and related to the
ease/difficulty with which people can form a mental picture of
the referent of a word. Moreover, even though in Paivio’s view
“mental images” describe traces stored in memory of all kind of
sensations, the term “image” recalls quite strongly the idea of a
visual picture. Thus, for this aspect IMAG ratings follows criteria
that overlap that of concreteness, since the instances people can
more easily form a mental picture of are external, material things
that they can see.

However, despite what some studies maintain (e.g., Vigliocco
et al., 2009; Connell and Lynott, 2012), this is not the only relevant
aspect IMAG measures. Just as CONC also measures whether/in
what degree the referents of words can be experienced by senses
other than sight, so IMAG measures also whether/in what degree
a word arouses other kinds of sensory experience. More specifi-
cally, the request to estimate IMAG depending on whether/how
much a word arouses “sensory experience” without further spec-
ifications might have lead participants to assign their ratings on
the basis of the ease/difficulty with which words arouse any kind
of sensory experience stored in memory, including internal, body-
related sensations. Following Paivio et al. (1968), Paivio (1986)
and Vigliocco et al. (2009), we propose that affective arousal is a
kind of sensory experience, based on internal feeling rather than
derived from the external senses.

A NEW HYPOTHESIS: LOOKING AT THE INCONSISTENCIES
FROM AN “INTERNAL” PERSPECTIVE
This idea that word meaning might rely jointly on both inter-
nal and external sensory experience suggests that IMAG ratings
might also track—at least in part—the internal and bodily-related
sensory experience evoked by words. If so, IMAG diverges from
CONC, and becomes a different, and more interesting measure
of both the external and the internal experiential grounding of
words. Since in our interpretation the imageability measure is
a result of ambiguous norming instructions that lead people to
assign ratings relying on their commonsense notion of sensory
information, as including both internal and external information
sources rather than solely external ones, we cannot assume that
it is perfectly accurate. However, if we assume that people do not
rely only on visual information to provide the ratings, but also
spontaneously took into account their internal sensory experi-
ence and thus assigned a certain degree of IMAG to all words that
aroused external and/or internal sensory experiences, then we can
account for the divergence between IMAG and CONC in the case
of emotion words.

If this hypothesis is correct, the class of emotion words should
not be the only terminological class exhibiting a significant diver-
gence between IMAG and CONC. In fact, all words that give

rise to some kind of internal sensory experience should have an
IMAG rating that is significantly higher than the CONC rating.
The more a word arouses internal sensory experience, the greater
should be the divergence between IMAG and CONC.

A word class that resembles emotion words insofar as it
denotes body-related conditions which are experienced inter-
nally is that class denoting proprioceptive and interoceptive states.
Proprioception and interoception are closely related notions: pro-
prioception indicates our aware experience of the position of
our body (see e.g., Berthoz, 2000); while interoception describe
people’s general conscious experience of their bodily states or
of specific conditions of parts of their body (Craig, 2003, 2009,
2010). Words describing typical proprioceptive states and intero-
ceptive states are e.g., balance, relaxation, movement, tremor, sit,
rest, jump, run, walk etc. on the one hand and on the other ache,
sick, hunger, thirsty, warmth, itch, pain, cold, etc.

Emotion, proprioceptive, and interoceptive words might how-
ever not be the only ones relying on internal, bodily-related
sensory experience. In fact, some recent studies carried out in the
field of so called embodied cognition suggest that abstract words
are also grounded in internal states, especially affective and men-
tal states (see e.g., Barsalou and Wiemer-Hastings, 2005; Kousta
et al., 2009, 2011; Vigliocco et al., 2009; for a review of older
studies see e.g., Barsalou, 1999, p. 599). In particular, the stud-
ies by Wiemer-Hastings et al. show that abstract words tend to
have more introspective and affective associations than concrete
words (Wiemer-Hastings and Xu, 2005; Vigliocco et al., 2009;
Kousta et al., 2011). As these studies suggest, abstract concepts
clearly cannot rely only on affective information, their repre-
sentation must also be based on linguistic information, and the
exact proportion of affective and linguistic information will vary
depending on the word (see e.g., Vigliocco et al., 2009; Kousta
et al., 2011). However, if we admit that abstract words do indeed
also rely at least minimally on internal sensory experience and
hypothesize that IMAG ratings measure whether a word arouses
internal sensory experience, then in the case of abstract words
the correlation between CONC and IMAG should be significantly
smaller than in the case of concrete words because IMAG ratings
should be relatively higher than CONC ratings.

Some results in line with this prediction were already reported
by Altarriba et al. (1999) and by Wiemer-Hastings et al. (2001);
however a more accurate analysis is needed. According to our
hypothesis, correlation patterns should differ when calculated
separately for decreasing CONC ratings: the more abstract a word
is, the weaker the correlation between CONC and IMAG should
become. In addition, since the proportion of affective and lin-
guistic information abstract words rely on varies depending on
the kind of words we are considering, we expect that highly theo-
retical words with a technical meaning that have only a limited
everyday use and strictly depend on their linguistic definition
(e.g., adverb, literal, plenipotentiary, causality, regulation, abduc-
tion, deduction, axiom, factor, fallacy, function, suffrage etc.) will
have relatively low IMAG ratings with respect to CONC ratings.
More specifically, since their proportion of linguistic informa-
tion is particularly high in comparison to sensory information,
if our hypothesis about IMAG is correct, the difference between
the IMAG ratings and the CONC ratings for this class of words
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should be either smaller than, or comparable to, that of other
word groups.

TESTING THE HYPOTHESIS
To prove our hypothesis, we analyzed the CONC and the IMAG
ratings included in the MRC database, which is an important
source for these measures in psycholinguistic studies and con-
stitutes the only database available in which CONC and IMAG
were collected simultaneously by the same studies. These not only
rely on exactly the same instruction we discussed previously, but
were also driven by the intent of understanding the relationship
between IMAG and CONC.

Later collection of IMAG and CONC ratings available in
English are not directly relevant with respect to our hypothesis for
a number of reasons. First of all, recent collections of IMAG rat-
ings do not also include CONC ratings (Bird et al., 2001; Cortese
and Fugett, 2004; Stadthagen-Gonzalez and Davis, 2006; Schock
et al., 2012). Since the clue to understand the theoretical pecu-
liarities of the construct of imageability resides in the anomalies
with respect to concreteness, it is by considering the imageability
ratings in relation to the concreteness ratings—i.e., by comparing
them—that a new insight into the construct of imageability can
be achieved. Secondly, some collections rely on instructions that
differ at least in some respect from the one we discussed: this is
the case for the recently published database of CONC (Brysbaert
et al., 2013) as well as for the collection of IMAG ratings car-
ried out by Bird et al. (2001)2. Thirdly, some of these collections
are very specific in scope and consider only monosyllabic and
disyllabic words (Cortese and Fugett, 2004; Schock et al., 2012).
Finally, Stadthagen-Gonzalez’s and Davis’ database is obtained
merging their data with Gilhooly and Logie’s (1980) collection,
which is already included in the MRC database.

The MRC psycholinguistic database includes 9240 words pos-
sessing an IMAG rating and 8228 words possessing a CONC
rating. Both are derived from merging three sets of norms: the
Colorado Norms (Toglia and Battig, 1978), the Pavio Norms
(unpublished, these are an expansion of the norms of Paivio et al.,
1968), and the Gilhooly-Logie norms (Gilhooly and Logie, 1980).
A large part of the data from Toglia and Battig (1978) was vali-
dated by Cortese and Fugett (2004). The values are in the range
100–700. Words are partitioned in ten syntactic categories: nouns,
adjectives, verbs, adverbs, conjunctions, pronouns, interjections,
past participles, other.

SELECTION OF STIMULI
For our analysis we considered only words that have both an
IMAG and a CONC rating and we excluded conjunctions, pro-
nouns, interjections, and the class labeled “other.” Repetitions
were also excluded. This leaves 4260 words.

Across all words, mean IMAG and CONC ratings are 456.4 and
438.7 respectively. The correlation between IMAG and CONC is

2The new instructions for concreteness are particularly problematic since they
ask people to evaluate actions as something concrete equating them from a
semantic point of view with objects. A study specifically devoted to the role
of instructions in collecting useful psycholinguistic data on concreteness is in
preparation.

significant (r = 0.835, p < 0.001), which demonstrates—as has
been previously observed—that the two constructs are tightly
interconnected. Interestingly, if two groups of words are con-
strued as a function of CONC (low vs. high CONC ratings, 2130
words in each group; mean CONC and IMAG ratings for the
low CONC group: 331.6 and 376.6, respectively; mean CONC
and IMAG ratings for the high CONC group: 545.8 and 536.3,
respectively), the correlation between IMAG and CONC for the
low CONC group (r = 0.550, p < 0.001) is significantly smaller
than the correlation between IMAG and CONC for the high
CONC group (r = 0.661, p < 0.001), z = 5.7, p < 0.0013. This
is compatible with the view that IMAG ratings are less dependent
upon CONC ratings for the abstract (i.e., low concrete) words
with respect to the concrete words. Since, as specified in sec-
tion Instruction-Bound Ratings?, abstract words generally rely on
more introspective information than concrete words, these dif-
ferent correlation patterns suggest that IMAG does not entirely
depend on CONC, but it is also a measure of something else,
and specifically of the ease/difficulty with which a word evokes
internal sensory experience of any kind (be it e.g., emotional,
proprioceptive or interoceptive).

To test the hypothesis that IMAG ratings depend on the
ease/difficulty with which a word arouses both external and/or
internal sensory experience, and that a discrepancy between
CONC and IMAG may be diagnostic of the relative contribution
of the two kinds of sensory information, we selected three groups
of words: (i) 36 emotional words (whose anomalous behavior as
for their IMAG and CONC ratings has already been singled out by
other studies—on this point see section Imageability in the MRC
Psycholinguistic Database), (ii) 56 proprioceptive or interocep-
tive words (which we call globally X-ceptive to indicate that the
same considerations we develop for proprioception and intero-
ception should apply for any kind of states based on an internal
perception), and (iii) 110 theoretical terms (i.e., abstract tech-
nical terms whose meaning is not grounded on internal states,
but depends rather on a linguistic definition given in the frame-
work of a theory). In addition, we construed ten control groups
of 100 randomly selected words to compare with (i), (ii), and
(iii). Selection of the words to serve in the control groups was
accomplished through a computerized algorithm, with the only
restriction that none of the words in the emotional, X-ceptive or
theoretical group could be selected to serve in the control groups.

(i) The class of emotion words combines two kinds of words:
those strictly denoting emotions and those denoting what are
more correctly called moods (or background feelings—e.g.,
depression, anxiety, wellness, distress, etc.). In order to individu-
ate a particularly salient and unambiguous set of terms, our selec-
tion from the MRC database was based on the emotions/moods
described by a number of studies (which sometimes consider a
mixture of the two). As for emotions, we included only emotions
considered as basic (Tomkins, 1962, 1963; Ekman et al., 1969;
Plutchik, 1980; Ekman, 1999; Reizenzein, 2009; Kassam et al.,

3Correlation were compared according to the following procedure. First r val-
ues have been converted into z values (Fisher r to z transformation), then the
results have been compared taking into consideration the sample size (Cohen
and Cohen, 1983).
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2013). While the words denoting basic emotions are all strictly
derived from the mentioned studies, the list of the words denoting
moods is more freely composed starting from the examples and
the definitions given in various studies (Ekman, 1994; Damasio,
1999; Prinz, 2004). Emotion words strongly rely on internal affec-
tive experience; thus, if IMAG ratings measure how easily a word
evokes not only external but also internal sensory information,
IMAG ratings for this class of words should be significantly higher
than CONC ratings compared to the other groups of words.

(ii) Words denoting proprioceptive and interoceptive
(X-ceptive) states were selected from the MRC database starting
from the examples considered in the studies of Berthoz (2000)
and Craig (2003, 2009, 2010). Since proprioceptive and intero-
ceptive (X-ceptive) states are analogous to emotions due to the
fact that they are based on internal sensory experience, we expect
words denoting these states to behave like emotion words and
exhibit IMAG ratings significantly higher than CONC ratings
with respect to other groups of words.

iii) For the selection of theoretical words we could not rely
on previous studies, even though the definition of a class of
theoretical terms as opposed to a class of observational terms
was already introduced by Paivio (Paivio, 1986, p. 10 Clark and
Paivio, 1989). However, while Paivio interpreted theoretical terms
simply as abstract terms, we consider theoretical terms as an
autonomous subclass of abstract words. In our account, theo-
retical terms are technical words with a definitional structure
whose meaning is fixed in the framework of a theory. We iden-
tified this group of words one by one in the database according
to this criterion: the chosen terms belong to the technical jargon
of a discipline and therefore strictly depend on a specific linguis-
tic definition. Thus, we avoided terms that denote anything that
can be perceived through the senses. An example is the mathe-
matical term “axiom,” i.e., a statement or formula on which an
abstractly defined structure is based. Other than from mathemat-
ics, terms come from physics (e.g., “causality”), linguistics (e.g.,
“conjugation”), politics and law (e.g., “legislation”), logic (e.g.,
“deduction”), and science in general (e.g., “theory”). Since this
class should rely only very weakly on internal sensory experience,
will have relatively low IMAG ratings with respect to CONC rat-
ings. Specifically, we expect that the difference between the IMAG
ratings and the CONC ratings for this class of words will be
either smaller than, or comparable to, that of other word groups
(control groups as well as emotion and X-ception words).

PROCEDURE
We compared the differences between ratings of IMAG and
CONC of these three groups against the differences between the
ratings of IMAG and CONC of ten control groups including
100 randomly selected words (basically, a bootstrap). The idea
here is that the mean differences between IMAG and CONC
of the control groups—being composed of randomly selected
words—reflect the mean differences between IMAG and CONC
of the population they derived from. Therefore, if one (or more)
of the three experimental groups consistently and significantly
differs from the control group(s), then we can conclude that
that experimental group differs from the population on the
tested dimensions. The comparisons were made using an ANOVA
with Group [experimental (X-ception, emotion, or technical) vs.

control (each of the 10 control groups)] as a between-items factor.
In addition, each of the experimental groups was compared with
the other two experimental groups.

RESULTS
The results are reported in Table 1. The first 10 rows refer to the
comparison of each experimental group of words with one of the
control groups. The last two rows refer to the comparison among
the experimental groups of words.

As expected, the differences between IMAG and CONC for the
X-ception words are significantly higher than those of the control
groups. Also, and in line with previous evidence, the differences
between IMAG and CONC for the emotion words are signifi-
cantly higher than those of the control groups. In addition, and
congruently with the theory at the basis of our hypothesis, the dif-
ferences between IMAG and CONC for the theoretical/technical
words are either smaller than, or comparable to, those of the
control groups. Unexpectedly, the differences between IMAG and
CONC of the X-ception words are significantly smaller than those
of the emotion words: This will be dealt with in the General
Discussion.

GENERAL DISCUSSION
According to the hypothesis we put forward, IMAG is a construct
based on two factors. On the one hand, IMAG depends on CONC,
since it measures the ease/difficulty with which a word evokes
external (mainly visual) sensory experience related to the objects
it denotes. On the other hand, IMAG is partially independent of
CONC and measures the ease/difficulty with which a word evokes
internal sensory experience. To test this hypothesis we used the
IMAG and CONC ratings included in the MRC database. Since
we assume that IMAG is always linked to CONC and that IMAG
ratings will therefore always reflect to a certain extent CONC
ratings, we are not interested in analyzing IMAG and CONC
ratings per se, but we focus on the difference between IMAG
and CONC ratings which reveals a value of IMAG independent
from CONC.

Our analysis started from some basic assumptions regard-
ing what type of information different classes of words rely on.
Indeed, words might be grounded on both external or inter-
nal sensory information: (a) while concrete words rely primarily
on external sensory information, in general abstract words are
mainly based, to a larger or smaller extent, on internal sen-
sory information and on linguistic information. (b) Among the
abstract terms that surely rely for a large part on internal sensory
information there are words denoting emotions as well as propri-
oceptive and interoceptive states. (c) On the contrary, theoretical
words denoting technical notions will probably be mainly linguis-
tic constructs and be based only to a very small extent on sensory
information of any kind.

(a) Moving from this premise, we examined first of all whether
in general the correlation between CONC and IMAG varies for
concrete and abstract words. While in the case of concrete words,
IMAG ratings should be just a function of CONC ratings, in the
case of abstract words which rely to a certain degree on internal
information the correlation between CONC and IMAG should
be significantly smaller. Our analysis on two groups of words
constructed as a function of CONC confirmed this hypothesis.
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Table 1 | Results of the ANOVAs.

X-ceptions Emotion Theoretical

N = 56 N = 36 N = 110

M = 72.4 M = 119.0 M = −1.3

CI = 62, 83 CI = 95, 143 CI = −12, 9

C
on

tr
ol

gr
ou

ps

1 F 45.7 75.8 3.0
N = 100 dof 1, 154 1, 134 1, 208
M = 12.4 MSE 2829 3963 3280

CI = 0.6, 24 P <0.001 <0.001 =0.083

2 F 51.8 77.4 0.1
N = 100 dof 1, 154 1, 134 1, 208
M = 1.4 MSE 3494 4728 3773

CI = −12, 15 P <0.001 <0.001 =0.745

3 F 23.6 48.9 8.0
N = 100 dof 1, 154 1, 134 1, 208
M = 23.1 MSE 3704 4969 3929
CI = 9, 37 P <0.001 <0.001 <0.01

4 F 30.8 58.0 5.6
N = 100 dof 1, 154 1, 134 1, 208
M = 18.5 MSE 3396 4615 3700
CI = 5, 32 P <0.001 <0.001 <0.05

5 F 25.2 54.5 12.2
N = 100 dof 1, 154 1, 134 1, 208
M = 26.8 MSE 2973 4128 3387

CI = 15, 39 P <0.001 <0.001 <0.005

6 F 37.3 63.3 2.1
N = 100 dof 1, 154 1, 134 1, 208
M = 11.1 MSE 3615 4866 3862

CI = −3, 25 P <0.001 <0.001 =0.147

7 F 46.2 74.1 1.4
N = 100 dof 1, 154 1, 134 1, 208
M = 8.54 MSE 3171 4356 3533

CI = −4, 21 p <0.001 <0.001 =0.231

8 F 47.3 74.5 0.9
N = 100 dof 1, 154 1, 134 1, 208
M = 6.7 MSE 3276 4477 3611

CI = −6, 20 P <0.001 <0.001 =0.332

9 F 30.8 59.0 6.7
N = 100 dof 1, 154 1, 134 1, 208
M = 19.9 MSE 3209 4400 3562
CI = 7, 32 P <0.001 <0.001 <0.05

10 F 48.9 78.5 2.0
N = 100 dof 1, 154 1, 134 1, 208
M = 0.85 MSE 2878 4020 3317

CI = −2, 22 P <0.001 <0.001 =0.161

X-ceptions F 16.2 79.9
N = 56 dof 1, 90 1, 164

M = 72.4 MSE 2926 2528
CI = 62, 83 P <0.001 <0.001

Emotion F 110.9
N = 36 dof 1, 144

M = 119.0 MSE 3542
CI = 95, 143 P <0.001

N, size of the sample; M, mean differences between imageability and concrete-

ness ratings (ratings from the MRC psycholinguistic database); CI, Confidence

Intervals (95%); Once corrected for multiple comparisons, separately for each

conceptual category, α = 0.005.

(b) Secondly, we selected two groups of words from the
database, one denoting emotions and the other propriocep-
tive/interoceptive (x-ceptive) states. Since these classes of words
rely to a large degree on internal information, we expected that
the difference between IMAG and CONC for both classes would
be significantly higher than that for the control groups. Our
statistical analysis supports this hypothesis.

An unexpected finding here is that the difference between
IMAG and CONC for the X-ception words is significantly smaller
than that for the emotion words. There are at least two possible
explanations for this result.

First, one could speculate that it is due to the fact that emo-
tions rely on internal bodily information in a twofold manner.
On the one hand, an emotional state is revealed by a specific
affective arousal and internal feelings. On the other hand, emo-
tions bring about specific bodily reactions and above all specific
facial expressions which are an essential part of emotions (see
e.g., Ekman, 1984) and are recorded through interoception giv-
ing additional bodily information on the state. Thus, one could
hypothesize that the higher difference between IMAG and CONC
for emotion words compared with x-ceptive words is due to this
double binding between emotions and internal sensory experi-
ence: in this case, mean IMAG ratings for emotion words should
be higher than those for X-ception words, whereas mean CONC
ratings for the two classes of words should be similar. A second
possible explanation is that the sensory information correspond-
ing to proprioceptive and interoceptive states (i.e., internal world
perception) is “qualitatively comparable” to (external world-)
perception and is therefore interpreted as more concrete than
the affective arousal/feelings corresponding to emotions. That is,
people could consider words like “ache,” “hunger,” “cold,” “hot,”
“motion,” “itch” as denoting more tangible and specific (i.e.,
concrete) states than words like “happiness,” “sadness,” “excite-
ment,” “humiliation,” “jealousy” etc. As a consequence, in this
case CONC ratings of X-ceptive words should be higher than
those of emotional words, whereas mean IMAG ratings for the
two classes of words should be similar.

To distinguish between these two hypotheses, we performed
two ANOVAs. In one analysis, we compared the CONC ratings of
X-ception and emotion words. This analysis showed that the con-
creteness ratings of X-ception words was significantly higher than
the concreteness ratings of emotion words (means: 391 vs. 314,
respectively; [F(1, 90) = 39.4, MSE = 3334, p < 0.001]. In the sec-
ond analysis we compared the IMAG ratings of X-ception and
emotion words. This second analysis showed that the imageabil-
ity ratings of X-ception words was significantly higher than the
imageability ratings of emotion words [464 vs. 433, respectively,
F(1, 90) = 7.2, MSE = 2904, p < 0.01]. Unfortunately, these anal-
yses do not allow us to conclusively decide in favor of either of the
two hypotheses put forward above, since both IMAG and CONC
ratings are lower for emotion words with respect to X-ception
words. It is worth noting that the difference between the mean
CONC ratings of the two classes of words is larger than the dif-
ference between the mean IMAG ratings, and this, if anything,
provides (weak) support for the second of our hypotheses.

(c) Finally, we selected from the database a group of
theoretical/technical words which should only weakly rely on
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internal information and therefore have relatively low IMAG
ratings with respect to CONC ratings. Congruently with this
hypothesis, the differences between IMAG and CONC for the the-
oretical/technical words turned out to be either smaller (4 out
of 10 comparisons are significant if α = 0.05; 1 out of 10
comparisons are significant once α is corrected for multiple
comparisons4; c.f. Table 1) then or comparable to those of the
control groups.

Taken together, these results show that IMAG is not simply
an alternative way to measure concreteness, but, instead, that
IMAG provides specific information and depends in part on the
strength with which words evoke body-internal sensations. We
think that this result is extremely useful, among other things, for
better understanding how to use IMAG and CONC ratings for
experimental research.

One of the main applications of these ratings is in studies
that analyze the processing advantages of some classes of words
over others; most famously, the processing advantages of con-
crete vs. abstract words (the so-called concreteness effect). In this
case, our results suggest not only that the two ratings should not
be used interchangeably, but they also indicate that—in addi-
tion to a concreteness effect—it might be possible to identify an
effect specifically related to imageability (and more precisely to
“the side” of imageability that does not depend on concreteness),
which measures the ease/difficulty with which words evoke some
kind of internal sensory information. In this case, processing
advantages should be observed for both emotion and X-ceptive
words.

CONCLUDING REMARKS
In this paper we analyzed the IMAG and CONC ratings included
in the MRC Psycholinguistic Database. We started by pre-
senting the results of some previous studies showing that—
even though there is a strong correlation between measures
of IMAG and CONC—some words with low CONC ratings
(i.e., abstract words) exhibit a contrasting pattern and have
relatively high IMAG ratings. Also on the basis of an anal-
ysis of the instructions given to subjects during the collec-
tion of the ratings, we hypothesized that IMAG is only in
part connected to CONC; while to a certain extent is inde-
pendent from it and measures something different: i.e., the
ease/difficulty with which a word arouses any kind of sensory
experience including internal, body-related sensations. In order
to validate this position, we carried out several analyses of the
IMAG and CONC ratings in the database, individuating different
groups of words and considering for each the difference between
IMAG and CONC. All the results are congruent with the initial
hypotheses.

These results show that IMAG ratings depend at least on two
factors: i.e., on the one hand, on whether a word denotes con-
crete external objects (and for this aspect IMAG directly relies on
CONC) and on the other, on whether a word is grounded in any
kind of internal, body-related sensations. As we showed, this is the

4Note that correcting for multiple comparisons is not necessary in this
context. We reported the corrected values to show that even with a more
conservative approach, the semantic of the pattern of results does not change.

case for words denoting e.g., emotions as well as proprioceptive
and interoceptive states.

This conclusion serves not only to reaffirm at least to some
degree the reliability of the IMAG measure, in spite of the well-
known inconsistencies that characterize it, which we interpreted
from an entirely new perspective, but it also has relevant conse-
quences at least with respect to two different points. On the one
hand, it challenges the widely shared idea that CONC and IMAG
are interchangeable scales measuring one and the same thing. On
the other hand, our analysis helps to clarify the IMAG construct
and to specify what it exactly measures. This has direct impli-
cation e.g. for the debate on the relationship between abstract
and concrete. According to Vigliocco, Kousta, and collaborators
(Vigliocco et al., 2009, 2013; Kousta et al., 2011) the dichotomy
between abstract and concrete words is only apparent, as word
meanings rely in different proportions on perception, internal
information, and linguistic information: thus, generally people
call “concrete” the words with an higher proportion of perceptual
information, while they call “abstract” the words relying primarily
on internal and linguistic information. Since imageability ratings
are a joint measure of the link of words with both external and
internal sensory experience, we suggest that the extent of a word’s
connection with internal sensory information can be obtained by
subtracting its concreteness rating from its imageability rating.
If the interpretation of imageability we put forward is correct,
then the intersection between imageability and concreteness can
indeed give us a tangible (even though not completely accurate)
measure of the internal sensory information aroused by a word.

Our analysis shows also that the imageability and even con-
creteness measures are complex and problematic constructs,
whose ratings undergo biases that cannot be completely con-
trolled. New collections of ratings on the basis of less ambiguous
instructions are required in order to have more precise mea-
sures to use for experimentation, i.e., to show among other things
whether an abstract word mainly rely on linguistic information
and is therefore theoretical or whether also an abstract word is
strongly grounded in internal information.
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DRC (Coltheart et al., 2001) and CDP++ (Perry et al., 2010) are two of the most successful
models of reading aloud. These models differ primarily in how their sublexical systems
convert letter strings into phonological codes. DRC adopts a set of grapheme-to-phoneme
conversion rules (GPCs) while CDP++ uses a simple trained network that has been
exposed to a combination of rules and the spellings and pronunciations of known words.
Thus far the debate between fixed rules and learned associations has largely emphasized
reaction time experiments, error rates in dyslexias, and item-level variance from large-scale
databases. Recently, Pritchard et al. (2012) examined the models’ non-word reading in a
new way. They compared responses produced by the models to those produced by 45
skilled readers. Their item-by-item analysis is informative, but leaves open some questions
that can be addressed with a different technique. Using hierarchical clustering techniques,
we first examined the subject data to identify if there are classes of subjects that are
similar to each other in their overall response profiles. We found that there are indeed
two groups of subject that differ in their pronunciations for certain consonant clusters. We
also tested the possibility that CDP++ is modeling one set of subjects well, while DRC
is modeling a different set of subjects. We found that CDP++ does not fit any human
reader’s response pattern very well, while DRC fits the human readers as well as or better
than any other reader.

Keywords: computational modeling, reading aloud, hierarchical clustering, non-word reading

Reading aloud involves converting printed character strings into
phonological codes. In the case of words, one can rely on memory
structures to provide the appropriate pronunciation. However,
where novel letter strings are concerned the reader must per-
form the translation in some other way. One question under
considerable debate is whether readers adopt a set of strictly
applied rules for this conversion, or if there is a more subtle set
of associative relationships between letter patterns and pronun-
ciation at play. The role of grapheme-phoneme conversion rules
(or GPCs) and trained, neural networks that learn implicit asso-
ciations is at the heart of the debate between two of the most
broadly successful computational models of reading aloud cur-
rently available. When converting printed words into phonology,
both the Dual-Route-Cascaded Model (DRC; Coltheart et al.,
2001) and the Connectionist Dual-Process models of reading
aloud (CDP+/++; Perry et al., 2007, 2010) rely principally on
nearly identical lexical systems that store the appropriate infor-
mation. When it comes to pronounceable non-word letter strings,
however, DRC assumes reading is accomplished through the use
of GPCs, whilst CDP+ and CDP++ rely instead on a simple
neural network that has learned to associate graphemes with
phonemes through exposure to a combination of real words and
rules.

In debating the relative merits of the two approaches,
researchers have relied extensively on experimental results that
used reaction times and error rates as the principal variables of

interest. On those metrics, CDP++ enjoys an advantage over
DRC: it is able to simulate consistency effects, and is able to
account for more of the variance in human response times when
assessed against large-scale database studies such as the English
Lexicon Project (Perry et al., 2007).

While these modal metrics of human behavior are important,
they ignore a separate question that is particularly relevant to the
debate between strong GPCs such as those in DRC and associa-
tive learning algorithms such as the one implemented in CDP++:
do the pronunciations produced by the models in response to
novel stimuli match those of human readers? In other words,
when presented with an item like “PHLOMB,” DRC produces the
response / /,1 (as in “bomb”) while CDP++ responds / /
(as in “comb”). Little research has thus far compared the model
responses to those produced by subjects.

Pritchard et al. (2012) examined just this question. They sub-
mitted 1475 non-word letter strings made up of onsets and bodies
that exist in English, and legal bigrams, to DRC and CDP+/ + +
and identified 412 that differentiated between the two models.
45 human readers then read these 412 items aloud and their
responses were coded for phonology. Comparing the human
responses to those of the models, they found that, while both
models had some difficulties in matching the empirical data, DRC

1The notation used here is based on the International Phonetic Alphabet.
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outperformed CDP+ and CDP++. For these 412 items, DRC was
more likely to produce the response most common among the
subjects (the modal response), and less likely to produce a unique
response that no human reader produced.2

AN UNANSWERED QUESTION
Pritchard et al.’s (2012) item-by-item analysis clearly favors the
view that DRC captures “typical” human non-word reading bet-
ter than CDP+ or CDP++, but it’s difficult to know what
“typical” means here. Subjects vary considerably in the kinds
of responses they produce. Whereas some non-words produced
100% agreement among the subjects, other non-words resulted
in up to 24 different responses. This difficulty led Rastle and
Coltheart (1999) to define the DRC’s goal as producing the modal
response for all items:

“All we seek to achieve is that for all non-words, the DRC model’s
pronunciation is the one that the majority of readers assign.”
(p. 484)

However, it is evident even from the Pritchard et al. (2012) data
that this is not always possible: twelve items produced more
than one possible modal response (e.g., SLYS was pronounced
as “sleece,” “slice,” and “sleeze” by 12 readers each). In other
cases, though there was one true mode in the sample, there was
often a very near-modal alternative response (e.g., CESH is pro-
nounced as “sesh” by 19 subjects, and “kesh” by 20 subjects).
For such items, choosing the target response according Rastle
and Coltheart’s (1999) goal is not as unambiguous as it might at
first seem.

An alternative (and probably complementary) approach to
evaluating the model success is to compare subject response
profiles against each other and against the models to deter-
mine whether there are different groups of subjects with similar
response profiles, and whether the models perform better at fit-
ting some of these groups over others. Looking at overall profiles
rather than item-by-item analyses allows us to ask two ques-
tions: first, are there clusters of subjects that tend to respond
similarly in a way that is not readily detected by the item-by-
item approach. Second, are there some subjects who seem to
match the DRC’s GPC-driven responses while others tend to use
the more fluid associations learned by CDP+/ + +? Answering
this question requires a way to simultaneously compare all sub-
jects and the models on their overall response profiles, and not
on an item-by-item basis. Here we discuss one approach to this
problem.

HIERARCHICAL CLUSTERING
Hierarchical clustering techniques are designed to do just this.
Conceptually, hierarchical clustering3 is a simple algorithm:

2Both DRC and CDP++ are in agreement on pronunciation for most non-
words. Consequently, it would be difficult to draw many conclusions from a
broad set of items. These 412 items amplify the differences between the models
in order to better adjudicate between them.
3The approach described here is more accurately called agglomerative hierar-
chical clustering, as it starts with many clusters and ends with one. Divisive
and non-hierarchical techniques are not considered.

1. For each possible pair of subjects, produce an index of how
(dis)similar they are. This is the distance matrix.

2. Starting with each subject as an individual cluster.
3. Merge the two nearest clusters, recording the distance between

them.
4. Repeat step 3 until all subjects have been merged into a single

cluster.

This converts a set of data into a series of cluster mergers along
with the distances between the merged clusters (see Figure 1 for
an illustration using two-dimensional, real-valued data).

The relationship among the distances and clusters can be
depicted in a dendrogram. Figure 1 illustrates the process using
artificial two-dimensional data (depicted on the left). The result-
ing dendrogram is depicted on the right. Each horizontal line
merges two subclusters, while the height at which the horizon-
tal line is drawn reflects the distance between the two clusters
being merged. In this simple dataset, it is easy to see that subjects
1 through 5 and subjects 6 through 10 form two distinct clus-
ters. The subjects within the clusters tend to be joined at small
distances (merged at lower points in the figure), while the two
distinctive clusters are further from each other (indicated by the
high merge in the graph). One can also see that subjects 1 and 4
are nearest each other in the scatterplot and are merged at the
lowest point in the dendrogram (at a height of approximately
0.2; enclosed in the smaller dotted box to the right). The clus-
ters represented by subjects {6, 7, 10} and {8, 9} are further from
each other, and are thus merged higher on the dendrogram (at
approximately 0.9; see the larger dotted box on the left).

Clustering methods
The clustering algorithm requires a definition of “distance”
between not only individual subjects, but also clusters of subjects.
In the case of individual subjects, this distance is determined by
step 1 above. For numerical data, some form of scaled Euclidean
distance is often used (categorical data will be discussed further

FIGURE 1 | Clustering of artificial data and dendrogram. Light gray
ellipses indicate clusters, while the dark, dotted ellipses indicate the
corresponding clusters in the dendrogram.
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on). However, there are many options for defining the distance
between groups of subjects. The most commonly used approaches
are Medoid/Centroid, Single Linkage, Complete Linkage, and
Ward’s method. These four methods are briefly described here,
but a full treatment of clustering methods is beyond the scope
of this article. The interested reader can find these techniques
described in detail in cluster analysis texts such as Everitt et al.
(2011). Figure 2 depicts the results of applying them to the subject
responses in Pritchard et al.’s (2012) study.

Medoid/centroid
For each cluster, the medoid or centroid is a typical element of
the group. A centroid is a theoretical element that has the mean
cluster value for each variable that contributes to the dissimilarity
calculation. This element is likely not an actually observed ele-
ment. The medoid is the individual element that is, on average,
closest to all of the other elements in the cluster (in a sense the
existing element that best “represents” the whole cluster).

Single linkage
The distance between two clusters A and B is defined as the small-
est distance between any element in cluster A and any element in
cluster B. This is sometimes referred to as the “friends-of-friends”
approach, since it can result in long chains of single elements
being merged into the larger cluster (Figure 2B).

Complete linkage
This is the complement of the single linkage approach. The dis-
tance between two clusters A and B is defined as the largest

distance between any element in cluster A and any element in
cluster B. This approach ensures that the distance between every
pair of elements in the two clusters are contained within the
distance between the two clusters (see Figure 2C).

Ward’s method
Unlike the other methods described above, Ward’s method does
not rely on a distance metric analogous to the one used to
determine the matrix in step 1 above. Instead, Ward’s method
minimizes the mean squared distances within the groups. At
each merger, Ward’s method identifies the two clusters whose
merger would have the smallest influence on the mean squared
within-cluster distances. Ward’s method is biased toward produc-
ing spherical clusters (in essence clusters of roughly equal size; see
Figure 2D).

The principal goal of clustering techniques is to uncover struc-
ture that may be hidden in complex data. Since this is inherently
exploratory, the method that produces the most distinctive clus-
ters in a particular data set is typically the one selected. Once
clusters have been identified, a closer look at the variables that
distinguish clusters from each other is necessary to determine the
nature of the structure.

CLUSTERING READING ALOUD DATA
When the data being used for clustering is numerical, there are
any number of approaches to defining the distance between ele-
ments. Euclidean distances between elements (using normalized
variables to avoid scale effects) are common. However, in the

FIGURE 2 | Results of applying different clustering methods to subject data from Pritchard et al. (2012). These dendrograms do not include model
responses. Methods depicted are (A) medoid, (B) single linkage, (C) complete linkage and (D) Ward’s method.
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Pritchard et al. (2012) study, the data are reading aloud responses
to 412 non-word items. Such datasets are categorical in nature. In
the case of categorical data, a pair of subjects either match or do
not match on each variable. Here we opt to define the distance
between two subjects as the percentage of items on which the
two subjects’ responses disagreed. According to this metric, a dis-
tance of 0.3 between two subjects would indicate that the subjects
disagreed on 30% of the items in the Pritchard et al. dataset.

Hierarchical clustering offers us a way to simultaneously com-
pare Pritchard et al.’s (2012) subjects across all 412 items to
uncover groups of subjects that tend to be similar in their
response profiles. If such latent structure can be uncovered, a
closer look at the responses can help us to understand how sub-
jects differ from each other. Further, by treating responses from
computational models as theoretical subjects, we can compare the
DRC and CDP++ models to the human subjects and see whether
some subjects tend to cluster with one model or the other.

HUMAN READERS
Figure 2 depicts the results of clustering the Pritchard et al. (2012)
data (subjects only) using each of the four clustering methods
previously described. The first three methods (Figures 2A–C)
provide little in the way of clusters for further evaluation. Ward’s
method (in Figure 2D) offers some evidence that there may
be structure hidden among the subjects. Three distinct groups
emerge. In Figure 2D, the clusters are delineated by light gray
boxes and labeled in order of the size of the cluster (so that cluster
1 is the largest, and cluster 3 the smallest). Cluster 3 consists of
a small subgroup of anomalous readers who are not particularly
similar to each other or anyone else, while clusters 1 and 2 seem
to offer more internal consistency.

Distinguishing the clusters
The power of clustering is in its ability to uncover structure that
isn’t based on a priori groupings (such as readers who produce
regular pronunciations for non-words vs. those who produce
irregular pronunciations). However, such structure is only use-
ful if the two groups can be differentiated on the basis of their
responses in some way. To determine whether and how these two
groups differed, we examined the individual items by cluster and
identified one possibility: the two primary groups do differ in
their affinity for regularizations, but only for select ambiguous
graphemes. Specifically, it seems to be a small set of ambiguous
consonant graphemes that drive most of the difference between
subject clusters.

Table 1 summarizes the types of items that underlie at least
part of the difference between the two largest clusters of subjects.
Consonant graphemes containing “C” are particularly discrimi-
nating, with non-words beginning with CE, CI, or CH, or ending
with CE, CH, or CHE all producing different response patterns
in the two clusters. “C” is not alone in discriminating clusters,
however, as non-words beginning with “PH,” beginning or end-
ing with “GN,” and non-words using “Y” as the only vowel cluster
also discriminated. Some general observations follow.

Non-words beginning with CE or CI. For these items, subjects in
cluster 1 strongly preferred to pronounce “C” with the regular /s/

over other pronunciations (85% of trials), while subjects in cluster
2 split their responses between /s/ (53%) and /k/ (43%).

Non-words ending with CE. Here again, cluster 1 subjects showed
a slightly stronger preference for the regular /s/ than did subjects
in cluster 2 (84% vs. 75%). What is noteworthy for these non-
words is what the subjects in each cluster chose as an alternative
to the /s/: cluster 1 subjects chose to infuse the item with some
Italian flavor and used / / (10%) while subjects in cluster 2 again
preferred the /k/ alternative (10%). Subjects also often read these
items as disyllabic (e.g., reading CICE as / /). This change in
syllabic parsing did not discriminate the clusters.

Non-words beginning with CH. Cluster 1 subjects again pre-
ferred the regular /t / pronunciation here (81%), or alternately
a softer / / (12%). Cluster 2 subjects also chose the regular pro-
nunciation 67% of the time, but they were much more likely to
choose an alternate, either /k/ (15%) or, less commonly, /s/ (8%).
Though there is a difference in the tendency to regularize, the
distinction between clusters here seems to be in the alternative
pronunciations chosen.

Non-words ending with CH. Here both clusters tended to
strongly prefer the regular /t / pronunciation (81% for clus-
ter 1 and 72% for cluster 2). Again, the difference between
clusters is highlighted by the alternative pronunciations with clus-
ter 2 subjects more likely than cluster 1 subjects to choose /k/
(14% vs. 6%).

Non-words ending in CHE. For these items, cluster 1 subjects pre-
ferred the regular / / 66% of the time, opting for /t / 27% of the
time. Cluster 2 subjects showed the opposite pattern, opting for
the regular pronunciation only 36% of the time, and preferring
the irregular /t / 59% of the time.

For some items, cluster 2 subjects seemed to have a preference
for simplifying complex or unusual graphemes. Three examples
that discriminated the clusters follow.

Non-words beginning with GN. Cluster 1 subjects strongly pre-
ferred the regular /n/ for this grapheme (79% of trials), only
splitting the letters into two graphemes 18% of the time (produc-
ing either /gn/ or / /). Cluster 2 subjects split the graphemes
much more frequently (36% of trials).

Non-words beginning with PH. Cluster 1 subjects nearly uni-
formly chose the regular /f/ for this grapheme (99% of trials),
while cluster 2 subjects occasionally seemed to ignore the H or
treat it as silent, and produced /p/ on 11% of trials.

Non-words ending with GN. Here, cluster 2 subjects frequently
produced responses more consistent with reversing the final
phoneme. That is, they chose to pronounce the final phoneme
as / /,/nd /, or / g/ 32% of the time rather than as the regular /n/.

Finally, Y was the only vowel that distinguished between the
clusters, though not in a simple “regular vs. irregular” way.

Non-words with Y as the vowel. Both clusters were equally likely
to choose the regular / / (approximately 56% of trials). However,
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Table 1 | Pronunciations that distinguished between subject clusters

1 and 2.

Pronunciation of C in CE- Items

Cluster s k t

1 79.7 14.0 6.3

2 46.1 52.8 1.1

3 44.4 55.6 0.0

ITEMS: CERM CEBB CELK CES CEB CESH

Pronunciation of C in -CE Items

Cluster s k t Other

1 83.9 3.4 9.9 2.5 0.3

2 75.4 10.1 5.5 7.0 2.0

3 69.9 6.0 7.2 8.4 8.4

ITEMS: LARCE HACE PHLAUCE WAICE BLAUCE SKARCE WAUCE

PHLEUCE CICE

Pronunciation of C in CI- Items

Cluster s k t Other

1 91.4 5.7 2.9 0.0

2 61.4 34.1 2.3 2.3

3 50.0 44.4 0.0 5.6

ITEMS: CICE CILTH CID

Pronunciation of PH in PH- Items

Cluster f p

1 99.0 1.0

2 88.8 11.2

3 97.2 2.8

ITEMS: PHLAUCE PHOMP PHLOMB PHRALPH PHOL PHONK PHOLK

PHLEUCE PHOIN PHLOSE PHUGE PHLOTH PHUISE PHROOK

PHLERSE PHLOLT PHEASE PHOZ

Pronunciation of CH in CH- Items

Cluster t k s Other

1 80.9 4.3 12.2 1.7 0.9

2 67.1 15.1 5.5 8.2 4.1

3 64.3 25.0 3.6 0.0 7.1

ITEMS: CHONGE CHIEL CHYNCH CHUILT CHACH

Pronunciation of CH in -CH Items

Cluster t k s Other

1 80.8 6.4 10.5 2.3

2 72.4 14.1 10.6 2.9

3 64.3 18.6 13.2 3.9

ITEMS: ELCH THWONCH SMYNCH GRACH JEICH PSAUNCH GHELCH

GEECH CHYNCH FRECH GYNCH THETCH STAITCH KNOUCH PSICH

CHACH BLYNCH NACH GRELCH THANCH WEICH SPLACH

Pronunciation of CH in -CHE items

Cluster t k Other

1 66.1 27.3 6.1 0.5

2 35.8 59.1 4.3 0.8

3 41.1 43.0 8.4 7.5

ITEMS: ROUCHE BOUCHE PLAUCHE DECHE THECHE DAUCHE

SNICHE SKECHE SHECHE WHAUCHE VACHE BLAUCHE WRICHE

FROCHE SPLICHE DRICHE SMOCHE CRICHE

(Continued)

Table 1 | Continued

Pronunciation of Y in -Y- Items

Cluster I i aI Other

1 57.2 22.2 19.8 0.8

2 55.3 30.4 13.0 1.2

3 27.7 63.1 6.2 3.1

ITEMS: SMYNCH SCRYM NYTH CHYNCH SLYS GYNCH SMYS

SMYNC FRYMPH BLYNCH GNYTH

Pronunciation of GN in GN- Items

Cluster n [gn]/[ ] g kn

1 79.3 18.1 1.6 1.1

2 54.7 35.9 8.5 0.9

3 27.1 50.0 18.8 4.2

ITEMS: GNANC GNEUTH GNOOSH GNUSE GNOMB GNALPH

GNOSE GNYTH

Pronunciation of GN in -GN Items

Cluster n [gn]/[ ] [ ]/[nd ]/[ g] Other

1 84.5 5.6 8.5 1.4

2 56.8 9.1 31.8 2.3

3 33.3 16.7 33.3 16.7

ITEMS: VIGN BLIGN GHIGN

if subjects chose an alternate response, cluster 2 subjects were
slightly more likely to choose / / (30% vs. 22%) while cluster 1
subjects were more likely to choose / / (20 vs. 13%).

DISCUSSION
It is tempting to characterize cluster 1 and 2 subjects as “reg-
ularizers” and “non-regularizers,” respectively. To some extent,
this may be a fair classification, but it is tempered somewhat by
observations with other graphemes. First, it is noteworthy that
the differences between clusters 1 and 2 do not involve vowel
pronunciations. This is surprising as most discussion of irregu-
larity tends to be weighted toward vowel clusters since these are
generally less consistent in their pronunciations (e.g., Andrews
and Scarratt, 1998; Jared, 2002). The Pritchard et al. data are
consistent with the view that vowels are important to differ-
ences in responses, in that many alternate responses differed in
the vowels. What the present analysis suggests is that subjects
aren’t naturally grouped by their vowel pronunciations. Even in
the one exception to this observation (when Y is the vowel),
they are not distinguished along regular/irregular lines, but rather
by their choice of irregularization. To the best of our knowl-
edge, no one has specifically examined irregularity in consonant
pronunciations.

It is also not the case that the clusters can be characterized as
“consonant-regular” vs. “consonant-irregular.” Many ambiguous
consonant graphemes do not distinguish between the two clus-
ters at all. Table 2 summarizes several other consonant graphemes
where both cluster 1 and cluster 2 subjects showed similar pat-
terns of regularization. That is, cluster 1 subjects are only reg-
ularizers with respect to some graphemes and not others. For
example, when considering the grapheme PS at the beginning of
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Table 2 | Pronunciation of other ambiguous consonant clusters that

might be thought to distinguish clusters 1 and 2, but do not.

Pronunciation of SC in SC- Items

Cluster sk s

1 91.4 6.5 2.2

2 92.4 6.4 1.2

3 90.3 9.7 0.0

ITEMS: SCRUKE SCRYM SCAQUE SCROLK SCRIPE SCRALL SCROSE

SCUTE SCINE SCROME SCILTH SCRALK

Pronunciation of PH in -PH Items

Cluster f pf p v

1 74.5 21.3 4.3 0.0

2 74.6 16.9 6.8 1.7

3 75.0 20.8 4.2 0.0

ITEMS: FRYMPH TWALPH GNALPH ZALPH PHRALPH

Pronunciation of PS in PS- Items

Cluster s [ps]/[p

e

s] sp Other

1 73.7 23.9 0.5 1.9

2 70.2 21.4 3.2 5.2

3 16.5 40.8 4.9 37.9

ITEMS: PSOOSH PSAUNCH PSAWP PSORB PSIRP PSEUCE PSAUGE

PSICH PSIZ PSAR PSAISE PSAMB PSONGE PSOATH PSOOTH PSEEF

PSEN PSELSE

Pronunciation of NG in -NGE Items

Cluster nd d g Other

1 89.4 5.6 0.7 2.0 2.2

2 91.4 2.5 0.0 4.0 2.1

3 76.9 6.7 1.5 6.0 9.0

ITEMS: STRONGE CHONGE DONGE THWINGE SHRUNGE ENGE

NENGE RENGE SNENGE SNONGE PLENGE KUNGE RINGE FRONGE

YOUNGE RHINGE ZENGE PSONGE PLANGE SWOUNGE WROUNGE

DANGE THINGE

Pronunciation of TH in TH- Items

Cluster θ t Other

1 97.6 1.5 0.5 0.4

2 96.8 3.1 0.0 0.2

3 93.7 4.2 0.4 1.7

ITEMS: THAC THEEL THAQUE THWONCH THEDGE THECHE THOLVE

THUBE THWUILT THEIL THITE THWAZZ THUSE THRANC THODD

THALC THWALC THWINGE THET THESS THAG THELM THETCH

THROUSE THELK THAK THWOLVE THWELVE THWOWN THRALC

THEL THRUME THREAR THWOS THANCH THESK THERP THWEB

THINGE THUPE

Pronunciation of TH in -TH Items

Cluster θ t Other

1 97.6 0.0 2.2 0.3

2 97.0 0.4 1.7 0.9

3 91.6 0.0 1.1 7.4

ITEMS: SHOWTH NYTH GNEUTH STRATH FATH COWTH CILTH

LOOTH SPEWTH SMOUTH PHLOTH WREWTH SCILTH PSOATH

PSOOTH GNYTH

words, they are just as likely as cluster 2 subjects to choose similar
irregular pronunciations.

We turn now to a different application of the clustering algo-
rithm. In this second analysis, we ask whether DRC and CDP++
models are better at fitting some subjects over others. Since DRC
is, unsurprisingly, highly regular in its pronunciations it comes
as no surprise that we would expect it to fit better with subjects
from cluster 1 than from the other clusters. CDP++, on the other
hand, may be better able to model subjects that tend to choose
alternative pronunciations.

COMPUTATIONAL MODELS AND HUMAN READERS
Pritchard et al. (2012) compared DRC, several versions of CDP+,
and CDP++ to the human response sets. The various versions
of CDP+/ + + tended to have very high agreement with each
other. Since including several versions of CDP+/ + + would
induce an artificial cluster, the most successful version of the
model (CDP++) could find its results dragged down by the
poorer performance of the other models that it resembles. Since
CDP++ had the most success in Pritchard et al.’s (2012) analysis,
we include it without its siblings in our clustering analysis. This
should give CDP++ the best chance of success.

The results from this clustering analysis are depicted in
Figure 3. Subjects are labeled according to their cluster assign-
ment from the previous analysis (excluding the models). This
analysis produces two important conclusions. First, it confirms
Pritchard et al.’s (2012) finding that DRC matches the responses of
subjects more closely than CDP++. In the case of the clustering
analysis, DRC is merged into the largest, and most homogeneous
cluster of subjects (cluster 1). This suggests that DRC does an
effective job of capturing the responses of a large number of
subjects, allowing for some variability within and between sub-
jects. Unsurprisingly, these are the subjects that tended toward
regular pronunciations of those graphemes that distinguished the
cluster 1 from cluster 2 above. It is also worth noting that DRC is
merged at the lowest point in the graph. This means that no two

FIGURE 3 | Clustering results for the Pritchard et al. (2012) non-word

reading data, using Ward’s method and including response data from

the 45 subjects, DRC, and CDP++.
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subjects are more similar to each other than DRC is to at least one
subject4. Second, not only is CDP++ underperforming DRC, it
performs quite poorly in general, failing to match response pro-
files with any subjects and being relegated to a small group of
“hermit” readers who also do not match well with any other sub-
jects (indicated by the relatively high merge distances between and
among them)5.

DISCUSSION
DRC and CDP++ are both dual-route models, and thus share
many similarities. They also both perform generally well across
a range of empirical benchmarks. Adjudicating between the two
models now involves closer scrutiny of individual benchmarks,
and it appears that each model has a relative advantage over the
other. When adjudicating between CDP++ and DRC, it would
seem that different analyses arrive at different conclusions. When
considering mean reaction time and accuracy data, CDP+/ + +
enjoys a distinct advantage over DRC because of its ability to
simulate consistency effects. CDP+/ + + also captures more
item-level variance for words (Perry et al., 2007, 2010). However,
when comparing responses directly to those produced by sub-
jects, DRC has the upper hand. It’s not clear what is at the root
of this dissociation. It could be that DRC needs a more flexi-
ble set of rules and more fluidity in the possible responses in
order to capture more effects and more of the item-level variance.
Similarly, it may be that adjustments to CDP++’s training algo-
rithm would allow it to learn a set of associations that more closely
reflects those that subjects adopt. As things stand now, neither is
clearly dominant across all of the important benchmarks for the
computational modeling of reading aloud behavior.

CONCLUSION
Hierarchical clustering offers researchers a way to compare sub-
ject profiles across a range of variables. In the present study, we
illustrate how hierarchical clustering of the reading aloud data
from Pritchard et al. (2012) can answer two questions: first, we
identified two groups of subjects who differed in their pronun-
ciation patterns. Further, post-hoc examination of these clusters
identified a few select consonant graphemes that underlie the
difference. Critically, the differences did not conform cleanly to
“regular vs. irregular” divisions. Second, we were able to provide
converging evidence that DRC tends to match subjects better than
CDP++. Importantly, we extend those conclusions in two ways:
first DRC cannot improve much as a model of a typical skilled
reader, since it fits other subjects at least as well as other subjects fit

4In a separate analysis we included a perfectly “modal” model. That is a hypo-
thetical subject that always gave the modal response to each item. This model
was clustered with cluster 1 and DRC, and tended to fit a few subjects bet-
ter than DRC fit any subjects. That is, some subjects do appear to be more
“typical” than DRC is, but DRC still performed quite well.
5Note that when we say that CDP++ performs poorly relative to DRC, we
mean on these items. These items were specifically selected to amplify the dif-
ferences between the two models so that we could more closely examine the
assumptions that underlie the two models.

one other. In other words, the heterogeneity among subjects can
never be captured by a model of an average reader that does not
simulate individual differences between readers. Second,CDP++
does not appear to match any of Pritchard et al.’s 45 subjects very
well, challenging a critical component of the model. The inclusion
of learning algorithms to broaden a model’s scope from simulat-
ing skilled reading to simulating reading acquisition may well be
an important step forward (Perry et al., 2007), but CDP++ does
not appear to be learning what human readers learn. Though no
explicit learning algorithms are included in DRC, it appears that
the rule system embedded in the GPC sublexical system better
captures what skilled readers have learned about the relationship
between letters and sounds.

ACKNOWLEDGMENTS
Supported by the Australian Research Council Centre of
Excellence in Cognition and its Disorders (http://www.ccd.edu.

au) (CE110001021).

REFERENCES
Andrews, S., and Scarratt, D. R. (1998). Rule and analogy mechanisms in reading

nonwords: hough dou peapel rede gnew wirds? J. Exp. Psychol. Hum. Percept.
Perform. 24, 1052–1086. doi: 10.1037/0096-1523.24.4.1052

Coltheart, M., Rastle, K., Perry, C., Langdon, R., and Ziegler, J. C. (2001). DRC:
a dual route cascaded model of visual word recognition and reading aloud.
Psychol. Rev. 108, 204–256. doi: 10.1037/0033-295X.108.1.204

Everitt, B. S., Landau, S., Leese, M., and Stahl, D. (2011). Cluster Analysis, 5th Edn.
London: John Wiley & Sons, Ltd. doi: 10.1002/9780470977811

Jared, D. (2002). Spelling-sound consistency and regularity effects in word naming.
J. Mem. Lang. 46, 723–750. doi: 10.1006/jmla.2001.2827

Perry, C., Ziegler, J. C., and Zorzi, M. (2007). Nested incremental modeling in
the development of computational theories: the CDP+ model of reading aloud.
Psychol. Rev. 114, 273–315. doi: 10.1037/0033-295X.114.2.273

Perry, C., Ziegler, J. C., and Zorzi, M. (2010). Beyond single syllables:
large-scale modeling of reading aloud with the connectionist dual process
(CDP++) model. Cogn. Psychol. 61, 106–151. doi: 10.1016/j.cogpsych.2010.
04.001

Pritchard, S. C., Coltheart, M., Palethorpe, S., and Castles, A. (2012). Nonword
reading: comparing dual-route cascaded and connectionist dual-process models
with human data. J. Exp. Psychol. Hum. Percept. Perform. 38, 1268–1288. doi:
10.1037/a0026703

Rastle, K., and Coltheart, M. (1999). Serial and strategic effects in reading
aloud. J. Exp. Psychol. Hum. Percept. Perform. 25, 482–503. doi: 10.1037/0096-
1523.25.2.482

Conflict of Interest Statement: The authors declare that the research was con-
ducted in the absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.

Received: 28 January 2014; accepted: 11 March 2014; published online: 31 March 2014.
Citation: Robidoux S and Pritchard SC (2014) Hierarchical clustering analysis of read-
ing aloud data: a new technique for evaluating the performance of computational
models. Front. Psychol. 5:267. doi: 10.3389/fpsyg.2014.00267
This article was submitted to Language Sciences, a section of the journal Frontiers in
Psychology.
Copyright © 2014 Robidoux and Pritchard. This is an open-access article distributed
under the terms of the Creative Commons Attribution License (CC BY). The use, dis-
tribution or reproduction in other forums is permitted, provided the original author(s)
or licensor are credited and that the original publication in this journal is cited, in
accordance with accepted academic practice. No use, distribution or reproduction is
permitted which does not comply with these terms.

www.frontiersin.org March 2014 | Volume 5 | Article 267 | 103

http://www.ccd.edu.au
http://www.ccd.edu.au
http://dx.doi.org/10.3389/fpsyg.2014.00267
http://dx.doi.org/10.3389/fpsyg.2014.00267
http://dx.doi.org/10.3389/fpsyg.2014.00267
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org
http://www.frontiersin.org/Language_Sciences/archive


ORIGINAL RESEARCH ARTICLE
published: 07 November 2014
doi: 10.3389/fpsyg.2014.01229

Relative clause reading in hearing impairment: different
profiles of syntactic impairment
Ronit Szterman and Naama Friedmann*

Language and Brain Lab, Sagol School of Neuroscience and School of Education, Tel Aviv University, Tel Aviv, Israel

Edited by:

Davide Crepaldi, University of
Milano-Bicocca, Italy

Reviewed by:

Jon Andoni Dunabeitia, Basque
Center on Cognition, Brain and
Language, Spain
Carlo Geraci, Centre National de la
Recherche Scientifique, Institut
Jean-Nicod, France
Esther Ruigendijk, Carl von
Ossietzky University Oldenburg,
Germany

*Correspondence:

Naama Friedmann, Language and
Brain Lab, Sagol School of
Neuroscience and School of
Education, Tel Aviv University,
Tel Aviv 69978, Israel
e-mail: naamafr@post.tau.ac.il

Children with hearing impairment show difficulties in sentences derived by
Wh-movement, such as relative clauses and Wh-questions. This study examines the
nature of this deficit in 48 hearing impaired children aged 9–12 years and 38 hearing
controls. The task involved reading aloud and paraphrasing of object relatives that include
a noun-verb heterophonic homograph. The correct pronunciation of the homograph in
these sentences depended upon the correct construction of the syntactic structure of the
sentence. An analysis of the reading and paraphrasing of each participant exposed two
different patterns of syntactic impairment. Some hearing-impaired children paraphrased
the object relatives incorrectly but could still read the homograph, indicating impaired
assignment of thematic roles alongside good syntactic structure building; other hearing-
impaired children could neither read the homograph nor paraphrase the sentence,
indicating a structural deficit in the syntactic tree. Further testing of these children
confirmed the different impairments: some are impaired only in Wh-movement, whereas
others have CP impairment. The syntactic impairment correlated with whether or not a
hearing device was fitted by the age of 1 year, but not with the type of hearing device or
the depth of hearing loss: children who had a hearing device fitted during the first year of
life had better syntactic abilities than children whose hearing devices were fitted later.

Keywords: hearing impairment, Hebrew, movement, reading, relative clauses, syntax, syntactic impairment,

syntactic tree

INTRODUCTION
Children with hearing impairment encounter difficulties in
understanding non-canonical sentences that are derived by move-
ment of phrases (Berent, 1988, 1996a,b; De Villiers et al., 1994;
Friedmann and Szterman, 2006, 2011; Friedmann et al., 2010).
This deficit probably stems from limited language input during
the critical period for the acquisition of the syntax of a first lan-
guage (Yoshinaga-Itano and Apuzzo, 1998a,b; Mayberry et al.,
2002, 2011; Yoshinaga-Itano, 2003; Friedmann and Szterman,
2006).

The aim of the current study was to learn about the nature of
the syntactic deficit of children with hearing impairment. To do
so, we used a novel task that allowed us to evaluate various sources
for the syntactic difficulty. The task also allowed us to examine
whether they experience comprehension difficulties also when
the sentences are written and presented for an unlimited time,
and provided a window to the reading comprehension difficulties
often reported for hearing impaired children.

Studies that assessed the syntactic abilities of English-,
Hebrew-, Palestinian Arabic-, and Italian-speaking hearing
impaired children found difficulties in the comprehension and
production of object relative clauses (English: Quigley et al.,
1974a; Berent, 1988; De Villiers, 1988, Hebrew: Szterman
and Friedmann, 2003, 2007; Friedmann and Szterman, 2006,
2011; Friedmann et al., 2010, Arabic: Haddad-Hanna and
Friedmann, 2009; Friedmann et al., 2010; Friedmann and
Haddad-Hanna, 2014; and Italian: Volpato and Adani, 2009), in

the comprehension and production of object questions (English:
Quigley et al., 1974b; Berent, 1996b, Hebrew: Nave et al., 2009;
Friedmann and Szterman, 2011; Szterman and Friedmann, 2014,
Standard Arabic and Palestinian Arabic: Friedmann et al., 2010;
Haddad-Hanna and Friedmann, 2014), and in the compre-
hension of topicalization structures (Hebrew: Friedmann and
Szterman, 2006, Arabic: Haddad-Hanna and Friedmann, 2009;
Friedmann and Haddad-Hanna, 2014).

A look at these three impaired structures: object relative
clauses, object questions, and topicalization structures suggests
a common syntactic characteristic: they are all derived by move-
ment of a phrase that results in a non-canonical order of the argu-
ments in the sentence, as shown in examples (1)–(3) (movement
is depicted in these examples by arrows).

(1) Object relative: This is the girl1 that the grandma drew t1.

(2) Object question: Which girl1 did the grandma draw t1?

(3) Topicalization: This girl1, the grandma drew t1.

In every sentence, the verb identifies the roles of the participants
in the event, and assigns thematic roles to its arguments. In sen-
tences 1–3, the verb drew assigns a thematic role of an Agent—the
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person who draws, and a Theme—the object that was drawn.
In Hebrew, as in English, verbs usually assign the theme role
to the noun phrase (NP) that follows them. However, in sen-
tences like 1–3, the Theme precedes, rather than follows, the verb.
Linguistic theory suggests that such sentences are derived by syn-
tactic movement to a position that is hierarchically higher (which
typically appears earlier in the sentence) (Chomsky, 1981, 1986,
1995; Rizzi, 1990; this operation is termed “internal merge” in
more recent frameworks, see Chomsky, 2000, 2001). The moved
theme leaves a trace [marked in sentences (1)–(4) by t1] (or a copy
according to more recent linguistic frameworks) in its original
position. The verb assigns the thematic role to the object posi-
tion, and the moved object is linked to its trace with a “chain” of
movement. Thus, to understand a sentence with syntactic move-
ment, two operations are required: constructing a syntactic tree
that includes a trace at the position from which the element
has moved, and creating the chain between the trace and the
moved element, to allow for the comprehension of the roles of
the participants in the sentence.

(4) The girl1 that the grandma drew t1 is very kind.

For example, sentence (4) includes an object relative clause. In
object relatives, the object of the relative clause (in this case,
the girl) moves to a position earlier in the sentence1. When the
object the girl moves, it leaves behind a trace in the embedded
object position. Thus, to correctly understand such a sentence,
the appropriate syntactic structure of the sentence should be con-
structed. This structure should include the moved element in the
correct syntactic position, the relativizer (embedding marker),
and an empty element, a trace of movement, should be placed
in the correct position. This is not enough, though. In order to
understand the role of the moved element, the chain should be
established, namely, the link between the original position and
the moved argument (illustrated by the arrow in 4).

A step-by-step description of the parsing the hearer needs to
perform in order to understand who did what to whom in an
object relative like (4) would be the following: upon hearing the
NP the girl, the hearer is waiting for a thematic role for this NP.
Once the word that is heard, the NP needs to be stored in a syn-
tactic STM store until it can receive its role, and the search for a
gap, the position from which this NP has moved, begins. When
the subject NP the grandma arrives, it is also put into the syntac-
tic store, until the verb finally arrives. When the verb arrives, the
hearer accesses its entry in the syntactic lexicon together with the
thematic roles it assigns. Then, the subject receives the thematic

1Some analyses assume that relative clauses are constructed by a movement
of the head NP from inside the embedded relative clause CP to the relative
head position above CP (raising analysis). Other analyses (matching analyses)
suggest that it is an empty operator that moves from within the embedded sen-
tence. It moves to the specifier position of CP, where it is co-indexed with the
head of the relative clause (see Vergnaud, 1974; Chomsky, 1986, 1995; Kayne,
1994; and see Sauerland, 2000, for a discussion of the two analyses). For the
purpose of the current study, the differences between these two approaches
are irrelevant.

role of the Agent, the gap (trace) is postulated, and the moved
element is re-accessed at this point. In processing terms, this is
where the chain is constructed, between the moved element and
the position in which it originated. One may think of this stage
in processing terms as the re-activation of the correct antecedent
at the gap (Nicol and Swinney, 1989). Impaired comprehension
of a sentence with movement can result from a deficit in either of
these operations.

In the current study we tried to determine which of these
operations is responsible for the difficulty hearing impaired chil-
dren have with object relatives. We made a distinction between
the steps that require constructing the syntactic structure of the
object relative clause, including the assumption of a trace, and
operations related to the identification of the thematic role of
the moved element (the reactivation of the appropriate NP in the
trace position and the assignment of the Theme role to it).

We used a task that allowed us to separately evaluate struc-
ture building and thematic role assignment to a moved NP. This
task was already used to identify the source of the deficit in
the comprehension of movement-derived sentences in children
with syntactic SLI and in individuals with agrammatic aphasia
(Friedmann et al., 2006; Friedmann and Novogrodsky, 2007).
This task used the fact that the correct pronunciation of noun-
verb heterophonic homographs (i.e., words that are written the
same but sound differently, like dove) in oral reading requires the
analysis of the syntactic position of the homograph. For example,
in sentence (5), the word dove appears as the object, and is there-
fore read as a noun (/d2v/), whereas in sentence (6) it appears as
the main verb, and therefore read as a verb (/do śv/).

(5) We saw a dove flying in the sky.
(6) The dolphin dove into the river.

The dependency between correct reading aloud and the con-
struction of the syntactic structure of the sentence served us
to evaluate the way children with hearing impairment process
relative clauses. We asked the participants to read aloud object rel-
atives in which a noun-verb heterophonic homographs appeared
immediately after the trace position. Thus, to read the homograph
correctly in these sentences, the reader would have to be able to
construct a trace after the verb, at the object position. For exam-
ple, to read correctly the homograph presents in sentence (7), the
reader has to know that the object of received is the trace of the
chart, and therefore presents cannot be the object of received, and
is rather the main verb. However, if the trace is not identified,
the embedded verb received might be missing an object, so the
homograph might be read as a noun, the object of received.

(7) The column chart1 [that the scientist received t1] presents the
reading of the two groups.

Hebrew orthography allows for many degrees of freedom in the
conversion of graphemes to phonemes: not all the vowels are rep-
resented in writing, some consonant letters are phonologically
ambiguous, and the stress position is not marked (Friedmann and
Lukov, 2008). This creates many heterophonic homographs, and
for many of them one reading is a noun and the other is a verb.
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Many of these homographs can be used in a study of children’s
comprehension, because both their meanings are well-known to
children.

The word MXBRT , for example, can be read, because
of the underrepresentation of vowels in Hebrew, either as a
noun, /maxberet/, notebook, or as a verb, /mexaberet/, creates-
feminine-3rd person-singular. Example (8) shows a sentence we
used, in which the reader needs to parse the sentence and iden-
tify the syntactic role of this homograph in order to read it in a
way that is appropriate for the sentence. In (8), the homograph
MXBRT functions as the main verb, and is located immediately
after the trace position.

(8) Ha-ganenet she-ha-yalda ohevet t1 MXBRT sipurim.
The-kindergarten-teacher1that-the-girl loves t1

writes/a-notebook-of stories2.
(9) Correct reading:

The kindergarten teacher who the girl loves writes stories.
(10) Incorrect reading:

The kindergarten teacher who the girl loves a notebook-of
stories.

The rationale behind this task is that if the reader postulates a
trace immediately after the verb, he should know that the trace is
the complement of the embedded verb loves. Therefore, he would
analyze the homograph as the main verb, resulting with a cor-
rect reading of the homograph, as a verb (example 9). However,
if the reader cannot construct a trace at the required position, the
embedded verb loves would appear to be lacking a complement.
Because the reader knows the argument structure requirements
of the verb loves, which requires a Theme as a complement, he
will search for a theme. This might lead to an incorrect reading of
the homograph as the complement of the embedded verb. In this
case, the written sentence (8) will be read incorrectly as in (10)
loves a notebook of stories, where the homograph would be read
as a noun. The ungrammaticality of such a reading results from
the fact that the verb loves can only assign one thematic role of a
Theme, and if the reader takes the NP after the verb to be its object
and receive a Theme role, the moved element remains role-less.

The crucial point here is that even the assumption of an empty
category at the correct structural position, which is enough for
the correct reading aloud of the homograph, does not guaran-
tee the correct interpretation of the sentence. If the assignment of
thematic roles to the displaced NP is impaired because of a fail-
ure to establish the chain between it and its original position, the
interpretation of the sentence might still be flawed. For example,
an inability to assign the thematic role to the moved NP in sen-
tence (9) might result in understanding the sentence with reversed
roles, as if the kindergarten teacher loves the girl. In process-
ing terms (see for example Nicol and Swinney, 1989; Zurif et al.,
1993), this might be a result of the activation of an incorrect NP at
the gap position, or not knowing which of the NPs to re-activate.
Such difficulties in assignment of thematic roles can be identified
by asking the reader to paraphrase the sentence.

2The hyphens between two morphemes or two words in the Hebrew examples
indicate that they form a single written word in Hebrew.

Thus, oral reading of the homograph placed immediately after
the trace position can serve as a sensitive indicator for the con-
struction of the syntactic position of the moved element and the
postulation of an empty category in its original position. The
paraphrasing of the sentence can serve as an indicator for whether
or not the thematic roles were correctly assigned to the moved
element (and the rest of the NPs in the sentence).

If the difficulties in the comprehension of object relatives in
hearing impaired children result from the inability to construct
the syntactic structure and the trace, poor performance in the
reading task is expected, with a tendency to read the homo-
graphic verb as the object noun. If, however, the difficulties
are a result of a deficit in thematic role assignment to moved
elements, with unimpaired trace identification and with good
structure-building, correct reading of the homograph is expected,
accompanied with difficulties in the assignment of thematic roles
in the paraphrasing task. Thus, the assessment of the performance
of hearing impaired children in reading and in paraphrasing of
such sentences can shed light on the source of their impairment
in sentences with syntactic movement.

The task can also shed light on a further open issue in the study
of hearing impaired children: it is often mentioned that hearing
impaired children have considerable difficulties in reading com-
prehension (Trybus and Karchmer, 1977; Moog and Geers, 1985;
Allen, 1986; Musselman, 2000; Traxler, 2000; Moeller et al., 2006;
Luckner and Handley, 2008). It might be that their reading com-
prehension difficulty is actually unrelated to reading, but rather
stems from their syntactic difficulties. The pattern of these chil-
dren’s reading and comprehension of the written relative clauses
(in comparison with simple sentences) might give us a further
hint as to this issue.

METHOD
PARTICIPANTS
The participants were 48 Hebrew-speaking children with hear-
ing impairment. They were 27 boys and 21 girls, aged 9;1 and
12;6 years (M = 10;7, SD = 0;10). They had moderate to severe
hearing loss and were trained in oral language. At the time of
testing, they were studying in primary schools in hearing classes
with inclusive schooling using oral education, and each of them
received additional support from a special teacher of the deaf, 2–
4 h a week. All the participants consistently wore binaural hearing
aids (23 children) or used cochlear implants (25 children, one of
them in combination with a hearing aid on the other ear), and
they all passed a hearing screening test that they performed while
wearing their hearing aids/ implants, in which they were asked
to repeat 10 sentences that included sibilants and were read to
them by the experimenter with her lips concealed. Forty six of the
participants had hearing loss from birth (based on early detec-
tion or genetic source of the hearing loss) and two had probable
progressive hearing loss.

The background information on the participants’ hearing is
presented on Table 1. Subject files included no other disabilities,
and in all cases neither parent was deaf, and they all came from
a family that spoke only Hebrew. An informed consent statement
approved by the Ministry of Education Review Board was signed
by all participants’ parents.
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Table 1 | Background information on the hearing impaired participants.

no. Participant Age Gender Age at Age at the Type of Etiology Hearing loss Device Age at first

diagnosis beginning of hearing loss dB (right and (CI = cochlear implantation

intervention (hearing left)a implant, HA =
aids fitted) 2 hearing aids)

1 DOH 10;10 Male 0;6 1;0 Sensorineural Unknown r-90, l-70 HA
2 DOD 11;5 Female 2;6 3;6 Sensorineural Unknown r-60, l-65 HA
3 CEB 9;7 Female 0;0 0;2 Sensorineural Genetic r-65, l-70 HA
4 TBN 9;8 Male 0;0 0;6 Sensorineural Genetic r-50, l-50 HA
5 SIG 10;6 Female 3;0 7;0 Sensorineural Unknown r-85, l-75 HA
6 SAV 11;11 Male 0;6 3;0 Sensorineural Unknown r-45, l-50 HA
7 AVC 10;4 Male 0;0 Sensorineural Genetic r-85, l-85 HA
8 IVL 9;8 Male 0;0 3;6 Combined Middle ear

deformation
r-50, l-50 HA

9 ORC 9;9 Male 3;0 7;0 Sensorineural Unknown r-65, l-120 HA
10 TOS 10;10 Male 1;4 2;6 Combined Genetic r-80, l-80 HA
11 NEA 10;3 Male 3;0 3;0 Sensorineural Unknown r-65, l-65 HA
12 KEM 11;1 Female 0;6 3;0 Sensorineural Genetic r-70, l-75 HA
13 ROS 10;0 Male 0;0 0;9 Sensorineural Genetic r-55, l-55 HA
14 TAM 9;8 Male 0;3 0;6 Sensorineural Preterm r-50, l-55 HA
15 YEO 12;0 Male 5;0 Combined Unknown r-50, l-55 HA
16 DAC 10;1 Male 3;0 3;0 Combined Unknown r-60, l-65 HA
17 YAO 10;1 Female 3;0 3;0 Sensorineural Genetic r-60, l-65 HA
18 YIL 10;6 Female 5;0 5;0 Sensorineural Genetic r-80, l-80 HA
19 LIS 11;7 Female Sensorineural Unknown r-70, l-70 HA
20 ROP 10;9 Male 0;3 1;0 Sensorineural Genetic r-50, l-50 HA
21 DAM 10;1 Female 0;10 1;0 Sensorineural Genetic r-65, l-65 HA
22 OFC 9;5 Male 2;0 4;0 Combined Unknown r-80, l-75 HA
23 TOH 10;0 Male 0;9 0;11 Sensorineural Unknown r-115, l-95 HA
24 HIM 9;11 Female 0;7 0;8 Sensorineural Unknown CI 1;7
25 TAC 11;3 Female 0;6 0;10 Sensorineural Syndrome CI 2;2
26 YOD 10;3 Male 0;6 Sensorineural Unknown 2 CI 1;5
27 NAH 10;6 Male 0;0 0;2 Sensorineural Syndrome 2 CI 1;0
28 SAS 10;6 Female 0;0 1;0 Sensorineural Unknown CI+HI 2;2
29 RON 10;9 Female 0;2 0;3 Sensorineural Genetic CI 1;0
30 YIB 10;3 Male 0;9 1;2 Sensorineural Unknown CI 1;6
31 EDY 9;6 Female 1;6 1;9 Sensorineural Genetic CI 4;5
32 LIH 9;1 Female 0;2 0;3 Sensorineural Unknown CI 1;0
33 LER 9;11 Male 0;0 Sensorineural Genetic 2 CI 1;3
34 RAR 11;7 Male 0;0 1;0 Sensorineural Unknown CI 5;0
35 LIW 10;1 Male 0;6 Sensorineural Genetic CI 1;0
36 LIA 10;0 Female 0;8 Sensorineural Unknown 2 CI 1;3
37 KOZ 11;8 Male 0;3 0;3 Sensorineural Genetic CI 1;0
38 AIR 11;5 Female 1;0 1;0 Sensorineural Genetic 2 CI 1;8
39 LIC 11;3 Female 0;8 0;8 Sensorineural Genetic 2 CI 1;2
40 ZIZ 11;0 Male 0;9 0;9 Sensorineural Unknown CI 2;1
41 ORS 9;10 Male 0;11 1;0 Sensorineural Genetic CI 2;1
42 MAK 11;1 Male 0;9 0;9 Sensorineural Unknown CI 4;0
43 TOS 12;6 Male 0;10 1;0 Sensorineural Unknown CI 4;9
44 ODC 10;10 Female 0;0 0;3 Sensorineural Genetic CI 3;0
45 CBN 12;2 Male 0;0 0;6 Sensorineural Genetic CI 3;6
46 LIL 10;10 Female 0;0 0;4 Sensorineural Genetic 2 CI 5;0
47 MAL 10;10 Female 0;0 0;4 Sensorineural Genetic 2 CI 2;6
48 YIC 11;5 Female 0;0 0;6 Sensorineural Genetic CI 1;6

aAll the participants with unilateral cochlear implant had a hearing loss of 95–105 dB in the unaided ear (pure tone average of 500, 1000, and 2000 Hz).

r, right ear; l, left ear; CI, unilateral cochlear implant; 2CI, bilateral cochlear implants.
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To evaluate oral reading at the single word level, and
exclude participants with severe dyslexia, we tested 43 of the
hearing-impaired participants using the TILTAN screening test
(Friedmann and Gvion, 2003), which was developed to identify
subtypes of dyslexia. The screening test includes oral reading of
136 single words, 30 word pairs, and 40 non-words. The test
includes words of various types that can reveal the different types
of dyslexia. The results of the screening test indicated that two
girls of the initial group of 50 participants, had a significant deficit
in reading words, and therefore they were excluded from this
study.

Control group
The participants in the control group were 38 typically-
developing hearing Hebrew-speaking children in fourth grade
(mean age = 9;8, SD = 0;5). They met the criteria of normal
hearing, normal language development, and had no reports of
neurological development difficulties or socio-emotional prob-
lems. They were taken from public schools serving a middle-class
population, similarly to the participants with hearing loss.

MATERIALS
The test included 20 sentences in which the main verbs that were
heterophonic-homographs of nouns. Half of the sentences were
relative clauses, and half were simple control sentences. The rela-
tive clauses were center-embedded object relatives with the rela-
tivizer “she-”, which is obligatory in Hebrew relative clauses (it is
also used as the embedding marker for sentential complements).
The homographic verbs appeared in the relative clauses immedi-
ately after the trace. Because we needed to add the homograph
after the trace position, we used center-embedded object rela-
tives. Hebrew-speaking children at the ages tested already under-
stand such center embedded relatives, as shown in Friedmann
and Novogrodsky (2007) and in the performance of the hearing
control participants of the current study reported below.

Example (11) shows an object relative clause with the homo-
graph , which can be read either as the verb /ala/,
meaning ascended, climbed, or as the noun /ale/, a leaf. For each
sentence with a relative clause, a control sentence that included
the same homograph was constructed that was a length-matched
simple sentence without movement (12).

(11) ha-madrix1 she-ha-yeled ra’a t1 ala al ha-har.
The-guide1 that-the-boy saw t1 climbed the mountain

The guide that the boy saw climbed the mountain.
(12) ha-sus im ha-zanav ha-gadol ala al ha-deshe.

The-horse with the-tail the-big climbed on the grass
The horse with the big tail stepped on the grass.

The relative clauses were constructed so that the homograph in its
incorrect, noun reading would be a semantically and syntactically
appropriate complement of the embedded verb. For this aim we
chose embedded verbs that could take the noun homographs as
their object. There were no morphological cues that could identify
the homograph as a verb or a noun. The fact that the homograph
was not preceded by an article could also not be used as a cue for

it being a verb, because in Hebrew indefinite nouns appear with-
out any determiner. To prevent reliance on semantics and world
knowledge cues in the interpretation of the sentences, the rela-
tive clauses were semantically reversible, namely, the two NPs in
the sentence could semantically both serve as the agent and as the
theme of the embedded verb, and both could serve as the agent
of the main verb. For example, in (11) it is possible both for the
guide to see the boy and for the boy to see the guide, and both
the boy and the guide can climb the mountain, and therefore
comprehension cannot be based solely on the semantics of the
lexical items, and has to rely on syntax. The sentences included
only homographs for which the verb and the noun meanings were
different enough to permit reliable judgment of which meaning
was selected in the speakers’ paraphrases (like dove, tear, presents,
and objects in English). The homographs were simple and fre-
quent words that school-age children are acquainted both with
their verb and with their noun meaning.

The homographs in the sentences were either biased toward
the incorrect (noun) meaning or had two meanings with similar
frequency. The dominant meaning was determined by Friedmann
and Novogrodsky (2007) according to judgments of 50 Hebrew-
speaking adults and 50 Hebrew-speaking children without lan-
guage impairment. The 50 adults (aged 18–55) were asked to
determine for each heterophonic homograph which of the mean-
ings is more frequent—they could either circle one meaning or
say that they had similar frequency. According to their judg-
ments we classified one homograph as biased toward the noun
reading, and the rest as equi-biased (according to Onifer and
Swinney’s 1981 criterion for primary meaning, of a meaning pre-
ferred by at least 75% of the judges)3. In addition, Friedmann and
Novogrodsky (2007) presented a list of the homographs as sin-
gle words to 50 children in 4th–7th grade and asked them to read
them aloud, and noted how often each homograph was read as
a noun or as a verb. The results were similar to the results of the
adults, and even more strongly biased toward the noun reading.
Eight of the homographs were strongly biased toward the noun
reading (more than 75% of the children read them as nouns), and
two homographs were biased toward the noun but less strongly
(69 and 74% of the children read them as nouns).

The test sentences were divided into two blocks; one block
was administered in each of two sessions, in each block each
homograph appeared only once. Each block included five relative
clauses and five control sentences, in random order. The second
block included the control sentences for the five target sentences
in the first block, and five relative clauses whose control sentences
appeared in the first block.

PROCEDURE
The sentences were printed on a white page, presented in front of
the participants. We asked the participants to read each sentence
aloud, and then to explain it in their own words. To explain what

3Using a definition of ambiguity bias according to which the difference
between the number of judges who preferred the noun meaning and the num-
ber of judges who preferred the verb meaning was at least 25% (13) of the
judges there were six words biased toward the (incorrect) noun reading, and
four which were unbiased.
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“in your own words” mean, we started with a simple sentence, and
gave the participants feedback on their paraphrase. For the rest of
the task we did not give any feedback as to their success or failure
to understand the sentences, only commented on whether or not
their paraphrase was complete, and gave general encouragement.

If, in the paraphrase, the child only explained part of the
sentence or if the paraphrase was not sufficiently clear to deter-
mine the thematic roles the participant assigned to the NPs in
the sentence, we asked a clarification question. For example, if
a participant said in the paraphrase of sentence (11) “The boy
saw the guide”, and ignored the main verb, we asked “and what
else happened in the sentence?”, and when a participant said “The
guide climbed the mountain”, we asked “and what about the boy?”.
When the participants repeated the written sentence, we asked
them to try again, and explain the sentence in their own words.

No time limit was set. The sentences remained in front of
the participants throughout the reading and paraphrasing task,
to reduce demands on memory. The two 10-sentence blocks
(in which the same homographs were incorporated in different
sentences) were administered 1 or 2 weeks apart.

ANALYSES
Reading aloud was classified as correct if the homograph was read
correctly, immediately or after self-correction. Paraphrases were
classified as correct if they described correctly the thematic roles
of the two NPs in the sentence and the arguments of the two
verbs—the main verb and the embedded verb. Paraphrases in
which one or more thematic roles were incorrect were counted
as incorrect.

RESULTS AT THE GROUP LEVEL
The results, summarized in Figure 1, indicate that the hearing
impaired children have a severe difficulty in object relative clauses.
The group’s reading and paraphrasing of the object relatives were
significantly poorer than that of the control group. Importantly,
the difficulty exhibited by the hearing impaired group did not
result from a general difficulty in reading or in paraphrasing.
They performed very well in reading and paraphrasing the simple
length-matched control sentences, which did not include move-
ment, and their performance was virtually like that of the control
participants in these sentences.

READING ALOUD
As a group, the hearing impaired children showed difficulty in
the reading of the homograph in the object relatives, and their
performance (M = 81.5%, SD = 22.6%) was significantly poorer
than that of the participants in the control group (M = 93.8%,
SD = 7.2%), Wald chi = 25.41, p < 0.001 (analyzed using a
mixed logit model, with by-participant and by-item random
effects).

Out of the 480 homographs in object relatives that the group
of hearing impaired children read, only 391 were read correctly.
All the 89 sentences that were read erroneously included incorrect
reading of the homographic verb as a noun [see (13) for an exam-
ple for the way they read the sentence with the homograph ,
MGDL, which can be read either as a verb /megadeal/ “grows”, or
as the noun /migdal/ “tower”].

FIGURE 1 | Reading and paraphrasing of relative clauses and simple

control sentences in the two groups. Error bars present 95% confidence
interval. ∗p < 0.001 in the comparison between the groups.

Other important information can be gained by looking at the
children’s reading of other parts of the relative clause. Some of the
children canceled the subordination in the sentence by changing
the relativizer “she” into the word “shel”, of in Hebrew (14), or
into a coordination marker.

(13) a. Target sentence:
ha-baxur1 she-aba cilem t1 megadel taltalim arukim.
the-guy1 that-dad photographed t1 grows curls long
The guy that dad photographed grows long curls.

b. Reading the homograph verb as a noun:
ha-baxur she-aba cilem migdal taltalim arukim.
the-guy that-dad photographed tower curls long
The guy that dad photographed a tower of 4 long curls.

(14) Canceling the subordination:
ha-baxur shel aba cilem megadel taltalim arukim.
the-guy of dad photographed grows curls long
Dad’s guy photographed grows long curls.

Importantly, the marked difficulty in reading the homograph
cannot be ascribed to a reading impairment, but rather stems
from the syntactic structure of the relative clause: When the same
homographs were incorporated in simple sentences, the hearing
impaired participants read them very well (98% correct), and
significantly better than when they were incorporated in object
relatives (81%), Wald chi = 48.32, p < 0.001 5 .

4In Hebrew, compounds like “tower of curls” are two-word phrases without
the word “of” (Doron and Meir, 2013).
5Another finding that supports the idea that impaired reading-decoding abil-
ities do not underlie the hearing-impaired participants’ failure on object
relatives in this task is that individuals with developmental dyslexia (sur-
face dyslexia, letter position dyslexia, attentional dyslexia, and visual dyslexia)
without a syntactic problem who were tested on the same task still read
the homograph in the relative clauses well, and similarly to their reading of
the same homograph in the simple control sentences, and could interpret the
relative clauses correctly (Kesselman et al., 2013).
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PARAPHRASING
The paraphrasing task also indicated that as a group, the hearing
impaired children have a considerable difficulty in paraphras-
ing the object relatives. Their performance in paraphrasing of
the object relatives (M = 56.9%, SD = 29.4%) was significantly
poorer than that of the participants in the control group (M =
89.2%, SD = 10.9%), Wald chi = 95.47, p < 0.001. This dif-
ficulty did not result from a general problem in the task of
paraphrasing, as indicated by their good paraphrasing of the con-
trol sentences (M = 98.8%, SD = 3.9%), which was significantly
better than their paraphrasing of the object relatives, Wald chi =
67.49, p < 0.001, and not differently from that of the controls,
Wald chi= 0.08, p = 0.77.

Out of 480 object relatives the hearing impaired children para-
phrased, only 270 sentences (56%) were paraphrased correctly. In
marked contrast, when they paraphrased the simple control sen-
tences, they did it well, and made errors only on 6 sentences out
of 480 sentences (1%).

There was a main effect for sentence type, Wald chi = 67.49,
p < 0.001, no significant main effect of group, but importantly,
a significant interaction between sentence type and group, Wald
chi= 6.06, p = 0.01.

We further analyzed the paraphrasing errors. The detailed
distribution of the paraphrasing errors in the hearing impaired
group is presented in Table 2. One of the two most common types
of paraphrasing errors was incorrect thematic role assignment.
The incorrect thematic role assignment errors, which accounted
for 55% of the errors in paraphrasing, included three types of
incorrect thematic role assignment. One was ascribing the pred-
icate of the main clause to the subject of the relative clause,
which occurred in 26% of the thematic role errors [see exam-
ple (15a) for a paraphrase that one of the participants gave
for sentence (15)]. Another error type in thematic role assign-
ment involved ascribing the predicate of the relative clause to
the subject of the main clause, which occurred in 33% of the
thematic role errors (15b). Additional 41% of the thematic role
errors in paraphrasing involved both ascribing the predicate of
the main clause to the subject of the relative clause, and ascrib-
ing the predicate of the relative clause to the subject of the main
clause (15c).

Another frequent type of error involved the interpretation of
the homograph as a noun (16). In these paraphrases the hearing
impaired children tried to make sense of the sentences somehow
and to reach an interpretation in which all NPs in the sentence
receive a role. Additional incorrect responses included cancelation
of the subordination and “I don’t understand” responses. Some
responses included more than one type of error.

Table 2 | The distribution of the paraphrasing errors of the

center-embedded object relatives in the hearing impaired group.

Paraphrasing error type % of paraphrasing errors

Incorrect thematic role assignment 55.0

Treating the homograph as a noun 32.0

Cancelation of the subordination 7.5

“I don’t understand” responses 5.5

(15) Target sentence
ha-baxur1 she-aba cilem t1 megadel taltalim arukim.
the-guy1 that-dad photographed t1 grows curls long
The guy that dad photographed grows long curls.

Correct paraphrasing:
Aba cilem et ha-baxur ve-ha-baxur megadel taltlim arukim.
Dad photographed ACC the-guy and the guy grows long curls
Dad photographed the guy and the guy grows long curls.

Incorrect thematic role assignment

a. Ascribing the predicate of the main clause to the subject
of the relative clause
Aba, yesh lo. . . hu megadeal taltalim arukim.
Daddy, there’s to-him. . . he grows curls long
Daddy, he has. . . he grows long curls.

b. Ascribing the predicate of the relative clause to the
subject of the main clause
Ha-baxur she-cilem et aba hu megadeal taltalim.
The-guy that-photographed ACC daddy he grows curls
The guy that photographed daddy, he grows curls.

c. Both ascribing the predicate of the main clause to the
subject of the relative clause, and ascribing the pred-
icate of the relative clause to the subject of the main
clause
Aba megadel taltalim ve-ha-baxur cilem oto
daddy grows curls and-the-guy photographed him
Daddy grows curls and-the-guy photographed him

(16) Treating the homograph as a noun
Aba cilem et ha-migdal taltalim arukim.
Daddy photographed ACC the-tower curls long
Daddy photographed the long curls tower.

In 121 of the sentences, the hearing impaired children para-
phrased the sentences erroneously although their reading was
correct. In 89 other cases the incorrect paraphrasing of the center-
embedded object relatives was a result of incorrect reading of the
verb-noun homograph.

RESULTS AT THE INDIVIDUAL LEVEL: CRUCIALLY DIFFERENT
PROFILES
GROUP-LEVEL ANALYSIS HIDES TWO DIFFERENT PROFILES OF
IMPAIRMENT
The analysis of the performance at the group level shows a sig-
nificant difficulty both in reading homographs placed after the
trace position, and in paraphrasing object relatives. However, the
group analysis hides crucially different profiles within the hear-
ing impaired group. When we analyzed the performance of each
of the hearing impaired participants in reading and paraphras-
ing, we found that they do not all show the same pattern. In fact,
three different patterns could be detected. One subgroup of hear-
ing impaired children read the homographs in the object relative
clauses correctly, much like the controls, but failed to explain the
meaning of the object relative clauses. Another subgroup showed
severe difficulties both in reading the homographs in object rela-
tives, and in paraphrasing the object relatives. The third subgroup
showed relatively normal reading and paraphrasing of relative
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clauses. For this analysis, we classified each participant in the
group of children with hearing impairment into the subgroups
according to whether s/he failed in reading and whether s/he
failed in paraphrasing compared to the hearing control group.

We defined failure in reading or paraphrasing as performance
that is significantly below that of the hearing children. These
comparisons of the performance of each of the experimental
participants with the performance of the normative hearing con-
trol group were done using Crawford and Howell’s (1998) t-test
(see also Crawford and Garthwaite, 2002), p < 0.05. This test
is a modification to the independent samples t-test that can be
used to compare an individual, treated as a sample of N = 1,
with a sample, in a way that the single participant does not con-
tribute to the estimate of the within-group variance. This analysis
according to failure in reading and/or paraphrasing created three
subgroups that were confirmed also with a discriminant anal-
ysis. The two discriminant functions, using prior probabilities,
predicted correctly 91.7% of the classification.

As summarized in Table 3, 11 children read the homographs
in the relative clauses well (not significantly different from the
control participants), but paraphrased them incorrectly, and sig-
nificantly worse than the controls (p < 0.05). Their good reading
of the homographs placed after the trace in object relatives
indicates that these children are able to construct the syntactic
structure correctly and to postulate an empty category in the trace
position, and therefore they assume that the homograph is a verb,
and not the object of the embedded verb. However, their fail-
ure to paraphrase the object relatives indicates that although they
assumed an empty category in the right place, they were unable
to establish the chain between the trace and the moved NP and
hence did not assign the moved NP the correct thematic role. The
good structure building of these participants goes well with previ-
ous descriptions of the Wh-movement deficit in hearing impaired
children resulting from a problem in the chain of movement
rather than from a deficit in the syntactic structure. For exam-
ple, in a previous study (Friedmann and Szterman, 2011), we
showed that the hearing impaired children in their study pro-
duced embedded sentences very well, indicating that they were
able to construct the syntactic tree up to its highest node (we will
explain in detail about the syntactic tree below).

Other 15 children showed poor reading of the homographs
and poor comprehension of the relative clauses with the homo-
graphs (significantly poorer than the control group). Their read-
ing indicates that it was not only their ability to assign thematic
roles to the moved NP that was impaired. They did not even know
that there was a movement in the sentence, and failed in the con-
struction of the syntactic structure and the trace. How can this
deficit be characterized? We suggest that it could be a structural
problem in constructing the syntactic tree up to its highest nodes.

When speakers produce or comprehend sentences, they repre-
sent them in syntactic trees (Pollock, 1989; Chomsky, 1995, see
Figure 2). The phrasal architecture of the syntactic tree consists
of three main structural layers, which are, from bottom to top,
the lexical layer, the inflectional layer, and the complementizer
layer (Chomsky, 1986, 1995; Rizzi, 1997). The lexical layer VP
(verb phrase) contains the subject, the verb, and the object; the
inflectional layer IP (inflectional phrase) is responsible for verb

Table 3 | Individual profiles: number of homographs in object

relatives read correctly and of object relatives paraphrased correctly

out of 10 object relatives.

Participant Syntactic impairment Homograph Paraphrase

reading

GOOD READING, POOR PARAPHRASING

1 DOD Movement impairment 10 3
2 SIG Movement impairment 9 5
3 TOS Movement impairment 8 3
4 YEO Movement impairment 10 3
5 YAO Movement impairment 10 6
6 OFC Movement impairment 8 2
7 TOH Movement impairment 9 6
8 YOD Movement impairment 10 6
9 ODC Movement impairment 8 6
10 CBN Movement impairment 9 3
11 YIC Movement impairment 10 6
POOR READING, POOR PARAPHRASING

1 DOH CP impairment 7 4
2 AVC CP impairment 4 1
3 IVL CP impairment 7 3
4 ORC CP impairment 4 1
5 DAC CP impairment 7 1
6 LIS CP impairment 7 6
7 HIM CP impairment 8 4
8 NAH CP impairment 5 5
9 YIB CP impairment 5 3
10 LIH CP impairment 7 2
11 LER CP impairment 7 4
12 RAR CP impairment 4 3
13 ZIZ CP impairment 2 1
14 ORS CP impairment 3 1
15 MAK CP impairment 3 1
GOOD READING, GOOD PARAPHRASING

1 CEB 10 8
2 TBN 10 8
3 SAV 10 8
4 NEA 9 8
5 KEM 10 9
6 ROS 9 8
7 TAM 10 9
8 YIL 10 9
9 ROP 10 10
10 DAM 9 9
11 TAC 10 7
12 SAS 10 7
13 RON 9 7
14 EDY 10 10

15 LIW 9 7

16 LIA 8 7

17 KOZ 10 10

18 LIC 10 10

19 TOS 10 10
20 LIL 9 9
21 MAL 9 7
22 AIR 9 7

Control group: average mean (SD) 9.4 (0.7) 8.9 (1.1)
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FIGURE 2 | The syntactic tree of a noun phrase with an object relative

clause.

inflections; the CP (complementizer phrase) layer is responsible
for embedding and for constituents that move to the beginning
of the sentence such as Wh-morphemes and moving elements in
relative clauses, verbs that move to second sentential position, and
auxiliaries in yes/no questions in some languages. The CP-layer is
the highest layer in the sentential hierarchy.

If these participants could not construct the tree up to the
CP layer, which is responsible for embedding markers and Wh-
movement, then they could not even know, when reading the
sentence, that they need to be looking for a trace. Hence, they did
not detect the trace position, which, in turn, led to their incor-
rect reading of the homograph. If this is a correct portrayal of
their deficit, this has far-reaching predictions for the performance
of this subgroup of hearing impaired children in other aspects of
their linguistic performance—we would expect these children to
show additional indications of CP impairment.

FURTHER ASSESSMENT OF CP IN THE SUBGROUP WITH POOR
HOMOGRAPH READING
To determine whether the hearing impaired children who read the
homographs incorrectly indeed have a structural deficit at the CP
level, we looked at these children’s pattern of errors in the cur-
rent task, and also examined their performance in other sentence
types and tasks that can serve as markers for the status of their CP.
Their performance in both the current study and other tasks was
revealing and supported the conjecture about a CP impairment.

Their reading of the relative clauses differed from that of the
other hearing impaired participants not only in that they read
the homograph as a noun. It also differed in another important
aspect. When they read the sentences and reached the position
of the embedding marker, they sometimes canceled the embed-
ding [see example (14) above]. This problem with embedding was

evinced both in their reading and in their paraphrasing of embed-
ding. Thus, the reading pattern on the relative clause reading
task, beyond the incorrect reading of the homograph, indicates
a difficulty with embedding in this subgroup. This also affected
the errors the children in this group made in paraphrasing the
object relatives: whereas the children who were impaired in Wh-
movement made mainly errors of thematic role assignment (79%
of their errors) and the rest were interpreting the homograph
as a noun (21%), the children with suspected CP impairment
made many paraphrasing errors that stem from failed structure
building: they had 54% errors of interpreting the homograph
as a noun, 32% errors of thematic role assignment, and 15%
paraphrases that disregarded the embedding. Importantly, each
of the children in the CP group had errors of interpreting the
homograph as a noun, and eight of the 15 children in the CP
group showed cancelation of the embedding in their paraphrases.
Thus, the children in the CP group made significantly more errors
in paraphrasing that involved interpreting the homograph as a
noun [t(23) = 4.49, p = 0.0001], and canceling the embedding
[t(23) = 1.73, p = 0.048] than the children in the Wh-movement
impairment group.

Findings from other tasks support the hypothesis regarding
these children’s inability to project the CP even in sentences that
do not involve Wh-movement. We selected structures and tasks
that are expected to be affected by a CP impairment, but not by
a problem with the assignment of a thematic role to a moved NP
that had undergone Wh-movement across another NP. We used
tasks and structures that, as shown in Table 4, typically develop-
ing Hebrew-speaking children already perform very well in the
age range of the hearing impaired participants. We had six tasks
examining four different structures that corresponded to these
criteria. One such structure are sentences with a subject relative
clause, which include embedding but in which Wh-movement
does not cross another NP. A deficit in the assignment of a the-
matic role to the moved NP across another NP would not affect
the production of subject relatives, but a deficit in the CP layer
is expected to affect subject relatives because they involve embed-
ding and the CP layer. With a similar rationale in mind, we also
looked at subject questions, which also involve the CP layer but
no crossing movement. Subject questions, like subject relatives,
are expected to be difficult if a child has a CP impairment but
not if the impairment is constrained to Wh-movement across
another NP. Two other structures with which we tested the CP
layer were embedding without Wh-movement, with sentential
complements of verbs (which involve the C node but no Wh
movement), and sentences with verb movement to C, again, a
structure that involves the CP layer but no movement of an NP
across another NP.

Because the comprehension of subject relatives and subject
questions can rely on the canonical words order and possibly
an agent-first strategy, we tested these structures using produc-
tion and repetition tasks. Subject relative production was assessed
using two tasks: a preference task in which the child heard descrip-
tions of two children and was requested to choose the child he
would rather be, using a subject relative clause (BAMBI ADIF, see
Friedmann and Szterman, 2006; Novogrodsky and Friedmann,
2006, for details on this task), and a picture description task
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Table 4 | Performance of the children with impaired homograph reading (and hence, suspected impairment in CP) in additional CP tasks,

compared with hearing controls and the children with good homograph reading.

S. no Subject relative

production:

preference task

Subject relative

production:

picture task

Subject

questions:

repetition

Sentential

complements of

verbs: repetition

Verb

movement to

C: repetition

Verb movement

to C:

comprehension

HEARING-IMPAIRED PARTICIPANTS WITH CP DEFICIT

1 DOH 100 70 60 Impaireda 80 100

2 AVC 90 80 100 100 100 100

3 IVL 100 100 100 100 60 100

4 ORC 100 100 100 100 20 100

5 DAC 100 100 100 100 40 87

6 LIS 100 40 100 100 40 100

7 HIM 100 100 80 100 60 100

8 NAH 80 70 100 100 60 –

9 YIB 100 60 100 100 0 87

10 LIH 90 80 40 100 80 100

11 LER 100 100 100 40 60 75

12 RAR 10 100 60 80 40 37

13 ZIZ 0 70 40 100 0 100

14 ORS – – 80 60 0 37

15 MAK 40 100 100 100 – –

RESULTS OF THE HEARING CONTROL GROUPS

% correct: average (SD) 100 98 (3.9) 100 100 87 (18) 97 (5.4)

Age: mean (SD) 8;0 (0;6) 9;0 (1;1) 5;10 (0;4) 5;10 (0;4) 7;9 (0;6) 10;3 (1;0)

RESULTS OF THE OTHER HEARING IMPAIRED SUBGROUPS

% correct: average (SD), and number of participants below control

The 22 hearing-impaired
with normal performance
on the homograph task

99 (2.2)
1

98 (3.7)
0

95 (11.2)
3

98 (7.1)
1

81 (23.5)
5

98 (8.7)
1

The 11 hearing-impaired
with good reading and
poor paraphrasing

92 (9.7)
4

86 (21.3)
3

83 (22.5)
4

100
0

78 (32.8)
2

92 (13.2)
1

Shaded cells indicate that the participant performed this task significantly below the hearing control group.
aDOH repeated only three sentential complements, but a different task points to his embedding difficulty: in a test of pronoun comprehension, he performed only

50% correct in the embedded sentences (whereas in the simple sentences he performed well).

that elicited subject relatives (BAMBI ZIBUV, see Friedmann and
Szterman, 2006, for details on this task. We used a repetition
task (PETEL repetition task, Friedmann, 2000; see Fattal et al.,
2011; Friedmann and Szterman, 2011 for details on this task) to
evaluate the repetition of subject questions, as well as the repeti-
tion of sentences with a clause embedded to a verb and sentences
with verb movement to C. The comprehension of sentences with
verb movement to C was assessed using a task that is somewhat
similar to the task described in the current article. The children
heard sentences with the verb in second position after an adverb,
in which a pseudoword was placed in the verb position or in
the object position. Understanding whether the pseudoword is a
noun or a verb required the correct construction of the sentence
structure, including the verb movement to C. The children were
then asked what the pseudoword could mean in each sentence,
and we tested whether they suggested a verb or a noun (Szterman
and Friedmann, 2011).

As shown in Table 4, each of the children who failed in the
homograph reading task showed clear indications of difficulties in

these CP-related tasks, and performed poorly in at least one task
that the typically developing hearing children already perform
very well in their age range or even in much younger ages6,7 . Most
of them (11 of the 15) failed on 2 or more such tasks. Importantly,

6The results of the hearing children in Table 4 are taken from previously
reported data that used the same tests. The data on subject relative clause
elicitation is from Fattal et al. (2013) for the preference task and from
Novogrodsky and Friedmann (2006) for the picture task, the data on the repe-
tition of subject questions and sentences with sentential embedding are taken
from Fattal et al. (2011), the data on the repetition of sentences with verb
movement to C are taken from Fattal et al. (2013) and the data on the com-
prehension of sentences with verb movement to C is taken from Szterman and
Friedmann (2011).
7The poor performance on the comprehension and repetition task could not
be ascribed to the participants’ not hearing the sentences well. These tasks
included simple control sentences on which the participants performed well,
indicating that hearing the sentences was not the problem, but rather their
syntactic structure. Recall, also, that all the participants passed a hearing
screening test (see Participants section).
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the performance of the children with suspected CP impairment
was not only much poorer than that of hearing children, but also
poorer than the performance of the other subgroup of hearing
impaired children, the ones who read the homograph correctly
but failed to paraphrase the object relatives. As shown in Table 4,
these children performed well on the CP tasks, much better
than the hearing impaired children who failed in the homograph
reading8.

Perusal of earlier literature that analyzed the performance of
hearing impaired children in these tasks and structures sheds fur-
ther light on the two profiles of impairment. First, it shows that
other hearing impaired children who fail on Wh-movement can
still perform well on tasks that involve CP but not Wh-movement.
In previous studies Friedmann and Szterman (2011) assessed
the comprehension and production of Wh questions and rela-
tive clauses in a different group of 18 Hebrew-speaking hearing
impaired children. The production of subject and object ques-
tions was assessed using an elicitation task with 40 pictures of
a figure doing something to another figure, in which the agent
or the theme figure was concealed, and the child was instructed
to ask a question about the concealed figure. Friedmann and
Szterman found that 11 of the hearing impaired children failed
to produce Wh questions in this task. Importantly, two pro-
files were detected in their production of Wh questions: Seven
of the participants failed to produce object questions but still
produced subject questions normally, whereas four participants
showed difficulties in both object and subject questions. The
difficulty in subject questions of these four children was also
manifested in their poor comprehension and poor repetition of
subject questions.

Similar results were found in a study that assessed the compre-
hension and production of relative clauses in Hebrew-speaking
hearing impaired children (Friedmann and Szterman, 2006).
Whereas 11 of the 14 participants performed better in subject
relatives than in object relatives, 3 of the participants showed
difficulties in both subject relatives and object relatives.

Finally, in a study of the comprehension of verb movement
to C (Szterman and Friedmann, 2011), 9 of 12 hearing impaired
participants performed well and similarly to the hearing control
group (with no more than a single error) in the comprehension
of sentences with verb movement. Three participants showed a
different pattern, and failed to understand these sentences.

Thus, when previous data are analyzed at the individual
participant level, they already suggest that two different patterns
of syntactic impairments can be detected in hearing impaired
individuals. We suggest that the 15 hearing impaired participants

8One interesting point relates to the performance of the subgroup with the
Wh-movement deficit in subject Wh-movement. The table reveals that a few
of the Wh-movement impaired individuals also showed (slight) difficulties in
production even of subject dependencies. This opens a further question of
whether the movement-impairment variety of syntactic impairment can also
be sub-divided into children with a deficit only in wh-dependencies in which
one lexically-restricted NP crosses another, and children who have a problem
with any type of Wh-movement. (These children may still show good perfor-
mance in comprehension tasks such as sentence-picture matching with subject
questions and subject relatives, where they may use an agent-first strategy, a
strategy that cannot be employed in production.)

who failed to read the homograph in the object relatives in the
current study had difficulty in the construction of the syntactic
structure, presumably in the construction of the syntactic tree
up to its highest node, CP. This difficulty was expressed in the
way they read and paraphrased the object relatives, where they
showed clear indications of difficulties in embedding, as well as in
other tasks, in which they failed in the comprehension, repetition,
and production of structures that did not involve Wh-movement
(across another NP) but did involve CP: embedded sentences,
verb movement to C, subject questions, and subject relatives.
These structures are already mastered at this age by hearing
children, and, importantly, by the hearing impaired children in
the current study who read the homograph correctly also showed
good performance in the CP tasks.

PREDICTORS OF COMPREHENSION OF
MOVEMENT-DERIVED SENTENCES
Given the two general patterns that we found: impaired and
unimpaired syntax, and the further division into two profiles
of impairment, we tried to see whether any of the background
measures—depth of hearing loss, type of hearing aid, and age of
fitting of a hearing aid—could be responsible for these groupings.
We could not find any factor that determined, within the group
of syntactically impaired children, who will show the movement
deficit and who will show the CP deficit. However, the difference
between the syntactically-impaired group and the group with
normal syntax did correlate with one factor: whether or not hear-
ing devices (be they cochlear implants or hearing aids) were fitted
by the age of 1 year.

The age of fitting of a hearing aid was the only background
factor that correlated with syntactic performance: Phi Coefficient
of Association, calculated for the age of intervention (before or
after 1 year) and performance (intact or impaired, determined
using Crawford and Howell’s, 1998, t-test as explained above),
yielded a significant correlation, Phi = 0.44, p = 0.003, and the
point biserial testing the correlation between paraphrasing of
object relatives and whether or not hearing aids were fitted by
1 year of age also yielded a significant correlation, r = 0.42,
p = 0.001. Namely, hearing devices (hearing aids or a cochlear
implant) fitted by the age of 1 year gave the children a chance of
having normal comprehension of relative clauses (as measured by
normal paraphrasing of object relatives in our task).

In contrast, depth of hearing loss did not correlate with syn-
tactic performance. There were children with profound hearing
loss in the normal performance group (12 of the 22 children in
this group), and there were children with only medium to severe
loss in the syntactically-impaired subgroups (12 of the 26 children
in these groups). A Point Biserial test for the correlation between
the depth of hearing loss in dB (without hearing aid, measured
in the better ear), and the performance of the participant in the
object relative paraphrasing task (significantly below the con-
trol group or not) showed no significant relation, r = −0.05,
p = 0.74.

The type of hearing device the child used also did not correlate
with syntactic performance. There were 10 children with hearing
aids and 12 with cochlear implants in the normal performance
group, and 12 children with hearing aids and 13 with cochlear
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implants in the syntactically-impaired subgroups (9 with cochlear
implants, 5 with hearing aids in the CP-impaired group, and 4
with cochlear implants, 7 with hearing aids in the Wh-movement
impaired group). Phi Coefficient of Association that was calcu-
lated for the type of hearing aid (cochlear implant/hearing aid)
and performance in the object relative paraphrasing (significantly
or below the control group or not), also yielded no relation
between the type of hearing aid and syntactic comprehension,
Phi= −0.08, Fisher exact p = 0.77.

Finally, Age at the time of testing within the age group we
tested also showed no correlation with performance: the three
groups were of the same age ranges, and the point biserial cor-
relation of age in month with performance was not significant:
r = 0.12, p = 0.39.

DISCUSSION
The main questions of this study related to the nature of the
syntactic deficit in hearing impairment, a question that took an
interesting turn once we analyzed the individual profile of the par-
ticipants rather than the group’s, and to the relation between the
syntactic impairment and reading in this population.

ON THE RELATION BETWEEN SYNTACTIC IMPAIRMENT AND READING
This study examined various aspects of the relation between syn-
tactic impairment and reading. The results indicated that hear-
ing impaired children have difficulty understanding sentences
derived by Wh-movement, and specifically, object relative clauses,
not only when they hear these sentences, but also when the sen-
tences are presented to them in writing, for an unlimited time.
The ability of the group of hearing impaired children to interpret
the written relative clauses, as reflected in their paraphrases, was
significantly worse than that of hearing children. An individual
level analysis indicated that 26 of the 48 hearing impaired par-
ticipants performed significantly worse than the control group in
interpreting the relative clause sentences.

This study thus sheds light on reading comprehension in
the hearing impaired population. It indicates that individuals
with hearing impairment have considerable difficulties in reading
comprehension already at the sentence level, and this difficulty is
clearly linked to their syntactic impairment, as their paraphrases
of the simple control sentences were fine. Some of the hear-
ing impaired participants even showed impaired reading aloud
of object relatives, a difficulty that was linked to their syntactic
impairment, rather than to a reading impairment. Again, this is
supported by their good reading of matched simple sentences.
These results open a window to the frequently reported difficulty
of hearing impaired children in reading and in written text com-
prehension. They suggest that the text comprehension difficulties
can result from a syntactic impairment.

Furthermore, this study showed that even problems in read-
ing aloud of children with hearing impairment can be ascribed
to their syntactic deficit, as the correct reading aloud sometimes
requires the correct parsing of the syntactic structure of the sen-
tence that they read. Thus, the syntactic impairment might cause
not only difficulties in reading comprehension but also errors in
reading decoding, depending on the syntactic structure of the
target sentence.

ON THE NATURE OF THE SYNTACTIC IMPAIRMENT IN HEARING
IMPAIRED CHILDREN
The major mission of this study was to explore the nature of the
deficit in relative clauses in hearing impairment, and specifically
to examine whether it is related to syntactic structure or to estab-
lishing a chain and assignment of thematic roles to a moved
element.

In the test we used, the participants were asked to read aloud
an object relative clause in which a homograph was placed after
the gap position. This enabled us to see whether the participant
was able to construct the syntactic structure of the relative clause
and to postulate a trace in the required position. In general, the
correct oral reading of heterophonic homographs depends on
the semantic content of the sentence and on the correct analysis
of its syntactic structure. Because we controlled for the seman-
tic content in our sentences (both meanings of the homograph
matched the semantics of the sentence), the oral reading of the
homographs provided a sensitive marker for whether or not each
participant was able to analyze the syntactic structure of the object
relative correctly and to postulate the trace in the correct place.

One of the most striking findings of this study was that it
exposed individual differences within the group of the hearing
impaired participants who had difficulties in the comprehension
of object relatives. Whereas some of them read the homograph
correctly but failed to interpret the sentence, other participants
could not even read the homograph. This principled variabil-
ity could only be exposed when the individual performance
was examined. It opens the window to important change in
our understanding of the syntactic deficits underlying the com-
prehension and production difficulties in children with hearing
impairment, as it exposes two different types of syntactic profiles.

The performance of the hearing-impaired participants who
failed to understand the object relatives (namely, failed to para-
phrase them) but read the homographs in the relative clauses
correctly indicates that their syntactic structure was unimpaired.
They could construct the syntactic tree including the CP node
correctly, and could represent the embedding in the structure.
Therefore, they could identify that there was a moved element (a
filler) that they needed to find its original position (gap/trace).
However, they could not link the original position (the gap)
to the correct moved element and hence, could not reconstruct
theta mapping and could not understand the role of the moved
element in the embedded sentence. In processing terms (Nicol
and Swinney, 1989), one may conceptualize their problem in the
following way: they identified the gap position but could not re-
activate the correct antecedent there. Therefore, as it were, they
could not “undo” the movement operation (across an interven-
ing NP), by reactivating the moved NP at the site of the gap. If
one assumes that in online comprehension of an object relative
the moved NP is kept in a syntactic STM store until it receives
its thematic role, this difficulty can be a difficulty in selecting the
NP to be reactivated between two similar NPs in the short-term
syntactic store.

The children who failed to read the homograph, we suggest,
had not identified the gap position from which the element has
moved. Therefore these children not only fail to assign the the-
matic role to the moved element, they even cannot build the
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correct syntactic structure and do not assume the trace. We sug-
gest that the deficit of this subgroup of hearing impaired children
lies in the inability to construct the syntactic tree up to its high-
est nodes. Because they cannot construct the CP, the highest
node of the tree, which hosts embedding and the moved element
in object relatives, they do not know that they should expect a
gap, and hence they completely fail to parse the sentence, and
do not assume a trace. Support for their deficit in constructing
the CP level came from their performance in the reading and
paraphrasing task, as well from their performance in other tasks
that involve the CP. In the reading and paraphrasing task these
children often omitted and ignored the embedding marker or
replaced it with another word. In the other tasks they showed,
differently from the other hearing impaired children, a significant
difficulty in the production of embedding markers, in elicited
production and sentence repetition tasks. They also showed diffi-
culty in the repetition of sentences with verb movement to CP,
which the other hearing impaired children repeated correctly.
Finally, they also showed a special pattern with respect to sub-
ject Wh-dependencies: Other hearing impaired children, such as
the ones who read well but could not understand object relatives,
typically find it difficult to produce object relatives and object
questions, in which one NP is moved over another NP, but pro-
duce normally subject relatives and subject questions, in which
the movement does not cross another NP. The 15 children with
the CP deficit showed significant difficulty not only in the pro-
duction of object relatives and object questions, but also in the
production of subject relatives and subject questions. This indi-
cates again that their difficulty was in the construction of the
sentence with the CP node, which is required for both subject
and object relative clauses and Wh questions (and not only in Wh
questions in which one lexically-restricted DP crosses another).

Thus, we identify two profiles of syntactic deficit in children
with hearing impairment: difficulty in creating the link between
the moved NP and it original position (the trace), resulting in
impaired understanding of the thematic role of the moved NP,
and a deficit in building the syntactic structure up to its highest
nodes. Researchers who tried to characterize the syntactic deficit
of hearing impaired children suggested two different sources for
the deficit: Friedmann and Szterman (2006, 2011) argue for a
deficit in identifying the thematic roles in sentences in which a NP
moved across another one, with good syntactic structure build-
ing. De Villiers et al. (1994), on the other hand, suggested that
the deficit lies in constructing the high nodes of the syntactic tree.
The current study shows that these researchers were both wrong
and both right. It is incorrect that all hearing impaired children
have intact syntactic structure (contrary to what Friedmann and
Szterman, 2006, 2011 suggested), but it is also incorrect that all
hearing-impaired children have a CP impairment (contrary to
what De Villiers et al., 1994 proposed). Each of these characteri-
zations, however, is correct about a different subgroup of hearing
impaired children.

Looking at the background factors, one measure was clearly
correlated with syntactic performance: the age at which hearing
aids (or a cochlear implant) were fitted. Children who had their
hearing devices up to 1 year of age showed significantly better syn-
tactic ability than those who received hearing aids or a cochlear

implant when they were older than 1 year. The type of hear-
ing device (hearing aid or cochlear implant), depth of hearing
loss (medium, severe, or deep), and age did not predict the syn-
tactic performance. We could not find a background factor that
determined, within the syntactically impaired children, who will
show the movement deficit and who will show the CP deficit.
The crucial effect that the age at which hearing aids are fitted
has on later development of syntax points to the first year of
life as a critical period for first language acquisition. Language
input during the first year of life seems to be crucial for the
development of normal syntactic abilities. This conclusion was
also reached in earlier studies on children with hearing impair-
ment (Szterman and Friedmann, 2003; Friedmann and Szterman,
2006). Other studies, which have tested language in general but
not syntax specifically, also identified the age of identification of
the hearing loss and age of initiation into intervention services
as the most important predictor for normal language devel-
opment (Apuzzo and Yoshinaga-Itano, 1995; Yoshinaga-Itano
and Apuzzo, 1998a,b; Calderon and Naidu, 2000; Moeller, 2000;
Mayberry et al., 2002; Mayberry and Lock, 2003; Yoshinaga-Itano,
2003). Evidence that further supports the importance of the first
year of life in the normal development of syntactic abilities comes
from a different population. Fattal et al. (2011, 2013) reported
that children who did not receive thiamine, a vitamin necessary
for brain development, during the first year of life showed severe
syntactic difficulties when they were 5 and 9 year olds.

Returning to the two profiles of syntactic impairment, stud-
ies with other syntactically-impaired populations also show the
two different sources for difficulties with relative clauses in two
different populations. Children with Syntactic Specific Language
Impairment (syntactic SLI) typically show a deficit that is best
described as a deficit in Wh-movement, namely, in the assign-
ment of thematic roles to an NP that moved across another
NP (Friedmann and Novogrodsky, 2007, 2011; Friedmann et al.,
in press). Friedmann and Novogrodsky (2007) investigated this
difficulty of Hebrew-speaking children with SySLI using the same
task we used here. They found that the children with SySLI read
the homographs well, but failed to paraphrase the object rela-
tives. The performance in this task was interpreted as indicating
a deficit in movement. Namely, the children with SLI could not
activate the correct NP at the trace position. When this happened,
the SySLI participants failed to assign the correct thematic role to
the moved element, and this led to various paraphrases in which
the thematic roles were incorrectly assigned to the arguments.
This interpretation is supported by a study by Marinis and van
der Lely (2004), who used cross-modal lexical priming and found
that English-speaking children with SLI were unable to reactivate
the antecedent at the Wh-trace position. That is, even if they know
where to place an empty category, they do not know to which
phrase to link it, and hence they cannot assign the thematic role
correctly.

Another population with a syntactic impairment is that of
individuals with agrammatic aphasia. Individuals with Broca’s
agrammatic aphasia show significant difficulties in the compre-
hension of sentences derived by syntactic movement that result
in a non-canonical order of the arguments such as object relative
clauses, object Wh questions, and topicalization structures (Zurif
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and Caramazza, 1976; Schwartz et al., 1987; Grodzinsky, 1989,
2000; Grodzinsky et al., 1999; Friedmann and Shapiro, 2003).
Friedmann et al. (2006) explored the nature of this deficit using
the test we used in the current study (a longer version of it),
with individuals with agrammatism. They found that all the indi-
viduals with agrammatism they tested were severely impaired in
reading the homographs when they appeared after the trace in
the object relative clauses, and consequently failed to paraphrase
them. Friedmann et al. (2006) interpreted this pattern as evi-
dence for a difficulty in constructing the CP node, a deficit that
has abundant evidence for from other sentence production tasks
(Friedmann, 2001, 2006). Thus, it seems that some of the hear-
ing impaired children who show a deficit in the comprehension
of object relatives have a deficit that is similar to that of children
with syntactic SLI, whereas others show a deficit that resembles
that of individuals with agrammatism.

When the results regarding the deficit in comprehension and
the two different profiles of impairment are brought together with
the impression and report of the clinicians and special education
teachers who work with these children, some important clinical
implications emerge. Whereas all the clinicians and teachers of the
hearing impaired children easily detect the syntactic difficulties
of the children who had the syntactic structure deficit, and these
children are classified with “severe language impairment”, the syn-
tactic difficulties of the children who read the sentences correctly
is more elusive. Because these children can produce embedded
sentences well, and can even read sentences correctly, it is harder
to suspect that they have a syntactic deficit. It is thus crucial to test
the comprehension of semantically reversible sentences derived
by movement even for hearing impaired children who do not
display an obvious syntactic deficit in their speech and reading
aloud.

One final point relates to whether the deficit of the hear-
ing impaired children who showed impaired comprehension in
this task indeed related to Wh-movement or rather to center
embedding, as all the object relatives in this study were center-
embedded. The participants in this study were part of a wide
study in which they were also tested for the comprehension of
other Wh-movement structures, including Wh questions, top-
icalized OSV sentences, and final-branching object relatives in
sentence-picture matching tasks and in questions on written sen-
tences. The results of these other tasks indicated that each of the
participants who failed in the paraphrasing of the object relatives
in the reading task also showed difficulties in the comprehension
of object Wh-movement without center embedding (significantly
poorer performance in the comprehension of at least one of the
above structures). This indicates that they had a genuine deficit in
Wh-movement rather than a deficit related to center embedding.

This study thus shows not only that hearing impaired children
have syntactic difficulties, but also that these difficulties can have
different faces. These difficulties can result from an impairment
in syntactic structure building or from an impairment in chain
formation: a deficit in linking a moved NP to its original position
and hence, impaired assignment of thematic role assignment to
the moved NP. The study further suggests that the reading com-
prehension and reading aloud difficulties can be tightly related
to syntactic difficulties, and shows the importance of paying

attention to variability within language-impaired groups (see also
Coltheart, in press), by analysis of individual performance.
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In this article, we are concerned with the role of colors in reading written texts. It has
been argued that colored overlays applied above written texts positively influence both
reading fluency and reading speed. These effects would be particularly evident for those
individuals affected by the so called Meares-Irlen syndrome, i.e., who experience eyestrain
and/or visual distortions – e.g., color, shape, or movement illusions – while reading. This
condition would interest the 12–14% of the general population and up to the 46% of the
dyslexic population. Thus, colored overlays have been largely employed as a remedy for
some aspects of the difficulties in reading experienced by dyslexic individuals, as fluency
and speed. Despite the wide use of colored overlays, how they exert their effects has
not been made clear yet. Also, according to some researchers, the results supporting
the efficacy of colored overlays as a tool for helping readers are at least controversial.
Furthermore, the very nature of the Meares-Irlen syndrome has been questioned. Here
we provide a concise, critical review of the literature.

Keywords: color, overlays, meares-irlen syndrome, reading, dyslexia

INTRODUCTION
The role of colors in reading has a few decades of history, dating
back to 1958, when Jansky (1958) reported the case of a student
with a reading deficit who was unable to recognize words printed
on a white paper but was able to recognize words printed on a
yellow paper. Although the theoretical debate on the causes of
reading difficulties and dyslexia has given a primary role to the
“phonological hypothesis” – since the efficiency of the processes
of phonological processing is among the best predictors of read-
ing skill acquisition (Wagner and Torgesen, 1987; Snowling et al.,
2000) – the role of visual and perceptual skills has gained atten-
tion (e.g., Watson et al., 2003). One of the reasons that brought
the role of visual and perceptual skills in reading to attention was
the observation that some dyslexic individuals are affected by a
perceptual dysfunction, called Scotopic Sensitivity Syndrome and
also known as Meares-Irlen Syndrome and Visual Stress (MISViS;
Evans, 1997).

In this article, we provide a brief, concise review of the litera-
ture on colored overlays as a remedy for visual stress in reading. To
forecast the conclusions, the conception of visual stress as an inde-
pendent reading deficit is controversial, whereas the research on
the colored overlays is yet inconclusive since evidence both in favor
of and contrary to their efficacy as a remedy has been provided.

VISUAL STRESS AND READING
The term “visual stress” refers to the inability to see comfort-
ably and without distortion (Wilkins et al., 1984). With “visual
stress” Wilkins refers to the condition caused by the features of
the visual stimulus, and that therefore is of sensorial origin, and
not to the visual stress generated by movements of the eyes, by
visual accommodation or by binocular convergence. Symptoms
of visual stress are visual fatigue, perceived excessive luminosity,
and several kinds of perceptual distortion such as blurring, fad-
ing, or flickering of the visual stimulus. According to Irlen (1997),

this condition would interest approximately the 12–14% of the
population and about the 46% of individuals with a diagnosis of
dyslexia (and/or alternative learning difficulties). A more recent
study (Kriss and Evans, 2005) suggests that visual stress affects
about the 37.5% of children with dyslexia and about the 25% of
non-dyslexic children. The frequencies of the symptoms would be:
blurring (24%), duplication (16%), jump (12%), format switch
(6%), and fading (3.5%) of the visual stimulus (Kriss and Evans,
2005).

According to Meares (1980), the factors that contribute most
to the reading difficulties in children originates in the perceptual
instability of the visual input due to the organization of the figure
with respect to the background of the black ink writing on a white
paper, which is typical in printed books. The idea, therefore, is that
for some individuals the reflex of the black ink on a white paper
makes reading difficult.

COLORED OVERLAYS
The idea here is that if visual stress is the result of the relation
between the visual features of black ink writing on white paper,
then changing this relation might result in a reduction of the symp-
toms associated with visual stress (c.f. Wilkins, 2003; Irlen, 2010).
A way to alter the relation between the visual features of the writ-
ten text and the background is to place on the text a colored sheet
of transparent plastic (colored overlay). Scott et al. (2002; see also
Kruk et al., 2008) had shown that whereas bad readers show –
after about 10 min of reading black writing on a white paper – the
typical symptoms of visual stress, they do not show visual stress’
symptoms when reading the texts with the same characteristics
through a colored overlay.

Thus, the implications of the colored overlays method is that
if visual stress impairs reading acquisition, then the use of col-
ored overlays might improve both reading and reading acquisition
(Irlen, 2010).
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DYSLEXIA AND COLORED OVERLAYS
According to Evans et al. (1999) colored filters determines ben-
efit in about 80% of individuals using them. The adoption of
colored overlays/filters in schools is incremented given that the
visual stress syndrome – which symptoms they are supposed to
alleviate – is often observed in dyslexic students (Irlen, 1991; Sin-
gleton and Trotter, 2005; Singleton and Henderson, 2007), and it
is in schools that students are usually diagnosed as dyslexics. The
estimation of visual stress is, in fact, often included in tests aimed
at assessing reading skills and dyslexia (Nichols et al., 2009), and
the colored overlays are often used as a remedy for the visual stress
symptoms co-occurring with dyslexia. However, several studies
have shown that dyslexia and visual stress are independent condi-
tions. Originally, in fact, visual stress was considered as a subset
of dyslexia, whereas more recently it has been argued that the
visual stress syndrome is independent from dyslexia (Kriss and
Evans, 2005; Kruk et al., 2008). Indeed Kriss and Evans (2005)
noted that the prevalence of visual stress in dyslexic individuals
is of only 10% higher than in the non-dyslexic individuals: from
this the authors conclude that dyslexia and visual stress are two
independent conditions which sometimes coexist within the same
individual.

Although dyslexia and visual stress seem independent syn-
dromes, it is often the case that significantly large sub-groups of
dyslexics do have deficits in visual processing (Watson and Willows,
1995), and when dyslexia is associated with a visual-perceptual
deficit, reading difficulties worsen (Wilkins et al., 2001). In fact, it
has been shown that when dyslexic children can read through a
self-chosen colored overlay, they reading speed increases of about
a 25% (Wilkins, 2002): moreover, although it seems that even
non-dyslexic children benefit from the use of colored overlays,
the benefit resulting from the use of colored overlays by dyslexic
children is higher than that observed with non-dyslexic children
(Singleton and Henderson, 2007). With respect to adults, it seems
that only individuals with dyslexia and visual stress syndrome
benefit from the use of colored overlays when compared with
dyslexics without visual stress, non-dyslexics with visual stress,
and non-dyslexics without visual stress.

Singleton and Trotter (2005) classified a sample of dyslexic and
non-dyslexic individuals as a function of whether they experienced
high or low intensities of visual stress, and observed that only the
dyslexics individuals experiencing visual stress of high intensity
benefitted from colored overlays. From this, the authors concluded
that dyslexia and visual stress are related: they argued that if the two
conditions were independent, as proposed by Wilkins, all individ-
uals experiencing intense visual stress should have benefitted from
colored overlays, regardless the concurrent presence of dyslexia.
Noteworthy, the argument of Singleton and Trotter assumes that
colored overlays were always beneficial for visual stress, when in
presence of visual stress, and since colored overlay are not benefi-
cial for not dyslexics individuals with intense visual stress, visual
stress and dyslexia are inter-dependent. But of course, one could
argue here that it is the efficacy of colored overlay that depends on
the coexistence of the two conditions, regardless of whether or not
the two conditions are dependent.

Thus, there exist two views. According to one view, visual
stress and dyslexia are independent conditions. According

to the other view, visual stress and dyslexia are dependent
conditions.

HOW DOES COLOR HELP READING (IF IT DOES)?
Despite the many studies aimed at investigating the role of colors
in reading – also altering the features of the letters (Pinna et al.,
2010) – and that the colored overlay are widely used, the mecha-
nisms at the basis of the relation between reading and color have
not been properly understood. Possibly, one of the reason for this
lack of explanations is that the very nature of the visual stress syn-
drome and of its role in reading has been questioned, and therefore
the entire enterprise might just be a false trail.

A recent account of the causes of visual stress posits that a
strong sensorial stimulation – as a dense written text – might
lead to a reduction of the efficiency of the inhibitory mecha-
nisms in the visual cortex, thus resulting in an excessive excitation
of the cortical neurons, and this would cause illusions and dis-
tortions (Huang et al., 2003). This hypothesis implies that some
individuals are affected by a sort of cortical hypersensitivity so
that their visual cortex would overreact to intense visual stim-
ulations thus determining the symptoms associated with visual
stress, as fatigue and migraine. Building on this ground, Wilkins
and Evans (2010) proposed that the colored overlays are effective
because they distribute this excessive excitation and thus mitigate
the symptoms of visual stress, thus improving written text process-
ing and reading. Although this account lacks of strong empirical
evidence (Henderson et al., 2013), a recent neuroimaging study by
Chouinard et al. (2012) provides some initial evidence showing
cortical over-excitability in presence of visual stress syndrome.

This view of the basis of visual stress is congruent with early
studies (Wilkins et al., 1994; Robinson and Foreman, 1999) show-
ing that the color of the colored overlay is specific for each
individual, that is whit the fact that each reader benefits from the
use of colored overlays only if the color of the overlay is a specific
color.

Some of the symptoms of visual stress as blurring and illusory
migrations of letters are similar to those reported in presence of
magnocellular dysfunctions (Stein and Walsh, 1997). A dysfunc-
tion of the magnocellular pathway would produce long lasting,
anomalous visual traces which would interfere – by masking –
with the visual processing of the stimulation thus causing blur-
ring and distortions. The empirical evidence here is once more
inconsistent (Skoyles and Skottun, 2009).

Wilkins (2003) argues that the hypothesis of a magnocellular
dysfunction at the basis of visual stress might account for the
individual differences in the use of colors – this because it has
been shown that each individual benefits from the use of a given,
specific color, not from any possible color. This last proposal lacks
of empirical evidence.

According to some authors, the candidate brain structure for
understanding the relation between colored overlays and reading
is the magnocellular system (Chase et al., 2003). In fact, it has been
shown that reading is compromised within a red light environ-
ment compared to a green light environment, this because the red
light inhibits the activity of the magnocellular system (Chase et al.,
2003). Similarly, Ray et al. (2005) have shown that yellow filters –
by reducing the blue components of the light which inhibit the
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activity of the magnocellular system – increase the ability of read-
ing in dyslexic populations (however, this has not been replicated,
see: Palomo-Álvarez and Puell, 2013). Although these findings are
consistent with the idea that reading proficiency benefits from the
use of colored filters, they are inconsistent with early findings on
colored overlays, since early findings show that each individual
benefits from the use of a particular, given color, whereas these lat-
ter findings suggest that a particular color – e.g., yellow – should
work for any reader.

LATEST DEVELOPMENTS ON COLORED OVERLAYS: DO THEY
WORK OR NOT?
In recent studies, serious methodological limits in the works
supporting the use of colored overlays have been pointed out.

One of the main methodological issues has to do with the def-
inition and the diagnosis of visual stress and originates in the
way visual stress is assessed. Some authors diagnose or not visual
stress as a function of how participants responds to treatments
based on colored overlays (Kriss and Evans, 2005). Others instead
stress the symptoms of visual stress as visual distortions in reading
(Singleton and Trotter, 2005). It has been noted that in order to
use the improvements in reading due to the use of colored over-
lays as a diagnostic criterion, the symptoms should be univocally
attributable to the Meares-Irlen syndrome, which is not necessar-
ily the case (Kruk et al., 2008). In addition, some have considered
a 20% increase in reading speed with the use of colored overlays
as a threshold for the diagnosis of visual stress (Minwook et al.,
2014), others used a 5% increase in reading speed as criterion. Of
course, the prevalence of the Meares-Irlen syndrome changes as
a function of the threshold used. Wilkins et al. (2001) found that
with a threshold of 5% of increase in reading speed due to colored
overlays, the 33% of 6–8 years old children suffers of visual stress.
With a threshold of 10%, the prevalence falls to 12.5% (Kriss
and Evans, 2005), whereas with a threshold of 25%, the preva-
lence falls to 5% (Wilkins et al., 2001). The prevalence of visual
stress increases if the samples are limited to dyslexic individuals,
and goes from 47% with a threshold of 5–31% with a threshold
of 10%.

Noteworthy, the evaluation of the symptoms is based on sub-
jective reports, and, in the studies of Wilkins and colleagues (e.g.,
Wilkins et al., 2005), the participants select their favorite colors or
combination of colors themselves. From one side, these aspects
question the reliability of the diagnosis, as confirmed by low test-
retest reliability (Woerz and Maples, 1997). From another side,
these specificity and variability in the selection of the color com-
plicate the search for an explanation of why a color is better than
another for a given individual, especially assuming visual stress is
a unique condition.

Some recent studies failed to find statistically significant effects
of colored overlays. Ritchie et al. (2011) had shown that, in the
short period, colored overlays do not speed reading up compared
to non-colored overlays, whether or not the participants have a
diagnosis of visual stress. Ritchie et al. (2012) had shown that –
compared to a control condition – not even one year of use of
colored overlays results in an increase in reading speed and accu-
racy. Henderson et al. (2013) had shown that despite the fact that
often dyslexic individuals do experience stronger visual stress than

controls, neither dyslexics nor controls benefit from the use of
colored overlays.

DISCUSSION AND CONCLUSION
The existence itself of the visual stress syndrome is – at least as
an independent condition – controversial: symptoms that have
been considered mapping into an independent cluster might just
be individual-specific aspects of the more wide and articulated
dyslexia. In addition, typical visual stress symptoms might be
symptoms of dyslexia rather than causes (Olitsky and Nelson,
2003), and thus the attenuation of those symptoms – whatever
the technique employed – might have no consequences on the
quality of the reading. It has been shown that children with read-
ing difficulties do like to play video games and do play video
games for long time: some have argued that if at the basis of
their reading difficulties there were perceptual deficits, then they
would avoid such high intensity visual activities as video gaming
[American Academy of Pediatrics (AAP), 2009]. However, it has
been shown that playing action video games improves reading
skills of dyslexic children more than traditional reading treat-
ments, possibly because action video games improve attentional
abilities (Franceschini et al., 2013). This implies that despite their
lower attentional abilities, dyslexic children do like to play video
games and, also, obtain benefits from playing video games. Thus, if
the visual stress existed, then – analogously – children with visual
stress might not only like to play video games, they might also
obtain benefits from playing video games.

The idea at the basis of the Meares-Irlen syndrome, whether
or not the syndrome exists as an independent collection of symp-
toms, contributed – by focusing on the early, input processes – to
the identification of visual disorders which have been observed to
occur in presence of reading difficulties or dyslexia, thus contrast-
ing the dominant view of dyslexia that sees the deficit as due to
phonological processing impairments (Ramus, 2014). For exam-
ple, in a recent, single-case study of a dyslexic children, the authors
found visual processing disorders but not phonological disorders
(Valdois et al., 2011).

Whether colored overlays help reading or not seems at least
controversial: although initial evidence was indeed provided, more
recent studies both highlight the methodological issue of previous
studies and show that colored overlays do not help reading (Ritchie
et al., 2011, Ritchie et al., 2012; Henderson et al., 2013), On the
ground of contradictory findings as these, the [American Academy
of Pediatrics (AAP), 2009] has claimed that there is not empirical
evidence toward the efficacy of colored overlays in reading, reading
acquisition, or dyslexia, and did not recommend their use.

However, the participants in the studies of Ritchie et al. (2011);
Ritchie et al. (2012) were non-dyslexic children, and in the
study of Henderson et al. (2013) they were adults, whereas it
has been shown that effects of colored overlays are more eas-
ily found with dyslexic children (Singleton and Trotter, 2005;
Singleton and Henderson, 2007). Whether or not, at least in some
conditions, colored overlay works does not seem to be a settled
issue. Thus, although from one side, given these contradic-
tory findings, a precautionary, prudent position – as that of the
Academy of Pediatrics – on the use of colored overlay seems desir-
able, especially in clinical or educative contexts, from another side,
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given that some evidence that the colored overlays work exists, con-
cluding that colored overlays proved not worth in allaying reading
problems is premature and, possibly, incorrect.
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Bilinguals have been shown to outperform monolinguals in a variety of tasks that
do not tap into linguistic processes. The origin of this bilingual advantage has been
questioned in recent years. While some authors argue that the reason behind this apparent
advantage is bilinguals’ enhanced executive functioning, inhibitory skills and/or monitoring
abilities, other authors suggest that the locus of these differences between bilinguals and
monolinguals may lie in uncontrolled factors or incorrectly matched samples. In the current
study we tested a group of 180 bilingual children and a group of 180 carefully matched
monolinguals in a child-friendly version of the ANT task. Following recent evidence from
similar studies with children, our results showed no bilingual advantage at all, given that
the performance of the two groups in the task and the indices associated with the
individual attention networks were highly similar and statistically indistinguishable.

Keywords: bilingual advantage, inhibitory skills, executive control, attention, ANT task

INTRODUCTION
The so-called “bilingual advantage” (Kroll and Bialystok, 2013),
broadly understood as enhanced executive cognitive control for
bilinguals as compared to monolinguals, has attracted very much
interest in recent years. Different hypotheses have been proposed
to account for this bilingual advantage, all of which predict that
bilingual individuals will perform better than their monolingual
peers in processing incongruent or salient irrelevant information.
While there has been considerable evidence to date support-
ing a bilingual advantage, very recently there has also been an
increase in the number of studies showing a similar performance
of bilinguals and monolinguals in non-linguistic executive con-
trol tasks. The present study provides data collected from a large
sample of carefully matched bilinguals and monolinguals suggest-
ing that the so-called bilingual advantage is not generalizable and
replicable when the samples are properly controlled.

One of the most commonly studied tasks in which bilinguals
have been claimed to outperform monolinguals is the classic
Stroop task (Stroop, 1935). In this task, participants have to
name the color in which target words are printed. The difference
between the latencies to incongruent trials (i.e., the target word
to be named is the name of a color and is printed in a differ-
ent ink color; e.g., the word “green” printed in red color) and the
latencies to congruent trials (i.e., target word and its color match;
e.g., the word “green” printed in green) is the Stroop effect, and
is an index of inhibitory control. The Stroop effect was found
to be smaller in bilingual participants than in their monolin-
gual peers and this difference has been claimed to be especially

evident in older bilinguals when compared to their monolingual
counterparts (e.g., Bialystok et al., 2008; Hernández et al., 2010).
However, as we will explain below, recent results have challenged
these findings showing negligible differences between bilinguals
and monolinguals in the Stroop task (Duñabeitia et al., 2014).

Evidence in favor of the so-called bilingual advantage has been
also obtained using the Simon paradigm (Simon and Rudell,
1967). In this task, participants have to respond with either their
left or right hand depending on one specific feature of the stim-
ulus (e.g., the color), while ignoring other salient but apparently
irrelevant features of the target (e.g., its location). The Simon task
includes congruent and incongruent conditions, as a function of
the match between the relevant and irrelevant features. The differ-
ence between congruent and incongruent trials (the Simon effect)
has been typically found to be smaller in bilinguals than in mono-
linguals (Bialystok et al., 2004). Again, as with the Stroop task,
this bilingual advantage has been found to be much stronger in
older than in younger adults (Bialystok et al., 2004). However, as
in the case of the Stroop task, recent studies have also reported
negligible differences between bilinguals and monolinguals in the
Simon task (see Prior and MacWhinney, 2010; Humphrey and
Valian, 2012; Kousaie and Phillips, 2012; Kirk et al., 2013; Paap
and Greenberg, 2013; Sawi and Paap, 2013; Gathercole et al.,
2014).

Another task extensively used in the attention domain to show
the bilingual advantage is the Attentional Network Test (ANT;
Fan et al., 2002). This task, which is a combination of the clas-
sic flanker task (Eriksen and Eriksen, 1974) and the cueing task
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(Posner, 1980), measures the three independent attentional net-
works of Orienting, Alerting and Executive control (e.g., Fan
et al., 2003). In this task, participants need to respond to the pres-
ence of an arrow on the screen, by indicating whether the arrow
is pointing to the left or to the right. The critical arrow (e.g.,→)
can be flanked by another 2 arrows on each side, either pointing
in the same direction (Congruent trials; e.g., →→→→→) or
in the opposite direction (Incongruent trials; e.g.,←←→←←).
Simple lines can also flank the central arrow, this way creating
the Neutral condition (e.g., - -→ - -). Previous to each flanker
trial and after a random time period, participants can be cued
about the position where the arrows are going to appear, since
the arrows can appear either in the upper or in the lower part
of the screen. The Cue factor can be manipulated so that partici-
pants see a valid Spatial Cue (i.e., an asterisk in a congruent cueing
position), a Double Cue (i.e., one asterisk in the upper part and
another one in the lower part), a Neutral Cue (an asterisk in the
middle of the screen) or No Cue at all. With the combination of
these 4 cue conditions (Double, Spatial, Center and No cue) and 3
flanker conditions (Congruent, Incongruent and Neutral), a mea-
surement of the three attentional networks can be obtained. The
index of the Alerting Network can be obtained by subtracting the
reaction times in the Double Cue condition and the ones in the
No Cue condition. Similarly, the Orienting index can be obtained
by comparing the Central Cue and the Spatial Cue conditions.
Finally, and possibly the most important for our purposes, the
Conflict Effect, which is closely related to executive control, can
be obtained by comparing the reaction times to Incongruent and
Congruent trials.

In the Revised ANT task (ANT-R, Fan et al., 2009) a fifth
cueing condition was created: the Invalid Spatial Cue. This was
conceived as the opposite of the Valid Spatial Cue, which precedes
the target stimuli in its exact same position. The Invalid Spatial
Cue precedes the target arrow in the opposite part of the screen,
so that an asterisk in the lower part would precede targets appear-
ing in the upper part of the screen, and an asterisk in the upper
part would precede targets appearing in the lower part. By com-
paring the (longer) latencies to the Invalid Cue condition to the
(shorter) reaction times to the Valid Cue trials, the Validity index
is obtained, considered as an index of reorienting attention.

The ANT task has been found to show a different developmen-
tal pattern for the different networks. Rueda et al. (2004), tested
children from 6 to 10 years of age in an adapted version of the
ANT task where the arrows were replaced with fishes to make
it more child-friendly. Not surprisingly, they found that overall
reaction times and error rates decreased gradually as a function
of age. When the Alerting, Orienting, and Conflict networks were
analyzed separately, the authors found that the developmental
pattern was not parallel for these three networks. On the one
hand, the Alerting network showed negligible changes between
ages 6 and 10. Similarly, the Orienting network failed to show a
clear-cut developmental change. In contrast, the Conflict effect
showed a remarkable improvement from age 6 to age 7, remaining
relatively stable after that.

Similarly to the Stroop and the Simon tasks, when the ANT
task has been used to explore differences between bilinguals
and monolinguals, an intriguing pattern has been found. For

instance, Costa et al. (2008) tested Catalan-Spanish bilinguals
and compared them to their monolingual peers. When looking
at the specific attention networks, they found that monolinguals
showed larger Conflict effects than bilinguals. Besides, in the
Alerting network, bilingual participants showed larger benefits
than monolinguals due the presence of an Alerting Cue. They
also reported that bilingual participants were overall faster than
their monolingual peers regardless of the Flanker and Cue type,
and they showed that the overall RT differences could not be sim-
ply explained by bilinguals just being better than monolinguals
at conflict resolution, given that they were also faster in con-
gruent trials. Taken together, these results led them to abandon
the hypothesis that the bilingual advantage was the consequence
of bilinguals’ better ability to process incongruent information,
and to propose that it reflected bilinguals’ enhanced monitoring
abilities.

To further test this hypothesis, Costa et al. (2009) ran a ver-
sion of the ANT manipulating the monitoring demands using
different groups of bilingual and monolingual participants. In
a first experiment they created a low-monitoring context, with
92% of the trials belonging to one condition (either Congruent
or Incongruent) and 8% to the other condition, thus making the
condition of the upcoming target highly predictable. In a second
experiment, they created two high-monitoring contexts. In one
of the contexts, each condition (i.e., Congruent and Incongruent)
was represented by 50% of the trials, making it difficult to pre-
dict the condition of the individual trial. In the other context, the
authors opted for a 75% congruent-25% incongruent distribu-
tion of the trials. Costa et al. found that bilingual participants
were overall faster than monolinguals in the highest monitor-
ing context (namely, 50% of the trials per condition), but did
not show differences in the magnitude of the Conflict effect.
Contrarily, in the low-monitoring context, both groups behaved
similarly, with no differences in overall RTs or in the magnitude
of the Conflict effect. In the 75–25% context a slight advantage
was found in overall RTs and in the Conflict effect for bilin-
guals, but these effects were modest and exclusively confined to
the first experimental block. Hence, the results reported by Costa
et al. suggest that (1) the so-called bilingual advantage does not
seem to be exclusively related to an enhancement of bilinguals’
inhibitory skills (Green, 1998; Bialystok et al., 2004; Kroll et al.,
2008; and see also Morales et al., 2013 for an explanation combin-
ing inhibitory and monitoring skills), and that (2) the appearance
of the bilingual advantage seems to be restricted to certain exper-
imental conditions, often failing in its replication (e.g., Prior
and MacWhinney, 2010; Kousaie and Phillips, 2012; Paap and
Greenberg, 2013).

Clearly at odds with these findings reported by Costa et al.
(2009), a recent study by Pelham and Abrams (2014) testing
young adults who were early bilinguals, late bilinguals or mono-
linguals in the ANT showed a significant bilingual advantage in
conflict resolution. They found that monolinguals were slower
than the two bilingual groups in incongruent trials, showing
larger conflict effects than both late and early bilinguals (with no
differences between the last two).

Although the main focus of bilingualism research using the
ANT task has been the Conflict effect, given its direct relationship
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with executive control and its implications for the bilingual
advantage based on inhibitory skills; it is worth noting that there
has also been evidence of differences in the Alerting effect (Costa
et al., 2008; but see Costa et al., 2009) and in the Orienting net-
work (Colzato et al., 2008; but see Hernández et al., 2010). Clearly,
it is difficult to extract a take-home-message from the bulk of evi-
dence gathered from ANT studies with bilingual and monolingual
adult samples, given the high degree of variance in the observed
results.

Leaving aside the debate about critical experimental settings,
tasks or contexts that lead to the appearance or vanishing of the
bilingual advantage, it is worth noting that the strongest pieces of
evidence supporting it come from adult research and especially
from research done with elder adults. However, this bilingual
advantage is more elusive in research with children and the num-
ber of discrepant studies of this type has increased in recent years.
Curiously, it should be mentioned that even researchers show-
ing differences between bilingual and monolingual adults admit
that the evidence in favor of a bilingual advantage in children is
certainly limited (Bialystok et al., 2010, 2012; see also Hilchey
and Klein, 2011, for a review). Furthermore, it has been sug-
gested that some factors other than the mere linguistic profile
of the participants may play a very important role in the emer-
gence of the bilingual advantage in different tasks. For instance,
Morton and Harper (2007) tested a group of bilingual and mono-
lingual children in a Simon task and they found no differences in
their performance as a function of the number of languages they
knew. Instead, they found a significant correlation between their
socio-economic status (SES) and their performance in the task,
arguing that the SES, not bilingualism, was the crucial factor in
producing the effect. Hence, the number of intra-experimental
and external factors that seem to have a direct impact on the
appearance (and the magnitude) of the bilingual advantage is
increasing, and the true nature of bilingual outperformance in
executive control tasks remains unclear, casting doubts on some
of the claims that have lead the field in the last decade. In this
line, Paap and Greenberg (2013) recently reported that the stud-
ies which have failed to obtain a bilingual advantage should not
be ignored. They noted that many of the studies showing a bilin-
gual advantage could possibly be showing a Type I error, due to
inadequately matched or very small groups, uncontrolled exter-
nal factors or task-dependency effects. They concluded that the
replicability and the cross-study reliability of this advantage are
markedly low.

Following this line of reasoning, in a recent study, Duñabeitia
et al. (2014) compared the performance of a group of more than
250 bilingual children to that of a group of very well matched
monolinguals in both the classic Stroop task and the Numerical
Stroop task (a variation of the classic task with minimal involve-
ment of language). Following the claims raised, among others,
by Paap and Greenberg (2013) and Morton and Harper (2007),
Duñabeitia et al. carefully matched participants for age, read-
ing and mathematical abilities, and verbal and non-verbal IQ,
together with some socio-economic indicators. In a series of dif-
ferent analyses, Duñabeitia et al. found no signs of a difference
in the performance of these two groups. These findings lead
the authors to conclude that the so-called bilingual advantage

in executive control tasks seems to be inexistent in children.
Nonetheless, as they acknowledged, further research is needed in
order to shed light on the replicability of the bilingual advantage
across tasks.

These conclusions are also endorsed by a recent study by
Gathercole et al. (2014), who tested a large number of Welsh
children and adults in different tasks (n = 650 in a card sorting
task, n = 557 in the Simon task and n = 354 in a grammatical-
ity judgment task). The different groups tested included English
monolinguals and bilinguals coming with different degrees of use
of Welsh and English (i.e., bilinguals who only spoke Welsh at
home, bilinguals who used both Welsh and English at home, and
bilinguals coming from English-speaking homes). Importantly,
Gathercole et al. found no evidence for a bilingual advantage.
No differences were found in the switch cost or overall perfor-
mance in the card sorting task. Similarly, negligible differences
were found in the Simon task. The grammaticality judgment task
also failed to reveal any systematic bilingual advantage.

Considering the lively debate about how bilingualism may
affect performance in the ANT task, in the current study we tested
a group of 360 children (180 bilinguals, 180 monolinguals) of dif-
ferent ages in a child-friendly version of the ANT (see Rueda et al.,
2004). Similarly to the careful matching of the participants tested
in the study by Duñabeitia et al. (2014), special care was taken to
avoid the influence of uncontrolled factors in the data observed.
Following the inconsistent results obtained in the ANT with adult
participants (see Costa et al., 2009; Pelham and Abrams, 2014),
the absence of a bilingual advantage in the study with children
presented by Duñabeitia et al. (2014), and the results reported by
Rueda et al. regarding the different development of the attention
networks as a function of age, here we investigated (1) whether
there is a bilingual advantage in children in any of the attention
networks, and (2) whether the development of these networks is
similar or different for bilingual and monolingual children.

METHODS
PARTICIPANTS
Two groups of participants were recruited from different schools
in Spain (n = 360, females = 211). The first group was made up
of 180 Spanish monolingual children (females = 106) from sec-
ond, third, fourth and fifth grades of elementary school and grade
one from secondary school. These monolinguals were recruited
from Spanish schools in places where Spanish is the only official
language, and none of them had fluent knowledge of any other
language than Spanish. Also, none of them corresponded to any
immigrant minority and they were only exposed to Spanish at
home. The second group was formed by 180 bilingual children
(females = 105) from the same grades who were born and lived
in the Basque Country. The Basque Country is a Spanish region
where two languages, Basque and Spanish, are co-official. All
these bilingual children were attending bilingual schools where
both languages were used as vehicular languages. According to
the legal requirements, bilingual schools in the Basque Country
ensure that teachers switch from one to the other language as
they switch academic subjects, making sure of a similar distribu-
tion of the languages across subjects and school time (50% in each
language). This way, Basque children attending bilingual schools
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are exposed actively to the two languages on a daily basis dur-
ing schooling. A linguistic competence questionnaire filled in by
171 of the 180 bilingual children’s parents (namely, 95% of the
sample) showed that bilingual participants had acquired the two
languages very early in life, with overall age-of-acquisition scores
of 0.58 years (SD = 0.77) for Spanish and of 2.23 years (SD =
1.07) for Basque. The parents’ subjective ratings for the children’s
performance in Basque and Spanish were collected on a 0-to-10
scale, where 10 represented a perfect knowledge and use of the
language. Children’s mean proficiency scores in Spanish was 8.65
(SD= 1.17), and their score in Basque was 5.96 (SD= 1.63).

The reason for selecting samples of children instead of adult
samples is twofold. First, considering the idiosyncrasy of the bilin-
gual educational system in the Basque Country (see above), a
relatively high degree of control of children’s use of the two
languages can be applied. Simply by checking their academic syl-
labus and the language in which each subject is being taught,
daily exposure to both languages can be ensured. And second,
considering that the most reliable pieces of evidence supporting
the so-called bilingual advantage have been obtained for indi-
viduals that are not at ceiling level in their executive functions
(e.g., elderly), it could be tentatively suggested that any difference
between bilinguals and monolinguals should also emerge in sam-
ples of individuals who have not reached yet a fully developed
attentional system (e.g., children). The different cognitive and
executive skills develop progressively during childhood, and while
some of them are relatively mature around age 12–13, many other
executive processes are only fully developed or established during
mid-adolescence or adulthood (see Anderson, 2002, for review).

In order to explore the developmental trajectory of the atten-
tion networks, we divided the sample of bilinguals and mono-
linguals into three evenly distributed subgroups. Monolingual
and bilingual 2nd and 3rd graders were classified as Group
1, 4th and 5th graders were classified as Group 2, and 6th
graders and students from the first high school grade were clas-
sified as Group 3. 120 children were included in each group,
half of them (n = 60) corresponding to a monolingual environ-
ment and the other half corresponding to a bilingual context.
Pairwise comparisons within each group showed no differences
(all ps > 0.11) between bilinguals and monolinguals in age, gen-
der, overall reading and arithmetic skills (as assessed by their
teachers on a 1-to-5 Likert scale), verbal, non-verbal and com-
posed IQ [obtained from the Spanish version of the Kaufman
Brief Intelligence Test (1990), K-BIT], income at home (clas-
sified according to the following categories: >3000C/month,
category 1; 2001–3000C, category 2; 1601–2000C, category 3;
1201–1600C, category 4; 750–1200C, category 5 and <750C cat-
egory 6), number of years of formal education of the parents,
and parental work status (including three possible categories:
neither works, only one of them works, both of them work).
Furthermore, we made sure that none of the participants had
any specific developmental, psychological, psychiatric, or educa-
tional disorder, deficit, or special need by including a series of
questions in this regard in the questionnaires completed by par-
ents and teachers. Besides, none of the children had repeated any
academic year and no child with scores below the 20th centile in
verbal, non-verbal, and combined IQ tests was included in the
sample. Hence, the two groups were carefully matched in many

socio-economic and cognitive measures (see Table 1 for detailed
comparisons).

DESIGN
In this version of the child Attention Network Test (ANT) two
within-subject factors were manipulated, Cue type (Double Cue,
Valid Cue, Invalid Cue, Neutral Cue and No Cue) and Flanker
type (Incongruent, Congruent), leading to a total of 10 condi-
tions. As already explained in the Introduction, Fan et al. (2009)
suggested that the inclusion of an index of validity within the cue-
ing conditions provides an additional measure of the ability to
reorient attention. Hence, valid and invalid cues were included
in the current design too. The cueing manipulations were cre-
ated by presenting (or not) an asterisk on the screen prior to the
presentation of the target strings. These cues could be presented
at the same position of the upcoming target (Valid condition),
or in the opposite position (Invalid condition). In order to cre-
ate the Double Cue condition, two asterisks were presented at
the same time above and below the center of the screen. The
Neutral Cueing condition was created by presenting the aster-
isk at the center of the screen, and the No Cue condition was
created by not providing any visual cue. Regarding the flanker
manipulation, the target was a left- or right-pointing yellow fish
(1.6◦), presented above or below the fixation cross. This central
fish was flanked on both sides by two fishes pointing either in the
same direction (Congruent trials), or in the opposite direction
(Incongruent trials). The distance between the fishes was 0.21◦.
The target and flankers subtended 8.84◦ and were presented 1◦
above and below the fixation cross over a blue-green background.
For detailed description of the stimuli and procedure, see Rueda
et al. (2004).

PROCEDURE
All the stimuli were presented on a computer screen. Each trial
began with a fixation cross (1◦ of visual angle) with a random
duration between 400 and 1600 ms. Then a cue (an asterisk)
could appear in any of its variants (see below) for 150 ms. Next, a
centered fixation cross appeared on the screen for 450 ms, imme-
diately followed by the target and flanker stimuli. The target string
stayed on the screen until a response was given or for a maximum
of 1700 ms. After each trial, feedback was provided.

A session of the ANT consisted in a total of 288 trials. Each
trial represented one of the 10 conditions mentioned above (Cue
type × Flanker type). To keep the high-monitoring demanding
context, 50% of the trials belonged to the Congruent condi-
tion and the other 50% to the Incongruent condition. Regarding
each cueing condition, there were 72 Double Cue, 48 Valid, 48
Invalid, 48 Neutral Cue and 72 No Cue trials. Participants were
seated at a distance of about 55 cm from the screen and they were
instructed with a series of practice trials to indicate the direction
of the central fishes of the strings, pressing the “L” key in the key-
board for right responses or the “S” key for left responses. Both
accuracy and reaction times were recorded in each experimental
trial.

DATA ANALYSIS
Reaction times below 200 ms (only representing 0.12% of the
data) were excluded. Reaction time data was trimmed by using
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the classic 2.5SD criterion, resulting in the exclusion of the 2.49%
of the data, and RTs associated with erroneous responses were not
included in the latency analyses. Before focusing on the individual
indices for each attention network, all the conditions were ana-
lyzed in a general ANOVA including Cue Type (No Cue, Valid
Cue, Invalid Cue, Double Cue and Neutral Cue) and Flanker
Type (Congruent and Incongruent) as within-participant fac-
tors, and Language (Bilinguals and Monolinguals) and Group
(First, Second and Third group) as between-participants factors.
In subsequent analyses we looked at the different attention net-
works by measuring the following indexes: the difference between
Congruent and Incongruent trials as a reflection of executive con-
trol (Conflict effect), the differences between the Double Cue and
the No Cue conditions for the alerting network (Alerting effect),
the orienting network as measured by the difference between the
trials with a Neutral Cue and trials with a Valid Cue (Orienting
effect), and finally the difference between the trials with a Valid
Cue vs. the trials with an Invalid Cue as markers of the Validity
effect. Detailed information about the RT and error data is
presented in Table 2.

RESULTS
GENERAL ANALYSES
In the RT analysis, we found significant main effects of Flanker
Type [F(1, 354) = 1624.68, MSE = 1993.35, p < 0.01], Cue Type
[F(4, 1416) = 237.19, MSE = 1298.75, p < 0.01] and Group
[F(2, 354) = 120.07, MSE = 66486.08, p < 0.01]. In contrast, the
main effect of Language was not significant [F(1, 354) = 2.22, MSE
= 66486.08, p > 0.13]. The 2-way interaction between Flanker
Type and Group was significant [F(2, 354) = 12.5, MSE= 1993.35,

p < 0.01], and the same was true for the interaction between
Flanker Type and Cue Type [F(4, 1416) = 24.12, MSE = 893.76,
p < 0.01]. None of the other interactions was significant.

In error rate analysis, both Language groups performed simi-
larly (F < 1). The main effects of Flanker Type [F(1, 354) = 303.20,
MSE = 35.25, p < 0.01], Cue Type [F(4, 1416) = 11.52, MSE =
17.61, p < 0.01], and Group [F(2, 354) = 43.53, MSE = 210.73,
p < 0.01] were significant. The only significant interactions
found were the Flanker Type * Group interaction [F(2, 354) =
6.85, MSE = 35.25, p < 0.01], and the Flanker Type * Cue Type
interaction [F(4, 1416) = 90.32, MSE = 17.44, p < 0.01].

Thus it is important to notice that none of the interactions
with Language were significant, showing that the same effects
hold for bilinguals and monolinguals.

THE THREE ATTENTIONAL NETWORKS
Considering the reliable Flanker Type * Cue Type interactions,
and following preceding research, we explored each of the effects
mentioned above individually (i.e., Conflict, Alerting, Orienting
and Validity), and the manner in which the between-participants
factors Group and Language could modulate them (see Table 3
and Figure 1 for comparisons between Language groups; and see
Table 4 and Figure 2 for a detailed comparison between Language
Groups in each Age Group).

Executive network: the Conflict effect
In the RT analysis, the Conflict effect as measured by the fac-
tor Condition (Congruent vs. Incongruent trials) was signifi-
cant [F(1, 354) = 1624.68, MSE = 398.67, p < 0.01], as well as
the main effect of Group [F(2, 354) = 120.07, MSE = 13297.22,

Table 2 | Reaction times and error rates to each condition.

Conditions

Double Cue Neutral Cue Valid Cue Invalid Cue No Cue Congruent Incongruent Total

Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD

REACTION TIMES

Bilinguals 690.30 110.13 705.87 112.55 672.67 107.13 724.39 103.20 714.49 108.34 670.88 104.01 732.21 109.47 701.55 105.75

Monolinguals 676.12 101.31 692.86 111.44 659.59 106.71 711.09 108.94 703.99 105.34 659.41 103.97 718.05 106.95 688.73 104.48

ERROR RATES

Bilinguals 4.92 5.40 4.92 5.41 4.56 5.30 5.91 6.30 5.69 5.61 3.45 4.58 6.95 5.90 5.20 4.91

Monolinguals 4.58 5.64 4.99 5.72 4.20 5.84 5.60 6.43 5.02 5.68 3.18 4.78 6.57 6.30 4.88 5.28

Table 3 | Attentional networks, measured as the difference in reaction times and error rates.

Attentional networks

Conflict index Orienting index Alerting index Validity index

Mean SD Mean SD Mean SD Mean SD

REACTION TIMES

Bilinguals 61.34 29.51 33.20 39.85 24.19 32.82 51.72 41.95

Monolinguals 58.64 28.94 33.27 38.50 27.87 30.76 51.50 42.78

ERROR RATES

Bilinguals 3.50 3.91 0.36 4.22 0.76 4.00 1.35 4.51

Monolinguals 3.39 3.71 0.79 3.77 0.43 4.09 1.40 4.28
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p < 0.01] and the interaction between them [F(2, 354) = 12.50,
MSE = 398.67, p < 0.01]. It took longer for participants to
respond to the Incongruent trials as compared to the Congruent
ones, and participant speed of response increased as a function of
age (see below). Importantly, the main effect of Language was not
significant [F(1, 354) = 2.22, MSE = 13297.22, p > 0.13], and it
did not interact with Condition (F < 1) or with Group (F < 1).
The 3-way Language∗Condition∗Group interaction was not sig-
nificant [F(2, 354) = 2.22, MSE = 398.67, p > 0.11]. Hence, we
can conclude that monolinguals and bilinguals showed highly
similar Conflict effects.

In order to explore the origin of the significant
Condition∗Group interaction, follow-up contrasts were run
collapsing the data across linguistic profiles. Pairwise contrasts
showed that the differences in the responses to the two types
of flankers (Congruent, Incongruent) decreased with age. Thus,
when comparing the Conflict effect in each Group, we observed
that the first group showed the largest Conflict effect (average
of 70 ms), and that this effect progressively diminished with age
(Group 2 = 57 ms; Group 3 = 52 ms). Pairwise tests showed that
the effect was significantly larger for Group 1 than for Group
2 and Group 3 [Group 1 vs. Group 2: t(238) = 3.18, p < 0.01;
Group 1 vs. Group 3: t(238) = 4.54, p < 0.01], while the differ-
ence was not significant between Groups 2 and 3 [t(238) = 1.70,
p < 0.1].

In error rate analysis only the main effects of Condition
[F(1, 354) = 303.20, MSE = 7.05, p < 0.01] and Group
[F(2, 354) = 43.53, MSE = 42.15, p < 0.01] were significant.

FIGURE 1 | Comparison of indexes across Language Groups.

The only significant interaction was found between Condition
and Group [F(1, 354) = 6.85, MSE = 7.05, p < 0.01]. Replicating
the RT data, the error data showed a clear Conflict effect, with
higher error rates in incongruent than in congruent conditions
and a modulation of the percentages of errors as a function of age
(i.e., overall error rates diminished as a function of age). Given
the significant interaction, we can conclude that the magnitude
of the Conflict effect decreased as a function of age. Importantly,
the Language effect and the interactions between this and the
other factors were negligible (all Fs < 1 and all ps > 0.5).

Alerting network: the Alerting effect
When considering the differences in RTs between the Double
Cue and the No Cue conditions, only the main effects of
Condition [F(1, 354) = 239.44, MSE = 509.37, p < 0.01] and
Group [F(2, 354) = 118.55, MSE = 13364.56, p < 0.01] were sig-
nificant. The Language effect was not significant [F(1, 354) = 2.05,
MSE = 13364.56, p > 0.15]. None of the interactions were signif-
icant (Fs < 1.20, ps > 0.27]. Hence, participants responded faster
to Double Cue trials than to No Cue trials and they became overall
faster as their age increased but the difference between the cueing
conditions did not differ across ages or across language profiles.

In the error rate analysis, the only significant effects corre-
sponded to the factors Condition [F(1, 354) = 7.81, MSE=8.25,
p < 0.01] and Group [F(2, 354) = 41.25, MSE = 44.43, p <

0.01], showing that participants made more errors in No Cue
trials than in Double Cue trials and that the number of errors
decreased as a function of age. No other effects or interactions
were significant (all Fs < 1.1 and all ps > 0.3).

Orienting network: the Orienting effect
The Orienting effect (i.e., Valid Cue vs. Neutral Cue) was sig-
nificant [F(1, 354) = 260.30, MSE = 763.89, p < 0.01], as was the
main effect of Group [F(2, 354) = 109.45, MSE = 14488.40, p <

0.01]. Responses to trials with a Valid Cue were faster than
responses to trials with a Neutral Cue and averages RTs decreased
as a function of age. In contrast, the main effect of Language was
not significant [F(1, 354) = 2.12, MSE= 14488.40, p > 0.14], and
none of the interactions involving the factor Language was sig-
nificant (all Fs. < 1). A marginal interaction between Condition
and Group was found [F(2, 354) = 2.84, MSE= 763.89, p < 0.07],
suggesting that the magnitude of the Orienting effect decreased
with age. Follow-up pairwise contrasts showed similar Orienting
effects for Groups 1 and 2 (39 and 34 ms, respectively; t < 1),
and a significantly smaller effect for Group 3 [27 ms; Group 1 vs.

Table 4 | Latency differences in attentional networks in each age group.

Conflict Orienting Alerting Validity

effect effect effect effect

Age Group Bilinguals Monolinguals Bilinguals Monolinguals Bilinguals Monolinguals Bilinguals Monolinguals

Group 1 73.53 (36.21) 66.63 (35.81) 38.02 (49.51) 39.59 (49.61) 21.71 (41.38) 30.06 (41.01) 51.56 (50.14) 56.76 (47.72)

Group 2 54.44 (21.51) 60.60 (26.15) 34.12 (38.12) 33.95 (35.92) 23.77 (32.63) 25.18 (20.58) 54.47 (43.28) 58.27 (43.66)

Group 3 56.04 (25.29) 48.69 (20.12) 27.47 (29.25) 26.26 (25.62) 27.09 (21.82) 28.37 (27.44) 49.14 (30.63) 39.49 (33.88)

Means and SD (in parenthesis) are displayed.
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FIGURE 2 | The four indexes, representing the attentional networks, across age groups and language groups.

Group 3: t(238) = 2.32, p < 0.03; Group 2 vs. Group 3: t(238) =
1.71, p < 0.09].

In the error rate analysis, the only significant effects found were
in Condition [F(1, 354) = 7.33, MSE = 8.06, p < 0.01], showing
more errors in the Neutral Cue condition than in the Valid Cue
condition, and Group [F(2, 354) = 34.74, MSE= 45.66, p < 0.01],
showing a decrease in the amount of errors as a function of age.
No other effects or interactions were significant (all Fs < 1.1 and
all ps > 0.3).

Reorienting: the Validity effect
The difference between trials with a Valid Cue and trials with an
Invalid Cue were significant in the RT analysis [main Condition
effect: F(1, 354) = 539.92, MSE = 888.06, p < 0.01], and the
Group effect was also significant [F(2, 354) = 117.92, MSE =
13211.03, p < 0.01]. Invalid Cues produced longer response
times than Valid Cues, and the overall response times decreased
as a function of age. These two effects marginally interacted with
each other [F(2, 354) = 2.78, MSE = 888.06, p < 0.07], suggest-
ing that the magnitude of the Validity effect decreased with age.
Follow-up t-tests showed that the magnitude of the Validity effect
was similar for Groups 1 and 2 (54 and 56 ms, respectively; t < 1),
and that the effect was smaller for Group 3 (44 ms) than for Group
2 [t(238) = 2.44, p < 0.02] and, although marginally significant,
than for Group 1 [t(238) = 1.84, p < 0.07]. Critically, the main

effect of Language was not significant [F(1, 354) = 2.37, MSE =
13211.03, p > 0.12], and none of the interactions involving the
Language factor were significant either (all Fs < 1.15 and ps >

0.32).
Parallel findings were also observed in the error rate analy-

sis, showing significant Condition [F(1, 354) = 35.60, MSE= 9.59,
p < 0.01] and Group effects [F(2, 354) = 37.15, MSE = 51.80,
p < 0.01], together with a marginal interaction between these two
factors [F(2, 354) = 3.03, MSE = 9.59, p < 0.06]. Again, no other
effects or interactions were significant (all Fs < 1 and all ps > 0.5).

BAYESIAN NULL HYPOTHESIS TESTING
Given that classical hypothesis testing does not allow for accept-
ing the null hypothesis, we tested the critical differences of
interest following a Bayesian approach (see Rouder et al., 2009,
among others). For each index (Conflict, Validity, Orienting
and Alerting), we used a Bayes factor (BF) approach to com-
pare a model that assumed no differences between bilinguals
and monolinguals (H0) against a model that assumed that bilin-
guals perform differently from monolinguals (H1). With this test,
the null hypothesis is accepted if the resulting BF is below 0.3,
and the alternative hypothesis is accepted if it is above 3 (see
Kruschke, 2011, Figure 3 in page 6). When comparing bilinguals
and monolinguals’ Conflict effects, results favored the accep-
tance of the null model (BF < 0.18). The other three attentional
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FIGURE 3 | Proportion of the posterior distribution falling within the

ROPE as a function of ROPE width. X axis shows how far the ROPE
limit is from 0 value (no differences). Y axis reflects the proportion of

the posterior distribution that falls inside the ROPE. Dotted line shows
the proportion at the right edge of the highest posterior density interval
(HDI).

networks responded similarly, all of them being better explained
by a null model as compared to the alternative (BF < 0.12 for
the Orienting effect, BF < 0.21 for the Alerting effect, and BF <

0.13 for the Validity effect). These results suggest support for the
hypothesis of no difference.

We further explored the reliability of the current lack of
differences using Bayesian Parameter Estimation by testing the
degree of confidence of the null value with the Region of
Practical Equivalence (i.e., ROPE; see Kruschke, 2013, for details).
Following this approach, a ROPE comprising the range of val-
ues assumed to be statistically equal to the null value (i.e., how
much of a difference is accepted to be considered equal to no dif-
ferences at all) is determined by previous findings in the field. If at
least 95% of the posterior distribution (i.e., the prior distribution
updated by the distribution of the current data) falls within this
ROPE, the null hypothesis should be accepted. In contrast, if 95%
of the posterior distribution falls outside the ROPE, then the alter-
native hypothesis should be accepted. The ROPE width would
ideally be taken from preceding similar studies, but in this case
there is not a consensus in the literature about the smallest mean-
ingful difference. Therefore, we calculated the proportion of the

posterior falling within the ROPE boundaries for a range of ROPE
limits from 0 to 20 ms in each index (Conflict, Alerting, Orienting
and Validity). This approach allows us to calculate the range of
values surrounding 0 that should be accepted as equivalent to no-
differences (i.e., the ROPE) to accept the null hypothesis. As seen
in Figure 3, in order to get the 95% or more of our posterior dis-
tributions within the ROPEs, the radii of the ROPEs need to be
set to values ranging from 7.6 to 10 ms (10 ms for Alerting, 7.6
for Orienting, 8.3 for Conflict and 8.5 for Validity). In essence,
this means that, if we accept differences between 7.6 and 10 ms as
equivalent to no differences at all, and given that then the major-
ity of the distribution of the differences falls below these limits, we
take this as support for the null hypothesis(1). Considering that
the differences found between bilinguals and monolinguals in the
four indices are far below these cutoff points (4 ms for Alerting,

1It should be noted that this does not imply that any between-group differ-
ence larger than 10 ms would significantly allow us to accept the alternative
hypothesis. For this to be the case, at least 95% of the posterior distribution
should lay outside the ROPE, and this would necessarily imply a much larger
difference.
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0 ms for Orienting, 3 ms for Conflict and 0 ms for Validity), con-
sidering also that reliable differences in RTs of 10 ms in studies
of children are rarely reported (note also that even in adult dif-
ferences of 10 ms in the conflict effect between bilinguals and
monolinguals may result in a non-significant effect (see Costa
et al., 2009), we believe the data support the null hypothesis (no
differences between bilinguals and monolinguals).

GENERAL DISCUSSION
The aim of this study was to investigate whether bilingual chil-
dren exhibit an advantage as compared to their monolingual
peers in the ANT task, which has been typically considered the
paradigm best suited to explore the different attention networks.
As described in the Introduction, different explanations have
been given for the so-called bilingual advantage (see Green and
Abulatebi, 2013; Kroll and Bialystok, 2013); but all of them coin-
cide in suggesting that the continuous use and control of (and
switching between) two languages provides bilinguals with a set
of enhanced attention skills that ultimately leads to the emergence
of differences between monolinguals and bilinguals in differ-
ent non-linguistic tasks closely associated with executive control.
In light of some recent studies failing to replicate the bilingual
advantage with different populations (e.g., Paap and Greenberg,
2013; Duñabeitia et al., 2014; Gathercole et al., 2014), and con-
sidering the existing debate between researchers suggesting that
bilinguals outperform monolinguals in the ANT task (e.g., Kapa
and Colombo, 2013; Pelham and Abrams, 2014) and those sug-
gesting that the bilingual advantage in this task is restricted to
certain conditions and designs (e.g., Costa et al., 2009), we inves-
tigated whether a large sample of bilingual children would exhibit
better performance in this task than a group of carefully matched
monolingual children. Our results unambiguously demonstrated
that the so-called bilingual advantage could not be replicated in
the ANT when a sufficiently large and well-matched group of
bilingual and monolingual children were tested.

Our results add to a growing body of evidence showing that
most forms of bilingual advantage in tasks exploring attention
skills may well be the result of uncontrolled factors (e.g., Morton
and Harper, 2007; Paap and Greenberg, 2013; see also Paap and
Liu, 2014, and Paap, submitted, for review) or specific condi-
tions associated with the design and procedure (e.g., Costa et al.,
2009). Also, together with the results provided by Duñabeitia et al.
(2014) from a large-scale study testing monolingual and bilin-
gual children in two different versions of the Stroop task and by
Gathercole et al. (2014), who tested a large number of Welsh-
English bilinguals and English monolinguals in different tasks,
these results demonstrate the clear similarity between monolin-
gual and bilingual children in their performance in tasks with
high executive control demands.

We argue that if the so-called bilingual advantage were a
consequence of bilinguals’ enhanced inhibitory skills, a reduced
Conflict effect should have been found for the bilingual group
(i.e., smaller differences between Incongruent and Congruent tri-
als for bilinguals than for monolinguals). This was not the case,
and participants performed in a highly similar fashion in these
two conditions regardless of their linguistic profile. On the other
hand, if the previously reported bilingual advantage were the

result of bilinguals’ enhanced monitoring skills, one would have
expected an overall difference between groups in the RTs and/or
in the error rates (e.g., Costa et al., 2009; see also Wu and Thierry,
2013), but again we did not find any supporting data for this claim
(see also Duñabeitia et al., 2014, for similar results).

It is worth mentioning that the lack of a bilingual advantage
in this study cannot be ascribed to a general lack of sensitiv-
ity of our design to the specific attention network(s) that may
underlie such a difference between bilinguals and monolinguals.
Replicating preceding evidence from the monolingual domain,
we have shown that bilingual and monolingual children exhib-
ited longer latencies and higher error rates for Incongruent trials
than for Congruent trials (namely, a significant Conflict effect).
Similarly, a better performance of both groups was found in the
Double Cue trials as compared to the No Cue trials (namely, a sig-
nificant Alerting effect). Also, participants’ responses to the Valid
Cue trials were faster and more accurate than their responses to
Central Cue (i.e., a significant Orienting effect). Finally, partici-
pants showed longer RTs and higher error rates in trials involving
an Invalid Cue than in trials with a Valid Cue (i.e., a significant
Validity effect). Hence, considering that the current results fully
replicate the indices observed in preceding studies with the ANT
task (e.g., Fan and Posner, 2004; Fan et al., 2005; Wang and Fan,
2007; Ishigami and Klein, 2010; Yin et al., 2012; Mackie et al.,
2013 among many others), it is hardly possible that potential dif-
ferences between bilinguals and monolinguals were masked due
to a lack of statistical power of the current study (see also the
magnitude of the F-values at this regard). Furthermore, from
a developmental point of view, the current study has replicated
and extended the findings observed by Rueda et al. (2004) in a
similar study testing a smaller group of monolingual children.
The same developmental trend observed in that study can be
seen here, suggesting that the Conflict effect (hence, the execu-
tive network) is the attentional index that is most sensitive to a
developmental change, greatly diminishing as a function of age.
On the other hand, we see more modest changes in the Validity
and Orienting effects (note that the interactions were marginally
significant in spite of the sample size), and no significant changes
in the Alerting effect as a consequence of age.

In a nutshell, and in spite of the statistical power of the current
study, no significant differences between bilingual and monolin-
gual children emerged in their performance in the ANT task.
Furthermore, when taking the Bayesian approach to test the null
hypothesis against the alternative, the null appears as the strongest
candidate. When the analysis was based on the ROPE approach,
we also found support for the null hypothesis. In this analysis we
found limits for the difference between groups that were in fact
larger than previously reported differences in adults.

Certainly, we want to avoid generalizing the observed lack
of bilingual advantage to other age groups, and as already dis-
cussed in Duñabeitia et al. (2014), our claims are exclusively
endorsing the conclusion that the so-called bilingual advantage
in tasks focusing on participants’ attention skills is inexistent, or
at best, extremely inconsistent and elusive. As discussed in the
Introduction, both behavioral and neuroimaging evidence (see,
among many others, Luk et al., 2010; Gold et al., 2013) sug-
gest some form of bilingual advantage in similar tasks with adult
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samples. Hence, as mentioned by Kroll and Bialystok (2013),
the existence of a bilingual advantage in adulthood cannot be
ignored, even though the degree to which those findings can be
generalized to all adult bilingual samples is limited (see Paap and
Greenberg, 2013, among others). It should be considered that
the so-called bilingual advantage may emerge as a consequence
of lifelong bilingualism mainly in later stages of life (e.g., the
elderly).

Leaving aside the debate about the stability of the bilingual
advantage in attention-related skills in adulthood, what the cur-
rent results highlight is that the differences observed during
young and old adulthood between monolinguals and bilinguals
are not observed during childhood. This, together with recent
evidence showing larger differences in older than in younger par-
ticipants (e.g., Gold et al., 2013), suggests a highly variable nature
of the so-called bilingual advantage, which seems to be strongly
dependent on a number of specific factors, among which the age
of the samples should be carefully considered in future studies.
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