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Editorial on the Research Topic

Frontiers in water: Rising stars 2021

Providing access to clean water is one of the 14 grand challenges listed by

The National Academy of Engineering in the United States. A report of the 2021

Davos agenda of the World Economic Forum, while referring to the 17 Sustainable

Development Goals (SDGs) set forth by the United Nations, is provocatively entitled:

“If you want to make progress on all the major global challenges, start with water.”

Water resources including quantity and quality, water-related extremes such as

floods and droughts, and the nexus of water with food, energy, infrastructures, lifelines,

health, ecosystems, socioeconomics, and diplomacy, remain among the most urgent

societal challenges. From climate change (Figure 1) and population movement to

sociopolitical upheavals and economic progress, water remains central to our shared

future. However, our knowledge of processes impacting and impacted by water remains

incomplete, which leads to cascading uncertainties in scientific understanding of global

challenges and becomes a barrier to generating actionable insights. Notwithstanding

this urgency and significance, the description of best practices in water in the research

literature remains fragmented and unwieldy, with limited integration across disciplinary

fields and limited understanding or use of modern technologies. Yet there is hope. Our

aspiration as the editors of Frontiers inWater has been to develop an open-access strategy

to develop knowledge across water-related disciplines. To explore where we need to be

as a field, we have invited a few rising stars who are boldly and creatively leading the

way into the future by contributing articles that may provide a glimpse of the future.

This brings us to a discussion of the 10 articles—from authors based in South and North

America, Asia, and Europe—which together comprise this Frontiers inWater Rising Stars

2021 collection.
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FIGURE 1

Saint Mary Lake with a view of the Wild Goose Island in Glacier

National Park, Montana, USA. Climate variability and change are

beginning to have noticeable impacts on the glaciers with

implications for regional freshwater and ecosystems. Photo

credit: Debashree Bagchi Ganguly. Date: 18th August, 2022 CE.

Bänziger et al. from Switzerland and Nepal have developed

risk-informed interventions to improve microbial water quality

in rural Nepal in their original research article. Their insights

and methods are likely to inform future studies and practices

in low-income countries. Navato and Mueller from Boston

describe novel adaptations of data-driven approaches for

automated anomaly detection in wastewater influents. The

methods and insights reported in their brief research report

were validated based on changes during the SARS-CoV-2

pandemic. The perspective article by van Emmerik et al. from

Wageningen in the Netherlands discusses how river systems act

as reservoirs of plastic. Insights on retention mechanisms and

the fate of plastics in riverine systems can be directional for our

understanding of plastic pollution, which has been described

by the United Nations Environmental Programme (UNEP) as

a global problem. The original research article by Li et al. from

Berkeley develops a framework to understand the pore-scale

dynamics of two-phase flow and its implications for mineral

reaction rates. Their pore-scale simulations and results suggest

how mineral reactions are controlled by interfacial dynamics

involving multiphase flow, transport, and surface reactions. The

original research article by Nair et al. from India examines the

ability of Surface Water and Ocean Topography (SWOT) data

products to monitor water volumes in lake levels. A case study

in a lake in Kerala, India suggests the possibility of new SWOT-

based insights on anthropogenic impacts on and monitoring

levels of lakes. A review article by Ghorpade et al. fromMumbai

evaluates current literature on Intermittent Water Supply (IWS)

in India. They discuss India’s water supply system, as well as

the drivers and the mechanisms of IWS, including what they

call the vicious cycle of IWS in India. Ceola et al. from Italy,

Bristol the United Kingdom, and Luxembourg, study flood risks

and flood mitigation strategies in their original research article.

Based on a hydrodynamic model and satellite-derived data, they

investigate the dynamics of the components of flood risks with

a case study on the Murray-Darling basin in Australia. Samadi

from Clemson in the USA reports how what the article calls the

Artificial Intelligence of Things can advance research on floods

in an original research article. The vision was demonstrated

through a prototype and discussion on the workflow of a

flood analytics information system. The original research article

by Ricardo et al. from the USA, Costa Rica, and Argentina,

characterizes dissolved organic carbon variations in an elevated

peatland of the Talamanca range of Costa Rica. Their insights

and data on understudied high-elevation peatlands in a tropical

coastal lowland point to new directions for further studies and

provide a baseline, with implications for associated ecosystems.

Iloejesi and Beckingham from Auburn in the USA examine the

geochemical implications on subsurface porous aquifers during

carbon dioxide injection, storage, and extraction. Given that

such aquifers act as reservoirs for compressed energy storage

of renewable energy, their original research article provides

insights into an important aspect of the water-energy nexus.

The 10 articles cited above touch upon water quality and

availability, flood hazards, as well as the nexus of water with

ecosystems and energy. The rising stars and their co-authors

are drawn from South and North America, Europe, and Asia,

reflecting water-related opportunities and challenges in the

global south and the global north. The depth and breadth of

the articles are expected to provide new directions to water

researchers and practitioners around the world.
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Influence of Storage Period on the
Geochemical Evolution of a
Compressed Energy Storage System
Chidera O. Iloejesi and Lauren E. Beckingham*

Department of Civil and Environmental Engineering, Auburn University, Auburn, AL, United States

Subsurface porous aquifers are being considered for use as reservoirs for compressed

energy storage of renewable energy. In these systems, a gas is injected during times

in which production exceeds demand and extracted for energy generation during

periods of peak demand or scarcity in production. Current operational subsurface energy

facilities use salt caverns for storage and air as the working gas. CO2 is potentially a

more favorable choice of working gas where under storage conditions CO2 has high

compressibility which can improve operational efficiency. However, the interaction of CO2

and brine at the boundary of the storage zone can produce a chemically active fluid which

can result in mineral dissolution and precipitation reactions and alter the properties of the

storage zone. This study seeks to understand the geochemical implications of utilization

of CO2 as a working gas during injection, storage and extraction flow cycles. Here,

reactive transport simulations are developed based on 7 h of injection, 11 h of withdrawal

and 6 h of reservoir closure, corresponding to the schedule of the Pittsfield field test, for

15 years of operational life span to assess the geochemical evolution of the reservoir.

The evolution in the storage system is compared to a continuously cyclic system of 12 h

injection and extraction. The result of the study on operational schedule show that mineral

reactivity occurs at the inlet of the domain. Furthermore, the porosity of the inner domain

is preserved during the cycling of CO2 acidified brine for both systems.

Keywords: energy storage, CO2 sequestration, porous saline aquifer, reactive transport simulation, geochemical

reactions

HIGHLIGHTS

- The viability of use of a reactive cushion gas in compressed energy storage system needs to
be considered

- Reactivity at cushion gas boundary for operational schedules with and without storage
are compared

- Geochemical reactions increase porosity close to the injection well but are otherwise limited
- Operational schedule does not largely impact geochemical reactions in a low carbonate mineral

assemblage reservoir.

INTRODUCTION

The global renewable energy share in terms of final energy consumption has increased over
the past decade to 17.3% in 2017 (IEA, 2019). Increased utilization of renewables resulted from
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government policy incentives (Huang et al., 2007; Chandler,
2009; Lyon and Yin, 2010; Jenner et al., 2012), technical
advancements (Álvarez-Herránz et al., 2017; Mensah et al.,
2018; Lin and Zhu, 2019), and environmental benefits that
promote social acceptance (Haar and Theyel, 2006; Aslani
et al., 2012; Wang et al., 2018). Moreover, adopting renewable
energy has been positively linked to economic development
(Sadorsky, 2009a,b; Apergis and Payne, 2010) and reductions
in anthropogenic greenhouse gas emissions while diversifying
energy production (Lund, 2007; Chien and Hu, 2008; Marques
et al., 2011; Chen et al., 2014). However, the intermittency
of renewable energy production requires a reliable means of
long term, large capacity energy storage to achieve energy
security through renewable energy (van der Linden, 2006).
Efforts to increase and improve energy storage have included
fast discharging, low capacity options like lead-acid batteries to
slow discharging, high capacity options like pumped hydro and
compressed energy storage (Dunn et al., 2011). The high-capacity
options store bulk energy in megawatts for hours to months,
which offers increased reliability in grid-scale applications of
renewable energy.

Compressed energy storage is a promising means of long-
term, grid-scale energy storage that has the potential to be widely
deployed across the globe in subsurface reservoir formations
including salt caverns or porous saline aquifers (Aghahosseini
and Breyer, 2018). In these systems, a working gas is injected
into the storage formation during periods of excess energy
production and extracted to power a turbine during periods
of excess energy demand (Succar and Williams, 2008). Salt
caverns, mined hard rock caverns and porous saline aquifers
can be utilized as storage reservoirs (Allen, 1985). Energy
storage has only been carried out in salt caverns to date (van
der Linden, 2006). Salt caverns, however, are geographically
limited. Porous saline aquifers, on the other hand, are ubiquitous
which makes them a potentially more favorable option (Eckroad
and Gyuk, 2003; Succar and Williams, 2008). The idea of
extending the compressed energy storage medium beyond the
currently used salt caverns to porous aquifers will facilitate more
widespread possible utilization of this technology for municipal
energy storage.

To initialize the system in a porous aquifer, a cushion gas
may first be permanently injected into the porous formation to
raise background pressure to help increase working gas recovery
(Carden and Paterson, 1979). The cushion gas is injected into the
formation to buffer the pressure fluctuation during the cycling of
a working gas during energy storage. Hence, the compressibility
of the cushion gas is thus an important consideration in helping
to improve the economics and efficiency of compressed energy
storage. The injection of these storage gases stratifies the porous
saline aquifer into zones with varying compositions of gas to
brine ratio (Cui et al., 2018). Although, these zones may not be
distinctly classified and there could be mixing of working gas and
cushion gas at the interface of the two gases (Kim et al., 2015).
Furthest from the injection well is the zone where the cushion
gas and the brine interface. At this zone, gas dissolution into
the brine is controlled by mutual solubilities (Beckingham and
Winningham, 2019).

For over eight decades that subsurface storage has been
prevalent (Carden and Paterson, 1979; Allen, 1985), a variety
of gases have been considered as cushion and working gases
including nitrogen (Bauer et al., 2015; Pfeiffer and Bauer, 2015),
native methane (Oldenburg, 2003), and air (Succar andWilliams,
2008). It was in the wake of geologic CO2 sequestration that
studies began to investigate the potential of using CO2 as cushion
gas. At the typical depth of saline aquifers, CO2 becomes a
supercritical fluid with a high density and compressibility. This
makes it a particularly favorable choice of cushion gas where
its high compressibility may improve available storage capacity,
recovery and efficiency (Oldenburg, 2003). Further consideration
of the compressibility of CO2 shows that using CO2 as cushion
gas can help reduce significant pressure variation during working
gas cycling (Oldenburg and Pan, 2013). An additional positive
benefit of using CO2, a major greenhouse gas, is that it can remain
permanently sequestered in the storage formation once injected.
This is because the compressed energy system is designed to
recycle only the working gas while the cushion gas remains
permanently in the formation. Hence, utilizing CO2 for this
purpose would provide potential environmental benefits and
economic benefits in the form of 45Q tax credits (Mai et al.,
2016). However, careful system design needs to be considered
to not produce CO2 during the extraction of the working gas
(Oldenburg and Pan, 2013). This can lead to pressure losses
in the formation that affect working gas recovery (Ma et al.,
2019). Also, failure to sequester CO2 while being used as cushion
gas could offset potential tax credits gained by using CO2 as a
cushion gas (Rul Internal Revenue Service, 2009). It should also
be noted that CO2 can also be used as the working gas but this
would require using a closed-loop system to exploit the beneficial
physical properties of CO2 for energy production while ensuring
that none escapes to the atmosphere (Alami et al., 2019).

Injecting CO2 in porous saline aquifers, however, introduces
additional technical complexities that need to be considered
before adoption. This includes a need to understand possible
geochemical limitations that can result from interactions between
the injected gas, formation brine, and formation minerals. One
of the key geochemical considerations is the interaction of the
aquifer formation with the cushion gas which occupies one-third
of the total storage volume (Walters, 1976). While CO2 is a
favorable choice of cushion gas from its physical property point
of view, there could be potential geochemical implications of
reactions between CO2, formation brine, and formation minerals
that could pose to be a challenge to system operation (Zhang and
Huisingh, 2017). These reactions, however, have not largely been
considered. Injecting reactive fluids like CO2 in the subsurface
can acidify the formation brine and result in complex mineral
dissolution and precipitation reactions within the formation rock
matrix, as has been observed in the context of geologic CO2

sequestration (Gunter et al., 1993; Fischer et al., 2010; Kharaka
and Cole, 2011; DePaolo and Cole, 2013).

Flow conditions in geologic CO2 sequestration systems are
distinctly different than those in energy storage systems. In
geologic CO2 sequestration systems, flow is predominately
unidirectional away from the injection well while energy storage
systems utilize cyclic, bi-directional flow conditions as a result
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of the injection and extraction of the working gas and may
contain intermittent storage periods. Previous reactive transport
simulations have considered the impact of cyclic flow conditions
on geochemical reactions in energy storage systems in a porous
saline aquifer. These simulations have shown that the rate and
extent of potential dissolution and precipitation reactions at
three locations in the formation are significantly reduced in the
energy storage system in comparison to what is anticipated in
geologic CO2 sequestration system (Iloejesi and Beckingham,
2021). While this result is promising, the study only considered
a 4 month operational period with constant injection and
extraction cycling. These flow conditions can be referred to as a
continuous operational schedule. To fully assess reactivity, longer
time durations and variations in operational regime need to be
considered. Operational schedules in most subsurface storage
aquifers integrate periods of storage or shut-in. This is when
the injected gas is allowed to sit in the aquifer with little to
no flow before it is extracted to meet energy demand. This
operational schedule can be referred to as a periodic schedule.
The resulting geochemical reactions at the cushion gas boundary
and implications for these types of operating conditions have not
been considered.

This study aims to enhance understanding of the rate and
extent of potential geochemical reactions in a porous saline
aquifer utilized for energy storage which operates using a periodic
schedule. This is done by comparing the difference between
the geochemical evolution of a porous aquifer compressed
energy storage system operating with a continuous schedule
with the geochemical evolution when the system operates
using the periodic operational schedule. Here, reactive transport
simulations are developed considering daily cyclic interactions
between the cushion gas (CO2), formation brine, and formation
minerals over a 15 years study period. The evolution of
major ions in the formation brine, formation minerals, and
porosity for each system is tracked and compared to aid in the
understanding of the use of CO2 as a cushion gas for compressed
energy storage systems in porous saline aquifers operating with
periodic schedule.

METHOD

The impact of using CO2 as a cushion gas for energy storage
in porous saline aquifer formations is considered here through
reactive transport simulations. Simulations consider a case study
of energy storage in the Paluxy formation for two operational
regimes, one with a storage period and one without.

Sample
The Paluxy formation is considered here as a potential storage
reservoir. This formation has been considered for CO2 enhanced
oil recovery (Robinson and Davis, 2012) and geologic CO2

storage projects (Petrusak et al., 2010; Qin and Beckingham,
2019; Bensinger and Beckingham, 2020). Previous investigation
of this formation has found it as high porosity, high permeability
sandstone (Pashin et al., 2018; Bensinger and Beckingham,
2020). This formation is predominantly quartz (76.45%) with
9.64% calcite, 8.23% smectite, and the remainder minor phases

(<5%), as determined from SEM imaging analysis in Qin
and Beckingham (2019), where the mineral abundances are
given in Table 1. The porosity of the sample obtained from
image segmentation is 24.84% and the calculated permeability,
as estimated using pore network modeling in Bensinger and
Beckingham (2020), is 1414.3 mD.

Reactive Transport Simulations
Reactive transport simulations to understand the geochemical
evolution of the reservoir in the brine-saturated region
surrounding the gas plume were developed here for energy
storage systems using CO2 as a cushion gas. Here, the initial
simulations developed in Iloejesi and Beckingham (2021) are
extended to consider two storage operational schedules for 15
years. Simulations were developed in CrunchFlow, a multi-
species reactive transport simulation code (Steefel and Molins,
2009). CrunchFlow has been used extensively used to understand
subsurface geochemical reactions (Zhang et al., 2015; Dávila et al.,
2016).

To consider the most reactive zone in the storage system,
the acidified-brine zone adjacent to the two-phase zone,
where brine and supercritical CO2 exist, was considered
here (Figure 1). In this region, CO2 will dissolve into the
brine phase, creating a region of acidified-brine favorable
for geochemical reactions in the system (Huq et al., 2015).
Here, a simplified system that ignores the advective mixing
of the brine with CO2 is considered to maximize brine
acidification and resulting reactivity. Here, a 15-cm domain
in the acidified-brine zone was selected for simulations. The
model domain was discretized into 45 equally spaced grid cells.
The model domain was bounded by upstream and downstream
“ghost” cells that serve as the boundary condition in the one-
dimensional flow through simulation. The upstream “ghost
cell” is the closest grid cell to the injection well. For ease
of comparison of the concentration of major ion species,
mineral volume fractions, and porosity evolutions, the model
system evolution is monitored across the domain at select
time intervals.

Two daily operational schedules were used in this study, one
consisting of a periodic operational schedule that includes a
storage period and the other a continuous operational schedule
without the storage period. We refer to the flow condition
for the continuous schedule as the injection–extraction flow
regime and the flow condition for the periodic schedule as
the injection–storage–extraction flow regime. One cycle of the
continuous schedule consisted of a 12 h injection period followed
by a 12 h extraction period. One cycle of the periodic schedule
incorporated a 6 h storage period between 7 h of injection and
11 h of extraction. The periodic schedule is similar to the schedule
used during the Pittsburg, Illinois field test (Allen, 1981; Allen
et al., 1983). In both simulations, the duration of injection
corresponded to flow of CO2 saturated brine away from the
injection well supplied by a “ghost” boundary cell. The effluent
brine was captured in the downstream boundary “ghost” cell and
recycled during the extraction period. The upstream boundary
or “ghost” cell served as a catchment for the effluent during the
extraction period. The captured brine was then recycled through
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TABLE 1 | Mineral abundance as percent volume, volume fraction, and surface area of the Paluxy formation obtained from multi-scale imaging of the sample in Qin and

Beckingham (2019) and rate constants for the respective mineral phases at reservoir condition as obtained from the literature for quartz (Knauss and Wolery, 1988; Brady

and Walther, 1990), calcite (Alkattan et al., 1998), K-Feldspar (Bevan and Savage, 1989), Smectite (Amram and Ganor, 2005), Muscovite (Oelkers et al., 2008), and

Siderite (Golubev et al., 2009).

Mineral Mineral reaction Mineral

abundance (v%)

Volume fraction Surface area

(m2g−1)

Log rate constant (mol

s−1 m−2)

Primary mineral

Quartz Quartz = SiO2(aq) 76.45 0.5740 2.59E−2 −11.60

Calcite CaCO3 + H+ = Ca2+ + HCO−
3 9.63 0.0724 1.42E−3 −4.21

K-Feldspar K-Feldspar + 4H+ = K+ + Al3+ +SiO2(aq)

+ 2H2O

3.50 0.0263 1.15E−3 −11.65

Smectite Smectite + 7.8H+ = 0.2K+ + 1.25Al3+ +

3.5SiO2(aq) + 4.9H2O + 0.7Fe2+ +

0.1Na+ + 0.025Ca2+ + 1.15Mg2+ +

0.05O2(aq)

8.23 0.0619 1.63E+1 −13.35

Muscovite Muscovite + 10H+ = 3SiO2(aq) + 6H2O +

3Al3+ + K+

0.31 0.0023 1.10E+0 −12.67

Siderite Siderite + H+ = HCO−
3 + Fe2+ 1.98 0.0141 6.49E−4 −5.69

Secondary mineral

Kaolinite Kaolinite + 6H+ = 5H2O + 2Al3+ +

2SiO2(aq)

−12.43

Gibbsite Gibbsite + 3H+ = 3H2O + Al3+ −10.00

Albite Albite + 4H+ = 2H2O + Al3+ + Na+ +

3SiO2(aq)

−11.11

Ankerite Ankerite + 2H+ = Ca2+ + Mg2+ +

2HCO−
3

−7.70

Chlorite Chlorite + 10H+ = 2Fe2+ + SiO2(aq) +

2Al3+ + 7H2O

−11.15

Chalcedony Chalcedony = SiO2(aq) −11.58

*CrunchFlow has a default surface area for secondary minerals.

FIGURE 1 | Schematic of the energy storage system and model domain for the reactive transport simulations. The “two-phase zone” corresponds to the presence of

brine and cushion gas.
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TABLE 2 | Simulation Parameters for the periodic and continuous simulation

model.

Simulation parameters Periodic

schedule

Continuous

schedule

Flow rate (m/day) Injection 0.838 0.489

Shut-in 0 –

Extraction 0.533 0.489

Operation schedule (h) Injection duration 7 12

Shut-in duration 6 –

Extraction duration 11 12

Reservoir permeability 1555.5 mD

Reservoir porosity 24.84 %

the model domain during the next injection period. As such,
the composition of the influent brine for each component of
the flow cycle was based on the effluent of the preceding period
of the flow cycle. The influent brine for each injection period,
however, was first equilibrated with CO2 before flowing through
the model domain. For the flow regime that incorporated
storage, flow was ceased during storage period and the system
effectively resembled a batch system. In both operational regimes,
a complete cycle took 24-h which corresponds to a compressed
energy storage system used daily for power generation (Allen
et al., 1983; Pfeiffer et al., 2017; Fleming et al., 2018). Simulations
for each operational regime were carried out for a 15 year
study period.

The model system was assumed as a homogenous and
isotropic domain and initialized based on the mineral
compositions, surface areas, and porosity from Qin and
Beckingham (2019). The initial brine composition was calculated
based on a 1M NaCl brine in equilibrium with formation
minerals for 10,000 years at reservoir temperature and pressure
(Xu et al., 2007; Qin and Beckingham, 2021). The corresponding
reservoir temperature and pressures were 50oC and 100 bar
based on the geothermal gradient at Kemper, Mississippi and
a typical pressure gradient (Nathenson and Guffanti, 1988;
Bachu, 2000; Reysa, 2005). The pH of the brine was determined
via charge balance. The CO2 saturated brine composition
was determined by equilibrating brine with a constant partial
pressure of CO2 at the depth of storage in the Paluxy formation.
The Duan CO2 solubility model, which factors for high pressure
and temperature conditions, was used to calculate the CO2

solubility in brine (Duan et al., 2006). A brine flowrate of 0.489
m/day was used for the continuous schedule. The flowrate is
extrapolated for the Paluxy reservoir conditions from field-scale
simulations of brine fluid velocities adjacent to injected CO2

plumes in a similar reservoir condition (Zhang and DePaolo,
2017). Two different flow rates were used for the periodic
operational schedule to maintain pore volumes equal to the
continuous operational system during each 24-h cycle. Flowrates
of 0.838 m/day was used for the 7 h injection period and 0.533
m/day used for the 11 h extraction period (Table 2).

Mineral reactions in CrunchFlow are simulated using a rate
law based on transition state theory. The corresponding parallel

rate laws are given by,

rs = −Ak

(

1−

(

Qs

Ks

)M
)n

(1)

where rs is the reaction rate, A is the reactive surface area of
a constituting mineral in the rock sample, k is the equilibrium
dissolution rate constant, n and M are exponents which are
experimentally determined to explain nonlinear dependence of
the dependence on oversaturation,Ks is the equilibrium constant,
and Qs is the ion activity product for the rock–water interaction
(Steefel et al., 2015). Here, reaction rate constants from previously
published experimental works were extrapolated to formation
conditions, following the method in Beckingham et al. (2017).
Mineral accessible surface areas determined from a multi-scale
imaging analysis in Qin and Beckingham (2019) on a sample
from the Paluxy formation were used here as reactive surface
areas. These surface areas reflect themineral surfaces accessible to
reactive fluids in the formation. The aqueous activity coefficients
of the brine solution were calculated using the extended Debye-
Huckle model as given by,

log γ± = −
|Z+Z−|Aγ I

1
2

I + åBγ I
1
2

+ bγ I (2)

where γ± is activity coefficient of a completely dissociated binary
electrolyte consisting of ions with charges Z+Z−, Aγ and Bγ are
Helgeson’s extended Debye-Huckle constant, I is the trues ionic
strength and a, bγ are empirical parameter characteristic of the
electrolyte (Helgeson and Kirkham, 1974). The extended Debye-
Huckel equation applies to dilute solution where concentration is
< ∼1 molal (Xu et al., 2017).

RESULT AND DISCUSSION

The results of the reactive transport simulations for the
continuous and periodic operational schedules are presented
here. For each simulation, the evolution of the mineral volume
fractions and saturation index of mineral phases, including the
potential for secondary mineral precipitation, is tracked. The
resulting evolution of porosity is then presented.

Continuous Operation Schedule
The simulated evolution of mineral volume fractions across
the domain length for the continuous operational schedule
(cyclic injection and extraction) are shown in Figure 2.
During the first cycle, the flow of acidified brine into the
domain during injection results in rapid dissolution of calcite
close to the injection point. This increases the calcium
ion concentration (Supplementary Figure 1) and buffers the
pH (Supplementary Figure 1) such that no additional calcite
dissolution occurs further away from the source of injection
(Supplementary Figure 2). Siderite also dissolves resulting in
an increase in iron concentrations and further buffering of
the pH. Dissolution of siderite occurs throughout the domain
with greater extents of dissolution closer to the injection well
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where the brine is the most undersaturated with respect to
siderite. Smectite dissolves equally across the simulation domain
during the first injection cycle. Smectite dissolution results in
a brief period of early supersaturation and precipitation of
muscovite, shown by the increase in muscovite volume fraction
in Supplementary Figure 2. This is followed by slight dissolution
of muscovite throughout the domain at later times. Quartz and
K-feldspar remain stable across the domain throughout the first
injection period.

After 12 h, the flow reverses as the first extraction cycle
begins and continues until 24 h. During this period, a constant
composition brine, corresponding to the brine composition at
the end of the proceeding injection cycle, enters the domain
at the location furthest from the injection well and flows
toward the injection well. The recycled brine has a pH of 4.93
(Supplementary Figure 1) and results in dissolution of siderite,
producing iron ions (Supplementary Figure 1). The dissolution
rate of siderite is the highest furthest from the injection well,
where the distance from equilibrium is greatest and reduces
closer to the injection well as iron concentrations in solution
increase. Smectite dissolves across the simulation domain at
a relatively constant dissolution rate. No additional calcite
dissolution occurs during this period due to elevated calcium
ion concentrations in the solution from dissolution during the
proceeding injection cycle. Muscovite, quartz and K-feldspar
remain stable.

The second injection period begins after 24 h. During this
period, a constant composition brine saturated with CO2

enters the simulation domain. As the brine is recycled, the
ion concentrations from the proceeding extraction period are
maintained with additional acid added from equilibrium with
the adjacent CO2 plume. This results in conditions favorable
for additional mineral dissolution, most notably siderite and
smectite which are still undersaturated in solution. No additional
calcite dissolution occurs because of the high concentration of
calcium in the brine.

This continuous cycling of injection and extraction continues
over the 15-year study period and the resulting simulated
evolution of mineral volume fractions are shown in Figure 2.
Muscovite continuously dissolves and is completely consumed
within the first 1.5 years. The dissolution of muscovite results
in an increase in the concentrations of potassium, aluminum,
and silicate ions. Released ions, from muscovite and other
dissolving phases, create conditions favorable for formation
of secondary mineral phases where saturation indices for
potential secondary mineral phases are given in Figure 3.
Chlorite precipitation is promoted by muscovite and siderite
dissolution where siderite dissolves throughout the domain
during the first 1.5 years. Once muscovite is consumed, siderite
starts precipitating (Supplementary Figure 3) as conditions no
longer favor chlorite precipitation as shown in equation 3
through equation 5. An increase in smectite dissolution also
occurs, increasing magnesium ion concentrations. The elevated
concentrations of calcium and magnesium ions in the brine
result in ankerite precipitation. As calcium is consumed with
ankerite precipitation, calcite dissolution is again favored starting
at 1.5 years and calcite is completely depleted near the injection

well after 5.5 years. The elevated silica concentrations from
dissolution of muscovite and smectite also result in conditions
favorable for precipitation of chalcedony. Conditions are also
favorable for precipitation of gibbsite, kaolinite, and albite
(Figure 3). K-feldspar remains stable throughout the simulation.

Operational Schedule Comparison
The simulated evolution of mineral volume fractions for the
operational schedule that includes the storage period is shown
in Figure 2. In this simulation, 7 h of injection is followed by
6 h of storage and 11 h of extraction. During injection, acidified
brine flows through the domain away from the injection well at
a flowrate of 0.838 m/day for a period of 7 h corresponding to a
period of excess energy production. During storage, flow slows to
0 m/day for a period of 7 h, resembling a batch reactor. During
extraction, flow recycles back toward the injection well at a rate
of 0.533 m/day reflecting the extraction of stored energy from
the formation. Overall, injection, storage, and extraction result
in the dissolution of calcite at the simulation domain boundaries
and siderite, smectite, and muscovite dissolution throughout the
simulation domain. Quartz precipitation occurs throughout the
simulation domain.

Variations in the evolution of minerals due to the two
operational schedules are most easily compared by considering
calcite and siderite. Noted differences in these minerals occur
closest and furthest from the injection well, especially within the
first two cycles (Supplementary Figure 2). Both simulations have
equal pore volumes, or amount of fluid flow, during injection
and extraction periods. Therefore, flow rates are higher in the
injection–storage–extraction operational schedule to compensate
for the shorter flow duration. In both systems, flow of acidified
brine into the system during the first injection period results
in rapid dissolution of calcite and siderite. Injection continues
for 12 h in the continuous schedule and 7 h in the periodic
schedule. The prolonged period of injection in the continuous
schedule results in additional calcite and siderite dissolution near
the injection well even though the flowrate is higher for the
injection–storage–extraction schedule.

After the 7 h of injection, a 6-h storage period with no flow
begins in the periodic schedule. During this storage time, the
elimination of the transport component of the reaction slows
the reactivity of calcite and siderite. The reduction in reactivity
is more noted in calcite than siderite as calcite is almost stable
during the following storage period. On the other hand, smectite
and muscovite dissolution behavior is unaffected by the storage
period. Quartz and K-Feldspar maintain their early stability
through the first storage period.

The first extraction period begins after 13 h in the periodic
schedule and goes on for 11 h. During this time, the recycled
brine returns through the system, flowing toward the injection
well. The elevated calcium concentrations in solution prevent
calcite dissolution. The dissolution rate of siderite, however,
increases and is highest at the location furthest from the injection
well, closest to the source of brine injection during the extraction
period. The extent of dissolution during extraction is higher in
the injection–storage–extraction system in comparison to the
continuous operational schedule system. This is because more
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FIGURE 2 | The simulated evolution of mineral volume fractions across the simulation domain at certain times over 15 years for the injection–extraction flow regimes

(left) and injection–storage–extraction flow regimes (right). 0 h is the initial condition, and 15 years is the last condition of the porous media. Red reflects 0 h, dotted red

1 day, green 0.5 years, dotted green 1 year, blue 2 years, and dotted blue 15 years.

siderite dissolves in the continuous schedule during the injection
period, resulting in a higher saturation of the brine with respect
to siderite that limits the extent of siderite dissolution during
extraction. In comparison, lower iron concentrations in the
recycling brine following storage drive additional dissolution
during extraction for the periodic schedule.

Overall, there is not a significant variation in the evolution
of minerals between the two operational schedules. In both

systems, initial calcite and siderite dissolution buffer the
pH. Muscovite dissolves throughout the domain and is
completely consumed within the first 1.5 years of simulation
in both operational schedules. This complete dissolution
of muscovite impacts the reaction pathway of siderite
and calcite where the calcite dissolution rate increases as
siderite begins to precipitate. Smectite dissolves at a similar
dissolution rate in both the continuous and periodic operational
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FIGURE 3 | The simulated evolution of mineral saturation index across the simulation domain at certain times over 15 years for the injection-extraction flow regimes

(left) and injection–storage–extraction flow regimes (right). A positive saturation index indicates precipitation potential and negative precipitation index indicates

dissolution potential. The dotted red line is 1 day, green 0.5 years, dotted green 1 year, blue 2 years, and dotted blue 15 years.

schedule. Released ions from dissolving minerals create
conditions favoring precipitation of similar secondary
mineral phases (Figure 3). After 1.5 years, quartz, which
was initially stable within the domain, starts to precipitate.
K-feldspar remains stable in both systems throughout the
simulation timeline.

Porosity
The simulated evolution of porosity for the continuous and
periodic schedules is shown in Figure 4. As evident in this
figure, energy storage results in a non-uniform increase in
porosity throughout the simulation domain. The porosity
evolution depends on the rate and extent of dissolving minerals.
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FIGURE 4 | The simulated evolution of porosity across the simulation domain over 15 years for the injection–extraction flow regime (left) and

injection–storage–extraction flow regime (right). 0 years (dark green) is the initial condition and 15 years (dotted magenta) is the final condition. Red is 1 day, light green

2 years, blue 4 years, magenta 5.5 years, dotted dark green 7.5 years, dotted red 9.5 years, dotted light green 11 years, dotted blue 13 years, and dotted magenta

15 years.

Here, calcite, siderite, smectite, and muscovite dissolve. While
muscovite completely dissolves, its small volume fraction (0.23%)
does not largely contribute to porosity evolution. Instead,
porosity is predominantly controlled by calcite, smectite, and
quartz. Smectite dissolves relatively uniformly throughout the
simulation domain, increasing porosity relatively uniformly by
3.54%. Conversely, quartz precipitates uniformly across the
domain and reduces the porosity by 4.58%. It should be noted,
however, that the extent of precipitation may be overestimated
with the TST approach that does not account for nucleation
and growth (Bourg et al., 2015). Calcite dissolves non-uniformly
throughout the domain, increasing porosity by 5.55–7.24% and
the evolution of porosity reflects the variation in calcite volume
fraction over time. From the simulation results, it can be seen
that elevated ion concentrations in the recycling brine create
conditions favorable for precipitation of other secondary mineral
phases. However, the impact of secondary minerals on porosity
evolution is insignificant where the largest volume fraction of a
secondary mineral is three order of magnitude lower than the
primary minerals in the system.

The main differences in the porosity evolution between
the two operational regimes occurs near the boundaries of
the simulation. After the first injection of acidified brine, the
difference in porosity between the systems is 1.33 percentage
points with a porosity of 29.86% in the periodic system and
31.19% in the continuous system near the injection well. Brine
saturation, the duration of flow, and flow rate all impact the
rate of mineral dissolution and precipitation. The intensemineral
dissolution in the first cycle, which occurs to greater extremes in
the continuous schedule, results in elevated saturation conditions
in the brine that control further reaction in the system. Thus,
the subsequent cycling of the brine results in slightly more
dissolution of minerals in the periodic schedule in comparison to
the continuous schedule. As a result, the initial 1.33 percentage
point difference in porosity reduces over time. After 15 years
of operation, the porosity difference near the injection well is
only 0.38 percent point difference. At the end of the simulation,

the difference in porosity furthest from the injection well is
1.71 percentage point where the final porosity is 33.08% in the
continuous schedule and 34.79% in the periodic schedule. This
difference is because there is less dissolution during extraction for
the continuous schedule due to the effect of prolonged periods
of reaction during injection which further saturate the brine
as compared to the periodic schedule. In addition, the lack of
transport during the storage period builds up high concentrations
of species from dissolving minerals while species involved in
mineral precipitation reactions are depleted, reducing the driving
forces for dissolution and precipitation following the storage
period (Fig S4). Similar porosity evolution occurs in the middle
locations in both systems where there is a moderate increase in
porosity throughout the middle of the domain (Figure 4) in both
operational schedules even after 15 years of operation.

Most of the porosity change occurs within the first year of
system operation, regardless of operational schedule. Overall, the
system attained 86 and 91% of its final porosity within the first
year. This can serve as a guideline to know that using CO2 as
a cushion gas will require adequate monitoring during the early
stages of the project, but extensive continued modification of the
formation is less likely following this period.

Other System Considerations
Variations in Flow Rate

The previous discussion is based on the comparison of model
systems with equal pore volumes of acidified brine flowing
through the domain during each cycle. This results in an
increased injection rate for the system with the storage period.
However, the periodic schedule system may instead operate with
the same injection rate as in the continuous schedule as a result of
the energy production rate or attempts to control the bottom hole
pressure condition. Hence, this section compares the mineral
evolution in the reservoir for the periodic schedule designed
for equal pore volume of flow (discussed above) with a new
low injection rate condition designed for equal flow rates as
compared to the continuous schedule. Since we have identified
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higher reactivity during the early stages of cycling the working
gas in this system, this investigation was carried out considering
a 4 month study period to understand the impact of flowrate
on the mineral evolution in the system. The relative volume
fractions and relative porosity plot in Supplementary Figure 5

are generated from the ratio of the volume fractions and porosity,
respectively, during the high flow rate condition to the low
flowrate condition.

Comparing the evolution of mineral volume fractions for
the two different flow rates, we see that smectite and other
less reactive minerals like quartz and K-feldspar are insensitive
to changes in flowrate. The evolution of the relative volume
fraction of muscovite shows that more muscovite dissolves at
the beginning of the simulation in the location closest to the
injection well under the high flow rate condition. As a result,
less muscovite dissolves further away from the injection well
given the higher species saturation of the brine which limits
further muscovite dissolution. Overall, however, the difference in
the amount of muscovite dissolution is small (3.5%) during this
period. The dissolution of highly reactive minerals like siderite
and calcite increases with increasing flowrate. This increase is
very significant for calcite at the location closest to the injection
well. The evolution of the relative volume fraction of calcite
reinforces the idea that low flowrates are required to sustain the
reactivity throughout the domain as less calcite dissolution occurs
at the location furthest from the injection well in the high flow
rate conditions. Siderite dissolution, however, is slightly higher
throughout the domain in the high flow rate conditions. Overall,
the impact of flow rate on porosity is limited. Higher flowrates
favor increased porosity near the injection well resulting in a
2% increase in porosity in comparison to the lower flow rate
conditions. Conversely, lower flow rates favor porosity increase
in locations furthest from the injection well. There is limited
difference in the porosity evolution for the two flowrates at the
central location of the domain. While some differences in the
extent of reaction occur with different flow rates, the overall
change in porosity in the system is similar and limited, mainly
increasing near the injection well.

Potential Permeability Evolution

This study has shown that cycling of acidified brine presents the
potential for porosity change in the formation especially near
the injection well. Furthermore, this porosity evolution has been
shown to be somewhat sensitive to the variation in flowrate.
Here, the resulting change in permeability along the domain
is estimated using the Kozeny-Carmen porosity-permeability
relationship (Carman, 1997) as shown below.

K =
∅

3

c(1−∅)2S2
(3)

Where K is permeability, ∅ is porosity, c is Kozeny constant,
and S is specific surface area. The Kozeny-Carmen equation
parameters was obtained from a study on the pore network and
permeability evolution of the Paluxy formation has the value of c
as 2.8 and S as 0.083µm−1 (Bensinger and Beckingham, 2020).
Hence, the initial porosity of 24.83% was used to calculate an

initial permeability of 1,414.3mD. These values were then used
to develop the plot of the percentage change in porosity and
percentage change in permeability along the domain after the
15 years study period in Supplementary Figure 6. The values of
the percentage change in porosity varies from 9.79 to 28.62%
and permeability varies from 31.13 to 71.40% for the periodic
flow regime. The range for the percentage change in porosity
for the continuous schedule is 10.21–28.63% and permeability
is 32.94–72.65%. However, the change in permeability depends
on the spatial distribution of mineral reactions within the pore
network where pore network model simulations of reactions
in the Paluxy formation in Bensinger and Beckingham (2020)
found increases in porosity to 34.8% can result in permeability
of ∼ 1100–7000mD. As already mentioned, the higher values
of percentage change in porosity and permeability occur at the
extremes of the domain. The total impacted domain length is
2.64 cm in a 15 cm domain length of porous media where there is
more than an 11% change in porosity under the two flow regime.
The changes in porosity and permeability presented here could
be higher in a more reactive formation matrix and lower with a
less reactive mineral assemblage.

CONCLUSION

Utilizing CO2 as a cushion gas compressed energy
storage in porous formations introduces new uncertainties
in terms of the reactivity between the injected gas
and surrounding matrix. Earlier reactive transport
simulations have suggested that the extent of reactions
between injected CO2, brine, and formation minerals
will be limited in compressed energy storage system in
comparison to geologic CO2 sequestration (Iloejesi and
Beckingham, 2021). Here, variations in operational regime
on geochemical reactions at the plume boundary have
been explored.

Flow in energy storage systems with and without storage
periods is distinctly different. Without a storage period,
there is a constant cyclic flow away from and toward the
injection well as excess energy is injected and extracted,
coupled with production and demands. With a storage
period, there is the addition of a stagnant or slow flow
period when energy is neither injected (stored) or extracted
(produced). The evolution of CO2-bine–mineral interactions
behaves differently during this storage period. Reactive transport
simulations here considering geochemical reactions for an
injection–storage–extraction operational schedule and injection–
extraction operational schedule reveal some differences in
the evolution of mineral volume fractions, predominantly for
carbonate minerals. The carbonate dissolution is greater in
the periodic operational schedule than with the continuous
operational schedule further away from the injection well.
This is because of slower dissolution rates during the storage
period makes the brine to attain lower degree of saturation
with respect to dissolving mineral phases. This facilitate
increased dissolution near the near the source of injection
during recycling of the brine in the injection–storage–extraction
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system in comparison to the injection–extraction system. During
recycling, the source of the brine is located downstream
“ghost cell” which is the furthest grid cell from the injection
well. However, the overall difference in simulated porosity
between the two systems is only within the range of 0.38–
1.71%. Hence the operational schedule is not anticipated to
largely impact the geochemical evolution of formation at the
cushion gas-brine boundary. It should be noted, however,
that reactivity may additionally be influenced by advective
driven mixing of the cushion gas with the brine. This
may result in additional variations between the operational
regimes where increased mixing will occur in the continuous
operational schedule.

The majority of geochemical reactions, and porosity change,
at the cushion gas-brine boundary occur within the first year
of operation for systems with and without storage. As such,
adequate monitoring of the system at early stages can be
helpful to avoid unexpected operational hazards. In both systems,
porosity evolves non-uniformly with the largest increases near
the injection well. Increases in porosity may reduce operational
efficiencies by promoting migration of the injected gas away
from the injection well if permeability additionally increases. This
would require injection of additional cushion gas to maintain
operational pressures. If CO2 is used as the cushion gas, however,
this may have the additional benefit of storing larger quantities of
CO2. Away from the injection well, larger increases in porosity
are expected at the edge of the impacted domain, dictated by
the edge of the pressure plume. Between these boundaries, the
porosity changes are anticipated to be much less significant.
As a result, concerns about the injectivity and working gas
production rate during the operation of the storage plant could
be manageable. The 15 years of operation simulated here suggest
that the overall extent and impact of geochemical reactions in
compressed energy storage systems utilizing CO2 as a working
gas is limited, regardless of operational schedule and associated
induced flow conditions. It should be noted, however, that
in a more reactive mineral assemblage, like basalt formations

(Kanakiya et al., 2017), a higher degree of reactivity may be
observed and the conclusions here may not apply.
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Intermittent Water Supply (IWS) is prevalent in most developing countries. Specifically,

in India, IWS is existent throughout the country. Many studies focus on documenting

the effects of IWS, and rarely the drivers of the IWS regime are studied. In this study, a

systematic literature review was conducted on IWS studies around the globe. The various

causes for IWS were documented. Then, by studying India’s typical water supply system

(WSS) configuration, the vicious cycle of IWS in India is discussed. Further, the drivers of

IWS were identified and elaborated with the causing mechanisms. This knowledge will

help devise strategies and solutions for improving the IWS in India and other developing

countries with similar socio-economic conditions.

Keywords: continuous water supply, India, intermittent water supply, vicious cycle, water supply system design,

water supply system operation

INTRODUCTION

Piped water supply is the safest way to provide potable water to consumers in adequate quantity
and recommended quality. The planning, design, construction, operation, and maintenance of
a Water Supply System (WSS) requires comprehensive efforts from multiple stakeholders. Due
to reliable design and operation in developed countries as per the standards, Continuous Water
Supply (CWS) prevails. However, the situation is diametrically opposite in developing countries.
Although designs of WSSs are as per stipulated standards and manuals, the operation of theWSS is
not as expected in design (Abu-Madi and Trifunovic, 2013). Especially in the South Asian countries,
100% Intermittent Water Supply (IWS) exists (Charalambous and Laspidou, 2017). Typically, in
India, the design is based on the CWS guidelines, and the system operates as the IWS. A piped
water supply distributing water to consumers for less than 24 h a day is termed as IWS (Mokssit
et al., 2018).

In India, all the WSSs are operated as an IWS, with supply duration varying from 1 to 6
h/day (Ahluwalia et al., 2011). The IWS results in inequitable supply, increased Non-Revenue
Water (NRW), and deteriorated water quality. Most of the WSS in India fail to comply with
the service level benchmark (Table 1). The standard is based on Central Public Health and
Environmental Engineering Organization (CPHEEO) norms, an advisory board to the Ministry
of Urban Development, Government of India.

Many past studies (Klingel, 2012; Galaitsi et al., 2016; Kumpel and Nelson, 2016; Mokssit
et al., 2018; Simukonda et al., 2018) have focused on the causes and the consequences of
IWS worldwide. Table 2 illustrates the past review studies on IWS, which depicts the studies’
objective and significant findings. Additionally, few studies (Andey and Kelkar, 2009; Kumpel
and Nelson, 2013) reported the comparison of CWS and IWS with the study area as India.
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TABLE 1 | Service level benchmarks for water supply in India (MoUD, 2012).

Sr. No. Indicator Unit Benchmark Average

1 Coverage

of

connections

% 100 50.2

2 Per Capita

Supply

lpcd 135 69.2

3 Metering of

connections

% 100 13.3

4 Non-

Revenue

water

% 20 32.9

5 Continuity

of supply

Hours 24 3.1

6 Quality and

Treatment

% 100 81.7

Another set of studies (Elala et al., 2011; Mellor et al., 2016)
reported the IWSs impact on water quality in India. Apart
from reporting the causes and consequences of the IWS,
studies reported the methodology for the direct transition
of IWS to the CWS (Jayaramu et al., 2015; Hastak et al.,
2017; Burt et al., 2018). However, these studies were based
on the pilot scale level, and achieving CWS throughout
the WSS is a distant dream in developing countries
(Mokssit et al., 2018; Kalbar and Gokhale, 2019).

Limited literature is available on the improvement of existing
IWS. To solve the IWS issues, understanding the root cause
of the intermittency is of prime importance. The causes and
consequences of IWS enlisted in the past literature are primarily
generic. A detailed understanding of the interaction between
various drivers responsible for IWS is necessary to propose
interventions for improving existing IWS. To the best of our
knowledge, a comprehensive description of various drivers
responsible for IWS in India is missing in the literature. The
present study captures the different design, operation, economic,
and institutional arrangement issues of WSS responsible for IWS
in India. Based on the field condition and operational hydraulics,
various drivers of IWS are discussed. It is hoped this study will
bring more clarity toward understanding the drivers responsible
for IWS in India.

The paper includes five sections. After this introduction, the
second section is about the review methodology adopted in the
study. The third section is focused on the analysis of various
studies on IWS. The drivers for IWS in India are discussed in
section four. Finally, the conclusion of the study is reported in
section Vicious cycle of WSS failure in India.

REVIEW METHODOLOGY

In this study, only peer-reviewed journal articles were selected
as the novelty of work is given priority in the peer-reviewed
journal articles (Owens et al., 2020). The journal articles were
retrieved from the Scopus database. The search string used was
“Intermittent Water Supply,” and the search was conducted for

“Article title, abstract, and keywords.” A total of 1080 articles
were reported from 1873 to 2020, and all the articles were
screened in detail. The first screening level was based on reading
the title, abstract, keywords, and excluding the duplication,
which resulted in 201 publications. A detailed reading of the
title, abstract, introduction, and conclusion was done in the
second level of screening, and 91 articles were selected for the
detailed review.

The articles were classified based on three criteria: design and
analysis, operation, and Economic aspects (revenue). The main
aim of these studies was used as criteria while classifying the
articles. It was observed that studies reported before 2002 (and
in the years 2004 and 2005) were not entirely focusing on IWS,
hence excluded from the review process. As shown in Figure 1, a
substantial amount of work is done on the IWS operation aspect.
As expected, a significant number of studies have considered
WSS in developing countries, especially India. Additionally,
based on knowledge gained through numerous field visits to
WSSs across India, the existing layout, design and operational
practices are discussed, followed by the drivers for IWS
in India.

STUDIES ON IWS

The past studies (91 screened articles) on IWS are discussed
based on three criteria Design and Analysis, Operation, and
Revenue. The bibliographic information of the articles included
in the survey is provided in the Supplementary Information
(Supplementary Table SI-1). The category wise summary of each
study is compiled in Supplementary Tables SI-2.1–2.3 of the
Supplementary Information.

Design and Analysis of IWS
Design and analysis are an essential part of WSS irrespective
of the supply regime. Out of 91 articles screened, only three
studies focused on a new set of design guidelines for IWS
(Table 3). However, the guidelines are not available in the public
domain. From the analysis point of view, most of the studies
(almost 50%) focused on simulating the process of partial pipe
filling in IWS. Although Pressure Driven Analysis (PDA) was
used to simulate the pipeline’s partial flow condition, Demand
Driven Analysis (DDA) is a standard practice to simulate the
WDN with IWS. Simulating partial flow conditions is one of
the steps for identifying the problematic areas in the network.
Once the problems are identified, the next step is to improve the
existing network.

The studies (Table 3) on rehabilitation of existing networks
with IWS were based on the theoretical model. Validation of the
proposed theoretical models using variousWDN ismissing. Also,
the proposed models failed to capture the actual ground reality
of the IWS. Instead of studies focusing on simulating the actual
ground reality of IWS, studies on direct conversion of IWS to
CWS were encountered. While modeling IWS, emphasis should
be given to analyzing household storage’s impact on the overall
network performance. Overall, a holistic design and analysis
approach covering all the elements of the actual operation
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TABLE 2 | Review studies on IWS.

Author Objective Findings

Klingel (2012) To enlist the technical causes and impacts of IWS • Deficiency in the system concept, system knowledge, system

planning, and infrastructure management are the leading

causes of IWS.

• Infrastructure deterioration, loss of water, inequitable supply,

and reduced water quality are some of the impacts of IWS.

• Need for a detailed study on each aspect of IWS.

Galaitsi et al. (2016) To study the complex interrelation between the

causes and impacts of IWS

• Lack of consistency in the definition of IWS. The authors

proposed three types of intermittency, predictable irregular, and

unreliable intermittency.

• Predicting the type of intermittency is essential for appropriate

interventions.

Kumpel and Nelson (2016) To examine the IWS status in the world, nature of

IWS, and its effect on water quality.

• Intrusions, backflow, biofilms, loose deposits, and microbial

growth are themain reasons for the degradation of water quality

in IWS.

• Improvement in water quality monitoring in IWS is required.

• Need for descriptive research to understand the IWS practices

and methods responsible for water quality deterioration.

Mokssit et al. (2018) To propose a methodology for assessing service

quality of WSS with IWS regime

• The interrelation between causes and problems of IWS gives

rise to a vicious cycle.

• Based on availability, quantity, quality, accessibility, and

affordability of water, the service quality of WSS with IWS

regime can be determined.

Simukonda et al. (2018) To review key water supply intermittency casual

factors, problems, and options for improvement

• IWS tree comprising the root cause and problems due to IWS.

• Appropriate design and operation interventions can improve

IWS, instead of impractical direct conversion of IWS to CWS.

Bautista-de los Santos et al. (2019) To review the impact of IWS on the drinking water

microbiome

• A combination of lab studies and field studies is necessary to

understand IWS impact on water quality.

Al-Washali et al. (2020) To review different assessment methods of water loss

component for IWS

• The accuracy and uncertainty of methods is directly

proportional to each other for calculating the water loss.

of WSS in developing countries is required to minimize the
system’s failure.

Operation of IWS
The operation of aWSS based on IWS results in various problems
like increased Non-Revenue Water (NRW), inequitable supply,
deterioration of water quality, etc. In relation to this, a significant
amount of studies (Table 4) are reported to either quantify
the problems or ways to improve the efficiency of IWS. The
studies conducted regarding the operational aspect of the IWS
focused on enlisting impacts of IWS, reducing the leakages,
reasons for deterioration of water quality, improving the supply
equity, and converting to the CWS. Among the impacts of
IWS, leakage is the most widely studied area. The different
components vulnerable to the leakage in the WSS and various
leakage quantification techniques suitable for IWS are reported
in the literature (Supplementary Table SI-2.2). However, the
proposed methodologies are labor-intensive, costly, and tested
on a pilot scale, resulting in replicability issues. Hence, the exact
quantification of water loss in IWS remains a tedious task.

From the water quality aspect in IWS, most of the studies
reported the household storage tank is the main component
responsible for the deterioration of water quality. Limited
studies (Supplementary Table SI-2.2) highlighted the pathway
for improving the water quality in IWS.

Besides the leakage and water quality, inequitable water supply
is a significant drawback in IWS. However, studies on replicable
methodology to achieve equity in IWS are scarce (SI-2.2). The
limited literature (Table 4) onmethods to achieve equitable water
supply in the IWS suggests a lack of willingness to improve the
IWS’s performance.

The focus is on direct conversion of IWS to CWS (Klingel
and Nestmann, 2014; Jayaramu et al., 2015; Hastak et al., 2017).
However, the studies focus on a city or town pilot area for
conversion to CWS. The scaling up of direct conversion to
the CWS throughout the city is difficult without completely
understanding the ground reality and gradually improving the
existing system (Kalbar andGokhale, 2019).Moreover, the lack of
consistency in defining benchmarking parameters and reliability
in the data collection framework makes it challenging to utilize
the benchmarking data to directly implement the interventions
(Rawas et al., 2020).

Revenue in IWS
Like all other infrastructure projects, revenue generation in
WSS is the driving force for successful operation of a scheme.
However, the failure ofWSS with IWS leads to a lack of consumer
satisfaction, which minimizes willingness to pay and ultimately
reduces revenue generation.

Due to the reduction in efficiency of WSS with IWS, the
consumers water demand is not fulfilled. Hence, consumers
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FIGURE 1 | Screened articles on Intermittent Water Supply from 2002 to 2020.

spend on household storage, pumps, underground tanks to
store water in IWS. The additional expenditure on the solution
mentioned above is termed as coping cost to consumers
(McIntosh, 2003). In relation to coping costs, most of the studies
(Supplementary Table SI-2.3) classified the various expenditure
consumer have to incur on various components to satisfy the
demand in IWS.Moreover, factors responsible for the willingness
to pay from the consumer end were discussed in the literature.
From service providers point of view, exact quantification
of water consumption is vital to generate appropriate water
bills. In IWS, accurate determination of water consumption is
difficult to achieve (Jayaramu et al., 2016; Kumpel et al., 2017).
A methodology to accurately quantify the household’s actual
consumption with IWS was proposed by Guragai et al. (2018)
using data loggers in Kathmandu, Nepal. However, the scaling
up of the proposed methodology is difficult, as a considerable
investment is required to install and maintain the data loggers
at a larger scale.

IWS IN INDIA

This section describes the configuration, design norms, and the
actual operation of WSSs in India. The actual ground reality will
help understand prevailing IWS both in urban and rural settings
in India.

Configuration of WSSs in India
A typical layout of WSS with a surface water source in India
is illustrated in Figure 2A. Raw water from the source is

transported to the Water Treatment Plant (WTP) through
gravity or using pumps based on the terrain. The pipe carrying
the water from the source to WTP is typically called the
Rising(pumped)/Gravity main. The treated water from WTP is
then stored in a Master Balancing Reservoir (MBR). From the
MBR, water is transported to different Elevated Storage Reservoir
(ESR) through a pipe network known as a transmission network.
Ideally, MBR is situated at a high altitude such that water is
distributed to all the ESRs under gravity. Preferably, the ESR
is supposed to be at the center of the serving area. Water
from ESR to the consumer is delivered through a network of
pipelines termed distribution network. ESR is provided with a
separate inlet and outlet pipe. Different valves are provided at
appropriate locations to maintain the efficiency of the system.
The configuration is such that water is transported in a single
direction from source to consumer.

The difference between the WSS in developed countries and
India was studied based on technical norms for water supply
laid by the America Water Works Association (AWWA). As
per AWWA manual M31 (AWWA American Water Works
Association, 2008), the most efficient WSS configuration is one
with a floating Service Reservoir (SR) situated at the end of
the consumer center (Figure 2B). In other words, the consumer
center should be between the pump station and SR. Water from
the pumping station is pumped to both the consumer center
and the SR. Unlike the ESRs in India, SR has only a single pipe
to fill and withdraw water. At the time of emergency like fire
demand, water is provided to the consumer center from both
pump station and SR.Whereas, at the time of the off-peak period,
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TABLE 3 | Studies contributing to design and analysis aspect of IWS.

References Location Issue of IWS addressed

Vairavamoorthy

and Elango (2002)

N/A Design

Vairavamoorthy

et al. (2007a,b)

India Design

Fontanazza et al.

(2007), De Marchis

et al. (2010),

Campisano et al.

(2018)

Italy Analysis—Partial pipe filling process

Nyende-Byakika

et al. (2012)

N/A Analysis—Partial pipe filling process

Nyende-Byakika

et al. (2013)

Uganda Analysis—Partial pipe filling process

Lieb et al. (2016) N/A Analysis—Partial pipe filling process

Mohan and

Abhijith (2020)

India Analysis—Partial pipe filling process

Manohar and

Mohan Kumar

(2014), Mohapatra

et al. (2014),

Neelakantan et al.

(2014)

India Analysis- Rehabilitation of existing WSS

with IWS and conversion to CWS

Haddad et al.

(2016)

Iran Analysis- Rehabilitation of existing WSS

with IWS and conversion to CWS

El Achi and Rouse

(2020)

Jordan Analysis- Rehabilitation of existing WSS

with IWS and conversion to CWS

water is pumped in SR and stored. Thus, the SR is floating on the
network, with the flexibility to store and deliver water based on
the consumer center’s demand. As shown in Figure 2B, the WSS
configuration is one of the primary reasons for its high reliability
in developed countries. In addition to the layout, the design
norms are an essential factor responsible for WSS’s performance.
The subsequent section will highlight the design norms of WSS
in India and developed countries.

WSS Design Norms in India
In India, the WSSs are designed as per the CPHEEO norms.
The guidelines include the per capita demand, minimum residual
pressure, minimum pipe diameter, the design period of various
components, peak factor, and demand pattern. Table 5 enlists
the different norms as per CPHEEO and AWWA Manual M31.
Even though both the standards are based on CWS, there is
a gap between standards laid by two agencies. Apart from the
minimum residual criteria and per capita norm, the significant
difference is in fire flow demand. In the USA, the pipe diameter
is designed based on the maximum day demand and fire
flow demand (Walski, 2014). The pipe diameter should satisfy
the combined demand with the minimum residual pressure
shown in Table 5. Whereas in India, additional fire demand
is considered for calculating the storage capacity of ESR. Fire
demand is not included in the design of the distribution network.
Moreover, Smith and Liu (2020) enlisted the minimum pressure
standards around the world. The dissimilarity in the design

TABLE 4 | Studies contributing to operation aspect of IWS.

References Location Issue of IWS addressed

Andey and Kelkar (2007,

2009), Kumar et al. (2018)

India Impacts on WSS and consumers

Christodoulou and

Agathokleous (2012),

Agathokleous and

Christodoulou (2016),

Agathokleous et al. (2017)

Cyprus Impacts on WSS and consumers

Abu-Madi and Trifunovic

(2013)

Jordan Impacts on WSS and consumers

Fontanazza et al. (2013) Italy Impacts on WSS and consumers

Fan et al. (2014) China Impacts on WSS and consumers

Al-Ghamdi and Gutub

(2002), Al-Ghamdi (2011),

Haider et al. (2019)

Saudi Arabia Quantification of leakages

Criminisi et al. (2009), De

Marchis et al. (2013)

Italy Quantification of leakages

Tamari and Ploquet (2012) Mexico Quantification of leakages

Zyoud et al. (2016), Zyoud

and Fuchs-Hanusch (2019)

Palestine Quantification of leakages

Mastaller and Klingel

(2017), Taylor et al. (2019)

India Quantification of leakages

Al-Washali et al. (2020),

Aboelnga et al. (2018)

Jordan Quantification of leakages

Al-Washali et al. (2019) Yemen Quantification of leakages

Coelho et al. (2003) Jordan,

Lebanon,

Palestine,

United Kingdom,

and Portugal

Water quality

Tokajian and Hashwa

(2003), Ayoub and Malaeb

(2006)

Lebanon Water quality

Elala et al. (2011), Kumpel

and Nelson (2013), Kumpel

and Nelson (2014),

Ercumen et al. (2015),

Khadse et al. (2016), Taylor

et al. (2018)

India Water quality

Haddad et al. (2014) NA Water quality

Hernandez-Lopez et al.

(2016)

N/A Water quality

Bivins et al. (2017) N/A Water quality

Erickson et al. (2017) Panama Water quality

Alazzeh et al. (2019) Palestine Water quality

Rubino et al. (2019) Mexico Water quality

Li et al. (2020) China Water quality

Sakomoto et al. (2020) Uganda Water quality

Rosenberg et al. (2008) Jordan Inequitable water supply

Ameyaw et al. (2013) N/A Inequitable water supply

Freni et al. (2014) Italy Inequitable water supply

Gottipati and Nanduri

(2014)

N/A Inequitable water supply

Solgi et al. (2015) Iran Inequitable water supply

Ilaya-Ayza et al. (2017) Bolivia Inequitable water supply

Strijdom et al. (2017) South Africa Inequitable water supply

(Continued)
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TABLE 4 | Continued

References Location Issue of IWS addressed

Klingel and Nestmann

(2014)

Algeria Conversion to CWS

Jayaramu et al. (2015),

Hastak et al. (2017)

India Conversion to CWS

Ilaya-Ayza et al. (2016,

2018)

Bolivia Conversion to CWS

David et al. (2020) Mexico Conversion to CWS

Cronk and Bartram (2018) Honduras,

Nicaragua,

and Panama

Database management

Kaminsky and Kumpel

(2018)

N/A Database management

Rawas et al. (2020) Peru Database management

norms between developed and developing nations makes the
WSS in the developed countries less vulnerable to failure than the
developing countries.

Apart from the design parameters mentioned in Table 5,
the transmission network between MBR and ESR is designed
for a 1.2 to 1.5 peak factor in India. On the distribution side,
the consumer demand pattern is considered a diurnal pattern,
peaking in the morning and evening. Population forecast is done
for the design period of 30 years (CPHEEO, 1999). The various
methods mentioned in the CPHEEO manual are used to arrive
at the forecasted population, and per capita demand (Table 5) is
multiplied to meet the future demands. MBR and ESR’s capacity
is finalized based on the mass curve method, based on the supply
and demand pattern throughout the day. Furthermore, Demand
Driven Approach (DDA) is used to design transmission and
distribution networks.

The WSS design norms in India cover all the fundamental
aspects. A Detailed Project Report (DPR) is formed based on the
design norms and submitted to concerned authorities for design
approval. TheWSS construction is carried out based on the DPR,
followed by its commissioning and operation. The following
section will highlight the actual operation of WSS in India.

Actual Operation of WSS in India
The operation of WSS in India is intermittent, both in
transmission and distribution networks. The operation is
different from the design guidelines used. In the following
subsection, the operation of the transmission and distribution
network is discussed separately.

Operation of the Transmission System

The transmission network is designed based on CWS, assuming
that all the downstream ESRs will be filled simultaneously.
Conversely, the ESRs are filled in a staggered manner with the
help of control valves (ON/OFF valves). A peak factor between
1.2 and 1.5 is used to design the transmission network CPHEEO,
1999. However, the transmission network’s staggering operation
increases the peak factor, deterioration of the pipeline, increasing
the water loss.

The design life of a transmission network is 30 years CPHEEO,
1999. Accordingly, the demand is calculated, and pipe diameter
is determined and commissioned at the site. The buffer capacity
available at the initial phase of the design period is utilized
to expand the network unscientifically. Such a scenario results
in over withdrawal in the transmission network to fulfill the
increased demand. The uncontrolled withdrawal causes partially
filling of the ESRs especially, at the tail end ESRs.

Furthermore, to counter the ground undulations, Break
Pressure Tanks (BPT) are used at a higher elevation to reduce
the energy consumption by converting the pumped flow into
gravity flow. However, due to the inappropriate location of BPT,
the actual required discharge through the pipe is not achieved,
aggravating the issue of partial filling of ESRs. Finally, illegal
tapings on the main transmission line are commonly found in
India. The unauthorized connections reduce the system pressure,
which already fails to deliver the desired flow.

Operation of the Distribution System

In India, a large-scale centralized approach is used to design
WSS (Figure 2A). Large ESRs with a capacity between 5–10ML
and 10–25ML (Kalbar and Gokhale, 2019) are designed and
constructed to cater to fluctuations between demand and supply.
As the operation is based on IWS, the large storage tanks develop
a perception of the operators that an infinite volume of water
is available, which results in the expansion of the distribution
network beyond the hydraulic capacity (influence) of the tank.
Furthermore, due to land constraints in urban areas, ESRs are
generally located far away from the serving area, resulting in an
inefficient distribution network. The consumers at the end of
network are deprived of water, and the consumers near the tank
receive ample water.

The general practice for the operation ofWDN is to divide the
service area with the help of control valves. The supply time is
bifurcated with the use of control valves. The division is based on
operator experience, and the aim is to supply water to consumers
irrespective of the residual pressure, resulting in inequitable
distribution. Sometimes, the WDN from different storage tanks
is interconnected, and it becomes difficult to demarcate the exact
location of the pipelines. In other words, the concept of isolated
District Metered Area (DMA) is failed at the ground level.

Moreover, as discussed in the previous section, the
distribution network is designed based on the peak factor
as per the diurnal demand pattern. As water is supplied to a
particular area with the help of a valve for a limited time, the
peak factor exerted is higher than the one considered in the
design. For example, if the water is supplied to an area for 2 h a
day, the actual peak factor exerted in the respective pipe network
will be 12. The high peak factor results in the deterioration of
pipes and increased NRW.

VICIOUS CYCLE OF WSS FAILURE IN
INDIA

In the previous section, the actual design and operation of
WSS in India were discussed. Further, it is necessary to

Frontiers in Water | www.frontiersin.org 6 September 2021 | Volume 3 | Article 69663024

https://www.frontiersin.org/journals/water
https://www.frontiersin.org
https://www.frontiersin.org/journals/water#articles


Ghorpade et al. Drivers of IWS in India

FIGURE 2 | (A) Typical layout of WSS with a surface water source in India, (B) Recommended WSS layout by AWWA manual M31.

understand the relationship between the various aspects of
WSS in India causing the existence of current IWS. As
shown in Figure 3, a vicious cycle is formed between the
operation and maintenance, infrastructure condition, service
delivery, consumer satisfaction, and revenue aspect of a WSS.
Lack of proper operation and maintenance deteriorates the
infrastructure condition, which reduces the service quality
in terms of quantity and quality. The decreased service
quality negatively impacts consumer satisfaction; reduced
consumer satisfaction results drop in revenue generation.
In turn, the depleted revenues affect the operation and
maintenance of the WSS, which again initiates the vicious cycle
of failure.

Various factors are responsible for the formation of the vicious
cycle (Figure 3). The operation and maintenance of a WSS is
dependent on the aspects like asset management, DMA, network
expansion, and so on. Failure of one of the factors results in the
WSS’s degraded operation and forms the vicious cycle. Similarly,
the infrastructure condition is governed by the planning, design,

TABLE 5 | Design norms for WSS in India and the USA.

Sr.no. Parameter CPHEEO manual AWWA manual

1. Minimum residual

pressure (m)

7 14

2. Maximum residual

pressure (m)

17 69

3. Minimum diameter

(mm)

150/100 150/100

4. Peak factor 3 2.5

5. Minimum fire flow

(lps)

Neglected 15

6. Per capita demand

(lpcd)

135,70,40 560

and analysis practices along with the operation and maintenance
of the scheme. The infrastructure condition and reliability
decide the service quality of WSS and ultimately dictates
consumer satisfaction.
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FIGURE 3 | Vicious cycle of WSS failure in India.

Additionally, the coping costs govern consumer satisfaction.
The revenue generation aspect relies on the tariff policy, which is
influenced by social and political willingness. Furthermore, illegal
connections, physical losses, and consumer satisfaction impact
the revenue generation of a WSS. Finally, the shared point of all
the factors is the institutional capacity of the water supply sector
in India. The institutional capacity affects significant aspects

like planning, design, analysis, operation, and tariff policy of a
WSS. The vicious cycle (Figure 3) can be converted to a virtuous

cycle if all the factors are maintained as per standards. However,

understanding the different drivers of the formation of a vicious
cycle is vital. The following section will discuss the drivers
responsible for the failure of WSS in India.

DRIVERS FOR VICIOUS CYCLE OF WSS
FAILURE IN INDIA

As discussed in section IWS in India, there is a gap betweenWSS’s
design and actual operation in India. The design is based on
CWS, whereas the operation on IWS. The difference in the design
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and operation results in the failure of WSS in India. Section
Vicious cycle of WSS failure in India illustrated the vicious cycle
ofWSS failure in India. In this section, the drivers responsible for
forming a vicious cycle are discussed based on the field conditions
and operational hydraulics.

Design and Analysis
In India, a highly centralized approach is adopted for planning
a WSS (section Configuration of WSSs in India). The concept
of the ideal location of ESR (center of the serving area)
fails at the ground level due to land constraint, resulting
in hydraulic failure of the WDN. Additionally, population
forecast by standard methods fails to capture the uncertainties,
leads to the faulty demand forecast. The design norms of
WSS in India are discussed in section WSS design norms
in India. The gap between the design and actual operation
of WSS makes the design standard unrealistic. For example,
there might be a difference between the required diameter at
the tail end of the network based on intermittent operation
and the minimum pipe diameter criteria as per the standards
(Table 5).

Furthermore, as discussed in sections WSS design norms
in India and Actual operation of WSS in India, WSS’s design
is based on the peak factor as per CWS. In contrast, the
actual peak exerted on the network is higher due to the
intermittent operation. Moreover, the per capita demand norm
does not account for the changed lifestyle, especially in rural
areas. The penetration of new technologies and instruments in
rural areas has changed the lifestyle, increasing the per capita
water demand.

The next step after the design of WSS is the analysis of the
designed network. DDA is predominantly used to simulate the
network. In DDA, demand at nodes is assumed to be completely
satisfied irrespective of the node’s residual pressure (Berardia
et al., 2014). However, due to IWS in India, wide variation in the
residual pressure is observed, and accordingly, the disparity in the
nodal outflow is recorded. To simulate the variation in nodal flow
regarding residual pressure, Pressure Driven Analysis (PDA) is
preferred and used in recent times (Sayyed et al., 2015; Mahmoud
et al., 2017). Even though PDA gives satisfactory results in terms
of variation in nodal outflow with respect to residual pressure,
it is not easy to estimate the actual withdrawal from the node.
The service connection pipe in the Indian WSS is a crucial
component to calculate the actual withdrawal from the system.
Also, household storage is a significant component of IWS. The
analysis methods adopted for WSSs in India ignore the impact of
household storage and the service connection pipe. The exclusion
of these two vital components fails to capture the ground reality.
Hence, it is not easy to simulate the actual scenario of WSSs
in India.

The factors mentioned above related to planning, design,
and analysis directly impact the infrastructure condition
(Figure 3). Additionally, the operation and maintenance affect
the infrastructure condition; the subsequent section will discuss
the drivers for unsuccessful operation and maintenance of WSS
in India.

Operation and Maintenance
In India, the intermittent operation of WSS has become standard
practice. As discussed in section Operation of the distribution
system, the concept of DMA is failed at the actual operation of
a scheme. The maintenance activity of the pipelines becomes
challenging with the lack of DMA in the network (Diao et al.,
2013). In addition to the maintenance activities, conducting a
water audit to quantify the actual water loss becomes tedious.
As discussed in section Operation of the distribution system,
the transmission network’s partial flow condition results in
incomplete filling of the ESRs. In India, the ESR is bypassed at
many places, and the transmission network is directly connected
to the distribution network.

Additionally, the refilling of pipelines requires a large volume
of water in every cycle of supply time. Water loss in the network
is intensified due to the filling and refilling of the pipelines.
The Hydraulic Grade Line (HGL) at the storage tanks is one
of the governing factors for calculating the residual pressure
at nodes. At the design phase, the starting HGL at the storage
tank is assumed to be above the Low Supply Level (LSL). In the
actual operation, after sometime, the outlet of the storage tank
is partially filled due to uncontrolled withdrawal from the tanks.
Hence, the HGL sets below the LSL of the tank. The difference
between the actual and design HGL value negatively impacts the
performance of the distribution network.

For effective operation and maintenance of infrastructure,
the fundamental prerequisite is maintaining the infrastructure
database. The date of the laying of the pipeline is of vital
importance in WSS. In urban areas of India, most of the
functional pipelines are very old. In a deteriorated condition,
the lack of a proper database regarding the pipe age and
rehabilitation activity exacerbates the deterioration of the
network. The application of Geographical Information System
(GIS) in the database management of WSS is yet to be realized by
most of the authorities. The operation practice like short duration
supply, lack of DMA, unplanned expansion, uncontrolled
withdrawal, and lack of asset management deteriorate WSS’s
infrastructure condition in India.

Consumer Satisfaction
Consumer satisfaction depends upon the service quality of the
WSS. The service quality is decided based on the infrastructure
condition and reliability of the WSS. As discussed in the
previous sections, the shortcomings in the planning, design,
analysis, and operation ofWSS in India decline the infrastructure
condition. Even after overcoming the issues mentioned above,
the improvement in service quality is not assured. The
reliability of the WSS is another aspect that governs the
service quality. Interrupted electricity supply, uneven population
growth, seasonal variation, drought conditions, and unexpected
surge in water demand (e.g., large social gatherings) hampers the
reliability of the WSS.

In India’s rural areas, pumps used in lifting the water from
the source often fail within the design period due to interrupted
electricity supply. The pump failure disrupts the operation
of the scheme, aggravating existing problems of operation
and maintenance. Additionally, haphazard growth, especially in
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urban areas, increases the load on essential utilities like water
supply. However, the WSS is not designed to cater to such an
increase in demand. Lack of sustainable raw water source to
fulfill the increased demand is another vital issue related to
WSS’s reliability.

As a result of IWS, consumers have to invest in household
storage tanks to fulfill the water demand until the next
supply cycle. Consumers adopt an underground storage tank,
overhead storage tank, large vessels, etc., as per the financial
capabilities (Cook et al., 2016). In addition to the storage
facility, consumers spend on the pumps to fetch water from
the system due to inadequate residual pressures. In India, to
counter the health issues caused by IWS, it has become common
to install a household water filtration unit (Ercumen et al.,
2015). Consumers with unfulfilled water demand like rural
areas or slum populations in the urban area adopt alternate
sources like groundwater, tanker feed water, bottled water,
community water filters and fulfill their water demand. Different
alternatives adopted by consumers to accomplish the water
demand are known as coping strategies. The investment made
by the consumers on different coping strategies is termed coping
cost. In addition to the payment of water bills, consumers
spend a substantial amount of their earnings on different coping
strategies (Yepes et al., 2001; Cook et al., 2016; Gurung et al.,
2017). Apart from the coping costs, consumers have to modify
the daily schedule as per the supply hours. In most households,
one of the members has to stay at home to store water in
the respective supply hours, reducing the job prospect for one
household member. Hence, to overcome the ill effects of IWS,
consumers spend extra time and money.

The quantification of service quality can be done by
monitoring the water quantity and quality received by
consumers. In addition to it, the quantification of coping cost
will lead to determining the service quality, in turn, consumer
satisfaction. Consumer satisfaction is directly proportional to the
willingness to pay toward the water bill. Further, studies (Burt
and Ray, 2014) have shown that willingness to pay is more to
reliable water supply than the continuous water supply.

Revenue
Revenue generation plays a vital role in the success of any
infrastructure project. Water is considered the basic need for the
survival of human beings. Hence, people’s general perspective
is that the water tariff should be as minimal as possible, or
water should be provided free of cost (Aggarwal et al., 2013).
However, as a significant investment is required to design,
construct, operate, and maintain a WSS, revenue generation is
of prime importance for the service providers. In India, the
coping costs and the working hours spent on satisfying the
water demand dictate the willingness to pay for water bills in
a household. As discussed in section Consumer satisfaction,
consumer satisfaction is not achieved inmost of theWSS in India,
resulting in reduced willingness to pay.

From the tariff on water supply point of view, the tariff
structure varies among different cities. The tariff policy is
finalized by the state government, making it a politically driven
decision (Aggarwal et al., 2013). In India, the average tariff rate

is below the production cost (McKenzie and Ray, 2009). For
example, the Municipal Council of Greater Mumbai (MCGM)
spends Rs. 20 (0.27 USD1) per thousand liters for treatment
of water, whereas only Rs. 5 (0.06 USD) per thousand liters is
charged to the consumers (Singh, 2021).

Furthermore, some service providers opt for flat rate tariffs
others follow telescopic rates for tariff collection. A flat rate
policy is adopted for unmetered connection, block tariff for
metered connection. The block’s price and bifurcation vary
among the cities; McKenzie and Ray (2009) have enlisted the
various tariff structure in major Indian cities. In a flat rate
policy, the tariff is based on the size of the service connection.
In contrast, the block tariff requires household water meters.
However, mechanical water meters in IWS fail to quantify the
exact water consumption, and after a while, the meters become
defective (Walter et al., 2018). Also, the Electromagnetic and
Ultrasonic water meters require high operation and maintenance
costs (Research Design Standards Organization, 2015; Li and
Chong, 2019). Additionally, the insufficient coverage, unequal
distribution, low pressure in the WDN escalate the illegal
connections, theft of water from the system. Such malpractices
increase the burden of revenue loss on the utilities and the lack of
exact quantification of water consumption.

Finally, automation is considered the most relevant solution
for increasing the efficiency of WSSs. Different automation
techniques like Programmable Logic Control (PLC), Supervisory
Control and Data Acquisition (SCADA), valve actuators, level
sensors, etc., are adopted at a different scale in India. However,
the operation and maintenance of such high-end solutions
are costly. As discussed above, the willingness to pay is
directly proportional to consumer satisfaction. Hence, generating
financial returns of the considerable investment in automation
becomes an uphill task.

Institutional capacity
In India, as per the 73rd Amendment to the constitution
supplying clean drinking water is the state’s responsibility
(Ministry of Jal Shakti Government of India, 2019). WSS’s
institutional structure in India is fragmented; different states
have a varied institutional framework (Ahmed and Araral, 2019).
Most of the states have the Urban Local Body (ULB) as the
responsible authority for managingWSS. In contrast, others have
a centralized board to manage the water supply (Government
of India, 2009). An excellent institutional system has well-
trained staff, a financially sustainable tariff structure, an improved
revenue collection system, accountability, transparency, and
public participation (McIntosh, 2003; Bakker et al., 2008). A weak
institutional framework leads to the failure of WSS (Government
of India, 2009). In most ULBs or water supply boards, technical
and managerial skills are scarce (Klingel, 2012; Mathur, 2017).
Instead of suitable capacity building at the institute level, the
planning, design, and construction of WSS are outsourced to
private vendors. Only the operation and maintenance of the
scheme are done by ULBs or water supply boards.

1Exchange rate of currency 1 INR=0.013 USD 16th March 2021.
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The central government of India allocates funds to states
for the construction of WSS. At the state level, money from
various national level schemes is used to increase the number of
tanks and pipelines; there is no cognizance of WSS expenditure.
Separate funds are also allocated for capacity building, used
for various training programs for the engineer. However, the
actual issues and appropriate solutions are rarely discussed in the
training programs.

Furthermore, the dynamics between two different institutions
also impact the operation of WSS. In Maharashtra, India, the
institutional arrangement for water supply is complex (SI-2.4).
Maharashtra Jeevan Pradhikaran (MJP), a parastatal body, is
responsible for planning, designing, and constructing WSS. Post
construction, MJP handover the scheme to respective local
bodies. ULBs are accountable for the scheme’s operation and
maintenance in urban areas; Zilha Parishad and Gram Panchayat
in the rural area are responsible for the scheme’s operation and
maintenance. The relation between different institutions defines
the fate of the WSS. Moreover, the dynamics of a civil servant
and the engineers at various institutes also impact the water
distribution (Bawa, 2011).

In addition to it, the water tariff structure fixed by the
authority is unrealistic, institutions fail to recover the operating
cost of the scheme (Golin et al., 2015). The application of
GIS for maintaining the revenue collection database is yet to
be incorporated by all the institutions. As discussed in the
earlier section, lack of proper database management escalates
the problem of cost recovery. Furthermore, the actual issues
and appropriate solutions are rarely discussed in the training
programs used for capacity building. In the wake of such a
scenario, the consultant’s unrealistic design gets approved, and
the scheme enters the vicious cycle of failure (Figure 3).

To summarize, a robust institutional capacity will improve all
aspects of WSS, including planning, design, analysis, operation,
and tariff policy. The recently launched Jal Jeevan Mission
(JJM) by the Government of India has focused on strengthening
the institutional capacity with a four tier institutional setup
at the National, State, District, and Village level. Also, strong
database management and community involvement are made
mandatory for states (Ministry of Jal Shakti Government
of India, 2019). However, the provision for appointment of
the Project Management Unit (PMU) defies the purpose. In
PMU, the institutions are free to appoint consultants for
the design and operation of WSS. As the focus will be on
outsourcing, vendors will provide high-end solutions which
are generally suitable for developed nations. The issue of the
lack of appropriate interventions to improve WSS in India will
remain unresolved.

LEARNINGS AND WAY FORWARD

In the present study, a detailed analysis of drivers for IWS
in India is presented. It is clear that the drivers for IWS are
not independent and reinforce each other. One of the crucial
aspects of IWS is how to operate the WSS considering the
field conditions. As water is supplied intermittently, household

storage is a common phenomenon in IWS. Additionally, over
withdrawal from the network is also predominant in IWS.
However, such scenarios are hardly considered during the design
and planning phase, resulting in the WSS’s failure. Bhave and
Gupta (2000) proposed hydraulic devices such as orifice plate to
restrict the over withdrawal from the WSS.

The ultimate goal of a WSS is to provide water to consumers
in adequate quantity and prescribed quality in CWS mode.
However, with the present scenario of operating theWSS, directly
converting the IWS to CWS will result in more problems, as
such approach will not tackle the drivers to IWS. This will not
effectively use the investment made for achieving CWS as the
WSS will againmove back to IWSwith such an approach of direct
transition. There should be an intermediate step of improving
the performance of existing IWS such that the vicious cycle of
failure (Figure 3) is broken. To improve the existing IWS, the
application of appropriate design and operation interventions
is required. As discussed in the present study, limited studies
proposed the alternative design and operation methodology for
IWS. Kalbar and Gokhale (2019) described few design and
operation interventions, viz. shaft, manifold, and multi-outlet
tanks, for improving the efficiency of existing IWS. Furthermore,
Ghorpade et al. (2021) reported multi-outlet tanks’ superiority
over conventional single outlet tanks in terms of hydraulic and
operational aspects.

Once the performance of IWS is improved and consumer
satisfaction is achieved, a gradual transition to CWS is possible.
Such a transition will result in sustainable CWS. To summarize,
the approach of directly converting IWS to CWS will lead
to reinforcing the vicious cycle of failure. To overcome such
situations, an intermediate step is necessary to bridge the gap
between IWS to CWS.

CONCLUSIONS

IWS is the most common operational regime of WSSs in India.
In this study, the drivers for the IWS in India were identified
based on studies on field conditions and operational hydraulics.
Initially, an SLR was conducted to understand the various aspects
of IWS and the variety of work done to improve IWS. This
was followed by a detailed study of WSS in India, including
the layout, planning, design, analysis, and actual operation. It
was found that the WSSs of India are trapped in the vicious
cycle, wherein failure of one factor initiates the decline in the
performance of another factor, and ultimately the system fails to
deliver a satisfactory water supply to the consumers. Application
of solutions for improving the performance of WSSs in India
without understanding the vicious cycle and drivers of IWS will
lead to the continuation of the vicious cycle of failure. Also,
direct conversion of WSS operating in IWS mode to CWS is
not recommended as it will not address the drivers for IWS and
WSS will again convert back to IWS. The present study will help
understand the interrelation between various drivers responsible
for the vicious cycle of IWS. Once a thorough understanding of
the various drivers is developed in the practitioners, they can
develop strategies to overcome the vicious cycle of IWS. The
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success of national level missions like JJM (Rural and Urban)
and any future programmes depend upon overcoming the vicious
cycle of IWS.
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Wastewater treatment demands management of influent conditions to stabilize

biological processes. Generally wastewater collection systems lack advance warning

of approaching water parcels with anomalous characteristics, which could then be

diverted for testing or pre-treatment. A major challenge in achieving this goal is

identifying anomalies against the complex chemical background of wastewaters. This

work evaluates unsupervised clustering methods to characterize “normal” wastewater

characteristics, using >17 months of 10-min resolution absorbance spectrometry data

collected at an operating wastewater treatment facility. Comparison of results using

K-means, GMM, Hierarchical, and DBSCAN clustering shows minimal intra-cluster

variability achieved using K-means. The four K-means clusters include three representing

99% of samples, with the remaining cluster (<0.3% of samples) representing

atypical measurements, demonstrating utility in identifying both underlying modalities of

wastewater characteristics and outliers. K-means clustering provides a better separation

than grouping based on factors such as month, precipitation, or flow (with 25% overlap

at 1-σ level, compared to 93, 93, and 83%, respectively) and enables identification of

patterns that are not visible in factor-driven grouping, e.g., shows that summer and

November months have a characteristic type of behavior. When evaluated with respect to

wastewater influent changes occurring during the SARS-CoV-2 pandemic, the K-means

approach shows a distinct change in strength of diurnal patterns when compared to

non-pandemic periods during the same season. This method may therefore be useful

both as a tool for fast anomaly detection in wastewaters, contributing to improved

infrastructure resilience, as well for providing overall analysis of temporal patterns in

wastewater characteristics.

Keywords: wastewater, anomaly detection, machine learning, K-means clustering, Gaussian Mixture Model,

hierarchical clustering, DBSCAN, SARS-CoV-2
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1. INTRODUCTION

Municipal wastewater treatment and water resource recovery
facilities leverage biological processes to remove carbon and
nutrients, a critical aspect for meeting discharge permit limits
that protect downstream ecosystems. While this is more cost
effective and produces less hazardous waste then chemical
treatment alone, it requires maintenance of the health of the
microbial community to ensure proper results. Because re-
establishing the process microbiome after a collapse is slow (up
to ~weeks), there is interest in monitoring wastewater influent
for anomalies that may indicate the presence of a toxic chemical
or even a drastic change in influent character, to which the
plant operator can respond, for example, by diverting flows
to a holding basin while detailed chemical tests are conducted
and/or adjustments (such as blending) are done before sending
the wastewater to the treatment train. Yet “wastewater” is in
reality a complex mixture of hundreds to thousands of different
molecules, the concentrations of which can fluctuate based on
community behaviors, industrial plant operations, precipitation
(which can lead to dilution of wastewaters through stormwater
infiltration), etc. (Thomas et al., 1999; Baurès et al., 2007;
Tsoumanis et al., 2010; Schilperoort et al., 2012; Loos et al., 2013).
Therefore, detecting an ability to properly detect anomalies is
predicated on first being able to properly define the “normal”
background against which to compare.

Initial approaches have worked toward this goal by detecting

sudden changes in sensor measurements, with some robustness
offered by using multi-wavelength spectrometer data [e.g.,
differential spectrum detection (Langergraber et al., 2003, 2006;
Daniel et al., 2008), change detection using Autoregressive
Integrated Moving Average (ARIMA) modeling (Daniel et al.,
2008)]. However, sudden changes can occur due to non-
problematic occurrences (e.g., operating hours of industrial or
large office facilities). Therefore, a step toward defining “normal”
has been to develop deterministic forecasting models based
on external factors known to affect the chemical composition
of wastewater, e.g.,time of day (Thomas, 2017), land use type
(Lourenço et al., 2006; Baurès et al., 2007; Tsoumanis et al., 2010),
and precipitation (Vaillant et al., 1999). Major limitations of
such models are the complexity (i.e., relationship between factors
and wastewater—for example, modeled behavior of citizens
and businesses on a typical Monday must be differentiated
from a holiday Monday, with numerous exceptional cases
to be managed) and the need for data sources to ingest to
drive the model.

Advances in pattern detection and recognition have resulted
in new techniques for direct anomaly detection being applied to
wastewater environments, e.g., anomaly detection through use
of a deep autoencoder model on sewer flow data (Russo et al.,
2020) and fault detection through application of a deep neural
network to data from 12 chemical and operational sensors at
an operating wastewater treatment plant (Mamandipoor et al.,
2020). Related attempts on small datasets (months or less) have
started to approach characterizing the complex background, e.g.,
clustering on 24-h of wastewater spectral data (Chow et al.,
2018) and most recently, forecasting using various statistical

and machine learning techniques on a few months of treatment
train sensor data (flow, temperature, pH, and NO−

3 /NH
+
4 ) rather

than external factors (as described above), with a neural network
outperforming the other techniques in quantitatively predicting
future sensor readings (Cicceri et al., 2021).

These recent approaches suggest promise in moving toward
defining “normal” as a way to understand the natural variability
in wastewater—thereby suggesting ways to assess anomalies by
difference, which may provide more robustness in the long run
given the challenges of tuning data-trained algorithms to detect
rare occurrences. However, it is not yet clear how well existing
approaches will generalize, particularly given the strong seasonal
effects driving wastewater characteristics and short time frames
of datasets used in most studies. Therefore, this paper explores
the use of unsupervised clustering methods to define “normal”
in a chemically complex system, taking wastewater as the test
case given the strong motivation for anomaly detection in these
collection and treatment systems, and leveraging a long-term
dataset to assess the consistency (or variability) of wastewater
over these operationally-relevant time scales. The results are
compared to more typical factor-based approaches, such as those
described above, for context and then evaluated under the very
different operational conditions experienced during 2020 during
the SARS-CoV-2 pandemic. The manuscript closes by providing
an assessment of how this methodology may contribute to the
overarching goal of providing resiliency to wastewater treatment
facilities through a reliable method for characterizing conditions
in wastewaters.

2. METHODS

While a variety of sensing mechanisms can be used to assess
water quality, absorbance spectrometry was selected for this
study due to the wide range of chemicals that can be detected,
the relevance of detectable analytes to wastewater, e.g., carbon
oxygen demand (Gruber, 2006), nitrate and nitrite (Tsoumanis
et al., 2010), and total suspended solids (Lepot et al., 2016), and
the results of previous studies showing variability in wastewater
character to be detectable using this method (Rieger et al.,
2006; Lourenço et al., 2012; Carreres-Prieto et al., 2020). The
approach described here has three key aspects: (1) multi-year
field data collection, (2) use of typical and novel approaches to
identifying underlying characteristics of the wastewater mixture,
(3) evaluation of these approaches under a unique case study
scenario, i.e., reconfiguration of societal behavior during the 2020
SARS-CoV-2 pandemic.

2.1. Data Collection, Pre-processing, and
Normalization
An s::can spectro::lyser using a 5 mm path length was deployed
at the Upper Blackstone Clean Water facility (UBCW) in the
influent to the secondary treatment train (before the biological
process but after removal of large solids), recording absorption
at 208 wavelengths (220–737.5 nm, in steps of 2.5 nm) at
10-min intervals. UBCW has a capacity of 31 million gallons
per day (MGD) and serves approximately 250,000 customers
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in the Worcester, MA area. Re-zeroing of the device (to
Millipore Ultrapure water) and data download were performed
approximately every 10 days. The dataset used for this work
covers the period from January 7, 2020 to June 7, 2021 (total of
70,060 measurements, i.e., the complete dataset is a matrix of size
208 by 70,060).

Spectral data were pre-processed to compensate for lens
fouling (i.e., buildup of material on the pathlength surfaces
between cleanings) and to mitigate zeroing effects. Lens fouling
is assumed to build up linearly; the offset between average
signals within the 24 h after one cleaning and the 24 h
immediately preceding the subsequent cleaning is linearly
interpolated across the sampling period and subtracted from
the sample data. As even small air bubbles can affect the
zeroing of the device, essentially introducing an offset to
subsequently measured spectra, spectral data are typically shifted
by identifying one wavelength that has minimal and/or constant
response to enable intercomparison between sampling periods.
For this work the absorbance at the longest wavelength (least
response in wastewater) was set to zero for all measurements.
Finally, because the spectral shape, rather than intensity,
was hypothesized to be important in identifying underlying
“normal” modes, each spectrum was scaled such that the
maximum absorption measurement was set to 1 after the
adjustments made for lens fouling and zeroing described
above [a normalization step previously shown to reduce
impact of flowrate/dilution (Vaillant et al., 2002)]. The post-
processed matrix (corrected for fouling and normalized using
offset/scaling) of size 208 by 70,060 constituted the input to all
algorithms described below.

To provide a comparison to existing methods leveraging
known drivers of wastewater variability, auxiliary data were
recorded for the following: facility inflow (provided by
UBCW), precipitation [retrieved from the National Ocean
Atmospheric Administration’s Integrated Surface Data
database (Smith et al., 2011), station ID 725100-94746-2021
at Worcester Regional Airport], and date/time (hour of day)
of measurement.

2.2. Baseline Analysis
To provide a baseline for comparison, the spectral data were
grouped based on known drivers (listed above), with the average
and standard deviation of each group calculated. Binning within
groups is as follows: date (binned by month), hour of day (3-h
bins), flow (five bins each containing 20% of data, sorted from
lowest to highest flow), and precipitation (dry weather, < 0.75
in/h, and ≥ 0.75 in/h).

2.3. Data-Driven Group Identification
Many unsupervised clustering algorithms exist, each relying on
different assumptions to represent the underlying structure of
unlabeled data. Therefore, a comparative analysis of clustering
models was performed, with the dual goals of producing clusters
that were both distinct (low overlap between clusters) and tight
(low within-cluster variability). Within-cluster variability was
characterized by the sum of the squared Euclidean distances

between each data point and the cluster centroid (Equation 1).

W =

K
∑

k=1

∑

xi∈Ck

‖ xi − xk ‖
2 (1)

where (xi,...,xN) is the set of observations, K is the number of
clusters, xk is the centroid of cluster Ck (coordinate-wise average
of data points in Ck), and W is the sum of the within-cluster
variabilities. Normalized xi were used to promote clustering
based on spectral shape rather than absolute magnitude.

Four methods were selected, each summarized briefly here
with citations to the methodologies provided: K-means (Likas
et al., 2003), Gaussian Mixture Model (GMM) (Reynolds,
2009), Hierarchical (Johnson, 1967), and Density-Based Spatial
Clustering of Applications with Noise (DBSCAN) clustering
(Khan et al., 2014). K-means clustering groups data based
on their proximity to centroids that are iteratively adjusted,
with the K parameter identifying the number of centroids
(i.e., number of clusters). GMM is similar to K-means but
initializes, and then iteratively fits, K Gaussian distributions to
the data and uses likelihood values to assign observations to
clusters. Hierarchical clustering uses a similarity measurement
(for this study, Euclidean distance) to group data into a linkage
structure with a cutoff parameter determining the amount of
similarity required to cluster measurements. DBSCAN clusters
are identified based on the density of observations (the proximity
of measurements to each other within the vector space), with
the ǫ parameter establishing the maximum distance between
observations allowed for clustering. The initial centroids for K-
means and GMM were selected using the K++ algorithm. All
clusteringmodels were developed inMatlab R2021a (Mathworks,
Natick, MA) using the Statistics and Machine Learning Toolbox.

Selecting the appropriate number of clusters was
accomplished using the “Elbow method” (Yuan and Yang,
2019) with the number of clusters initially set to 1 and
incremented until the point of diminishing returns (using
W as the performance metric) was observed. The resulting
trained classifier at the elbow point was used in this study
for comparison with performance of the other classifiers, and
relative performance of different classifiers was evaluated using
W as the metric.

2.4. Case Study: 2020 SARS-CoV-2
Pandemic
As a case study, the selected best clustering algorithm was used to
classify all collected data and specifically to evaluate the extent to
which changes in patterns could be observed between days with
no pandemic restrictions and days when pandemic restrictions
were in place. In 2020, the SARS-CoV-2 pandemic caused major
disruptions to societal behavior as local and federal governments
imposed restrictions on business operations and movement of
individuals. In Massachusetts the most severe restrictions were in
place fromMarch 17 to July 6, 2020. Tominimize seasonal effects,
this period was compared toMarch 17–June 7, 2021 during which
time the restrictions were significantly loosened (approaching,
though not yet at, “business as usual”).
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3. RESULTS

3.1. Wastewater Baselining
The mean and standard deviation (± 1σ ) of the spectra grouped
by known factors and their normalized transformations are
shown in Figure 1. Typical relationships are visible in the
data, e.g., higher flows tend to be more dilute (result in lower
absorbance) than lower flows, and a similar effect is seen during
storm events with intensity greater than 0.75 in/h. However,
the clusters are neither tight nor distinct, with considerable
overlap of the groups for all four factors considered. This level
of residual uncertainty is typical and leads to similar uncertainty
in associated forecasts which therein presents challenges for
anomaly detection.

3.2. Unsupervised Clustering
The four utilized algorithms (K-means, GMM, Hierarchical,
DBSCAN) identified different numbers of clusters (4, 4,
4+outliers, 2+outliers) and resulted in different W metrics
(9.0×103, 1.1×104, 9.3×103, 2.2×104). For Hierarchical
clustering, for computational tractability the number of clusters
was iteratively increased by 1,000 to identify the elbow point at
6,000 measurements, however it should be noted that the four
largest clusters comprise 89% of all measurements and most
of the remaining 5,996 clusters consist of a single data point.
Therefore, only the top four Hierarchical clusters were used in
comparative analyses, with the remaining clusters treated as
outliers. The K-means clustering trained classifier was selected as
the optimal clustering method for this study, however results are
reported both for this method and comparing generated clusters
between methods.

Figures 2A,B show the K-means generated clusters, plotted,
respectively, as normalized and unnormalized spectra. Two
key observations follow. First, clusters 1–3 show similar
characteristics, while cluster 4 has a very distinct shape,
significantly greater standard deviation, and a minimal
number of classified measurements. This implies this cluster
represents atypical measurements, e.g., potentially requiring
follow-up investigation by an operator to assess possible
explanations (more discussion below). Second, when comparing
the normalized K-means clusters (Figure 2B) to baseline
groupings (Figures 1E–H), it is clear that the K-means cluster
are more distinct: K-means clusters have only 25% overlap (at
the 1-σ level), compared to 93, 99, 83, and 93% overlap for
month-based, hour-based, flow-based, and precipitation-based
groupings (number reported for normalized data). That is, for
a new measurement, one may achieve a much higher level of
confidence in assessing whether it is “normal” by comparing
to these three clusters rather than requiring a deterministic
model integrating effects of these multiple other factors (further
implications discussed below).

To determine how “meaningful” the K-means identified
clusters are, the similarity (or lack thereof) between clusters
identified by different algorithms were compared. This was
quantified by calculating the proportions of the K-means clusters
within the clusters of each other technique (Figure 3, showing
only top 4 clusters for Hierarchical which represent 94% of all

measurements). K-means and GMM (similar techniques) result
in very similarly defined clusters. Hierarchical clusters show
substantial alignment with K-means clusters 2 and 3, with some
movement of measurements to cluster 1. DBSCAN clustering
appears to have been driven primarily by the atypical K-means
cluster 4 data and are unlikely to be operationalizeable. In
general, these results show consistency in the clustering where
results are interpretable.

3.3. Clustering in Context of Known
Factors and Case Study
To provide insight with respect to standard practice (Figure 1),
K-means clusters are presented as a function of known factors
in Figures 4A–D. Figure 4A shows that variability happens
even at the scale of hours, with occurrence of the clusters
roughly similar regardless of time of day. Figure 4D shows
that the strong seasonal driver of wastewater is also visible in
cluster proportional occurrence, although data from additional
years would help clarify what fraction of this might be due to
the exceptional conditions of 2020-21. These distinct seasonal
patterns could help further refine anomaly detection, e.g., by
weighting relative likelihoods of different clusters based on time
of year.

Figures 4E,F show, respectively, data separated by time where
there were no restrictions and under pandemic restrictions.
While these effects are also certainly visible as a function of
flow or other measures, visualizing the wastewater characteristics
in the framework of the (small number of) K-means clusters
provides a very simple lens through which to visualize the drastic
differences between the 2 years.

4. DISCUSSION

The presented analysis can provide insight on several
dimensions: on clustering techniques in comparison to
current approaches, between different clustering approaches,
and on use of K-means specifically for studying wastewater.
On the first point, a major benefit of the clustering approach is
decoupling the need to forecast multiple determining factors
(e.g., precipitation, flow rates as driven by societal behavior) from
an ability to set expectations for the “normal” compositional
characteristics of wastewater inflow. This suggests a fast and
simple method for development of an “early warning” system
for anomalous inflows, i.e., simply by determining the likelihood
that a given measurement falls within one of the 3 identified
clusters. Operators then have an ability to set thresholds based
on the risk tolerance of their facility, providing a balance
between number of alerts (suggestions for further investigation
of wastewater composition) and likelihood of detection of a
potentially dangerous inflow condition.

Clustering of spectra can also be used to observe trends or
patterns that may be difficult to visualize using other methods.
For instance, some very strong patterns are observed in the
monthly data (Figure 4D), with summer months consisting
almost exclusively of K-means cluster 1 and November almost
exclusively K-means cluster 3. This is in contrast with the “raw”
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FIGURE 1 | Average wastewater spectra categorized by the following factors; (A) time of day (3-h bins), (B) flow (20% width bins), (C) month, and (D) precipitation

(DW is dry weather, numbers are in/h). Normalized spectra categorized by the following factors; (E) time of day, (F) flow, (G) month, and (H) precipitation with binning

as for (A–D).

FIGURE 2 | K-means cluster spectra mean and standard deviation as (A) normalized measurements (labeled with percentage of measurements within that cluster)

and (B) unnormalized measurements.

month-based analysis (Figure 1C) where only October is clearly
differentiable from the rest of the data. Further while it could
be speculated that the patterns relating to summer months
tie to precipitation patterns, the distribution of clusters as a
function of flow and of precipitation both show only weak
relationships. This suggests that the seasonal patterns are more
complex than dilution alone. For instance, there may be different
influences of business operational seasons, temperatures of
water within wastewater collection systems, etc. that collectively
drive a changing wastewater character. The patterns revealed in
comparing spring seasons in 2020 (pandemic restrictions) and
2021 (relatively normal operations) also highlight a new way to
visualize the complex impacts of the changes in societal behavior
on wastewater composition. A major change during spring 2020

was the closing of a wide range of businesses and movement for
individuals to work from home (a major effect for the urban
population of Worcester, MA); this reflects in a lessening of
the strength in diurnal patterns and a redistribution of different
cluster frequencies despite similar inflow magnitudes.

The classification algorithm comparison (Figure 3)
demonstrates that, while the underlying assumptions of
each approach do affect the fine details of the developed clusters,
all approaches achieve some level of agreement even in this
unsupervised context. This provides some level of comfort that
the groupings are “real,” i.e., that despite the fact that wastewater
characteristics lie across a continuum, there are modalities which
are statistically more common. The within-cluster variability
also provides an ability to assess likelihood of a new sample
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FIGURE 3 | Proportion of K-means clusters assigned to clusters generated by alternative techniques: GMM clustering, Hierarchical clustering, and DBSCAN

clustering. *OL, Outliers.

FIGURE 4 | Distribution of K-means clusters categorized by known factors, (A) time of day (3-h bins), (B) flow (20% width bins), (C) precipitation, (D) months, (E) no

pandemic restrictions (March 17–June 7, 2021), and (F) with pandemic restrictions (March 17–July 6 2020.
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matching each cluster, and therefore inversely, the likelihood
of not belonging to any cluster, and use of these statistics
from multiple dissimilar clustering approaches could therefore
provide additional information to support anomaly detection.
Finally, the results show that the distance-based approaches
are strongly affected by outliers, which may prevent detection
of nuanced patterns in the remaining data. For instance, in
Hierarchical clustering 89% of observations are classified into
the first cluster and in DBSCAN the largest cluster contains 99%
of observations. Calibrating such approaches for wastewater
applications may therefore require highly cleaned datasets or
further research to evaluate applicability for anomaly detection.

Finally, K-means clustering specifically demonstrated utility
in both clustering and anomaly detection in this application,
identifying three relatively distinct modalities of wastewater
(clusters 1–3) and relative outliers (cluster 4) (Figure 2). While
the exact driver of the atypical points in cluster 4 has not been
identified, the spectral shape does not resemble wastewater, and
in fact the shape is more similar to readings taken when the
sensor pathlength was not completely submerged in water – i.e.,
visual inspection confirms that these have been appropriately
flagged as different from the three wastewater clusters. The K-
means results are therefore appropriate to underpin a real-time
alert system to assess the wastewater chemical characteristics
and/or to verify sensor operations—a critically needed capability
for managing wastewater treatment facilities.

In conclusion, this study developed a new approach to
understanding modalities of “normal” in complex chemical
mixtures by leveraging unsupervised clustering algorithms to
identify underlying patterns, specifically building toward an
online real-time approach for flagging chemical anomalies in
wastewater systems. K-means clustering successfully identified
relatively distinct and tight clusters in addition to a small fraction
of atypical samples from approximately 1.5 years of data collected
from an operating wastewater treatment facility. Visualizing the
frequency of these clusters as a function of time and other
variables, including societal behavior change driven by the SARS-
CoV-2 pandemic, demonstrates a relatively simple approach to
identifying patterns and changes in those patterns.

Moving forward, integration of data from other types
of sensors could further refine the cluster definitions, and
particularly could suggest cost-beneficial tradeoffs such as
reducing the number of wavelengths that must be monitored
to achieve classification in favor of less expensive hardware.
Ultimately by achieving cost tradeoffs, it may be possible
to distribute this type of sensor throughout the wastewater
collection networks, therein providing operators with both
longer lead times on anomaly warnings and more granular
understanding of chemical changes throughout the system,
ultimately providing more resiliency in operations of these
critical infrastructure systems.
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Lakes are an essential component of biogeochemical processes, and variations in lake

level are regarded as indicators of climate change. For more than a decade, satellite

altimetry has successfully monitored variation in water levels over inland seas, lakes,

rivers, and wetlands. Through altimetry, the surface water levels are measured at varying

temporal scales depending on the orbit cycle of the satellite. The futuristic mission of

Surface Water and Ocean Topography (SWOT) scheduled to be launched in year 2022

shall offer the spatial coverage and resolution suitable for water level estimation and

volume calculation in small water bodies like lakes worldwide. With a radar interferometer

in Ka-band, SWOT proposes to provide two-dimensional maps of water heights 21 days

repeat orbit configuration. Cycle average SWOT datasets for land will be developed with

higher temporal resolution, with temporal resolution varying geographically. This work

assesses the potential of SWOT for monitoring water volumes over a case study lake

by analyzing SWOT like synthetic data produced using the SWOT simulator developed

by the Centre National d’Etudes Spatiales (CNES). With SWOT relying on a novel

technology, the initial 90 days of this mission after launch shall focus on an extensive

calibration and validation. Firsthand results of SWOT-simulated water levels and volumes

are presented over a case study region in the tropical band, namely, Pookode Lake, in the

ecologically fragile district of Wayanad, Kerala, India. It is the second-largest freshwater

lake in Kerala that is being affected by anthropogenic activities, causing huge depletion

in lake water storage in the last four decades. Our analysis indicated that the lake region

is subjected to a rise in temperature of 0.018◦C per year. We further assess the potential

of remote sensing and SWOT data to monitor water storage of Pookode Lake, which is

undergoing a rapid change. Results show that the proxy water surface elevations have

immense potential in scientific studies pertaining to lake monitoring across the world.

Overall, the study shows the potential of SWOT for monitoring the variability of water

levels and volumes in this region.

Keywords: SWOT, interferometry, climate change, lakes, water levels

INTRODUCTION

Surface water bodies are important sources of water for civilization, and they have a direct impact
on ecosystems (Dudgeon et al., 2006; Palmer et al., 2015). Changes in terrestrial water storage have
a substantial impact on the hydrological cycle. Among these, lake system embodies a complex
interaction between atmosphere, surface, and underground water, which responds strongly to
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climatic conditions. Changes in stored volume of surface water
have geodynamical implications for Earth’s rotation and have
been shown to be proxy indicators of local and regional climate
(Raymond et al., 2013; Seekell et al., 2014). Lake monitoring
is one of the main objectives of the World Meteorological
Organization (WMO) and the Global Climate Observing System
(GCOS) because lakes are primary indicators of climate change
(Adrian et al., 2009; Schindler, 2009). Climate change-related
changes in precipitation and air temperature have an immediate
impact on lake water storage (Wit and Stankiewicz, 2006). This
makes monitoring temporal shifts in lake water volumes critical
(Rahman and Di, 2017; Bonsal et al., 2019). While hydrometric
stations provide the most reliable information on water levels,
there exists a dearth of dense gauging stations for global lake
monitoring (Pavelsky et al., 2014). This is particularly a concern
for developing countries like India, where the primary focus
is on monitoring of major rivers and large reservoirs using
hydrometric stations (Gleason and Hamdan, 2017). For more
than one decade, satellite altimetry missions (Topex-Poseidon,
ERS-1, ERS-2, Jason-1, Envisat) have successfully monitored
water levels from space (da Silva et al., 2014) using a plethora
of sensors operating in visible region (Jiang et al., 2014; Nair
and Indu, 2020), microwave region like Synthetic Aperture Radar
(SAR) (Zeng et al., 2017; Nair and Indu, 2020), and a combination
of both sensors (Crétaux and Birkett, 2006; da Silva et al., 2014;
Bioresita et al., 2019; Grippa et al., 2019).

Existing studies by da Silva et al. (2014) demonstrated the
ability of Envisat altimeter data to assess water storage in
Amazon basins; in another study by Duan and Bastiaanssen
(2013), variation in lake volume was evaluated using various
altimetry databases and laser altimeters for different lakes in the
United States, Ethiopia, and the Netherlands. Similarly, Crétaux
et al. (2016) used altimetry measurements to observe the effect of
climate change on variation in lake water storage over the Tibetan
plateau. Despite the high potential of altimetry measurements,
a main drawback is the narrow swath of altimeters leading to
low spatial sampling and data acquisition problems for small
and medium lakes (Grippa et al., 2019). This shortcoming can
be overcome by using Interferometric SAR (InSAR), which uses
SAR data to determine relative water level changes in lakes. Siles
et al. (2020) used this method to measure water level changes
in lakes and wetlands across Canada. Despite these measures,
maintaining a continuous lake monitoring inventory is daunting
due to the difficulty in obtaining optical imagery, radar, and
altimetry measurements for a particular lake body within a
specific temporal window.

The future Surface Water and Ocean Topography (SWOT)
mission, which is set to launch in 2022, will be the first of its
kind to have a bistatic SAR interferometric wide swath altimeter.
SWOT mission is a collaborative effort between NASA and the
Centre National d’Études Spatiales (CNES), along with support
from the Canadian Space Agency (CSA) and theUnited Kingdom
Space Agency (Biancamaria et al., 2016). The SWOT satellite
will have an onboard Ka-band SAR, which has a great potential
for detecting water surface elevation and slope for rivers and
lakes (Biancamaria et al., 2016). It will benefit from both radar
altimeters for water level detection and SAR imagery for high

spatial resolution. The SWOT will capture water surfaces of
rivers (width more than 100m) and lakes (surface area more
than 0.0625m2), with a revisit period of 21 days, globally between
78◦S and 78◦N (Pavelsky et al., 2014).

Previous studies on SWOT characteristics have concentrated
on river hydrology, such as the ability to estimate streamflow
(Frasson et al., 2017), streamflow assimilation (Oubanas et al.,
2018), and bathymetry (Yoon et al., 2012). Very few studies have
examined the contribution of SWOT in lake hydrology: Grippa
et al. (2019) demonstrated SWOT capabilities to monitor lakes
in Sahel in Africa, and Bergeron et al. (2020) indicated SWOT
capabilities for measuring lakes in Canada. Many of these studies
are mostly focused on the United States and South America.
Temporally, SWOT mission shall sample each location at least
twice everymonth with the exact timing dependingmostly on the
latitude. With SWOT relying on a novel technology, this mission
shall require an in-depth calibration and validation (CalVal). In
the year 2022, SWOT mission is known to fly a specific orbit
dedicated to the CalVal activities, which is expected to last for
90 days upon launch. CalVal orbit is designed in such a manner
that the satellite will follow the same track every day. Keeping
these factors in mind, our research looks at Pookode Lake in
Kerala’s Wayanad area to evaluate the efficacy of synthetic SWOT
data. This is due to the fact that SWOT will capture Pookode
Lake in CalVal orbit, giving daily data for the lake during the
CalVal phase.

With the high potential in SWOT for hydrological studies
of reservoirs and rivers, it is crucial to check the efficiency
of the SWOT dataset before its launch. Previous studies have
tried to simulate SWOT-like data using different ways such as
by corrupting errors into merged observations from satellite
altimetry, satellite images, and gauges (Lee et al., 2010); a different
approach is to use simulators to generate data using orbit pass
plan and expected errors (Rodriguez and Moller, 2004; Solander
et al., 2016). SWOT hydrology simulator is available from
both the collaborators of the mission, i.e., from Jet Propulsion
Laboratory (JPL) and CNES.

In the present study, we utilize the CNES Large-Scale SWOT
Hydrology Simulator to simulate data over Pookode Lake.
Furthermore, the difference in water storage is first computed
using interferometric SAR for Pookode Lake. In the second step,
synthetic SWOT data are generated for this lake and evaluated
for its ability to compute lake volume. This is the first research
to demonstrate the capabilities of remote sensing to detect lake
volume fluctuations and the potential of future SWOT mission
for lake hydrology in India.

STUDY REGION

This research work has been carried out on the second largest
lake in Kerala, a state in southern India (Figure 1). Pookode
Lake is a fresh water body encompassing an area of 0.085 sq.
km. It is situated at an altitude of 770m above mean sea level,
and the main source of water is precipitation from the southwest
monsoon (during June, July, August, and September) and the
northeast monsoon (during October, November, and December).
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The lake region receives a mean annual rainfall of 4,000mm
(Sandeep et al., 2012) and is subjected to amaximum temperature
of 35◦C in summer to 7◦C in winter. Along with the major source
of water from precipitation, the lake is also fed by two streams of
the Kabini river. Because of its primary source of precipitation,
it is critical to track fluctuations in lake volume, as Kerala has
experienced two extreme floods in a row in 2018 and 2019.

SWOT HYDROLOGY SIMULATOR

The aim of the SWOT satellite is to provide hydrologists
with unprecedented observations of terrestrial water bodies in
order to track changes in water volume. These data are crucial
for determining surface water availability and preparing for
major water-related disasters like floods and droughts. Readers
are recommended to the SWOT mission page for further
information on the SWOT satellite’s goal pertaining to hydrology
(https://swot.jpl.nasa.gov/science/hydrology/). Except for a few
places in Greenland’s interiors and portions of the Sahara Desert,
SWOT will catch inland water bodies worldwide. Users will
have access to three types of SWOT datasets: pixel cloud, raster,
and vector. The pixel cloud will contain geolocated heights,
backscatter, geophysical fields, and flags over tile of 64× 64 km2.
Raster products will provide water surface height, area, water
fraction, backscatter, and geophysical information at 100 and
250-m resolution. The vector shapefiles will include information
such as water surface elevation, slope, width, and calculated
discharge. The further section provides details on how proxy
SWOT point cloud data is generated for Pookode Lake.

In this study, CNES SWOT large-scale hydrology simulator
(CNES, 2020) is used to generate synthetic SWOT data. The
Water Surface Elevation (WSE) is corrupted with SWOT
measurement errors and spatial sampling based on SWOT
orbital configuration to produce synthetic SWOT results. White
noise, dark water effect, satellite positioning error, geolocation
error, and errors attributable to atmospheric attenuation are all
factors that are taken into account by the SWOT simulator.
The measurement noise of the SWOT interferometric phase
difference is a prime example of random errors. The system
SNR (Signal-to-Noise Ratio), the duration of the interferometric
baseline, and the processing algorithm all play a role in the
random error contribution. The dark water effect uncertainty
refers to the inaccuracy that occurs when a water pixel is
incorrectly categorized as land because of dark radar returns.
Satellite positing errors are caused by a lack of knowledge
about the spacecraft’s roll angle, changes in the baseline due
to thermal contraction or expansion, system timing mistakes,
and phase errors produced by the antennas or electronics.
Geolocation errors occur in satellite images when pixels are
incorrectly georeferenced. Layover effects incurred to near-nadir
instruments are ignored in SWOT simulator used for present
study. However, due to the strong contrast between water and
land observed in Ka-band, the SWOT mission is anticipated to
have a low contribution of error from layover (Elmer et al., 2020).
Despite its limitations in representing the complete SWOT error
budget, the large-scale SWOT simulator is a reliable platform

for generating synthetic SWOT data for this study. To generate
synthetic SWOT observations, the SWOT simulator uses a
lake water extent shapefile with true WSE (details provided in
Extraction of Water Level Using Interferometric SAR section) as
one of the attributes (CNES, 2020).

To generate SWOT data for time corresponding to before
(2015) and after (2020) flood events in Kerala, lake water extent
shapefiles are created using Sentinel-1 dataset in Google Earth
Engine (GEE). To generate water extent shapefiles, Sentinel-
1 SAR imagery for Pookode Lake is selected for the study
period. The SAR datasets are processed for noise filtering using
speckle filtering algorithm. After noise correction, the images
are classified for water using a binary thresholding technique,
thereby generating a water mask raster. In this process, pixels
with VV polarization backscatter less than −16 decibels are
considered as containing water, and the corresponding pixel
values are set to one, and the remaining pixels are set to zero
(Bonnema and Hossain, 2019). This classified raster files are
used to generate water extent shapefile. The shapefile created by
GEE is pre-processed with Quantum Geographic Information
System (QGIS, 2020) to add reference WSE as an attribute.
Further section summarizes some of the most important steps in
configuring and running the SWOT simulator in this study.

(a) In addition to WSE, the input shapefile is added with
attributes such as river flag (RIV_FLAG) that is set to 0 for
lakes and 1 for rivers. Two water extent shapefiles (pre-flood,
2015 and post-flood, 2020) are prepared and preprocessed for
compatibility with SWOT simulator.

(b) Following the generation of input water extent files, a
SWOT satellite pass plan is generated based on its orbit
configuration. Synthetic SWOT data are produced using the
SWOT simulator based on this SWOT plan. The SWOT
simulator creates WSE in the form of a point cloud, taking
into account all pixel size inconsistencies and errors in the
SWOT swath. The point cloud offers high-quality observations
for study.

EXTRACTION OF WATER LEVEL USING
INTERFEROMETRIC SAR

In this study, we used SAR from Sentinel-1 data to compute
difference in lake volume. The interferometric large swath mode
collects data over a 250-km swath with a spatial resolution
of 5m by 20m. To estimate variation in water level using
SAR imagery, it is required to obtain short temporal baselines
and broad perpendicular baselines. Sentinel-1 was introduced
primarily to detect deformations (DInSAR), not to extract
water levels.

For this study, two sets of imageries that met the criteria over
the study region were separated into master and slave images
and co-registered to extract information of phase differences.
The details of SAR dataset are provided in Table 1. The first
series of SAR images shows the water level in the lake in 2015
before two flood occurrences (2019, 2018), while the second set
shows the water level after the flood in 2020. The main steps
adopted for generating water level change using interferometry
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FIGURE 1 | Location of Pookode Lake with backscatter image of lake observed by Sentinel-1. Along with orbit tracks of altimetry missions and SWOT footprint

over lake.

TABLE 1 | Summary of SAR image characteristics.

Master image

acquisition

Slave image

acquisition

Perpendicular

baseline

distance

July 20, 2015 July 8, 2015 151 m

October 21, 2020 October 9, 2020 90 m

is described. The key steps of process are shown in the flowchart
in Figure 2.

Initial interferogram was developed with phase difference
between two images using Equation 1.

∅ = ∅DEM +∅flat +∅disp +∅atm +∅noise . . . (1)

Where ∅DEM refers to topographic effects, ∅disp denotes
displacement, ∅flat indicates earth curvature error, ∅atm refers
to atmospheric effects, and ∅noise denotes noise effects (Ferretti
et al., 2001).

After this, de-burst algorithm (Esposito et al., 2020) was
applied to interferogram to process the individual bursts from
one sub swath together into a single sub-swath (Moran,
2006). Later, Goldstein filtering was applied to the image to

FIGURE 2 | Flowchart of methodology adopted to extract water level using

interferometry.

remove noise and speckles and to enhance the signal-to-noise
ratio of the image. In the interferogram, the interferometric
phase is ambiguous and only known within the scale of
2π. To be able to relate the interferometric phase to the
topographic height, the phase must first be unwrapped using
Equation 2.
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FIGURE 3 | Variation in temperature anomaly over a lake for a period of two decades from 2000 to 2020. The trend line indicates an increase in temperature of

0.018◦C per year.

FIGURE 4 | Variation in daily precipitation from GPM IMERG over Pookode Lake over a period of 20 years from 2000 to 2020 along with variation in annual

precipitation.

1Z =
−φλ

4πcosθ
+ n. . . (2)

Where λ is the wavelength of the SAR signal, φ is the
unwrapped interferometric phase (surface displacement), θ is the
incidence angle, n is the noise, and 1Z is displacement.

After phase unwrapping, the data are processed for terrain
correction. It is to be noted that terrain correction shall geocode
the image by correcting SAR geometric distortions using the
SRTM digital elevation model (DEM). Geocoding converts an
image from slant range or ground range geometry into a map
coordinate system. Terrain geocoding is used for correction of
inherent geometric distortions, such as foreshortening, layover,
and shadow. In this study, the shape of lake was assumed

as pyramidal frustrum to calculate change in volume from
year 2015 to 2020. For master images, surface area extent was
computed from masked water bodies of sentinel photos. Using
this information, the change in volume (1v) for Pookode Lake
after flood events was computed using Equation 3.

1v =
(h1 − h2)

(

A1 + A2 +
√
A1A2

)

3
. . . (3)

Where h1 is the high water level in the lake (during the study
period, i.e., 2020), h2 is the low water level (2015), A1 is lake
surface area during 2020, and A2 is lake surface area during 2015.
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FIGURE 5 | Variation in water extent in Pookode Lake for (A) February 2016 and (B) February 2021.

FIGURE 6 | Variation in water level in Pookode Lake extracted using interferometric SAR before and after flood in (A) 2015 and (B) 2020.

RESULTS

Storage of lake water is highly susceptible to temperature

changes. As a first step, we use NOAA temperature

measurements (https://www.climate.gov/maps-data/datasets)

to assess the temperature anomaly (with respect to 1981 to

2010 average) over Pookode Lake. The lake temperatures
were evaluated for two decades, from 2000 to 2020. The

annual temperature anomaly is depicted in Figure 3. In this
study, the increasing surface temperature is clearly evident.
Over the lake, temperatures are found to be rising at a rate
of 0.018◦C per year. To compute this, we applied Mann-
Kendall test on temperature data and results indicated a
significant trend at 95% confidence interval with a p-value of
0.0217. The trend in temperature time series was computed
based on Sen’s slope indicator. If the temperature rises,
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FIGURE 7 | Variation in water level in Pookode Lake as observed by synthetic SWOT data before and after flood in (A) 2015 and (B) 2020.

evapotranspiration increases, resulting in low runoff into
the lakes.

Precipitation is a significant element that underpins the
maintenance of lake’s water balance. Precipitation has varied
considerably in the study area. To evaluate this, we examined
precipitation data from the Global Precipitation Mission (GPM)
IMERG pixel over the study region. Figure 4 represents the
variation in daily precipitation over a 20-year period, from 2000
to 2020. In 2018 and 2019, the study area experienced significant
floods. In 2019, the region received a rainfall of more than
170mm in a single day. Figure 4 also represents the annual
precipitation variation across the study area. During 2018 and
2019, the area received a high amount of rain.

We compared high-resolution optical images of the lake from
Google Earth to visually examine lake water storage after two
floods. Figure 5 depicts changes in the lake that happened prior
to the flood (February, 2016) (Figure 5A) and after the flood
(February, 2021) (Figure 5B). This figure shows the rise in
lake water storage after successive flood events. This is because
precipitation is the lake’s primary source of fresh water. To
measure this rise in lake water, we used an interferometric
method (explained in section 4) to calculate water level increases.
We chose interferometry for this challenge because there was no
overpass of altimetry missions around the lake.

Figure 6 depicts the interferometry-derived water level
estimates. Figure 6A illustrates the water level in 2015 before

the flood, while Figure 6B illustrates the water level after the
flood. The increase in lake water storage is distinctly evident,
as the mean water elevation in Figure 6A is 687.9m, while the
lake water level after flooding is 691.2m (Figure 6B). During this
time, the lake’s water level increased by about 3 m. We then used
the technique described in section 4 to quantify the increase in
lake volume. After analysis, the change in volume was observed
as 63,739 m3.

Figure 7 represents synthetic SWOT point cloud over the
Pookode Lake during pre-flood (2015) and post-flood (2020).
Each point observation in point cloud comprises information
on location, water surface elevation, and other attributes.
Figure 7A represents point cloud observed by future SWOT
mission when water storage was low in lake. The crucial
thing to remember is that over Pookode Lake, there was no
measurement error from SWOT. As there are no overpasses
of altimetry missions over Pookode Lake (as shown in
Figure 1), the SWOT mission will be a promising source to
monitor its water balance. The altimetry missions checked
for overpass include Jason, Sentinel-3A, Sentinel-3B, and
Envisat SARAL. These dense point cloud observations will
have high potential in calculating change in lake volume.
For the current study, reference height used for the SWOT
simulator is obtained from DInSAR. The volume change
exactly matches the volume computed from a previous step as
mentioned above.
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CONCLUSION

This study presents firsthand the results of the SWOT hydrology
simulator to small lakes in India. The SWOT simulator used
in this study does not account for layover impacts; however,
given the location of Pookode Lake, the layover impact can
be neglected. The synthetic observations demonstrated high
accuracy in monitoring water level for the lake. The lake is
subjected to climate change with a rise in temperature of 0.018◦C
per year and frequent heavy rainfall. Monitoring lake storage
is crucial for water balance analysis and mitigates for future
sustainable water for society and recreational purpose. Our study
indicated an increase of 63,739 m3 in water in 2020 as compared
to 2015. The heavy precipitation in 2018 and 2019 contributed
to the increase in lake volume. However, our analysis shows that
the temperature in Pookode Lake is rising at a pace of 0.018◦C
each year. This rise in temperature will result in a large amount
of evaporation from the lake. As a result, it is critical to focus on
such lakes in order to reduce the risk of climate change.

The SWOT mission has the potential to provide an
unparalleled capacity to monitor geographically diverse lakes and
wetland WSE like Pookode Lake; therefore, continued scientific
advancement is required. The capacity to address water balance
components that have previously depended on limited ground-
based monitoring would be enhanced by a revolutionary SWOT
satellite-based surface water monitoring methodology. Following
the launch of SWOT, constructing hypsometric curves for all
lakes using SWOT will be tremendously helpful in building a
lake inventory. This will also improve our understanding on
impact of climate and climate change on lake water balance on
a global scale.
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The Effect of Pore-Scale Two-Phase
Flow on Mineral Reaction Rates
Pei Li, Hang Deng* and Sergi Molins

Energy Geosciences Division, Lawrence Berkeley National Laboratory, Berkeley, CA, United States

In various natural and engineered systems, mineral–fluid interactions take place in the

presence of multiple fluid phases. While there is evidence that the interplay between

multiphase flow processes and reactions controls the evolution of these systems,

investigation of the dynamics that shape this interplay at the pore scale has received little

attention. Specifically, continuum scale models rarely consider the effect of multiphase

flow parameters on mineral reaction rates or apply simple corrections as a function

of the reactive surface area or saturation of the aqueous phase, without developing a

mechanistic understanding of the pore-scale dynamics. In this study, we developed a

framework that couples the two-phase flow simulator of OpenFOAM (open field operation

and manipulation) with the geochemical reaction capability of CrunchTope to examine

pore-scale dynamics of two phase flow and their impacts on mineral reaction rates.

For our investigations, flat 2D channels and single sine wave channels were used to

represent smooth and rough geometries. Calcite dissolution in these channels was

quantified with single phase flow and two phase flow at a range of velocities. We

observed that the bulk calcite dissolution rates were not only affected by the loss of

reactive surface area as it becomes occupied by the non-reactive non-aqueous phase,

but also largely influenced by the changes in local velocity profiles, e.g., recirculation

zones, due to the presence of the non-aqueous phase. The extent of the changes in

reaction rates in the two-phase systems compared to the corresponding single phase

system is dependent on the flow rate (i.e., capillary number) and channel geometry, and

follows a non-monotonic relationship with respect to aqueous saturation. The pore-scale

simulation results highlight the importance of interfacial dynamics in controlling mineral

reactions and can be used to better constrain reaction rate descriptions in multiphase

continuum scale models. These results also emphasize the need for experimental

studies that underpin the development of mechanistic models for multiphase flow in

reactive systems.

Keywords: multiphase reactive transport, pore-scale, reaction rate, gas bubble, roughness

INTRODUCTION

Interactions between multiphase flow, geochemical reactions, and solute transport in fractured
porousmedia are ubiquitous in Earth’s critical zone and subsurface systems, and affect the dynamics
of many environmental and energy engineering applications. Examples include supercritical CO2

(scCO2) injection, light non-aqueous phase fluid (LNAPL) contamination, and Enhanced Oil
Recovery (EOR). In geologic carbon storage systems, the injected scCO2 displaces the native brine
and can be trapped in small pores or can dissolve into the brine and react with the host rocks.
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The resulting mineral dissolution and precipitation can modify
the porosity and permeability of the reservoirs and caprocks,
affecting injectivity of the reservoirs and long-term storage
security (Johnson et al., 2001, 2004; Xu et al., 2011b). In
EOR, low-salinity water is injected to the oil reservoir to
improve sweeping efficiency by modifying wettability via surface
complexation reactions (Zhang et al., 2006; Kumar et al., 2011).
In the shallow subsurface, LNAPL contamination of groundwater
is a widespread environmental problem. Light non-aqueous
phase fluid is insoluble in water and typically fluctuates with the
water table. As a result, LNAPL is spread vertically following local
drainage-imbibition cycles, which in turn affects the degradation
and thus the fate of the contaminants (Ngien et al., 2012; Pan
et al., 2016; Govindarajan et al., 2018). The interactions between
two-phase flow and electrochemical reactions have also been
identified as a research priority for the design of effective fuel
cells, as gas bubbles (of e.g., H2 and O2) can be generated by
side reactions during charging and affect power generation (Chen
et al., 2017; Grunewald et al., 2021).

Continuum-scale numerical models are widely used to
investigate and predict the evolution of fractured porous media
caused by multiphase reactive transport processes. Models such
as TOUGHREACT, OpenGeoSys, and PFLOTRAN are versatile
tools that have been used to investigate scCO2 migration in
fractured formations (Xu et al., 2011a, 2019; Xiao et al., 2020),
dissolution, transport and biodegradation of non-aqueous phase
fluid (NAPL) in shallow aquifers (Pruess, 2004; Popp et al., 2015;
Sookhak Lari et al., 2019), and heat extraction using CO2 as a
working fluid (Lichtner and Karra, 2014). These models however
rely heavily on constitutive relations such as the Brooks and
Corey equation and the van Genuchten equation that relates the
water saturation with capillary pressure and relative permeability.

Pore-scale structural heterogeneity and processes that are not
considered explicitly in the continuum description, however,
could be important. For instance, microfluidic experiments
from Karadimitriou et al. (2016, 2017) examined non-Fickian
transport in a water-Fluorinert immiscible fluid system. The
results demonstrated that the mass transfer rate between mobile–
immobile zones under the two-phase flow condition is not
constant, indicating that the conventional treatment of the mass
transfer rate in the continuum scale Mobile–Immobile (MIM)
model could introduce significant errors in the simulation.
Pore-scale experiments from Jiménez-Martínez et al. (2015)
using 2D microfluidic cells with homogeneous pore structures
have also demonstrated that solute mixing can be significantly
enhanced under multiphase flow conditions because of ramified
finger flow structure, non-Fickian dispersion, and non-wetting
phase clusters that limit the finger flow merging. Recent
advancement in experimental techniques have also enabled
direct observations of reactive transport in multiphase systems
at the pore scale. Using biogenically calcite-functionalized
micromodels, Song et al. (2018) observed a new microscale
mechanism that affects reactive transport in the CO2-brine-
calcite system. The CO2 gas phase can accumulate on the
mineral surfaces following calcite dissolution, which protects
calcite from further dissolution. Jiménez-Martínez et al. (2020)
developed a high-pressure geomaterial microfluidic device and

investigated mineral reactions in etched channels during co-
injection of CO2-saturated brine and scCO2. They observed
that the presence of scCO2 bubbles significantly changed both
the flow dynamics and the reaction patterns, compared to the
single phase flow experiments. In the competing channels with
different widths, mineral dissolution was more homogenized
and carbonate precipitation was enhanced in the low-velocity
regions formed as a result of the presence of the bubbles, which
was also confirmed by pore-scale Lattice Boltzmann Methods
(LBM) simulations.

Pore-scale models provide an invaluable tool to further our
understanding of pore-scale dynamics. Pore-network models
(PNMs) are a computationally efficient option for simulating the
reactive transport processes under two-phase flow conditions,
but require simplifications of the geometric solid-fluid interface
and assumptions about uniform aqueous concentrations within
a pore (Xiong et al., 2016). Lattice Boltzmann Methods (Chen
et al., 2013, 2015) and direct numerical simulations (DNS)
(Haroun et al., 2010b; Marschall et al., 2012; Maes and Soulaine,
2018; Soulaine et al., 2018, 2021) provide alternatives that relax
these restrictions. The LBM was able to reproduce experimental
observations on wettability alteration during Low Salinity Water
Flooding (Akai et al., 2020). It was also shown byMaes andGeiger
(2018) using a DNS approach that the alternation is driven by the
concentration of the potential determining ions (PDI) instead of
pH. Moreover, a series of micro-continuum simulations showed
that the production of CO2 bubbles resulting from carbonate
dissolution may limit the subsequent dissolution and prevent the
emergence of wormholes (Soulaine et al., 2018).

In spite of the growing use of fully-resolved pore-scale models
(LBM or DNS) in multiphase reactive applications, they have
not been used to understand how reaction rates are influenced
by flow processes in the same way as it has been done in
single-phase systems (e.g., Molins et al., 2012, 2014; Deng et al.,
2018). In single phase systems, reactive surface area has been
typically varied to account for flow dynamics and transport
limitations. Pore-scale simulations have highlighted the complex
dependence of the correction factor on pore-scale geometry
and flow regimes (Deng et al., 2018). In multiphase systems,
however, this information does not exist. As a result, multiphase
continuum scale models rarely account for the effect of the flow
dynamics on reaction rates. Further, reaction rates are commonly
assumed to be independent of phase saturations (e.g., Xu et al.,
2011a; Lichtner et al., 2015; Águila et al., 2020; Wu et al., 2021).
Only in some rare instances, the reactive surface area is allowed
to vary with liquid saturation. For example, in the active fracture
module implemented in TOUGHREACT, the reactive surface
area and thus reaction rate follows a power law relation with
respect to the water saturation and the exponent is an empirical
variable (Sonnenthal et al., 2005). However, there is still a lack of
pore-scale studies and mechanistic understanding that support
the development of this type of constitutive relationship for
considering the impacts of multiphase flow on reaction rates.

Our study aims to bridge this gap, by performing a
series of well-designed pore-scale multiphase reactive transport
simulations. To this end, a pore-scale multiphase reactive
transport modeling framework was developed by coupling
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FIGURE 1 | Workflow of CrunchFOAM.

OpenFOAM and CrunchTope. A set of simulations were
performed with co-injection of air and CO2-acidified water
into 2D calcite channels to examine calcite dissolution rate
under a range of flow conditions. A sine wave geometry was
used to introduce different levels of roughness in the channels.
This simple geometry has been widely used to provide an
idealized representation of surface roughness to investigate its
impacts on fluid flow and chemical transport (Kitanidis and
Dykaar, 1997; Bolster et al., 2009; Sund et al., 2015; Deng et al.,
2018). Section Methodology details the modeling framework,
the mathematical principles, and the simulation setups. The
results of the numerical simulations, including analyses of the
flow field and reaction rates, and observed relations between
reaction rate and parameters such as saturation are presented
in section Results. We discuss the broader implications of our
study in section Discussion and conclude in section Summary
and Conclusions.

METHODOLOGY

Our approach entails the simulation of two-phase flow and
reactive transport in a series of synthetic geometries. For this
purpose, we develop a modeling framework by coupling two
widely used and thoroughly validated codes. In this section, we

present this modeling framework and we describe the setup of
the simulations.

Modeling Framework
This pore-scale multiphase reactive transport modeling
framework couples the geochemical reaction solver CrunchTope
(Steefel et al., 2015) with the open source software package,
OpenFOAM (open field operation and manipulation,
OpenFOAM-v1812) and the related open source libraries,
using Alquimia. Alquimia is a generic interface, which allows
any flow and transport simulator to access geochemical reaction
functionalities of existing, thoroughly validated codes such as
CrunchTope (Andre et al., 2013). The modeling framework is
referred to as CrunchFOAM for short.

Figure 1 illustrates the workflow of the modeling framework.
The geochemical conditions and reaction kinetics are specified in
the CrunchTope input files. The initial and boundary conditions
for the flow and the transport of the primary chemical species
are specified in OpenFOAM. Two-phase flow, transport, and
geochemical reactions are solved sequentially following the
operator splitting approach. The time stepping is controlled
by the flow solver in OpenFOAM. Within each time step, the
flow field from the two-phase flow solver is passed to the
transport solver to calculate the concentrations of the primary
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species by solving the advection-diffusion equation. Afterwards,
CrunchTope is called in each cell to calculate aqueous speciation
and mineral reactions, and to update the concentration fields for
transport in the next time step.

Flow

Two phase flow is solved using interFoam, the standard
OpenFOAM solver for transient incompressible isothermal flow
of two immiscible fluids. The solver implements a modified
version of the Volume of Fluid (VoF) method, and its
performance has been confirmed for capillary numbers larger
than 10−5 (Deshpande et al., 2012; Shuard et al., 2016).

The VoF approach treats the two fluid phases as an effective
single phase. The velocity and pressure fields are solved by
the single-field incompressible Navier Stokes Equation and
continuity equation (Hirt and Nichols, 1981).

∂ρu

∂t
+∇ · (ρuu) = −∇p+ [∇ · (µ(∇u+∇uT))]

+ ρg + Fst (1)

∇ · u = 0 (2)

where u is the velocity. Fluid density ρ, and viscosity µ

are weighted averages of the two fluid phases based on the
volume fraction (α) of a designated fluid, which is usually the
wetting fluid

ρ = ρ1α + ρ2(1− α) (3)

µ = µ1α + µ2(1− α) (4)

Fst is the surface tension force and defined as

Fst = γκnδ̂ (5)

where γ is the interfacial tension, κ = ∇ · n is the interface
curvature, n is the unit vector normal to the interface given by
∇α

||α||
, δ̂ is a Dirac function located on the interface.

The phase volume fraction α is solved by the following
transport equation

∂α

∂t
+∇ · (αu)+∇ · (α(1− α)ur) = 0 (6)

where ur is the relative velocity between the two fluids/phases.
It is typically defined as the compression velocity uc to ensure a
sharp interface, and its amplitude is determined by the maximum
of the single-field velocity

ur ≡ uc ≡ n

[

min(cα
|Φ|

Af
, max

(

|Φ|

Af

)

)

]

(7)

where Φ is the volumetric flux, Af is the cell surface area, 0 ≤

cα ≤ 1 limits the compression velocity below the maximum

face flux velocity |Φ|

Af
and is a user-specified coefficient (cα = 1

in our simulations). This formulation helps minimize numerical
diffusion (Rusche, 2002).

The contact angle (θ) is defined at the solid boundary and the
following equation needs to be satisfied (Aziz et al., 2018):

n · ns = cosθ (8)

where ns is the normal vector to the solid wall.

Transport

For transport under multiphase flow conditions, the continuous
species transfer (CST) method has been developed and
implemented as a third-party solver in OpenFOAM (Haroun
et al., 2010a; Marschall et al., 2012; Deising et al., 2016). The
C-CST (compressive-CST) algorithm developed by (Maes and
Soulaine, 2018) was implemented in this work as it minimizes
numerical diffusion near the interface and ensures that the
description of advection is fully consistent with the phase
evolution equation (VoF equation). In this method, the transport
of a species j dissolved in both phases is described by

∂Cj

∂t
+∇ ·

(

uCj

)

= −∇ ·

(

(

1−Hj

)

Cj

α + (1− α)Hj
α(1− α)ur

)

+∇ ·

(

D̂j∇Cj + Ψj

)

+ Rj (9)

where D̂j is the interpolation of the diffusion coefficient of the
chemical species in the two phases

D̂j = αDj,w + (1− α)Dj,nw (10)

where Dj,w and Dj,nw is the diffusion coefficient of chemical j in
the wetting and non-wetting fluid, respectively. 9i describes the
concentration jump at the interface

9j = −D̂j
1−HJ

α + (1− α)Hj
Cj∇α (11)

where Hj is Henry’s law constant. In this study, mass transfer
across the interface is not considered, and Hj is set to be a
small value (1 × 10−12) to avoid zero denominators in Equation
(9) when α = 0. Because only reactions in the aqueous phase
are considered (see below), neglecting mass transfer across the
interface implies that concentrations in the non-aqueous phase
remain equal to the initial condition (which is zero).

Geochemical Reactions

Rj in Equation (9) accounts for the contribution of mineral
reactions to the changes in the mass of chemical species j, and
is described by the transition state theory rate law

Rj = krxnA(1− IAP/Keq) (12)

where krxn is the kinetic coefficient (mol/m2 · s), A is the surface
area of the mineral phase (m2), and is determined directly
from the geometry in OpenFOAM, and the chemical affinity
term is calculated from the ion activity product (IAP) and the
equilibrium constant of the mineral reaction (Keq). The aqueous
reactions are assumed to reach equilibrium instantaneously and
speciation is calculated based on the law of mass action and the
concentrations of the primary species.
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FIGURE 2 | An illustration of the geometry and mesh used in our numerical simulations. Here, the reactive zone has 4 full sine waves and the mesh resolution is 2 µm.

TABLE 1 | Summary of the geometries used in the simulations.

Geometry a Geometry b Geometry c Geometry d Geometry e Geometry f

Wavelength (λ) N/A 1L 1/4L 1/8L 1/16L 1/32L

SRF 1 1.08 1.14 1.46 2.31 4.19

Simulation Setup
We investigate multiphase flow and reactive transport in a
domain that seeks to represent a microcrack with an arbitrarily
rough geometry, which can also be conceptualized as a sequence
of pores. Figure 2 provides an illustration of the geometry used
in our simulations. To save computational time, we assumed a
symmetric geometry and simulated half of the domain. A T-
junction structure is used at the inlet for the injection of the
wetting and non-wetting phase. The width of the inlets is 25
µm. The reactive zone, where the reactive mineral is located and
highlighted in the blue box in Figure 2, is 1mm long and has an

average width (b) of 100 µm. The dimensions are comparable
to previous modeling and micromodel studies of geomaterials
(Deng et al., 2018; Song et al., 2018; Jiménez-Martínez et al.,
2020) and to the fiber diameter in batteries (Chen et al., 2017). In
addition to the reference flat channel, a single sine wave was used
to represent pore scale roughness in the reactive zone, following
(Deng et al., 2018).

b(x) =
b

2
+ a · sin

(

2πx

λ

)

(13)

where λ is the wavelength, and a is the amplitude. In order to
explore different levels of roughness, a number of simulations

were performed each with a different wavelength (Table 1). In all
cases, an amplitude of 31.25 µm was used.

The roughness in these sine wave geometries is measured
by the surface roughness factor (SRF). It is defined as the ratio
between the total surface area (Atotal), which is calculated by
summing the patch area defined as the mineral wall in the mesh
generated by OpenFOAM, and the nominal surface area, which
is equivalent of the surface area of the flat geometry (Aflat).

SRF =
Atotal

Aflat
(14)

The geometries were first generated by a Python script and
Blender, and the STL files were then imported into OpenFOAM
to generate the meshes using snappyHexMesh. The average
mesh size was set to 2 µm. Although interFoam does not show
convergence with decreasing mesh size (Pavuluri et al., 2018),
this mesh size is comparable with the resolution used in previous
studies that showed good results using interFoam in complicated
pore structures (Yin et al., 2019; Carrillo et al., 2020). This mesh
size also ensures that the single phase simulation results are not
affected by further refinement.

Initially, the simulation domain is fully saturated with water
except for the vertical branch of the T-junction, which is occupied

Frontiers in Water | www.frontiersin.org 5 January 2022 | Volume 3 | Article 73451855

https://www.frontiersin.org/journals/water
https://www.frontiersin.org
https://www.frontiersin.org/journals/water#articles


Li et al. Pore-Scale Two-Phase Reactive Flow

TABLE 2 | Physical properties of fluids (ρw, water density; ρa, air density; µw,

dynamic viscosity of water; µa, dynamic viscosity of air; γwa, interfacial tension

between water and air; θ ,contact angle).

ρw ρa µw µa γwa θ

(kg/m3) (kg/m3) (Pa · s) (Pa · s) (N/m)

1000.0 1.0 1.05×10−3 1.55×10−5 0.072 30◦

TABLE 3 | Boundary conditions for the two-phase flow simulations.

Injected wetting

fluid—inlet

Injected non-wetting

fluid—inlet

Outlet

Flow vinw = 0.1m/s Zero-gradient

vinw = 0.04m/s 1.vinnw = 0.25vinw Zero-gradient

vinw = 0.4m/s 2.vinnw = 0.5vinw Zero-gradient

Transport Constant concentration Constant concentration Zero-gradient

by the non-wetting phase (i.e., air). The physical properties of the
fluids are summarized in Table 2.

A constant velocity boundary condition is applied at the inlets.
For each geometry, three velocities for the wetting phase were
simulated, which are 0.04, 0.1, and 0.4 m/s. The velocity of
the non-wetting phase is a fraction of the wetting phase, and
two ratios, 0.25 and 0.5, were used to control the frequency
of the bubbles generated by the co-injection. This results in a
Reynolds number (Re) of 1-10 and a capillary number (Ca)
of ∼10−4-10−3. The Ca-values are within the range that is
relevant for typical reservoirs (Satter and Iqbal, 2016) and
battery systems (Grunewald et al., 2021). At the outlet, the
zero gradient boundary condition is applied for both flow
and transport (Table 3).

Geochemical reactions are assumed to take place in the
aqueous phase only. The solid phase in the reactive zone is
composed of a single mineral, calcite. It dissolves in water, which
has a NaCl concentration of 0.01 M/L and a pH of 5 due
to dissolution of atmospheric CO2. The kinetic coefficients for
the three elementary reaction pathways reported in Chou et al.
(1989) for calcite dissolution are summarized in Table 4 and used
in the simulations. The aqueous reactions and their equilibrium
constants are summarized in Table 5. The activity coefficients
used to convert concentrations to activities (aspecies) are calculated
using the extended Debye-Hückle equation.

krxn = k1aH+ + k2aH2CO3 + k3 (15)

In this study, the geometry is not updated and we focus on

steady state behavior. Given the time scale that is needed to reach

steady state (within seconds as shown in section Results), the
mineral reaction is not expected to cause any geometric change.

The simulations were run until both the flow and reaction rate
reached a steady state. For the analyses of calcite dissolution
rate, the absolute average instantaneous reaction rate at a time

point t (
∣

∣

∣
Rtm

∣

∣

∣
) was calculated for both single-phase (m = s) and

TABLE 4 | Calcite dissolution reactions, the equilibrium constant, and the three

reaction pathways with the kinetic coefficients.

Dissolution reaction LogKeq

CaCO3(s)+ 2H+ = Ca2+ + H2CO
*
3(aq) 8.16

Elementary reaction Logk(mol/m2·s)

CaCO3(s)+ H+ ⇔ Ca2+ + HCO−
3 k1 = −0.05

CaCO3(s)+ H2CO
*
3 ⇔ Ca2+ + 2HCO−

3 k2 = −3.3

CaCO3(s) ⇔ CO2−
3 + Ca2+ k3 = −6.19

TABLE 5 | Aqueous reactions and the equilibrium constants.

Aqueous complexation reaction LogKeq

OH− + H+
⇋ H2O 13.99

CO2−
3 + 2H+

⇌ H2CO
*
3(aq) 16.67

HCO−
3 + H+

⇋ H2CO
*
3(aq) 6.34

CaCO3(aq)+ 2H+
⇋ Ca2+ + H2CO

*
3(aq) 13.35

CaHCO−
3 + H+

⇌ H2CO
*
3 (aq) + Ca2+ 5.30

CaOH+ + H+
⇌Ca2+ + H2O 12.85

CaCl+ ⇌ Ca2+ + Cl− 0.7

CaCl2(aq) ⇌ Ca2+ + 2Cl− 0.65

NaCO−
3 + 2H+

⇌ H2CO
*
3(aq)+ Na+ 16.16

NaCl(aq) ⇌ Na+ + Cl− 0.78

NaHCO−
3 (aq)+ H+

⇌ H2CO
*
3(aq)+ Na+ 6.18

two-phase (m = t) flow systems as

∣

∣

∣
Rtm

∣

∣

∣
=

6n=1|R
t
m,n|Vnαn

t

6n=1Anβn
t (16)

|Rtm,n| is the instantaneous reaction rate in the wall grid cell nwith
a volume of Vn and wall surface area of An at time point t, αn

t is
the volume fraction of the wetting phase, i.e., saturation, in the
grid cell, and βn

t is the wetted surface area ratio within the local
wall grid cell, which is approximated by αn

t .
In addition to the multiphase simulations described above, a

single-phase simulation is performed for each roughness level
(Table 1) and flow condition (Table 3), with the same total flux
for comparison. These single-phase results are used to elucidate
the multiphase effects on reaction rates. All the simulations
were performed with the reactive transport solver described in
Section Methodology and the saturation (α) is set to one for
single-phase simulations.

RESULTS

Reaction Rates
The co-injection of the wetting and non-wetting phases produces
a series of gas bubbles that migrate through the reactive zone
(Figure 3). The size and frequency of the gas bubbles are
primarily controlled by the injection rate and the ratio between
the wetting and non-wetting phase. Consistent with previous
studies (van Steijn et al., 2010; Malekzadeh and Roohi, 2015; Mi
et al., 2019), we observed that the bubble size is controlled by the
ratio (vnw/vw) and the frequency is determined by magnitudes
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FIGURE 3 | Established flow of gas bubbles for (A) geometry c, vinw = 0.1m/s, vinw/vinnw = 0.25; (B) geometry c, vinw = 0.1m/s, vinw/vinnw = 0.5; (C) geometry

c, vinw = 0.4m/s, vinw/vinnw = 0.25; (D) geometry e, vinw = 0.1m/s, vinw/vinnw = 0.25; (E) geometry e, vinw = 0.1m/s, vinw/vinnw = 0.5; (F) geometry e,

vinw = 0.4m/s, vinw/vinnw = 0.25. The blue box is used to guide the comparison of the number of bubbles, i.e., bubble frequency. The green box highlights a single

bubble to illustrate the dependence of bubble size on the injection ratio.
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FIGURE 4 | Temporal profiles of the average instantaneous reaction rates (A,C) and average saturation (B,D) in the reactive zone for geometry c (A,B) and e (C,D),

vinw = 0.1m/s, vinw/vinnw = 0.25. Close-up spatial profiles of calcite saturation index (log(IAP/Keq ) ) (E,F), pH (G,H), and total CO2(aq) concentration (I,J) in

geometry c for the (E,G,I) single and (F,H,J) two phase simulations at time 0.06s.
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of vinw and vinnw. The diameter of the bubbles is 64 and 74
µm for vnw/vw of 0.25 and 0.5, respectively. In cases of large
roughness, the shape of the gas bubbles changes temporarily
at the narrow throats and can be recovered after entering the
wide channel locations, i.e., sine wave troughs. Once the gas
bubble flow is established, the hydrodynamics of the system
reaches the steady state, as indicated by the average saturation,
which is the mean of the phase field (α) in the reactive zone.
The average saturation displays small oscillations around the
steady state value when the bubbles enter or exit the reactive
domain (Figures 4B,D). Figure 4A shows the temporal profiles
of the average instantaneous reaction rates for the single-phase
and two-phase cases for geometry c at vw = 0.1m/s with
vw/vnw = 0.25. The reaction rate for the single phase flow
simulation decreases initially as the calcite saturation state starts
to increase following the dissolution reaction, and stabilizes at
about 1.8 × 10−6 mol/m2s after ∼0.04 s. This dissolution rate
is comparable with the value reported in previous single phase
reactive transport simulations in a similar system using the
pore-scale code ChomboCrunch (Deng et al., 2018). Given the
relatively high velocity and large Reynolds number, overall the
system is far from equilibrium with respect to calcite and the
reaction rate is relatively high. The concentration of the reactive

solutes and thus calcite saturation index shows a thin boundary
layer at the fluid-solid interface and the concentration gradient
across the flow direction is large (Figures 4E,F). This is consistent
with the observations in Deng et al. (2018) that the effect of
transverse transport could be important in these cases.

The reaction rate for the two phase flow simulation decreases
over time as well. The initial decreasing trend overlaps with the
single phase simulation as the gas bubbles have not entered the
reactive zone. The decreasing trend diverges as the gas bubbles

enter the reactive zone.
∣

∣

∣
Rtm

∣

∣

∣
reaches the steady state at ∼0.8

× 10−6 mol/m2s after ∼0.12 s. The steady state instantaneous
reaction rate of the two phase flow case is significantly lower
than that of the single phase flow case. This observation is also
consistent across all geometries and flow conditions simulated.
Figures 4C,D provide another example with similar results for
geometry e under the same flow condition.

Mechanisms for Reaction Rate
Modification in Two Phase Systems
Analysis of local reaction rate confirms that the lower reaction
rate in the two phase flow case is partially attributed to the
changes in accessibility of rock surface area. Figure 5A shows the

FIGURE 5 | (A) A snapshot of saturation at time 0.06s; local mineral dissolution rates in (B) the two-phase and (C) single phase simulation at time 0.06s; (D) average

ratio of wetted surface area within the reactive zone over time, for geometry c, vinw = 0.1m/s, vinw/vinnw = 0.25.
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FIGURE 6 | Vector plots showing the flow field in single phase (A,C) and two phase flow simulations (B,D) of geometry c (A,B) and geometry e (C,D) with

vw = 0.1m/s, vw/ vnw = 0.25. The green/yellow boxes highlight the recirculation zones in the two flow simulations. The size of the arrows is scaled by

velocity magnitude.

phase field for geometry c at vw = 0.1m/s and vw/vnw = 0.25, and
highlights that when the gas bubbles migrate through the narrow
throats, the local reactive surface area becomes inaccessible to
water-rock interactions (Figure 5B). In the experimental study
of Song et al. (2018), CO2 gas bubbles generated by calcite
dissolution were observed to block access of the reactive fluid
phase to the mineral grain surfaces and thus local calcite
dissolution is suppressed. Furthermore, in the corresponding
single phase simulation (Figure 5C), the local reaction rates on
the walls in the narrow throats (∼2 × 10−6 mol/m2s) tend to be
higher than those in the troughs. As such, even though the wetted
surface area in the reactive zone—which provides a measure
of accessible mineral surface area—is only reduced by <10%
(Figure 5D), the reduction in the average reaction rate is much
more significant (>50%).

As shown in Figures 5B,C, the local reaction rate outside
of the narrow throats that are occupied by the non-aqueous

phase is also lower in the two-phase case than that in the
single phase case. This indicates the presence of a stronger local
transport limitation, which is also confirmed by the flow fields.
Figures 6A,B compare the velocity vectors in the single and
two-phase flow simulations for geometry c at vw = 0.1m/s and
vw/vnw = 0.25. In the two phase case, as the gas bubbles migrate
through the troughs, the width of the wetting phase is compressed
and recirculation zones formed locally. In contrast, for the same
geometry and flow rate, no recirculation zones were observed
in the single phase simulation. The recirculating phenomenon
has been observed experimentally and numerically in two-phase
systems across a wide range of flow conditions with Ca between
1 × 10−7-1 × 10−2, as a result of the shear stress exerted by the
fluid phase that migrates faster on the other fluid phase that is
less mobile or immobile (Blois et al., 2015; Roman et al., 2016;
Heshmati and Piri, 2018; Maes and Soulaine, 2018; Mohammadi
Alamooti et al., 2020). Previous studies have highlighted that
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FIGURE 7 | Ratio of the average instantaneous reaction rate between the two-phase and the corresponding single-phase flow simulation (R′) plotted against the

average saturation (α). The data points are results from the pore-scale simulations and the solid lines are fitted curves using the third degree polynomials for (A)

vw = 0.1m/s, vnw/vw = 0.25 (green) and vnw/vw = 0.5 (blue); (B) vw = 0.04m/s, vnw/vw = 0.25 (cyan) and vnw/vw = 0.5 (yellow); (C) vw = 0.4m/s,

vnw/vw = 0.25 (red) and vnw/vw = 0.5 (purple). A few data points for geometry b and c at the high vnw/vw are excluded from the analyses because of bubble

merging, which creates hydrodynamics that are not directly comparable to the rest of the simulations.

recirculation zones can be an importantmechanism that traps the
solutes (Bolster et al., 2014; Sund et al., 2015; Deng et al., 2018;
Yoon and Kang, 2021), reducing local thermodynamic driving
force (Figures 4E,F), i.e., the chemical affinity term in Equation
(12). In addition, the pH is higher and total concentration of
CO2(aq) is lower in the two phase case (Figures 4G–J), both
would lead to a lower kinetic rate as given in Equation (15).

Figures 5C,D show the flow fields for geometry e at the same
flow conditions as Figures 5A,B. Similar patterns were observed.
The recirculation zone is also more predominant in the troughs
or the pore-body with the rougher geometry, accounting for a
larger portion of the troughs. The dependence of the recirculation
zone on pore morphology has also been observed in previous
experimental studies (Heshmati and Piri, 2018).
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FIGURE 8 | The fraction of the wetted surface area in the reactive zone in relation to the average saturation for different geometries with (A) vw = 0.1m/s,

vnw/vw = 0.25 (blue) and vnw/vw = 0.5 (red); (B) vw = 0.04m/s, vnw/vw = 0.25 (green) and vnw/vw = 0.5 (yellow); (C) vw = 0.4m/s, vnw/vw = 0.25 (cyan)

and vnw/vw = 0.5 (magenta).

Correlation Between Reaction Rate
Modification and Liquid Saturation
In order to gain some insights regarding constitutive relations
that can be used to upscale the impacts of two-phase flow
dynamics on reaction rate, Figure 7 summarizes the steady state
reaction rates and saturations from the pore scale simulations.
The ratio between the reaction rate of the two phase simulation
and that of the corresponding single phase simulation is used
to evaluate the effect of two-phase flow dynamics, specifically
gas bubble migrations in 2D rough channels, on reaction rates.
Liquid saturation is an indicator of the two-phase flow dynamics
as is the case in many multiphase continuum models.

The impacts on reaction rate do not change monotonically
with respect to the steady state saturation. For a given flow
condition, the reaction rate ratio decreases as the steady state

saturation increases for the less rough geometries (i.e., geometry
a–c), whereas it increases with the saturation for the rougher
geometries (i.e., geometry d–f). Figure 8 shows that the steady
state saturation increases with roughness, and so does the wetted
surface area ratio (except for the flat reference geometry). This
indicates that if the surface area accessibility is the dominant
mechanism of the reaction rate reduction in the two phase case, a
higher saturation corresponding to a rougher geometry should

result in a lower reduction in reaction rate in the two phase
case. However, as shown in Figure 6, the other mechanism, i.e.,

the transport limitation of the recirculation zones, is stronger in

the rougher geometry. This implies that reaction rate reduction
due to transport limitation arising from the presence of the
gas bubbles is more significant in the rougher geometries
which also have higher saturations. The tradeoff between the
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TABLE 6 | Coefficients of polynomial equations and R-squared for the fitting

curves in Figure 7.

vw/vnw A B C D R-squared

vw = 0.1m/s 0.25 −2740.50 6726.12 −5493.92 1493.94 0.927

0.5 −208.78 471.67 −351.75 87.10 0.976

vw = 0.04m/s 0.25 845.11 −1911.40 1435.12 −357.09 0.993

0.5 −256.41 569.40 −417.94 101.97 0.999

vw = 0.4m/s 0.25 −2543.00 6272.58 −5149.03 −1407.47 0.969

0.5 0 43.82 −63.48 23.33 0.994

two mechanisms can explain the inverted bell shape, which is
observed for all flow conditions.

This non-monotonic trend indicates that a power-law
relationship will not apply. The guiding lines in Figure 7 were
fitted using third degree polynomials, R′ = Aα

3 + Bα
2 +

Cα + D (Table 6). While the polynomial relationship provides
a reasonable fit of the pore-scale modeling data statistically—the
goodness of fitting as measured by R2 is larger than 0.95 in most
cases (Table 6)—they are not meant to be directly implemented
or at least caution should be exercised.

Our observation is analogous to previously observed non-
monotonic dependence on fluid saturation for other processes in
the sense that competing mechanisms—because of their opposite
“dependence” on saturation—are in play. For example, Jiménez-
Martínez et al. (2017) reported that when saturation is above
a threshold, mixing increases as saturation decreases because
of stretching, whereas mixing decreases with saturation below
the threshold as molecular diffusion becomes dominant. Our
observations also reiterate the fact that saturation is a result
of the multiphase dynamics and it alone does not provide
a full description of the hydrodynamics in the system. For
example, for a given flow condition in our simulations, saturation
is determined by the roughness of the geometry, which can
be expected for other more complex geometries. Given that
both liquid saturation and reaction rate are dependent on
the flow conditions and the geometries, future studies may
focus on developing constitutive relations that are informed
by the underlying physics or that explicitly integrate these
controlling factors.

DISCUSSION

In our simulations, the recirculation zone is the dominant
hydrodynamic feature affecting the mineral dissolution rate.
The development of recirculation zones have been observed in
single phase systems at high velocity when the contribution
of inertial effect becomes significant; and roughness allows
recirculation zones to form under lower velocities (Deng
et al., 2018). Our results illustrate that in two phase systems,
momentum transfer across the fluid–fluid interface further
extends the conditions under which recirculation zones form
as also reported in previous studies (Heshmati and Piri, 2018).
Other multiphase flow dynamics are also observed in our
results albeit the simplified setup considered. For instance,

in geometry b, a few simulations at the high and low flow
velocities especially with large vw/vnw showed coalescence of the
gas bubbles, which resulted in significantly lower saturation in
the reactive zone. Bubble coalescence and breakup are widely
observed phenomena that are dependent on fluid properties,
velocities, and geometries (Jo and Revankar, 2009; Paulsen
et al., 2014; Chen et al., 2017; Mahabadi et al., 2018; Ren
et al., 2020; Grunewald et al., 2021). These processes are
accompanied by the re-organization of the fluid–fluid interface
and can introduce perturbations in the velocity field. The
simulations with gas bubble coalescence were excluded from
the analyses in section Correlation Between Reaction Rate
Modification and Liquid Saturation as the new hydrodynamics is
not directly comparable with the other simulations. Nonetheless,
this observation highlights that compared to single phase systems
in which a lower velocity typically transfers to a stronger
transport limitation, the two phase systems require consideration
of additional hydrodynamics that may arise at a different velocity
(Blois et al., 2015).

A variety of complex hydrodynamics can arise from the
migration of fluid–fluid interfaces depending on the velocity (e.g.,
capillary numbers) and pore morphology (e.g., Berg et al., 2013;
Spurin et al., 2019; Li et al., 2021; Wang et al., 2021).

From a macroscopic perspective, as capillary number (Ca)
increases, interface migration transitions from the capillary
fingering regime with more random local movement to the
viscous fingering with more stable displacement (Toussaint et al.,
2012; Li et al., 2019; Grunewald et al., 2021). However, Ca alone
does not provide a good description of the fluid–fluid interface
dynamics (Armstrong et al., 2015), which is more sensitive
to pore-scale roughness/morphology at low capillary numbers
(Toussaint et al., 2012).

From a microscopic perspective, both the magnitude and
direction of flow were observed to fluctuate before the arrival of
the invading front (Roman et al., 2016; Li et al., 2017). Strong
instabilities of the interface can also lead to pore-scale burst
events such as Haines jumps and can increase local velocities
by one–two orders of magnitude (Blois et al., 2015; Li et al.,
2017, 2021). These hydrodynamics are reported to promote
mixing and thus reactions in the liquid phases (Jiménez-Martínez
et al., 2015, 2016, 2017), and may also increase local mineral
reaction rates. In the study of Jiménez-Martínez et al. (2020),
calcite dissolution rate in the two phase experiment with Ca =

∼10−5 and vw/vnw = 1.0 is 68% of the dissolution rate in the
single phase experiment. This is comparable to the simulation
results in the smooth channel, e.g., the reaction rate ratio is
∼64 and ∼72% at vw = 0.1 m/s (i.e., Ca = ∼3.5 × 10−4) for
vw/vnw of 0.5 and 0.25, respectively (Figure 7). Their reaction
rate ratio is slightly higher than what would be expected based
on our simulations, which is likely because of the oscillation
of gas bubbles in the presence of a system of channels and
thus higher local velocity at the fluid–fluid interface, in addition
to the continuous supply of CO2 from the co-injected scCO2

phase. The competition of different fluid pathways can result in
more dynamic bubble migration and flow field rearrangement,
which influences self-organization of the system, which is also
illustrated in the column experiment of Ott and Oedai (2015) and
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the pore-scale numerical simulations of Soulaine et al. (2018).
Geometry units such as pore-doublets can be used to capture
such dynamics and thus offer additional insights (Mohammadi
Alamooti et al., 2020; Alizadeh and Fatemi, 2021). More realistic
geometries may be needed to fully examine the complexity
of real systems, as flow instabilities are primarily driven by
geometry when morphological heterogeneity is large (Li et al.,
2017; Heshmati and Piri, 2018).

Water film is also an important contributor to the fluid–
fluid interface (Li et al., 2019). While for the given Ca and
channel width used in our study, water film is not expected to
be well developed and thus contribute to transport significantly
or affect our analyses (Roman et al., 2017), well-developed
water film may become important in maintaining water-rock
contact and transport pathways between isolated water parcels.
For instance, water film has been observed during the drainage
process in various experiments (Rücker et al., 2015; Schlüter et al.,
2016; Roman et al., 2017; Moura et al., 2019). It enhances the
connectivity between residual water and may cause the “snap-
off” phenomenon, affecting the contact between water and the
solid phase (e.g., rock) and the transport processes.

Overall, this study represents an early-stage effort in
highlighting the importance of a dynamic coupling between
reaction rates and multiphase flow dynamics. As such, it focuses
on a specific geometric setup and a relatively limited number of
flow scenarios. However, compared to the experimental studies
that typically report temporally and/or spatially integrated
reaction rates, our model provides information on local and
instantaneous reaction rate along with detailed velocity field
and solute transport, which helps to better explore microscopic
mechanisms. The two mechanisms identified in our pore-scale
two-phase reactive transport simulations—the surface area effect
and local hydrodynamics—support recent observations from
micromodel experiments (Song et al., 2018; Jiménez-Martínez
et al., 2020). Moreover, the pore-scale perspective in the model
enables insights into the impacts of multiphase flow dynamics
on mineral reaction rate that have broader implications. Namely,
results indicate that in addition to the fluid-solid interface,
a direct measure of the reactive surface area, the fluid–fluid
interface also plays an important role in controlling solid-phase
reactions by modifying local hydrodynamics. As discussed above,
local hydrodynamics that can affect mineral reaction rate is
largely influenced by fluid–fluid interfaces, our study suggests
that adding interfacial area in the formulation of reactive surface
area in two-phase flow conditions in addition to saturation
may be a logical step. In fact, it has been proposed to use
the fluid–fluid interface as a measure of flow topology and
thus an additional parameter in constitutive relations of relative
permeability (Picchi and Battiato, 2018). Such consideration may
be of particular interest in e.g., scCO2-brine systems where mass
transfer across the fluid–fluid interface also affect fluid chemistry
and thus mineral reaction rate.

In order to develop constitutive relations that faithfully reflect
the coupling between mineral reaction rates and multiphase flow
dynamics and are broadly applicable in natural and engineered
fractured porous materials, systematic studies that explore a
broader range of multiphase flow and geometric conditions are

needed. While the modeling framework developed in this work
can be adapted to consider these processes and thus provides a
suitable modeling tool in a wide range of applications for pore-
scale mechanistic investigations, it needs to be acknowledged
that these investigations hinge upon further development of
modeling capabilities for multiphase flow dynamics (Aboukhedr
et al., 2018; Qin et al., 2020). For instance, there is still a lack
of comprehensive comparison and benchmarking of pore-scale
models for low Ca flow systems (Zhao et al., 2019). It has
also been shown that because of the sensitivity of multiphase
flow to local perturbations, a deterministic reproduction of
the dynamics as observed in experiments with relatively large
porous domains using numerical models is challenging, while
statistical behaviors can still be captured (Ferrari et al., 2015).
The consideration of reactions, however, may require higher
spatial accuracy because the spatial variations (in mineral
distribution and reaction rate) can be important. The impacts
of multiphase hydrodynamics on aqueous reactions and mineral
reactions may also need to be considered separately. Taking the
recirculation zone as an example, it increases interfacial mass
transfer (Maes and Soulaine, 2018), but reduces mineral reactions
(Deng et al., 2018). These research needs further emphasize the
need for experimental studies that underpin the development
of mechanistic models for multiphase flow in reactive systems,
and studies that expand our investigations from quasi-2D
micromodels to 3D systems. The development of constitutive
relations will also require the investigations be extended to larger
scales, which calls for development of a complementary approach
that leveragesmodeling and experiments at different scales (Blunt
et al., 2013).

SUMMARY AND CONCLUSIONS

A pore-scale multiphase reactive transport model was established
and used to investigate the dependence of mineral reaction rate
on pore-scale two-phase flow dynamics. A series of numerical
simulations were performed, in which CO2-acidified water and
air were co-injected at a range of velocities into 2D calcite
channels with different levels of roughness as defined by a
single sine wave. The simulation results showed that gas bubbles
migrating through the reactive zone as a result of the two-phase
co-injection caused the reaction rate to be lower than that of the
single phase flow simulation with the same total injection rate.
Our analyses revealed that the decrease of the mineral reaction
rate is caused by a combination of twomechanisms: the reduction
in the wetted surface area and the transport limitations that
arise from the two phase flow. In the rough geometries, the
narrow throats are reaction hotspots in the single phase flow
simulations, whereas these locations are occupied by gas bubbles
periodically and thus not accessible for reactions. Meanwhile,
the flow field showed clear “vortices,” i.e., recirculation zones,
as the gas bubbles migrate through the trough of the sine
wave. As a result, more reaction products are trapped in the
trough and the local thermodynamic driving force and kinetic
rates are reduced. Additionally, the correlations between fluid
saturation and the extent of reaction rate reduction—which
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is measured by the ratio between the reaction rate from the
two-phase flow simulation and that from the corresponding
single phase simulation—were analyzed to provide insights
for continuum-scale modeling. A non-monotonic relationship
was observed, which is because the contribution from wetted
surface area reduction and local transport limitation show
opposite dependence on the roughness of the channel, which
controls the saturation for a given flow condition. Through
these numerical simulations, we highlighted the complexity of
reactive transport in multiphase flow systems and identified two
important mechanisms through which mineral reaction rates
are affected. These results highlight the need for consideration
of interfacial dynamics on mineral reaction rates in multiphase
flow systems, and also emphasize the need for experimental
studies that underpin the development of mechanistic models for
multiphase flow in reactive systems.
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River floods are one of the most devastating extreme hydrological events, with oftentimes

remarkably negative effects for human society and the environment. Economic losses

and social consequences, in terms of affected people and human fatalities, are increasing

worldwide due to climate change and urbanization processes. Long-term dynamics

of flood risk are intimately driven by the temporal evolution of hazard, exposure and

vulnerability. Although needed for effective flood risk management, a comprehensive

long-term analysis of all these components is not straightforward, mostly due to a

lack of hydrological data, exposure information, and large computational resources

required for 2-D flood model simulations at adequately high resolution over large spatial

scales. This study tries to overcome these limitations and attempts to investigate the

dynamics of different flood risk components in the Murray-Darling basin (MDB, Australia)

in the period 1973–2014. To this aim, the LISFLOOD-FP model, i.e., a large-scale 2-D

hydrodynamic model, and satellite-derived built-up data are employed. Results show

that the maximum extension of flooded areas decreases in time, without revealing any

significant geographical transfer of inundated areas across the study period. Despite

this, a remarkable increment of built-up areas characterizes MDB, with larger annual

increments across not-flooded locations compared to flooded areas. When combining

flood hazard and exposure, we find that the overall extension of areas exposed to high

flood risk more than doubled within the study period, thus highlighting the need for

improving flood risk awareness and flood mitigation strategies in the near future.

Keywords: flood hazard, flood exposure, flood memory, satellite and model data, Murray-Darling basin (MDB),

long-term

INTRODUCTION

Economic losses and social consequences associated with riverine inundations appear to increase
worldwide and the intensification of extreme hydrological events due to climate change is often
pointed out as the main cause (de Moel et al., 2011; Barnes, 2017; IPCC, 2021). Yet urban growth,
flood mitigation infrastructures and increasing human presence and activity in floodplains rule, in
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a similar way, flood risk, as they contribute to shape the origin
and location of flood events as well as the elements at risk
(Gupta et al., 2015; Duan et al., 2016; Merz et al., 2021; Tellman
et al., 2021). River floods are driven by prolonged rainfall periods
that induce high water levels overtopping river embankments,
thus inundating nearby locations. Flood risk analyzes cascading
impacts on society and the environment. More specifically, actual
flood risk results from the superposition of three components
(IPCC, 2012), such as hazard (i.e., frequency of occurrence of
flood events), exposure (i.e., elements at risk, including direct
and indirect damages, people, capital investment, and land or
property value), and vulnerability (i.e., the capacity to deal
with flood events), which separately can control and impact
different dynamics of flood risk evolution (Merz et al., 2010,
2021; Ceola et al., 2014; Domeneghetti et al., 2015). Future
projections of increasing population and economic activities
on river floodplains as derived from socioeconomic growth
scenarios, as well as increasing heavy rainfall estimates associated
to climate variability and change, will likely result in increasing
flood risk (Hirabayashi et al., 2013; Winsemius et al., 2016; Kam
et al., 2021). As a consequence, it is crucial to unravel long-term
dynamics of flood risk and its components.

Several methods have been developed both at local and
global scales to allow for a detailed assessment of flood hazard,
either based on traditional hydrological and hydraulic models
(Bates et al., 2010; Yamazaki et al., 2011; Pappenberger et al.,
2012; Winsemius et al., 2013; Rudari et al., 2015; Sampson
et al., 2015; Dottori et al., 2016; Schumann et al., 2016) or
innovative DEM-based (digital elevation model) techniques (Lee
et al., 2017; Samela et al., 2017; Tavares da Costa et al., 2020).
Typically, flood models simulate inundated areas based on the
probability of exceedance of a particular discharge value (i.e.,
by considering a particular return period) or based on long-
term time series of discharge, without accounting for detailed
topographic features along floodplains. To overcome this issue,
which may result in an approximate identification of the actual
flood spatial extension, and thus exposed people and assets, Bates
et al. (2010) and Schumann et al. (2016) proposed to assess
flood hazard by accounting for detailed floodplain topography.
Similarly, Tellman et al. (2021), contributed to estimate the actual
flood extent and population exposure for several flood events
occurred between 2000 and 2018 by employing high-resolution
satellite imagery. Both approaches provide new standards and
are expected to improve the accuracy of local and global flood
models, our knowledge about how climate, human, land changes
interact with flood dynamics, as well as the development of
effective flood management strategies.

In order to assess flood exposure, several population and
built-up datasets recently released are typically employed (Ceola
et al., 2014; Leyk et al., 2019; Bernhofen et al., 2021). These
include e.g., gridded population of the world (Center for
International Earth Science Information Network (CIESIN),
2016), global human settlement layer (Corbane et al., 2018),
global urban footprint (Palacios-Lopez et al., 2019), Facebook’s
High Resolution Settlement Layer (Facebook Connectivity Lab,
and Center for International Earth Science Information Network
(CIESIN), 2016), WorldPop (Lloyd et al., 2019), but also

unconventional datasets such as nighttime lights (NOAA -
Earth Observation Group, 2016). These datasets present different
spatial and temporal resolutions and coverage, which are not
always suited for an effective assessment of long-term flood
exposure dynamics (Leyk et al., 2019; Bernhofen et al., 2021).

The assessment of flood vulnerability, which depends
on economic, social, demographic, cultural, institutional and
governance factors, is typically the most challenging task. People
can alter the hydrologic regime, including extremes such as
floods and droughts (Viglione et al., 2016), and in turn these
extremes can also shape human society (Ridolfi et al., 2020). It
is well-acknowledged that previous flooding experience, income
and education control risk perception and influence flood
memory and thus flood vulnerability (Jonkman and Kelman,
2005; EU Floods Directive, 2007; Kreibich et al., 2011; Garde-
Hansen et al., 2017; Aerts et al., 2018), though it is difficult
to quantify and model it. Some attempts are available from
the scientific literature, e.g., FLOPROS, a global database of
flood protection standards used as a proxy of flood vulnerability
(Scussolini et al., 2016), or comparative estimations of observed
vs. modeled data (Tanoue et al., 2016), yet further efforts
are needed.

Therefore, unraveling long-term dynamics of both flood risk
and its components is critical and crucial to allow for an effective
flood management, by planning investments in adaptation
strategies and improving people awareness of flood risk (Duan
et al., 2016; Merz et al., 2021). However, a comprehensive long-
term analysis of flood risk components is not straightforward,
mostly due to a lack of hydrological data, exposure information,
and large computational resources required for 2-D flood model
simulations at adequately high resolution over large spatial scales.
This study tries to overcome these limitations and attempts
to investigate the dynamics of different flood-risk components
in the Murray-Darling basin (MDB, Australia) in the period
1973–2014. In particular, we examined long-term dynamics of
(i) flood hazard, (ii) flood exposure, (iii) flood memory and
(iv) flood risk (see flowchart in Figure 1). More specifically, the
spatio-temporal evolution of flood hazard is assessed by means
of a large-scale 2-D hydrodynamic model, based on remotely-
sensed STRM (Shuttle Radar Topography Mission) data, while
for exposure, the Global Human Settlement Layer (GHSL),
particularly the built-up area data, provided and distributed by
the JRC, is used. As a preventive measure, flood vulnerability is
not considered here.

MATERIALS AND METHODS

Study Area
The study area considered here is the MDB located in the
southeastern part of Australia (Figure 2). The MDB is
the largest river basin in Australia, with a drainage area
of ∼106 km2, covering 14% of Australia’s land area. The
MDB is composed by 22 sub-basins (Murray-Darling
Basin Authority, 2020). The MDB provides water to 2.2
million people, typically used for agriculture, drinking and
recreation and it is also home to internationally significant
wetlands and supports a huge range of endangered species
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FIGURE 1 | Analysis of long-term flood risk dynamics: research flowchart.

(Murray-Darling Basin Authority, 2020). Given its relevance,
several research initiatives and projects focused on MDB
water resource management, hydrological extremes and
environmental and societal impacts have been recently
developed (e.g., Gallant et al., 2012; Heimhuber et al., 2016;
Bishop-Taylor et al., 2018).

The two main rivers in the MDB, the Murray (2,530 km)
and the Darling (2,740 km), are two of Australia’s longest
rivers. Water in the northern part of MDB runs into the
Darling River while water in the southern part of MDB
runs into the Murray River. Most of the tributaries in
the MDB start in the Great Dividing Range, a series of
mountains along the east coast. Then, water flows on flat plains,
which cover the majority of the basin area. A pronounced
climate gradient characterizes the MDB: from the southeast
to the northwest, average annual rainfall decreases (from
1,500 to 300mm, approximately) and climate variability and
evapotranspiration increase (Murray-Darling Basin Authority,
2020). As a consequence, flooding regimes differ significantly
across the MDB, with severe flood outbreaks during summer
in the northern part of MDB and long flood events driven
by rainfall and snowmelt during winter and spring in the

southern part of MDB (Bunn et al., 2006; Penton and Overton,
2007). Several catastrophic flood events occurred across the
MDB in 1917, 1931, 1952, 1956, 1974, 1993 and 2020 (Murray-
Darling Basin Authority, 2020). By chance, our study period
includes one of the largest flood events ever occurred across
the MDB (i.e., flood event in January 1974, also known as
the “big wet”), which was the biggest event in the considered
study period.

2-D Hydrodynamic Model for Flood Hazard
Assessment
Long-term flood hazard dynamics over the period 1973–2013 has
been reconstructed referring to 2-D hydrodynamic simulations
performed across the overall MDB. In particular, in this study we
retrieve the inundationmaps obtained from the continental-scale
version of the 2-D hydrodynamic model settled by Schumann
et al. (2016) over Australia, specifically applied to the MDB by
Grimaldi et al. (2019). The 2-D numerical model (LISFLOOD-
FP; Bates et al., 2010) adopts a single explicit finite difference
scheme to solve the inertial momentum equation over a regular
grid (e.g., raster-based scheme). The model was built from freely
available Shuttle Radar TopographyMission (SRTM) data, which
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FIGURE 2 | Study area: Location of the Murray Darling Basin, main river network and elevation.

was corrected for vegetation canopy height using a global ICESat-
1 canopy data set (Simard et al., 2011). Despite the nominal
raster resolution, the subgrid channel formulation adopted in the
modeling framework (Neal et al., 2012) ensures the capability to
reproduce hydraulic dynamics of rivers and floodplains having
widths smaller than the adopted grid cell.

All rivers that drain a catchment area >10,000 km2 were
explicitly represented in ourmodel. Furthermore, significant flow
contributions from smaller tributaries were accounted for as
additional inflow points along those major rivers. The model also
includes lakes and reservoirs from the Global Lake and Wetland
Database (Lehner andDöll, 2004), as well as the evaporative water
loss over the MDB based on satellite-sensed daily evaporations
estimates (i.e., Global Land Evaporation Amsterdam Model;
Martens et al., 2017). Reservoirs and lakes were filled before
the simulation was run and were implicitly regulated by the
hydrodynamics of the model during simulation. In light of
the convincing calibration scores achieved in reproducing past
inundations by previous investigations, this study adopts the
same model parameters. The reader can refer to Schumann
et al. (2016) and Grimaldi et al. (2019) for additional details
on model settings, calibration events and modeling assumptions,
including also a thorough assessment of uncertainty as influenced
by model input, structure and parameters. Flood hazard maps
employed in this study are produced at 1 km resolution from
January 1973 until July 2013. Outputs from LISFLOOD-FP
model simulations are 487 monthly (30 days long) maps of
flooded area, flooded water depth, flooded water volume and
frequency of flooding. In our analysis, water depth and water
volume data are not considered since we are interested only
in the identification of flooded locations and their frequency
of flooding.

Satellite Data for Flood Exposure
Assessment
In order to assess the spatio-temporal evolution of human
exposure to floods, we employ the Global Human Settlement
Layer (GHSL), a project of the European Commission’s
Joint Research Centre, which freely provides spatially detailed
information on population and settlements (Corbane et al.,
2018). In this research, we employ the GHS-BUILT data (at
30m resolution) that contain a multitemporal information
layer on built-up presence as derived from Landsat image
collections (GLS1975, GLS1990, GLS2000, and ad-hoc Landsat
eight collection 2013/2014), whose values range from 0 (no
built-up surface) to 1 (whole built-up surface). In total, four
snapshot information on built-up density and distribution
are available within the considered study period. Only for
comparative purposes, we use the GHS-POP data (at 250m
resolution, Schiavina et al., 2019) that provides the distribution
of population, expressed as the number of people per cell
for years 1975, 1990, 2000 and 2015. GHS-POP estimates are
derived from a spatial disaggregation of CIESIN GPWv4.10 data
(Center for International Earth Science Information Network
(CIESIN), 2016) based on GHS-BUILT data. In order to perform
a coherent superimposition of inundation and built-up data,
we aggregate both GHS-BUILT and GHS-POP data at the
same resolution as the hydrodynamic model outputs (i.e., 1
km resolution).

Analysis of Long-Term Dynamics of Flood
Risk Variables
The temporal evolution of flood risk dynamics from 1973 to 2014
across the MDB is investigated across four sub-periods, whose
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subdivision depends on the intrinsic temporal availability of
built-up data (i.e., 1975, 1990, 2000 and 2014). Inundation maps,
as derived from LISFLOOD-FP simulations, are available from
January 1973 to July 2013. Since no modeled inundation data
is available afterwards (from August 2013 to December 2014),
we assume that no flood event occurred during this short time
window (i.e., flooded area and frequency of flooding are equal to
zero in each grid cell and month), thus slightly underestimating
flood hazard.

We assess long-term dynamics of (i) flood hazard, (ii) flood
exposure, (iii) flood memory, and (iv) flood risk, as detailed in
what follows and schematically shown in Figure 1.

Flood Hazard

Regarding flood hazard (H), we compute the frequency of
occurrence of inundation states for each grid cell within the
whole study period (1973–2014), by looking at grid cells that
were flooded at least one month, as derived from LISFLOOD-FP
model simulations (Schumann et al., 2016; Grimaldi et al., 2019).
The frequency of occurrence of inundation states is defined as
the ratio between the total number of flooded months and the
total length of the study period (i.e., 504 months). We categorize
these values into four classes, based on the 25th, 50th, 75th
and 100th percentiles, where values within the first (0 < H ≤

H25), second (H25 < H ≤ H50), third (H50 < H ≤H75) and
fourth (H75 < H ≤ H100) quartile belong to class H1, H2, H3,
and H4, respectively. We also quantify the maximum extension
of flooded areas (in km2) and analyze its temporal evolution
to identify increasing or decreasing trends. In particular, the
maximum extension of flooded area is computed by considering
distinct sub-periods (i.e., flooded areas in 1973–1975, 1976–
1990, 1991–2000, 2001–2014) and cumulative sub-periods (i.e.,
flooded areas in 1973–1975, 1973–1990, 1973–2000, 1973–2014).
While the first approach allows to detect singularities within
the study period (i.e., “flood rich” vs. “flood poor” sub-periods,
larger vs. smaller flooded areas), the second one allows to identify
possible geographical transfers of flood hazard in time. Finally,
for each flood hazard class and for each distinct sub-period
we quantify the maximum extension of flooded areas to be
employed for the assessment of flood risk dynamics (see section
Flood Risk).

Flood Exposure

Concerning flood exposure (E), we quantify the maximum
extension of built-up areas (i.e., an indicator of human presence),
as derived from GHS-BUILT data (Corbane et al., 2018), and
then analyze its temporal trend. Since GHS-BUILT provide built-
up data based on cumulative sub-periods (i.e., built-up values
until 1975, until 1990, until 2000, and until 2014), we assess
the spatial extension at the end of each sub-period. GHS-BUILT
values range from 0 to 1, i.e., from no built-up to whole built-
up surface, respectively. Based on these features, we compute
the maximum extension of built-up area, defined as the sum
of built-up values times the grid cell size (in km2). We then
disaggregate this result and distinguish between flooded and not
flooded built-up locations, by superimposing the geographical
location of inundated areas as derived from LISFLOOD-FP

model simulations based on cumulative sub-periods. For the
sake of completeness, we also evaluate the total number of
built-up grid cells, regardless of their built-up value (i.e., by
considering any grid cell with GHS-BUILT>0). Similarly to
the analysis performed for flood hazard, we define four classes
of exposure based on quartile values associated to the most
recent built-up data (up to 2014), which embeds all built-up
areas in any epoch, i.e., E1 where 0 < E ≤ E25, E2 where
E25 < E ≤ E50, E3 where E50 < E ≤ E75, and E4 where E75
< E ≤ E100. We then compute the maximum extension of
built-up areas for each exposure class and sub-period, which is
functional for the analysis of flood risk dynamics (see section
Flood Risk).

Flood Memory

We then analyze flood memory to estimate the temporal
evolution of the extension of built-up areas based on antecedent
flood hazard conditions (Aerts et al., 2018; Merz et al., 2021).
Flood memory is known to influence human resilience to
floods, as prolonged periods without significant flood events
may increase flood exposure and lead to low risk awareness,
which may potentially result in an inadequate response to
flood disasters (Garde-Hansen et al., 2017). Here, the goal
is to verify if previous flood events may have discouraged
the subsequent evolution of built-up areas, thus revealing a
flood memory behavior. More specifically, given the overall
flooded area in each cumulative sub-period, we quantify the
maximum extension of subsequent built-up areas and compute
the ratio between flooded built-up areas and cumulative flooded
areas (as %). In particular, when considering the flooded area
from 1973 to 1975, we look at the built-up evolution in
1975, 1990, 2000 and 2014; when considering the flooded
area from 1973 to 1990, we analyze built-up in 1990, 2000
and 2014; and finally, when considering the flooded area
from 1973 to 2000, we examine the built-up area in 2000
and 2014.

Flood Risk

We finally analyze the temporal evolution of flood risk
(R), here computed by considering concurrent hazard and
exposure, whose values are evaluated based on distinct
sub-periods. As mentioned before, flood vulnerability
is not considered due to lack of reliable data. Starting
from the classification of flood hazard and exposure (see
section Flood Exposure and Flood Memory), we define
four categories of flood risk, as shown in Figure 1. In a
given risk category, we consider only those grid cells where
concurrent hazard and exposure values are both larger
than zero and we quantify flood risk as the maximum
extension of built-up areas in each risk category and
distinct sub-period.

RESULTS AND DISCUSSION

The frequency of occurrence of inundation states across the
MDB from 1973 to 2014, as derived from LISFLOOD-FP model
simulations, is shown in Figure 3A. Percentile values of the
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FIGURE 3 | Flood hazard assessment across the MDB from 1973 to 2014. (A) Geographical representation of the frequency of occurrence of inundation states. (B)

Temporal evolution of the maximum extension of flooded areas (in km2 ) in each flood hazard category (percentile-based classification). (C) Temporal evolution of the

maximum extension of flooded areas (in km2 ), as derived from distinct (light blue triangles) and cumulative (dark blue circles) sub-periods.

frequency of occurrence of inundation states that characterize
flood hazard classes are H25 = 0.03, H50 = 0.12, H75 =

0.50 and H100 = 0.97, showing, among all, that half of the
flooded grid cells was inundated on average for ∼5 years
within the whole study period. The maximum extension of
inundated areas based on distinct sub-periods decreases in
time (Figure 3C, light blue line), from more than 90,000
km2 (nearly 6.3% of MDB area) to a∼75,000 km2 (5% of
MDB area). Given the selected percentile-based classification,
the maximum extension of flooded areas shows a remarkable
reduction in H1 and H2 classes, which identify unfrequently
inundated locations likely associated to major flood events
(Figure 3B). Conversely, H3 and H4 classes, corresponding
to recurring inundation states, are characterized by a slightly
decreasing or even invariant pattern in time. In particular, our
results suggest that 1973–1975 and 1976–1990 are the most
devastating sub-periods, as also confirmed by the absence of
increasing trends in the number of flood peaks and flooded areas
afterwards (Hu et al., 2018; Merz et al., 2021). When considering
cumulative sub-periods (Figure 3C, dark blue line), we do not
find any remarkable geographical transfer of flood hazard in
time, since the maximum extension of inundated areas does
not significantly change in time (i.e., only a feeble increase is
detected). This outcome might suggest that inundations occur

more frequently in the same locations compared to the past,
as influenced for instance by improved risk awareness and
structural defenses.

The maximum extension of built-up areas (i.e., the sum of
built-up values times the grid cell size, in km2), as shown in
Figure 4A (black line), increases in time from approximately
770 km2 in 1975 to nearly 1,780 km2 in 2014, (i.e., 2.3
times more). Percentile values from the most recent built-
up extension that define flood exposure classes are E25 =

9.2·10−4 km2, E50 = 3·10−3km2, E75 = 0.01 km2 and E100
= 0.99. A highly skewed distribution characterizes built-up
values. Indeed, the majority of built-up grid cells presents
extremely low built-up surfaces and <2.5% of grid cells has
at least half of its surface built-up. We also analyze the
total number of built-up grid cells, regardless of their built-
up values (Supplementary Figure 1), and find that the 2014
value is three times more than the initial one in 1975,
meaning that MDB experienced a remarkable conversion from
natural land to built-up land. The growth rate of built-up
areas is lower than that of the total number of built-up grid
cells (i.e., 2.3 vs. 3), proving that new built-up locations are
characterized by low built-up values, which are typically found
within an urban sprawl context. In particular, when looking at
the temporal evolution across flood exposure classes, different

Frontiers in Water | www.frontiersin.org 6 January 2022 | Volume 3 | Article 79725973

https://www.frontiersin.org/journals/water
https://www.frontiersin.org
https://www.frontiersin.org/journals/water#articles


Ceola et al. Flood Risk Dynamics Across MDB

FIGURE 4 | Flood exposure assessment across the MDB from 1973 to 2014. (A) Temporal evolution of the actual maximum extension of built-up areas (in km2 ),

distinguishing between total (black), flooded (blue) and not-flooded (gray) locations. (B) Temporal evolution of the maximum extension of built-up areas (in km2 ) in each

flood exposure category (percentile-based classification). The inset shows a zoom for classes E1 and E2.

relative increments emerge. The relative increment of built-up
surfaces is larger in E1 and E2 classes (i.e., 4.5 times), where
built-up values are very small, rather than in E3 and E4 classes,
characterized by 3.3 and 2.6 relative increments, respectively
(Figure 4B).

We then disaggregate the maximum extension of built-up

areas by distinguishing between flooded vs. not flooded built-up
locations, as derived from inundation states based on cumulative
sub-periods. The actual maximum extension of built-up area

that was flooded at least once feebly increases in time from
1975 to 1990, then remains stable until 2014 (Figure 4A, blue

line). The maximum extension of built-up area that did not
experience any flood from 1973 to 2014 increases in time

from 590 km2 in 1975 to 1636 km2 in 2014 (Figure 4A, gray
line), showing the same pattern as the maximum extension of
total built-up area. We then quantify the temporal evolution

of built-up areas (total, flooded and not-flooded) by using a
linear regression model. Average annual increments of built-
up areas (in relative terms) are equal to 4.17%/year (R2 =

0.91), 3.2%/year (R2 = 0.90) and 4.29%/year (R2 = 0.91) for
total, flooded and not-flooded built-up areas, respectively. Our

results confirm that flood exposure increased over the past

four decades (Hu et al., 2018; Merz et al., 2021), despite the
relative temporal invariance of flood hazard (see Figure 3B,

cumulative sub-periods). Not-flooded built-up areas show larger

relative annual increments compared to flooded built-up areas,

which could possibly drive an increase in flood risk in the
near future.

To further support our results, we analyze the total number
of people in the MDB, by using GHS-POP data from the GHSL
dataset (Schiavina et al., 2019), also differentiating between

FIGURE 5 | Flood memory assessment across the MDB from 1973 to 2014:

temporal evolution of the ratio between built-up areas in previously flooded

areas and flooded areas (as %) up to 1975 (green circles), up to 1990 (orange

triangles), up to 2014 (yellow stars).

flooded and not-flooded locations (Supplementary Figure 2).
A similar overall pattern is found, thus supporting the use
of built-up data as a proxy of human presence. Yet, minor
differences between built-up and population datasets emerge.
For instance, the marked increment of built-up areas from
1975 to 1990 (higher than subsequent increments) is not
observed in population data. This could be explained by a
large land conversion up to 1990, not accompanied by a
comparable demographic trend. Also, this differencemay depend
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on the intrinsic characteristics of the population dataset, where
population data in 1975, 1990 and 2014 was derived from
the NASA-CIENSIN Gridded Population of the World dataset
(Center for International Earth Science Information Network
(CIESIN), 2016) in 2010, by applying an exponential model and
by using built-up data.

Since we observe a lower relative increment of built-up areas
in previously flooded locations compared to not-flooded built-up
areas (i.e., nearly 43% difference within the whole study period),
we test if a flood memory behavior can be detected across the
MDB. Despite the huge flood event in 1974, a large increment
of built-up areas across locations affected by flood events was
observed afterwards, thus revealing a very low flood memory
behavior (green line in Figure 5). Indeed, historically several
flood mitigation structures and water supply dams were built
across MDB, which induced people to over rely on structural
measures rather than flood risk awareness to reduce human
exposure to floods (Cook, 2017). Conversely, when considering
the flooded area up to 1990 and 2000, our results seem to suggest
a stronger flood memory type behavior (orange and yellow lines
in Figure 5), as shown by the lower increase of built-up areas.

We finally analyze long-term dynamics of flood risk
(Figure 6), as categorized values following the percentile-based
classification of flood hazard and exposure (Figure 1), and
quantify flood risk as the overall extension of built-up areas
flooded in a given sub-period. Regardless of flood risk classes,
the areas at risk increase in time from 75.34 km2 in 1975
to 136.77 km2 in 2014. Despite the differences in terms of
absolute values across risk classes, due to increasing percentages
of built-up surface from R1 to R4 (see Figure 1), we find
that R1, R2 and R3 classes are characterized by a hump-
shaped temporal trend, with a peak in 2000 for R1 and in
1990 for R2 and R3. This outcome might suggest a reduction
or a stabilization within the whole study period of the built-
up area at risk, for low risk classes. Conversely, class R4
more than doubled its overall built-up area from 1975 to
2014, clearly indicating a marked increase of the areas at
high flood risk. This increasing pattern is mainly influenced
by increasing built-up areas, since flooded areas decreased
in time.

CONCLUSIONS

In this study, we coupled a large-scale 2-D hydrodynamic model
with remotely sensed built-up data to assess high-resolution
long-term dynamics of flood risk and its components in the
Murray-Darling Basin (MDB) within a 42-year long time period
(from 1973 to 2014). In particular, we analyzed the frequency
of occurrence of flood events and the temporal evolution of the
maximum extension of flooded areas and built-up areas, the
combination of which allows for a detailed assessment of flood
exposure, flood memory and flood risk.

The following findings are of importance:
1. The maximum extension of flooded areas decreases in

time, without revealing any significant geographical transfer
of inundated areas across the study period. In particular,

FIGURE 6 | Flood risk assessment, as categorized values derived from the

percentile-based classification of flood hazard and exposure, across the MDB

from 1973 to 2014: temporal evolution of the overall extension of built-up

areas at risk in each flood risk class (in km2 ), as defined in Figure 1. The inset

shows a zoom for classes R1 and R2.

recurrently inundated gridded areas present an invariant pattern
in time, whereas a remarkable reduction is typical of infrequently
inundated locations.

2. Our analysis shows that the maximum extension of built-
up areas increased over the past four decades, even though
only <2.5% of built-up grid cells shows at least half of their
surface built-up. Larger annual increments of built-up surfaces
(in relative terms) are typical of not-flooded built-up locations
compared to flooded built-up areas.

3. When testing if previous flood events could have influenced
the subsequent built-up expansion, we find a lower increase of
built-up areas in previously flooded locations after 1990, which
might suggest a flood memory pattern.

4. We finally combine flood hazard and exposure to assess
categories of flood risk and find that areas classified at high
risk for flood more than doubled their spatial extension
during the past 40 years. Conversely, areas at lower risk
for flood present an invariant or even decreasing trend
in time.

Despite a few limitations (e.g., reservoir dynamics not
included in the modeling framework, a simple method for
assessing flood memory), our study supports the analysis of
long-term dynamics of flood risk and its components at a
large scale by combining different perspectives in an innovative
way. More specifically, our results clearly point out that long-
term dynamics of flood risk across the MDB are mainly
driven by the temporal evolution of built-up areas, since flood
hazard appears to be more or less invariant in time. Thus,
adopting an urban development plan that explicitly incorporates
strategies and actions for improving flood risk awareness would
seem to be highly beneficial for reducing flood risk in the
near future.
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Tropical peatlands are distributed mainly in coastal lowlands; however high elevation

regions exhibit a large prevalence of small and fragmented peatlands that are mostly

understudied. Artificial drainage of peatlands to expand the area of cattle farming,

horticulture, and urbanization is increasing carbon losses to the atmosphere and

streams worldwide. Here, we present an exploratory characterization of dissolved carbon

optical properties in ombrotrophic peat bogs of the Talamanca range of Costa Rica,

across an altitudinal gradient (2,400–3,100m a.s.l.) during the rainy season. Dissolved

organic matter (DOM) sources and decomposition processes were evaluated in the

light of dissolved organic and inorganic carbon (DOC and DIC), optical properties, and

major water chemistry. DOC concentrations ranged from 0.2 up to 47.0 mg/L. DIC

concentrations were below 2 mg/L and δ
13CDIC values indicated a mixture between soil

organic matter, CO2 in soil water, and to a lesser degree DIC derived from bacterial

CO2. Absolute fluorescence intensity of humic-like peaks was 6–7 times greater than

fresh-like peaks across all sites. Fluorescence peak ratios coupled with the biological

and humification indexes point to a greater relative contribution of recalcitrant soil-derived

DOM. Excitation/Emission matrices denoted a high prevalence of humic and fulvic acids

in the peat bogs, with moderate intensities in soluble microbial by-products-like and

aromatic protein regions at three sites. Our data provides a baseline to underpin tropical

carbon dynamics across high elevation peatlands.

Keywords: tropical high elevation peatlands, dissolved organic carbon, optical properties, carbon storage, climate

variability
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INTRODUCTION

Peatlands are a type of wetlands which are defined as having
saturated soils, dense vegetation, anoxic conditions, and large
deposits of partially decomposed organic plant material or peat
(i.e., soil organic matter 30–50% in a 20–40 cm profile) (Yu,
2011; Page and Baird, 2016; Bourgeau-Chavez et al., 2018;
Villa et al., 2019; Ribeiro et al., 2021). Peat accumulates as a
result of the long-term imbalance between carbon production
and decomposition (Hapsari et al., 2017; Bourgeau-Chavez
et al., 2018). Tropical peatlands play an important role in the
global carbon cycle due to their immense storage capacity,
preserving between 469 and 694 Gt C in a relatively small
area (90–170 Mha), equivalent to one third of the total global
carbon pool (Müller et al., 2015; Gumbricht et al., 2017;
Hapsari et al., 2017).

Tropical peatlands are distributed mainly in the river deltas
and coastal plains, although mountainous areas also contain
many small and fragmented peatlands (Hribljan et al., 2016;
Hapsari et al., 2017; Lourençato et al., 2017; Silva et al., 2019).
Mountainous peatlands offer a broad spectrum of ecosystem
services, such as regulating stream discharge and lowland
flooding, sediment and nutrient retention, carbon storage, and
are home of a large number of endemic species (Kimmel and
Mander, 2010; Ribeiro et al., 2021). Artificial peatland drainage
may result in the net loss of the C storage function and in a large
release of greenhouse gases to the atmosphere (e.g., CO, CO2, and
CH4; Page and Baird, 2016).

Despite the recent research interest and new data available
about the key role of peatland worldwide, the carbon quality
(i.e., humic and fulvic acids, protein andmicrobial-like materials)
and ecohydrological functioning of high elevation peatlands
remain understudied in the tropics mainly due to sampling
sites accessibility during the rainy season (Gandois et al., 2014;
Hribljan et al., 2016; Pesántez et al., 2018).

Tropical peatlands, especially those in freshwater swamp
forests, are mostly fed by partially decayed organic matter, which
is often composed of recalcitrant plant litter that decomposes
under acidic and anaerobic conditions at particularly slow rates
(Bourgeau-Chavez et al., 2018; Cooper et al., 2019; Leng et al.,
2019). In general, the decomposition process is regulated by
local precipitation amount and seasonal perched water tables,
which determine the shape and extent of the peatland surface
and specify the ultimate stable morphology, and hence the
carbon storage, within the adjacent network of rivers or canals
(Villa et al., 2019). Therefore, a substantial reduction in rainfall
may alter the peat surface dynamics, which in combination to
warm temperatures may lead to higher rates of mineralization
and degassing of the partly decomposed organic matter within
peatlands (Li et al., 2007; Fenner and Freeman, 2011; Lourençato
et al., 2017; Leng et al., 2019).

Dissolved organic carbon (DOC) in peatlands can originate
from several sources, including recent photosynthetic by-
products, decomposition, and dissolution products within the
peat column (Moore et al., 2013). DOC in peatlands reflects
the carbon source characteristics and transformations, namely
vegetation, peat/soil respiration, and microbial activity (Cooper

et al., 2010; Marx et al., 2017). The advent of cost-effective
laboratory techniques, such as absorbance and fluorescence, has
promoted the use of dissolved organic matter (DOM) as an
environmental tracer in many ecosystems (Cook et al., 2017;
Dalmagro et al., 2017; Park and Snyder, 2018; Chaves et al., 2020).

Contrary to boreal and temperate peatlands where seasons
control freezing and thawing, as well as microbial activity, DOM
composition in wet tropical peatlands is mainly shaped by the
large rainfall variability (Bispo et al., 2016). For example, during
drought periods perched water tables are lowered, which in turn
produces oxic conditions and stimulates phenol oxidase enzymes,
therefore reducing the overall concentration of polyphenolics
and their inhibitory effect on DOC decomposition via hydrolase
enzymes (Ritson et al., 2017 and references therein).

Natural drainage of these systems are then important
pathways for terrestrial carbon export in the forms of DOC,
particulate organic carbon (POC), and dissolved inorganic
carbon (DIC) (Kiew et al., 2018; Waldron et al., 2019). In
some regions such as Southeast Asia, however, increasing
human disturbances of tropical peatlands by fire and artificial
drainage for agriculture have resulted in emissions of stored
carbon at very fast rates (Page et al., 2002; Couwenberg et al.,
2010; Itoh et al., 2017; Cooper et al., 2019). Therefore, an
assessment of the stability of these tropical carbon stocks across
different ecosystems is necessary to estimate the potential effects
of increasing anthropogenic disturbances (Drake et al., 2019;
Ribeiro et al., 2021).

In Central America, examples of these high mountain
peatlands or bogs, known as “Turberas de Altura” (Gómez,
1986) are found between 2,400 and 3,100m a.s.l. along the
continental divide of the Talamanca range in Costa Rica (Brak
et al., 2005; Corrales Ulate, 2018; Figure 1). These peat-forming
bogs are restricted to small and poorly drained depressions
subject to seasonal flooding (during the rainy season from May
to November; Amador, 1998), and with an area just over 235 ha
(Jiménez, 2016). In this region, soil organic carbon ranged from
31 up to 43% in the first 50 cm of the soil profile (Corrales Ulate,
2018). Given the limited information and current anthropogenic
pressure across mountainous ecosystems of Costa Rica (Corrales
Ulate, 2018; Stan and Sanchez-Azofeifa, 2019), there is an urgent
need to understand the high elevation peatlands potential for
carbon storage and export in a changing climate and land
use scenario.

Here we present an exploratory characterization of DOM
optical properties in peat bogs of the Talamanca range across
an altitudinal transect (from 2,400 to 3,100m a.s.l.) during
a complete wet season. DOM sources and decomposition
processes were evaluated with respect to DOC concentrations,
optical properties, and major water chemistry composition. We
hypothesize that water depth, temperature seasonality, and solar
radiation exert a large control on DOC properties within the high
elevation peat bogs.

Our data provides a baseline to underpin carbon dynamics of
high mountain peatlands in the Central American region, which
in turnmay help to allocate efforts and resources for conservation
strategies under the Payment for Environmental Services (i.e.,
payment for forest conservation and ecosystem services) scheme
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FIGURE 1 | (A) Talamanca range overview and elevation gradient of Costa Rica. (B) Landsat image of the peatland study area (also known as Turberas de Altura)

within the high elevation Páramo ecosystem, including site locations and main streams. (C) Typical peatland condition throughout the wet season. El Empalme y El

Indio represent the lowest and highest sampling sites, respectively.

(Arriagada et al., 2015; Berbés-Blázquez et al., 2017; Wallbott
et al., 2019) across these sensitive ecosystems.

STUDY AREA

Study sites are located in the Pacific domain of the Talamanca
range, Costa Rica (Figure 1A). During the last glacial maximum,
this region was glaciated with an ice cap of roughly 5 km2;
the latter is evidenced by smoothed, grooved, and channeled
andesite bedrock surfaces (Lachniet and Seltzer, 2002). Long-
term weathering has facilitated the formation of concave
landforms, which in turn facilitates water accumulation in such
topographic depressions. These peat-forming bogs are found
between 2,400 and 3,100m a.s.l. and cover small areas (up to 0.5
ha), whereby surface drainage is relatively poor.

Meteorological conditions across this gradient are fairly
similar throughout the wet season. Water table fluctuation is
mostly controlled by the seasonal rainfall input with∼80% of the
annual rainfall falling between May and November (Figure 2).
The greatest variation in temperature and relative humidity was
observed during the dry season (December–April, Figure 2).
During the wet season, rainfall input leads to saturated soils and
anoxic conditions, peat accumulation, and water acidification.
In general, solar radiation effective hours range from 4 to 8 per
day during the wet and dry seasons, respectively. More than
100 species of forbs, grasses, and sedges have been reported

from the Páramo peat bogs of Costa Rica (Gómez, 1986).
Table 1 summarizes the main vegetation and morphological
characteristics of the study sites obtained from field observations.

METHODS

Sample Collection
Seven highland peat bogs were studied during the 2019 wet
season (Figure 1B) (7 monthly sampling campaigns). Peat bog
samples for the analysis of DOC/DIC, optical properties, stable
isotopes, and major ions were collected during the wet season,
from the beginning of May through the end of November, 2019.
Site accessibility and water storage within the peatlands were key
factors to select the sites (Figure 1C).

Carbon and major ions samples were collected on monthly
basis in pre-cleaned 250mL glass amber bottles (including oven-
heated treatment) covered with aluminum foil to prevent samples
from solar/light radiation. Stable isotopes samples were collected
in 50mL pre-cleanedHDPE bottles with plastic inserts to prevent
evaporation. Sampling bottles were rinsed at least three times
with the peatland water before collection. Rainfall monitoring for
stable isotopes analysis was conducted using a passive Palmex
collector (daily collection; N = 103) (Gröning et al., 2012;
Esquivel-Hernández et al., 2021). During transportation and after
filtering, all samples were stored at 5◦C until analysis. Electrical
conductivity (EC, µS/cm), pH, turbidity (NTU), and fDOM
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FIGURE 2 | Study area meteorological conditions during 2019. Black bars denote rainfall in mm/h. Red and blue lines correspond to hourly ambient temperature and

relative humidity fraction, respectively.

TABLE 1 | Summary of main vegetation and morphological characteristics of the study sites.

Study

sites

Elevation

(m a.s.l.)

Main characteristics

El Empalme 2,400 This site presents heterogeneous vegetation of secondary forest mixed with pasture and shrubs, due to

human activities (i.e., cattle farms, crops). In the rainy season, this peat bog forms small intermittent

ponds of little depth (water column depth <60 cm). In the dry season, the soils remain between field

capacity and saturation. Tadpoles and aquatic insects have been observed in these ponds.

Torres 1-2 2,600 The vegetation is represented by a continuous strip of montane forest with scattered arborescent ferns,

Iridaceae, Ciperaceae, and mosses covering the ground. These peat bogs are permanent and shallow

(water column depth <60 cm) with visible draining channels covered by herbaceous vegetation. In the

dry season, the soils remain between field capacity and saturation.

Salsipuedes 1-2 2,800 Vegetation is characterized by montane forest, with tree ferns, mosses, Ciperaceae (grass-like), and

bromeliads. These peat bogs are comprised of small, shallow lagoons during the rainy season. In the dry

season, the soils remain between field capacity and saturation.

Cerro Vueltas and

Indio

3,100 The vegetation is represented by secondary subalpine forest, and Páramo grasslands, with the presence

of arborescent ferns, mosses, bromeliads, and Chusquea. Both peat bogs are mostly seasonal. In the

dry season, the soils remain between field capacity and saturation.

(QSU; quinine sulfate units) were recorded using a pre-calibrated
multi-parameter sonde EXO1 (YSI Inc., USA) immediately after
sample arrival at the laboratory.

Water Stable Isotopes Analysis
Samples were analyzed at the Stable Isotopes Research Group
laboratory at the Universidad Nacional (Heredia, Costa Rica)
using an IWA-45EP water analyzer (Los Gatos Research, Inc.,
California, USA) with a precision of±0.5‰ for δ

2H and±0.1‰
for δ

18O (1σ; 8 injections). Stable isotope compositions are
expressed as δ

18O or δ
2H = (Rs/Rstd – 1)·1,000, where R is the

18O/16O or 2H/1H ratio in a sample (s) or standard (std) and
reported in the delta-notation (‰) relative to V-SMOW/SLAP

scale. The instrument accuracy was assessed with a combination
of in-house and primary international water standards (SMOW
and SLAP). Deuterium excess was calculated as d-excess= δ

2H –
8·δ18O (Dansgaard, 1964).

DOC Analysis
DOC contents were measured using a TOC analyzer (Aurora
1030W, OI Analytical) following the Heated-Persulfate
Oxidation Method 5310C (APHA AWWA, 2005). Each
water sample was filtered using 0.45µm PTFE filter into 100mL
pre-cleaned vials. A standard curve was conducted using six
calibration solutions (i.e., stock solution of anhydrous primary-
standard-grade potassium biphthalate, C8H5KO4) ranging from
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0 to 100mg C L−1 (Method SM5310C; APHA AWWA, 2005).
The quantification and detection limits were 0.05 and 0.03mg C
L−1 (Sánchez-Murillo et al., 2019).

δ
13CDIC Analysis and Total Alkalinity

Filtered aliquots (0.45µm cellulose filter) (6mL) were pipetted
into Exetainer R© vials. An automated DIC sample preparation
system (Picarro AutoMate FX system, USA) was utilized to
inject a 10% phosphoric acid solution into each sealed vial
to liberate CO2 from the sample. Additionally, a stream of
dry and ultra-pure nitrogen was bubbled through the acidified
solution to flush the released CO2 from the vial headspace.
The CO2 was captured into gas sampling bags of a Picarro
LiaisonTM Universal Interface before being analyzed using Cavity
Ring Down Spectroscopy (CRDS, Picarro G2201-i). After each
measurement, the instrument and the gas sampling bag were
purged with fully dry and ultra-pure nitrogen between successive
DIC/δ13C measurements. The corresponding uncertainty for
δ
13C in DIC is ±0.1‰ (1σ). Calibration was done using the
following standards: University of McGill, Canada: CO2 mixing
ratio: 1,553 ppmv, δ13CO2 =−43.15‰,Heredia’s compressed air:
CO2 mixing ratio: 419.1 ppmv, δ13CO2 = −10.09‰, NOAA gas
standard: CO2 mixing ratio: 394.85 ppmv, δ13CO2 = −8.292‰.
Stable isotope compositions are expressed as δ

13C = (Rs/Rstd –
1)·1,000, where R is the 13C/12C ratio in a sample (s) or standard
(std) and reported in the delta-notation (‰) relative to VPDB
scale (Craig, 1957).

The total alkalinity of each sample (reported as CaCO3) was
also calculated from the average CO2 concentration measured
during the isotope analysis. The CO2 concentration measured
by the CRDS was standardized against Na2CO3 solutions (Sigma
Aldrich, >99.0%, 5–100 mg/L). These standard solutions were
analyzed following the same procedure described above. Given
the small volume of sample that is analyzed by this method,
only those water samples with a total alkalinity >10 mg/L
were quantified.

Major Ions Analysis
Major ions samples were filtered using 0.45µm PTFE and/or
PVDF filter into 5mL HDPE pre-cleaned poly vials. Ion
chromatography (Thermo Scientific ICS-5000+, CA, USA)
was used to analyze lithium, ammonium, sodium, potassium,
magnesium, calcium, bromide, chloride, fluoride, nitrite, nitrate,
and sulfate [DL (mg/L): 0.011, 0.035, 0.64, 0.20, 0.19, 0.23, 0.50,
0.23, 0.18, 0.26, 0.22 and 0.20, respectively]; to ensure the quality
of the analysis, procedural blanks and recovery standards were
performed in each batch of samples.

DOC Optical Properties
The water column of these shallow wetland ponds may be
completely anoxic but due to sampling constraints we were
unable to confirm that water samples were kept anoxic prior to
measurement of optical properties.

DOC excitation-emission matrices (EEMs) were measured
(in absolute fluorescence intensity) using a FP-8300
spectrofluorometer (Jasco, Tokyo, Japan) equipped with double

monochromators both at the excitation and the emission sides.
Excitation wavelength were set up in the range of 200–450 nm
with sequential increments of 5 nm with an integration time of
0.5 s and increments of 1 nm in the emission wavelength for the
range of 280–550 nm. Spectral corrections for the EEMs were
done with sample blanks that were carried out using deionized
water type I in each batch of samples under the same conditions
to eliminate water Raman peaks (Huguet et al., 2009).

Chromophoric dissolved organic matter (DOM) absorbance
at 254.7 nm (a254, m

−1) was measured (Method 5910B; APHA
AWWA, 2005) using UV-spectrophotometry (Jasco VP-750,
Tokyo, Japan). For all the samples, the absorbance of a blank
sample prepared with deionized water type I was measured as a
spectral correction using quartz cells of 1 cm path length. EEMs
diagrams are presented following Chen et al. (2003) wavelength
boundaries (in absolute fluorescence intensity). It is important to
highlight that the lack of a proper inner filter effect correction
limited the comparative potential of our exploratory results with
other studies.

Statistical and Optical and Data Analysis
EEMs were analyzed as a qualitative tool for assessing the
principal sources of DOC in the water. The well-known Coble
peaks (Coble, 1996) (in absolute fluorescence intensity), the
fluorescence index (FI) (Mcknight et al., 2001), the humification
index (HIX) (Zsolnay et al., 1998) and the autochthonous
biological activity index (BIX) (Huguet et al., 2009) were
calculated using the staRdom package (Pucher et al., 2019).
Fluorescence measurements (including ratios) are not corrected
for the strong absorption of these samples, so our results
must be considered carefully in comparison with other studies.
Nonetheless, the patters we observed are informative for
this preliminary investigation into DOM properties in these
understudied systems.

Spearman (1904) correlation coefficients and principal
component analysis (PCA) were applied to further identify
common parameters that are influencing dissolved carbon
optical properties. Data below quantification limits (QL) were
transformed to tie ranks before performing multivariate analysis
(Helsel, 2012). Principal component analysis was carried out
through the FactoMineR package (Lê et al., 2008), the data
were scaled for unit variance in order to avoid some variables
become dominant because of their intrinsic differences in units
and variability; while the number of final dimensions were not
constrained. In order to evaluate differences between parameters
within each sampling site or sample campaign, we compute a one
factor permutation test (Blair et al., 1994; Good, 2000), where
the results that have been obtained by parameter (e.g., BIX) for
each factor (e.g., sampling site) were shuffled 5,000 times doing a
resampling procedure to estimate different means.

In addition, an exploratory correlation matrix was
conducted using the corr R package (Friendly, 2002; R.,
Core Team, 2019; Wei and Simko, 2021). All variables
exhibiting collinearity were removed prior the analysis. Only
significant Spearman correlations (α = 0.05) were visualized (see
Supplementary Figure 1).
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FIGURE 3 | Box plots (with individual data points) of physico-chemical (EC, pH, turbidity), water stable isotopes (δ18O and d-excess), major ions (Cl−, SO2−
4 , NO−

3 ,

Ca2+), dissolved inorganic carbon (DIC), and carbon stable isotopes (δ13CDIC). Sampling sites are color-coded and plots include 25th, 75th, median, and outliers. El

Empalme and El Indio represent the lowest and highest sampling sites, respectively (see Figure 1).

RESULTS AND DISCUSSION

Peat Bogs Water Chemistry
Figure 3 shows a summary of the main water chemistry
characteristics across the study sites. Peat bogs exhibited low EC
in the range of precipitation (from 5 to 35 µS/cm) with acidic
conditions between 4 and 6 pH units (Figures 3a,b). Major ion
concentrations were relative low (Cl− < 3.5 mg/L; SO−2

4 < 4
mg/L; NO−

3 < 1.2 mg/L; Ca+2
< 2 mg/L), suggesting slow rock

weathering rates and minimal anthropogenic effects (Markham
and Otárola, 2021) (Figures 3d–f). Turbidity averaged ∼5 NTU
across the hydrological year, with the exception of Torres 1
site (up to 30 NTU) (Figure 3c). Based on the water chemistry
characteristics, the study sites are defined as ombrotrophic bogs
(i.e., mainly fed by precipitation) (Lindsay, 2016).

DIC concentrations were below 2 mg/L and δ
13CDIC

compositions indicated a mixture between soil organic matter,
soil CO2, CO2 in soil water, and in less degree DIC derived from
bacterial CO2 (mean δ

13CDIC = −18.0 ± 4.7‰) (Pawellek and
Veizer, 1994; Horgby et al., 2019) (Figures 3i,j). Water stable
isotopes indicated a clear meteoric origin (Esquivel-Hernández
et al., 2018, 2019, 2021) for this high elevation Páramo ecosystem,
with δ

18O values ranging from −5.4 to −12.1‰, with a mean
value of −9.2 ± 1.4‰. Similar to high elevation glacial lakes
in this region (Esquivel-Hernández et al., 2018), the shallow
peat bogs are also exposed to evaporation during the dry season
(Figures 3g, 4). Deuterium excess values indicated evaporation
losses during the dry season (down to −1.5‰) and moisture
recycling during the rain events of the wet season (up to+15.7‰)

FIGURE 4 | Dual isotope diagram including peat bogs (pink squares) and

rainfall (gray dots) during the 2019 hydrological year at the Páramo ecosystem.

The local meteoric water line (LMWL) during 2019 (black line) is included as

reference (Esquivel-Hernández et al., 2021).

(Sánchez-Murillo et al., 2020) (Figure 3h). During the dry season
(December to April), the strengthening of the easterly trade
winds (Amador, 1998) results in low intensity horizontal rainfall
events (Bruijnzeel et al., 2010), which in turn maintain the peat
bogs near saturation; while water logging occurs mainly from
mid-May to the end of November.
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FIGURE 5 | DOC (mgC/L) temporal variation. Sampling sites are symbol and

color-coded. El Empalme and El Indio represent the lowest and highest

sampling sites, respectively (see Figure 1).

Dissolved Carbon Content and Optical
Properties
Figure 5 shows a temporal variation of DOC across all sites
vs. rainfall amounts. During the wet season (mid-May to
November), rainfall inputs are critical to sustain saturated soils
and maintain anoxic conditions, which in turn exert a large
control on carbon storage and humification processes. At the
end of the dry season (April to mid-May), DOC concentrations
were relative high across almost all the sites (up to ∼50 mg/L).
DOC concentrations were stabilized below ∼15 mg/L as the
rainy season progressed. Cerro Vueltas and El Indio sites (highest
elevation sites; Figure 1) exhibited a rather uniformDOC pattern
from July to November, with DOC values below 10 mg/L.

Figure 6 summarizes the dissolved carbon optical properties
throughout the hydrological year. In general, ∼91% of the
dissolved carbon in the peat bogs corresponded to organic
carbon. DOC concentrations ranged from 0.2 up to 47.0 mg/L
(Figure 6b). Páramo DOC concentrations are relatively high
when compared to other tropical water reservoirs. For example,
Osburn et al. (2018) and Sánchez-Murillo et al. (2019) reported
stream DOC concentrations ranging from 7.65 up to 11.52
mg/L, respectively, during storm events in swamp primary and
secondary forests of the Caribbean slope of central Costa Rica.
Williams et al. (2001) and Pesántez et al. (2018) reported mean
DOC concentrations in Páramo wetlands and natural forests
of the Ecuadorian Andes of 23.0 and 11.0 mg/L, respectively.
Dalmagro et al. (2017) found significant DOC differences
between the dry (∼2mg/L) andwet (∼6mg/L) seasons within the
large Brazilian Pantanal wetland. Similarly, the authors reported
greater DOC concentrations in forested areas than pasture
regions. A global meta-analysis of DOC concentrations reported
a mean value of 3.87 mg/L across South America river basins
(Chaplot and Mutema, 2021).

El Indio site consistently reported low DOC concentrations
and humic-like intensities, whereas protein-like intensity peaks
were stronger than the rest of the peak bogs. Large DOC
concentrations at El Empalme site (lower elevation and near

anthropogenic influence, see Figure 1) were consistently linked
to humic-like intensity peaks C, A, and M (i.e., recalcitrant
material) (Coble, 1996; Hansen et al., 2016) (Figures 6e–g).
Protein-like intensity peaks (B and T) (better refer as fresh-like
material) were particularly lower in Salsipuedes 2 and Torres 1
sites (Figures 6h,i).

SUVA254 is often related to hydrophobic organic acid fraction
and constitutes a useful proxy of aromatic content and molecular
weight of DOM (Weishaar et al., 2003). SUVA254 values varied
from 0.02 up to 8.72 L mgC−1 m−1, with Salsipuedes 2 and
Torres 1-2 sites exhibiting greater aromatic content than the
rest of the peat bogs (Figures 6a–c). Despite the pristine nature
of these high elevation peatbogs, it is important to remark
that re-oxygenation of any reduced iron could lead to elevated
absorbance (and thus SUVA254 values) not linked to DOM
absorbance (Poulin et al., 2014).

In general, the intensity of humic-like peaks was 6–7 times
greater than fresh-like peaks across all sites. C:T ratios (an
indication of the amount of degraded vs. fresh-likematerial) were
greater at Salsipuedes 2 and Torres 1 (Figure 6j). Overall C:T
ratios averaged 10.9, indicating a greater relative contribution of
soil-derived DOM (Hansen et al., 2016). C:A ratios (an indication
of the amount of humic-like vs. fulvic-like material) were <1
at three sites (Cerro Vueltas, El Indio, and Torres 2) indicating
more prevalence of fulvic-like material (Figure 6k). C:M ratios
at Salsipuedes 2 and Torres 1-2 sites exhibited greater values
than the rest of the peat bogs, which in turn may suggest
larger compositions of diagenetically altered material (microbial
activity in sediments and soils) (Figure 6l).

The biological index (BIX) (an indication of autotrophic
activity; Huguet et al., 2009) was below 1 across all sites
(Figure 6o) indicating that DOM in the peat bogs was not
recently produced. The latter clearly correspond to relative
high values of humification (HIX; an indicator of humic
substance content; Zsolnay et al., 1998) between 0.76 and 0.99.
HIX values in natural waters range from 0.6 to 0.9 (Hansen
et al., 2016) (Figure 6n). However, Dalmagro et al. (2017) have
reported mean HIX values >10 whithin the large Brazilian
Pantanal wetland. El Indio site exhibited the lower HIX values
corresponding with low intensities in peaks C, A, and M
(Figure 6n). The contribution of terrestrial to microbial sources
to the DOM pool was evaluated with the fluorescence index (FI)
(Mcknight et al., 2001). In natural water and tropical wetlands FI
values ranged between 1.2 and 1.8 (Hansen et al., 2016; Dalmagro
et al., 2017). In the peat bogs, FI values varied between 1.6 and
2.0, with a prevalence of microbial sources at Cerro Vueltas, El
Indio, Salsipuedes 1, and Torres 2. FI values at Salsipuedes 2
and Torres 1 indicated a tendency toward more terrestrial DOM
derived sources (Figure 6m).

Excitation/Emission Fluorescence
Matrices (EEMs)
Based on the EEMs regions defined by wavelength boundaries
(Chen et al., 2003 and references therein), El Empalme site
exhibited strong intensities in a region dominated by humic acid-
like substances (Region V), followed by a moderate intensity in
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FIGURE 6 | Box plots (with individual data points) of dissolved and optical organic carbon properties, including: dissolved organic carbon (DOC), a254, fDOM, SUVA

index, Coble’s peaks (C, A, M, T, and B; in absolute fluorescence intensity), and ratios (C:T; C:A; and C:M), fluorescence index (FI), humification index (HIX), and

biological index (BIX). Sampling sites are color-coded and plots include 25th, 75th, median, and outliers. El Empalme and El Indio represent the lowest and highest

sampling sites, respectively (see Figure 1).

the fulvic acid-like region (Region III), with minimal influence of
protein or microbial by-product like contents (Figure 7). This is
supported by strong C, A, and M peaks and high humification
processes from terrestrial derived DOM (Figures 6e–g).

In contrast, El Indio and Torres 2 sites reported moderate
intensities in Regions V-III, with alsomoderate signals in Regions
I-II (i.e., aromatic proteins), corresponding to high FI and
BIX values, and the lower HIX values. EEMs denoted a high
prevalence of humic and fulvic acids in the peat bogs, with
moderate to low intensities in soluble microbial by-product-like
and aromatic proteins regions at Cerro Vueltas, El Indio, and
Torres 2 (Figure 7).

Exploring Water Chemistry and Dissolved
Carbon Relationships
PCA dimensions 1 and 2 together explained 68.8% of the total
variance in the data set (Figure 8). Dimension 1, which explained
48.5% of the total variance, showed strong positive loadings for
variables associated with humification processes (e.g., peaks C, A,

andM; ratios, HIX, DOC, and a254) and thus, fungal degraded by-
products. On the other hand, dimension 2 which explained 20.4%
of the total variance, showed positive loadings for parameters
related with protein-like materials (peaks T and B), pH, and
microbial derived DOM.

The PCA output also allowed the visualization of sampling
sites within the framework of dimensions 1 and 2. El Empalme
exhibited a high positive score on the dimension 1 axis, related
with the presence of humic-like intensity peaks. Cerro Vueltas
site showed a low positive score on the dimension 2, associated
with microbial derived indexes (FI and BIX). Salsipuedes 2 and
Torres 1 were related to humification ratios, whereas El Indio and
Torres 2 were not related with a clear pattern between the PCA
dimensions. Salsipuedes 1 was associated with moderate positive
scores to humic-like and protein-like peaks.

CONCLUSIONS

Our study revealed that fluorescence intensity of humic-like
peaks was 6–7 times greater than fresh-like peaks across all

Frontiers in Water | www.frontiersin.org 8 January 2022 | Volume 3 | Article 74278085

https://www.frontiersin.org/journals/water
https://www.frontiersin.org
https://www.frontiersin.org/journals/water#articles


Ricardo et al. Tropical Peatland Carbon Optical Properties

FIGURE 7 | Aggregated fluorescence excitation/emission matrices (EEMs) per sampling site. The inset shows five EEM regions defined by wavelength boundaries

(Chen et al., 2003 and references therein) in absolute fluorescence intensity. El Empalme and El Indio represent the lowest and highest sampling sites, respectively

(see Figure 1).

sites throughout a wet season. Second order indexes (BIX, and
HIX) point to a greater relative contribution of recalcitrant soil-
derived DOM with a high prevalence of humic and fulvic acids
in the peat bogs. Evidence of fresh organic material from soluble
microbial by-products and aromatic protein were detected in less
degree, indicating also active microbial activity as a secondary
decomposition pathway.

Our study comprises one exploratory sampling campaign
during a complete hydrological year which limits the ability
of exploring the impacts of inter-annual rainfall variability on
DOC transport and export. However, from mid-May to the end
of November, rainfall inputs are critical to sustain saturated
soils, anoxic and acid conditions, which in turn exert a large
control on carbon storage and humification processes. Our
data revealed a clear seasonal pattern during the hydrological
year. At the end of the dry season (April to mid-May), DOC
concentrations were relatively high in almost all the sites. As the
rainy season progressed, DOC concentrations decreased below
10 mg/L.

Since the Central America region has been experiencing
recurrent droughts, it is expected that DOC concentrations
may be significantly higher during post-drought events
(enzymatic flush mechanism). Dry and oxic conditions reduces
DOC decomposition due to the inhibitory effect of phenolic
compounds on microbial activity (Fenner and Freeman, 2011).
Our study also suggest that more robust sampling efforts using at
higher temporal and spatial resolution using optical absorbance
and fluorescence spectroscopic techniques (Dalmagro et al.,
2017) are needed to underpin the potential impact of climate
variability over DOM stocks, sources, and export, as well as
microbial community changes between the dry and wet seasons
(Stegen et al., 2016).

Further research on the relevance of photodegradation on
temporal DOM dynamics of these highland peatbogs would also
be of interest considering the high UV radiation to which the
Páramo ecosystems are subjected to. Similarly, lowland drinking
water operators should pay careful attention to DOM export
(Osburn et al., 2018; Sánchez-Murillo et al., 2019), since high
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FIGURE 8 | Principal component analysis biplot explaining 68.9% of the total

variance in two dimensions, including individual variable factor loadings (blue

color scale) and distribution between the sampling sites (color-coded dots). El

Empalme and El Indio represent the lowest and highest sampling sites,

respectively (see Figure 1).

DOC concentrations particularly after prolonged droughts, may
act as a substrate for microbial growth and may react during
chlorination to form disinfection byproducts in the resultant
drinking water (Ritson et al., 2017).
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Land-based plastic waste, carried to the sea through rivers, is considered a main source

of marine plastic pollution. However, most plastics that leak into the environment never

make it into the ocean. Only a small fraction of plastics that are found in the terrestrial

and aquatic compartments of river systems are emitted, and the vast majority can be

retained for years, decades, and potentially centuries. In this perspective paper we

introduce the concept of river systems as plastic reservoirs. Under normal conditions,

hydrometeorological variables (such as wind, runoff and river discharge) mobilize,

transport and deposit plastics within different river compartments (e.g., riverbanks,

floodplains, lakes, estuaries). The emptying of these plastic reservoirs primarily occurs

under extreme hydrological conditions (e.g., storms, floods). In this paper we specifically

focus on the retentionmechanismswithin different river compartments, and their effect on

the fate of the plastics that are accumulated on various timescales. We aim to introduce

the concept of rivers as (long-term) sinks for plastic pollution, and provide suggestions

for future research directions.

Keywords: macroplastic, hydrology, marine debris, plastic soup, pollution, water quality

INTRODUCTION

In contrast to what is commonly assumed, most land-based plastic waste does not flow into the
ocean. The available observations of plastic pollution within and across river catchments in fact
support the hypothesis that most plastics may be retained in and around rivers (e.g., van Emmerik
et al., 2019b; Tramoy et al., 2020a; Newbould et al., 2021; Ryan and Perold, 2021). In this paper
we present our perspective on what happens to the plastics that do not flow into the sea, and what
future work is needed to better understand and quantify the role of rivers as plastic reservoirs. Note
that in this paper, we mainly focus on macroplastics (>0.5 cm), although we do include relevant
science on other size ranges.

Plastic pollution is an emerging environmental risk due to its negative impact on ecosystem
health and human livelihood. Macroplastics in particular can directly (lethally) injure animal and
vegetation species, damage vessels and hydraulic infrastructures, and lead to increased urban flood
risk due to clogging (van Emmerik and Schwarz, 2020). Plastics enter the environment through
various pathways (Figure 1A), including improper disposal, direct dumping, leaking from waste
infrastructure or industry, sewage discharge, hydrometeorological variables such as wind and
surface runoff, and disasters including floods, storms or landslides (Lechthaler et al., 2020; van
Emmerik and Schwarz, 2020). As such, river systems play a major role in transporting land-based
plastic waste into the world’s oceans.
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Plastic transport processes in river systems are complex.
Various hydrometeorological variables have been correlated to
the mobilization, transport, dispersion, and accumulation of
plastics in rivers. Examples include wind (Bruge et al., 2018;
Roebroek et al., 2021a), river flow velocity and discharge
(Haberstroh et al., 2021), and precipitation-induced runoff
(Treilles et al., 2021). Hydrology is not only important for
mobilization and transport processes, but also determines when
and where plastics accumulate in river systems (Liro et al., 2020).
The combination of river dynamics and characteristics are key
to whether plastics are deposited on banks and floodplains,
get entrapped in riparian vegetation, settle into the sediment,
or get transported to downstream areas (van Emmerik and
Schwarz, 2020). Once plastics enter the estuary, the combination
of riverine and tidal dynamics determine the fate of (specific)
plastics (Figure 1A). A growing amount of evidence suggests
that most plastics that enter the environment are never exported
into the ocean (van Emmerik et al., 2019b, 2020a; Tramoy
et al., 2020a,b; Ryan and Perold, 2021). Globally, only a very
small fraction of the mismanaged plastic waste is emitted into
the sea (Meijer et al., 2021). The most important science and
policy questions therefore remain where the plastic accumulates
within river systems, and at what spatial and temporal scales they
are retained.

In this perspective paper we elaborate on the hypothesis
that rivers act as reservoirs for plastic pollution. We present
an overview of the various river compartments that act as
accumulation zones for plastic pollution, as well as the retention
and (re)mobilization mechanisms. We also elaborate on the
fate of plastics retained in these zones, including long-term
storage, degradation and remobilization processes. Finally, we
present a perspective for future research directions, including
specific scientific questions that need to be addressed to
effectively prevent, mitigate and reduce plastic pollution in
the environment.

MOST RIVER PLASTICS DO NOT FLOW
INTO THE OCEAN

On global (Jambeck et al., 2015; Borrelle et al., 2020; Meijer et al.,
2021), regional (Bai et al., 2018; van Calcar and van Emmerik,
2019; González-Fernández et al., 2021), and local levels (van
Emmerik et al., 2019a; Schöneich-Argent et al., 2020; Vriend
et al., 2020), several assessment strategies have been developed
to estimate the plastic mass flows from land into rivers, and
finally into the ocean. In recent years, the focus on estimating
plastic emissions has shifted more toward understanding what
happens with plastic within river systems before it makes it into
the ocean. Meijer et al. (2021) quantified that globally, less than
2% of the total plastic waste leaked into the environment ends up
in the marine environment. Depending on basin characteristics
and the locations of plastic leakage, this ratio varies considerably
between rivers. For relatively short rivers with high population
densities close to the river and the coast, such as found in
the Philippines and Indonesia, plastics are more likely to be
emitted into the ocean. For long rivers with larger upstream

population, infrastructure such as dams, and larger floodplains
(for example the Rhône or the Rhine) the likelihood of emission
is even less. On a local level, annual emissions of rivers in Jakarta,
Indonesia, were compared to the total amount of plastic leaked
into the environment, showing that only 3% of the mismanaged
plastic waste is transported into the ocean (van Emmerik et al.,
2019b). Substantial work on the Seine, France, demonstrated that
plastics can have long retention times, already surpassing decades
(Tramoy et al., 2020a). Other studies demonstrated the short
travel distances of plastic waste once they enter a river system
(Weideman et al., 2020; Newbould et al., 2021), suggesting they
accumulate somewhere along the river. All available evidence
considered, river systems can be a major plastic reservoir, rather
than only a source of marine plastic pollution.

WHERE ARE RIVER PLASTICS RETAINED?

When rivers do function as reservoirs for plastic pollution, it is
key to better understand and quantify where plastics are retained,
what factors determine retention, and for how long they are
retained. In this section, we provide examples from observational
studies that found plastics entrapped in various compartments
of river systems, which we categorized into six main retention
mechanisms (Figures 1B–G).

Retained on Riverbanks and Floodplains
Plastic pollution found on riverbanks and floodplains originates
either from terrestrial pathways (direct littering or dumping)
or from riverine transport. Similar to some sediments,
macroplastics are more easily deposited on the riverbanks
along areas with stagnant water, low flow velocities, low channel
slopes and high riparian vegetation densities (Bruge et al.,
2018). During floods, riverbank plastic can be transported and
deposited in floodplains as well, where it will most likely be
buried by natural sediments (Lechthaler et al., 2020; Roebroek
et al., 2021b). However, the retention mechanisms and time
scales of plastic on riverbanks and in floodplains remain
largely unresolved, especially as sedimentation rates and river
characteristics play an important, yet unknown role (Lechthaler
et al., 2021). Roebroek et al. (2021a) found retention times of
shorter than six months, whereas Tramoy et al. (2020b), who
investigated the use-by dates on medical packaging, showed
that 37% of the litter was discarded before 1984 (Tramoy et al.,
2020b). Both the spatiotemporal distribution and the retention
times of macroplastics on riverbanks and in floodplains must
be further explored in the future, for which we recommend
upscaling and expanding methods. The latter may include using
expiration dates or the language on packaging, sampling plastics
at deeper layers in the riparian zone, and quantifying retention
within specific features such as vegetation.

Retained in Plants
Vegetation along the riverbanks, in estuaries and floating at the
river surface can function as both a carrier and a reservoir of
macroplastics. Variations in river water level can result in the
deposition of macroplastics in grass, bushes and trees (Williams
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FIGURE 1 | (A) Conceptual overview of sources, transport mechanisms and sinks (retention zones) of river plastic pollution (Graphic design by Cher van den Eng).

Sources include mismanaged plastic waste, littering from individuals (e.g., cigarette butts), and leakage from industry (e.g., pellets). Transport processes include wind,

surface runoff, river flow dynamics, and floods. Retention zones include infrastructure, stationary and mobile vegetation (the latter illustrated by the water hyacinth),

riverbanks, and the estuary. Finally, only <2% is estimated to be emitted into the ocean globally. The photos show examples of plastic retention (B) in water hyacinth

(Saigon river, Vietnam), (C) within riverbank sediments, (Odaw river, Ghana), (D) in riparian vegetation (Meuse river, the Netherlands), (E) in the estuary mouth (Odaw

river, Ghana), (F) on riverbanks (Seine river, France), and (G) at infrastructure (Rhône river, Switzerland). All photos are taken by the authors.

and Simmons, 1996). The retention time of plastics trapped
in riparian vegetation greatly depends on (seasonally varying)
flow dynamics, and the characteristics of the vegetation, such as
the height, plant density and spatial configuration, architecture,
and geometry. These factors determine to what extent the
water interacts with the vegetation, and in turn influences the
likelihood of entrapment. A recent study observed that arboreal
and shrubby vegetation entrap more macroplastic compared to

herbaceous, reed and bush types (Cesarini and Scalici, 2022).
The presence of branches, thicker foliage, as well as higher
height and density compared to the other vegetation types might
play an important role in macroplastic trapping and retention.
Moreover, floating aquatic vegetation has been found to trap and
carry considerable amounts of macroplastics downstream. In the
Saigon river, drifting patches of water hyacinths were found to
carry as much as 78% of the floating plastic (Schreyers et al.,
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2021). However, the effects of bidirectional flows due to the
influence of tidal regimes, and the stranding of large hyacinth
patches on the riverbanks further complicates this conception of
floating vegetation as a transport carrier of plastic into the sea.

Retained in Riverbed Sediments
Dense macroplastic items (>1,000 kg/m3) can sink to the
river bed in the absence of strong turbulence or currents.
These negatively buoyant plastic types include items made of
polyvinyl chloride, polyethylene terephthalate, polypropylene
and polystyrene. During the transport process, initially buoyant
macroplastic items, such as bottles, can fill with water or have
biofilm grown on their surface, and thus lose their buoyancy
and sink (Gabbott et al., 2020; Lechthaler et al., 2020; Al-
Zawaidah et al., 2021). These items can be deposited in
areas of the river with low flow velocities (Liro et al., 2020)
and high natural sedimentation rates. The macroplastics can
either be buried by natural sediments, which increases their
remobilization threshold, be transported as bed-load transport,
or get resuspended into the water column due to stronger
flow velocities or turbulence (van Emmerik and Schwarz, 2020).
Possible methods to measure deposited macroplastics include the
analysis of dredged sediment (Constant et al., 2021), or analyzing
samples from sediment traps (Enders et al., 2019; Saarni et al.,
2021). There are only a few measurement methods to quantify
macroplastics in riverbed sediments or as bed-load, yet, those are
essential to identify macroplastic retention zones and understand
their spatiotemporal distribution.

Retained at Infrastructure
Only a small fraction of the world’s rivers remain free
flowing (Grill et al., 2019). Many river systems have been
anthropogenically altered to guarantee shipping, water supply
for consumption and irrigation, or generate power. Examples
include dams, water inlets, groins, ports, sluices and canals.
This type of infrastructure can act as accumulation zones for
macroplastics. Larger plastic concentrations have been found
upstream of dams, both in surface waters and sediment (Zhang
et al., 2015; Castro-Jiménez et al., 2019; Watkins et al., 2019).
Macroplastics become trapped around hydroelectric power
plants, and are deposited on riverbanks and in sediments around
groins (Skalska et al., 2020; Tramoy et al., 2020a). In urban
water systems, plastics are trapped by rack structures, pumping
stations or around bridges (Tasseron et al., 2020). Consequently,
the water system becomes (partially) obstructed, which leads to
higher upstream water levels (Honingh et al., 2020). Targeted
infrastructure, such as floating litter booms or litter traps, is
placed to intentionally accumulate plastics. Besides capturing
plastic for removal, these traps also provide a rich source of
data. Several assessments to estimate plastic mass transport,
identify plastic mass flows, or characterize plastic waste, analyzed
waste captured at such infrastructure in the Netherlands (Vriend
et al., 2020), France (Gasperi et al., 2014) and Malaysia (Malik
et al., 2020). Further work at the river system scale is needed
to shed additional light on the role of infrastructure on plastic
accumulation, and the plastic mass balance on catchment level.

Retained in Lakes
Exorheic lakes, i.e., lakes that ultimately drain into the ocean, are
found in river systems all over the world. Macroplastics have been
found afloat in lake surface waters (Faure et al., 2015), buried in
bottom lake sediments (Egessa et al., 2020), and deposited on
lake shorelines/beaches (Faure et al., 2015; Egessa et al., 2020).
These plastics either come from local activities (e.g., littering,
fishing gear, direct wastewater drainage from a nearby urban
area or direct surface runoff) or have been conveyed by rivers
that discharge into the lake. Once a river flows into a lake,
the plastics are carried by the lake surface currents and can
concentrate in small temporary gyres (Faure et al., 2015). Wind-
induced surface currents, especially during storms, also transport
and deposit substantial amounts of plastic on the shorelines of
lakes (Zbyszewski et al., 2014). The full retention capacity of lakes
remains unresolved, and asmany river systemsworldwide feature
lakes, quantifying how much upstream riverine plastics make it
through a lake to the downstream river, is crucial for accurate
estimates on riverine plastic transport and emissions.

Retained in Estuaries
Estuaries are influenced by tidal dynamics and freshwater
discharge, leading to diurnally changing water level, salt
concentrations, flow velocity, and flow direction (Savenije, 2012).
The scarce observational evidence available suggests that plastic
transport and accumulation is impacted by these dynamics at
different timescales. Within tidal cycles, plastic flux close to the
river mouth has been found to be about the same during both ebb
and flood tide, suggesting that the actual net transport from rivers
into the sea is very limited (van Emmerik et al., 2020c). As long as
the net discharge is low, the plastics accumulating in the estuary
have a growing likelihood of beaching on the riverbanks (van
Emmerik et al., 2020a), getting entrapped in riparian vegetation
(Martin et al., 2020), deposited in the sediment (Acha et al., 2003),
or to degrade and fragment into smaller particles (Lebreton et al.,
2019). Increased freshwater discharge, especially during flood
conditions, may cause a peak of plastic export into the near
coastal zone. Other work has suggested that plastics may be
retained on estuary shores for years or even longer (Tramoy et al.,
2020b). The role of estuaries on plastic transfer between rivers
and the ocean, and the time scales of retention, remain largely
unresolved. Future work should therefore explore the factors that
drive plastic accumulation, (re)mobilization, and the time scales
of retention in estuaries.

WHAT HAPPENS TO ACCUMULATED
PLASTICS?

In the previous sections we discussed the various plastic transport
mechanisms, followed by examples of where and why plastics
are entrapped, demonstrating the function of rivers as plastic
reservoirs. In this section we further discuss what happens to the
retained plastics, and how the reservoirs may be emptied.

Breaking Down Into Smaller Particles
Plastics in river systems are commonly fragments of soft
and hard plastics or foam (Castro-Jiménez et al., 2019;
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Tramoy et al., 2019; van Emmerik et al., 2020a). While some
plastic items remain intact in the environment for decades
(Tramoy et al., 2020b), others break down into smaller and
smaller particles, due to physical fragmentation or chemical
degradation (Delorme et al., 2021). Physical fragmentation is
caused by mechanical influences such as waves, and abrasion
through sediment (Barnes et al., 2009) but also chewing and
digestive fragmentation through organisms (Dawson et al.,
2018; Mateos-Cárdenas et al., 2020). Chemical degradation
processes include biodegradation, photodegradation, thermo-
oxidative degradation, thermal degradation, and hydrolysis.
Exposure to UV-light and air accelerate the degradation
process (Andrady, 2011; Waldschläger et al., 2020). During
fragmentation and degradation different processes interact,
depending on environmental conditions and properties of the
plastic items (Andrady, 2011; Song et al., 2017).

Once broken down into microplastic particles, they could
either be deposited in the sediment, be transported in the
water column, or ingested by biota (Leslie et al., 2017). The
interaction of fragmentation and degradation, and transport of
plastics through different river compartments remains largely
unknown, and a quantification method for degradation rates
has not been found yet (Ford et al., 2022). We do expect
smaller particles to be remobilized more easily, travel further
downstream, and eventually reach the ocean. Microplastics
have been found to be flushed away after floods or storm
events (Hurley et al., 2018; Treilles et al., 2022), and do
not experience the same interaction with many of the
entrapment factors as mentioned in section Where are River
Plastics Retained? The plastic reservoir within rivers may
therefore be emptied on the form of fragmented secondary
microplastic particles.

Retention Leads to Longer Exposure Times
We have seen that plastics accumulate within various
compartments in river systems, leading to the exposure of
biota to plastics, with all its potential detrimental consequences.
The longer plastic accumulates in natural ecosystems, the higher
the number of species that will encounter plastics and therefore
the higher the chance it leaves a negative impact. Recent evidence
shows that macroplastics can be retained in rivers for several
decades (Tramoy et al., 2020a), increasing the likelihood of
ingestion by biota. In the Amazon, as much as 80% of the
fish species had ingested plastic particles (Andrade et al., 2019),
which can be life-threatening, especially when (toxic) waterborne
contaminants are adsorbed to the plastics (Bellasi et al., 2020).
Given the pivotal role of freshwater biota in the food chain,
future research must continue to explore the degree and duration
of the exposure of biota to plastics in order to clarify the threats
they face in different river compartments.

Emptying of the Plastic Reservoir by
Extreme Events
During high wind speeds, high rainfall intensities, or high river
discharges, accumulated plastics are likely to be remobilized and
removed from retention zones. Ample studies have demonstrated
an increased riverine plastic transport during flood events
(Moore et al., 2011; Jang et al., 2014; Mihai, 2018; van Emmerik
et al., 2019c; Roebroek et al., 2021b). Flood events inundate the
riverbanks, floodplains and tidal flats and thereby (re)mobilize
the plastics that have been accumulating in these reservoirs
during normal conditions. Additional plastics also enter the
river system during such events. Estuaries that during normal
conditions tend to have a zero net transport of plastics into
the oceans, export plastics during and just after a flood event

TABLE 1 | Overview of the retention and release dynamics, and their timescales, discussed in this paper.

Retention dynamics Release dynamics Key references

Compartments Timescale Main mechanisms Timescale Main mechanisms

Riverbanks Continuous

accumulation

Stagnant water, low flow

velocities, low channel slopes

Annual to decadal Floods Tramoy et al. (2020b)

Floodplains Annual to decadal Extreme events Annual to decadal Floods Lechthaler et al. (2021) and

Liro et al. (2020)

Floating vegetation Continuous

accumulation

Growing cycle of plants Seasonal cycle Disintegration of aquatic plants

(flushing effect)

Schreyers et al. (2021)

Riparian

vegetation

Continuous

accumulation

Height, density, configuration,

distance to river channel

Annual to decadal Floods Cesarini and Scalici (2022)

Riverbed

sediments

Continuous

accumulation

Buoyancy of items,

low flow velocities and

turbulences

Monthly to annual

to decadal

Hydrologic regime with high flow

velocities and turbulences

Hurley et al. (2018)

Infrastructure Continuous

accumulation

Entrapment upstream of

infrastructure

Annual to decadal Discharging retained water Castro-Jiménez et al.

(2019), Watkins et al. (2019),

and Zhang et al. (2015)

Lakes Continuous

accumulation

Reduced flow velocity than in the

inflowing river

Decadal to

centennial

Floods and increased water

levels

Egessa et al. (2020) and

Faure et al. (2015)

Estuaries Continuous

accumulation

Linked to the tidal cycle Annual to decadal Increased freshwater discharge

and extreme-events

Tramoy et al. (2020b)

Note that the timescales indicated are based on the observational evidence available to date, but remain uncertain due to limited research globally.
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(Liro et al., 2020). Even plastics buried within riverbed sediments
can get removed from this reservoir when the active sediment
layer of the riverbed is destabilized by extremely high water flow
velocities (Ockelford et al., 2020). However, extreme events do
not solely (re)mobilize plastics, they can lead to plastic deposition
as well. When the water flow velocities in the river channel
are much higher than above the submerged floodplains, plastics
can become transferred from the faster flow (channel) to the
slower flow velocity area (floodplain) and settle there (Ciszewski
and Grygar, 2016). Another phenomenon, often referred to
as the “Christmas tree effect,” whereby plastic debris carried
by the flood becomes entrapped in riparian trees and is left
behind when the water level drops again, demonstrates the
reservoir filling capacity of a flood event (Williams and Simmons,
1996). Future research must explore the relative importance
between (re)mobilization and (re)deposition mechanisms during
extreme events.

DISCUSSION AND OUTLOOK

In this paper we demonstrate the function of rivers as plastic
reservoirs, through the retention and release mechanisms in
various river compartments (Table 1). One of the crucial open
questions that remains are the spatial and temporal scales of the
accumulation and retention mechanisms across different river
compartments. In estuaries, for example, the retention of floating
plastics may be in the order of days (due to the tidal cycle),
whereas riverbanks are shown to store plastics for several decades
already. These findings suggest that even if no more plastics
would leak into the environment as of today, the plastics retained
within river systems will continue to have negative impacts, break
down in smaller particles, and function as a potential source of
marine plastic pollution for the decades and centuries to come.
We therefore call on more research on investigating the factors
that determine the processes, spatial extent and time scales of
retention and release mechanisms of plastics on riverbanks, lakes,
estuaries, vegetation, sediment, and infrastructure.

Detailed investigations of fundamental retention and release
mechanisms are complicated due to a lack of observations
across all river compartments, and adequate monitoringmethods
(Broere et al., 2021; van Emmerik et al., 2022). On top
of that, most work focuses on tracking specific items (e.g.,
bottles) through both modeling and observations (Duncan
et al., 2020; Newbould et al., 2021), or quantifying plastics in
single river cross-sections. Even though such targeted and local
studies provide useful snapshots, we advocate for large-scale
and holistic studies in which the transport and retention in
all river compartments is examined. Furthermore, we reiterate
the need for conceptual and observation based approaches to
accurately quantify the amount and characteristics of plastics
within each compartment, and the mass flow between them (van
Emmerik et al., 2022). Assessments that focus on the entire river
system can be facilitated through for example large-scale tracker
experiments, exploring the use of remote sensing, and promotion
of citizen science apps.

Tracker experiments, both using GPS trackers and
marked items, have yielded new insights in the transport
and accumulation processes, demonstrating that the travel
distance is limited in many cases. River focused experiments
have used relatively low number of trackers (less than a hundred),
and large-scale experiments using thousands of trackers have to
date only been used at sea (e.g., Duncan et al., 2020; Schöneich-
Argent and Freund, 2020; Tramoy et al., 2020b; Newbould et al.,
2021; Ryan and Perold, 2021). Close-range and satellite remote
sensing also offer new avenues for large-scale data collection.
Marine plastic debris can already be observed from space using
Sentinel-2 imagery (Biermann et al., 2020). Rivers are generally
smaller and more dynamic systems, requiring more research
to fully explore the potential for river plastic monitoring from
space. Lab experiments to establish hyperspectral reflectance
databases will accelerate the development of new sensors, and
disentangle and downscale the aggregated signals observed from
space (Tasseron et al., 2021). Finally, several citizen science
mobile applications facilitate rapid upscaling of data collection of
plastic pollution on land (Litterati; Ballatore et al., 2021) and in
river systems (CrowdWater; van Emmerik et al., 2020b). Projects
that target specific locations have been shown to stimulate the
use of such apps and rapidly increase observations done by
citizen scientists (Tasseron et al., 2020).

With this paper we aim to demonstrate the current state
of the science on river plastic pollution, and elaborate on
the hypothesis that rivers function as plastic reservoirs. River
plastic pollution and hydrology are unequivocally connected,
emphasizing the need for more transdisciplinary studies to
improve the understanding of this emergent pollutant.
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Risk-based water safety interventions are one approach to improve drinking water quality

and consequently reduce the number of people consuming faecally contaminated water.

Despite broad acceptance of water safety planning approaches globally, there is a lack

of evidence of their effectiveness for community-managed piped water supplies in rural

areas of developing countries. Our research, in the form of a cluster-based controlled

pre-post intervention analysis, investigated the impact of a combined water safety

intervention on outcomes of microbial water quality, users’ perceptions and piped system

functionality in rural Nepal. The study enrolled 21 treatment systems and 12 control

systems across five districts of the Karnali and Sudurpaschim provinces. Treatment

group interventions included field laboratories for microbial analysis, regular monitoring

of water quality including sanitary inspections, targeted treatment and infrastructure

improvements, household hygiene and water filter promotion, and community training.

In certain systems, regular system-level chlorination was implemented. Before and after

the interventions, the microbial water quality was measured at multiple points within

the water system. This information was complemented by household interviews and

sanitary inspections. The main result to emerge from this study is that chlorination is

the only identified intervention that led to a significant reduction in E. coli concentration

at the point of consumption. Secondly, the effectiveness of other interventions was

presumably reduced due to higher contamination at endline in general, brought about by

themonsoon. All the interventions had a positive impact on users’ perceptions about their

water system, as measured by expectations for future functionality, satisfaction with the

services received, and awareness of the potential health risks of drinking contaminated

water. For future applications we would recommend the more broadly applied use of

chlorination methods at system level as a key component of the package of risk-based

water safety interventions.

Keywords: drinking water, water safety planning, microbial quality, piped systems, rural communities, Nepal
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INTRODUCTION

Access to safe drinking water is a basic human right still denied
to many. In 2017, 93% of the global population had access to
an improved drinking water source, while 579 million people
still used unimproved sources such as unprotected springs,
open wells and surface water (WHO/UNICEF Joint Monitoring
Programme, 2019). However, an improved water source does
not always ensure adequate drinking water quality (Bain et al.,
2014a; Shaheed et al., 2014). Although improved sources such
as piped supplies or protected point sources have the potential
to deliver safe water by nature of their design and construction
(WHO/UNICEF Joint Monitoring Programme, 2019), this alone
does not guarantee safe water.

In order to reliably assess the safety of drinking water, data on
its microbial quality is necessary (Baum et al., 2014). However,
many countries lack representative data on drinking water
quality (WHO/UNICEF Joint Monitoring Programme, 2019). It
has been estimated that around 10% of improved water sources
are heavily faecally contaminated, with >100 Escherichia coli (E.
coli) colony forming units (CFU)/100mL (Bain et al., 2014b).
This corresponds to 1.8 billion people globally using a faecally
contaminated drinking water source (Bain et al., 2014b). These
studies suggest that having access to an improved source is not
enough to ensure safe drinking water and meet the global target
6.1 of the Sustainable Development Goals (SDGs) to “achieve
universal and equitable access to safe and affordable drinking
water for all” by 2030. To meet the criteria, households must
use an improved water source that is accessible on premises,
available when needed, and free from fecal and priority chemical
contamination (WHO/UNICEF Joint Monitoring Programme,
2019).

This study focuses on rural communities in Karnali and
Sudurpaschim provinces, in Western Nepal, where the majority
of the population relies on a faecally contaminated drinking
water source (WHO/UNICEF Joint Monitoring Programme,
2019). Nepal had 29.3 million inhabitants in 2017, of which 81%
were living in rural areas (WHO/UNICEF Joint Monitoring
Programme, 2019). The Human Development Index ranks
Nepal 147th out of 189 countries and territories (UNDP,
2019). Although the majority of people in Nepal have water on
premises (65%) and available when needed (82%), only 29% of
the population had access to a water source free from E. coli
contamination at the point of collection in 2014 (WHO/UNICEF
Joint Monitoring Programme, 2019). Water quality deteriorates
further at point of consumption, leaving only 18% of the
population with safe water (WHO/UNICEF Joint Monitoring
Programme, 2019).

10% of the country’s population are children under the age
of 5 years (Government of Nepal, 2017). Diarrhea is one of the
most common illnesses among children in Nepal and continues
to be a major cause of childhood morbidity and mortality
(Government of Nepal, 2018). The diarrhea prevalence among
children under the age of 5 was 8% in 2016 (Government
of Nepal, 2017), with the highest incidence in the Karnali
province (Government of Nepal, 2018). It is difficult to obtain
precise data on childhood mortality due to diarrhoeal diseases
in Nepal. However, it has been estimated that around 25%

of all child deaths are associated with acute diarrhea (Bista,
2001).

To confront the health risks due to compromised water
quality, risk assessment and risk management approaches have
been applied to rural drinking water systems in a variety of
ways and with varying degrees of success. The establishment
of a water safety plan (WSP) is one mean to reduce risks of
contamination (Mahmud et al., 2007) and comprises all steps
of a water supply system from the catchment to the consumer
(WHO, 2017a). Experience on the implementation of WSPs
is mostly documented for water distribution systems managed
by water utilities in high income contexts. The implementation
of WSPs for small piped systems and in the context of rural
areas in low- and middle-income countries (LMICs) is less
described (Mahmud et al., 2007). The few existing studies
showed contrasting results. While String et al. (2020) found
more E. coli contamination in the WSP communities than in
the non-WSP communities, Mahmud et al. (2007) observed
improvements in microbial water quality related to the WSPs;
however, such improvements were not uniform. Other studies
mostly focused on the set-up of WSPs and how they can be
adapted to rural community-managed systems (Barrington
et al., 2013), or on how their impact can be measured (Kumpel
et al., 2018), rather than on systematically assessing the actual
impact. These studies highlighted the need for more robust and
standardized methods and indicators to assess WSP outcomes
and impacts (Kumpel et al., 2018).

The development literature also identified prerequisites
and challenges for the implementation of WSPs in LMICs.
For implementation of WSPs to be successful, community
education, behavior change, and the distribution of simplified
documentation are essential (Barrington et al., 2013). Capacity
building, according to Ferrero et al. (2019), is a crucial factor for
the successful implementation of a WSP (Ferrero et al., 2019).
Others have found that financial constraints often pose challenges
to the implementation of WSPs (Kumpel et al., 2018), despite
WSPs being relatively inexpensive, adaptable, and requiring
minimal water quality testing (Barrington et al., 2013).

The present study is motivated by the aforementioned
evidence gaps regarding the requisite enabling conditions and
potential benefits of risk-based water safety strategies for water
supplies in remote rural areas. In the frame of this research,
a combination of water safety interventions, informed by risk
assessment and risk management practices with Helvetas-Nepal’s
Integrated Water Resource Management (IWRM) Programme,
were adapted to the local context and implemented in 21 water
supply systems in rural Nepal. We use a cluster-based controlled
pre-post intervention design to assess the impact of this package
of water safety interventions on multiple outcomes: microbial
water quality, users’ perception of their water services and the
functionality of the water system.

STUDY SITE AND METHODS

The Integrated Water Resource
Management Programme
This study was conducted across five districts (Achham, Kalikot,
Jajarkot, Dailekh, and Surkhet) in Sudurpaschim and Karnali
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FIGURE 1 | Map of Nepal with the five districts involved in the Integrated Water Resource Management (IWRM) Programme, showing the locations of the treatment

and control drinking water systems (DWS) and the laboratories implemented for this study (REACH laboratories).

provinces, in the hilly region of Nepal (see Figure 1). Between
the years 2011 and 2017 Helvetas Swiss Intercooperation-Nepal
(hereafter referred to as Helvetas) constructed drinking water
systems (DWS) and implemented total sanitation interventions
across these districts in the frame of their Integrated Water
Resource Management (IWRM) Programme. In all districts,
the construction of the DWS was followed by a series
of interventions targeted at improving the water, sanitation
and hygiene (WASH) conditions locally. Specifically, this
consisted of the establishment of a water and sanitation users’
committee, the promotion of improved household hygiene
practices, the use of ceramic candle filters for household water
treatment and safe storage, and the training of a female
community health volunteer on a total sanitation approach
and a village maintenance worker to operate the DWS
(Marks and Shrestha, 2020). Some systems provide continuous
(24 h) service, while others provide intermittent service with
variable opening times and service durations throughout the
year. The systems all have similar branched design layouts,
consisting of a spring source connected to a reservoir tank
by a distribution line, with water then flowing to private
or public taps as described by Tosi Robinson et al. (2018)
(Figure 2).

Community Selection and Intervention
Package
Within the five districts, 33 communities were selected based
on the existence of a functioning DWS and the agreement of
the community to participate. Within these, 21 were defined as
treatment systems and 12 as control systems. System selection
occurred in parallel to the planning and selection of the locations
of the field laboratories. A criterion for the choice of treatment
systems was the access to the nearest laboratory within 2 h
ours for the furthest sampling point. Control systems were
selected in such a way that they would not be affected by
the interventions from treatment systems, nor influence the
treatment systems themselves.

In the treatment systems, different interventions took
place between pre- and post-treatment data collection. The
interventions included the setting up of field laboratories for
microbial analysis, regular monitoring of water quality including
sanitary inspections and standard questionnaires, centralized
data management, targeted infrastructure improvements such as
source protection, installation of roughing sand filters in front
of the reservoir tanks, chlorination of reservoir tanks, pipeline
improvement and maintenance, and local watershed restoration.
Further, training of community water safety task forces and
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FIGURE 2 | Sketch of a typical gravity-fed piped water system or sub-system

in the study area. A water source can feed one or several reservoir tanks that

distribute water to different taps. The intermediate structures can be

distribution, collection, purge valve, air valve or interruption chambers, or

break pressure tanks (Image source: Tosi Robinson et al., 2018).

laboratory technicians as well as promotion of household hygiene
and ceramic candle filters for point-of-use water treatments
were part of the interventions. The regular monitoring involved
monthly water quality analysis of E. coli and total coliform
concentrations, visual turbidity, pH and free residual chlorine at
one reservoir tank, one tap and one corresponding household
per system. Quarterly sanitary inspections were collected at
the protected spring, reservoir tank, tap and household, and
brief household surveys were conducted during each inspection
round. A subset of six systems, minimum one per district,
were selected to receive regular system-level chlorination, either
delivered manually in reservoir tanks or automatically using
passive chlorinator devices. In the control systems, none of the
interventions described above was implemented.

Data Collection
The study included data collection at both pre-treatment (April–
June 2018) and post-treatment time points (August–October
2019), hereafter referred to as baseline and endline. The study
design was akin to that of Tosi Robinson et al., 2018. The field
teams were composed of staff members of Eawag, Helvetas,
and local non-governmental organizations (NGOs). The teams
conducted household and key informant interviews, collected a
water sample (100mL) in each of the interviewed households at
the point of consumption, and performed sanitary inspections.
The sanitary inspections were carried out in each system of the
reservoir tank(s), the pipelines, taps, and if present, structures like
roughing sand filter, break pressure tank, distribution chamber
and intake. Water samples were collected during the sanitary
inspections at the inlet of all reservoir tanks, six randomly
selected taps, and from other structures (for example, inlet
of roughing sand filter and distribution chamber) if present
and accessible.

Household Surveys
From each of the 33 water systems, a random selection of 15
households was enrolled resulting in a total of 493 surveys (in
one system it was not possible to reach 15). All the questionnaires
were translated to and conducted in Nepali using tablets
(Samsung Galaxy Tab A, Seoul, Korea) with ODK software (open
data kit, https://www.opendatakit.org/). Only households using
the IWRM Programme drinking water system were interviewed.
Eligible households were selected randomly from the village’s
household list and enrolled following informed consent about
the Programme’s purpose and anonymity of the questionnaire. At
the study baseline, if the household declined to participate in the
study or if no adult was available at the time of the visit, another
household was selected randomly as a replacement. During the
endline period, enumerators requested to interview the same
person as during baseline. If this person was not available,
another person from the same household was interviewed. If
nobody within the same household was present (e.g., due to
migration of the entire household), a neighboring household
was interviewed. The survey questions probed the households’
drinking water supply characteristics, sanitation and hygiene
practices, socio-economic statuses, users’ perception, and sense
of ownership for their water system.

Drinking Water Quality

Sample Collection
The method for water sampling and processing corresponds to
the one described by Tosi Robinson et al. (2018). Briefly, in each
household that participated in the survey, a 100mL drinking
water sample was collected as if study participants were providing
a cup of water to drink. Water samples at the reservoir tanks
were collected directly from the inlet, which is the closest point
to the water source accessible for sampling; therefore, the sample
collected is representative of the water entering but not of the
water stored at the reservoir tank. For systems with a roughing
sand filter installed upstream of the reservoir, the sample was
collected at the inlet of the filter. At the taps, water was run
for 30 s before sampling to wash out any deposited residue
and ensure a representative sample from the piped system. All
the water samples from a single system were collected on the
same day in sterile 100mL Whirl-Pak Thio-bags (Nasco, Fort
Atkinson, USA) containing sodium thiosulfate to inactivate any
residual chlorine.

Membrane Filtration
The samples were processed within 2 h after collection using the
membrane filtration method, as described by Tosi Robinson et al.
(2018). Briefly, each water sample was filtered through a sterilized
filter funnel (DelAgua, UK) with a 0.45µm Millipore cellulose
membrane filter (Merck, Germany). The membrane was placed
on Nissui EC Compact Dry plates (Nissui Pharmaceuticals,
Japan) pre-moistened with sterile water (Nissui, 2009). The plates
were incubated for 24 h at 35 +/– 2◦C. The incubators used
during this study were constructed as described in Schertenleib
et al. (2019).
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Colony Enumeration
After incubation of the EC Compact Dry plates, blue colonies
were counted as E. coli colony forming units per 100mL
(CFU/100mL) and the sum of purple and blue colonies as
total coliform according to the manufacturer’s instructions.
Counts higher than 300 colonies per plate were reported as too
numerous to count (TNTC). To estimate variation in the assay,
one duplicate was performed for every seven household water
samples, resulting in two household duplicates per system. In
addition, a duplicate was collected from one randomly chosen
scheme-level site (source, roughing sand filter, reservoir tank
or tap) at each system. Positive and negative controls were
processed daily.

pH and Free Residual Chlorine
Water testing included free residual chlorine (FRC)
concentration and pH measurements using the Lovibond R©

Three-Chamber-Tester Chlorine LR-pH (Lovibond R©

Tintometer Group, England), following the manufacturer’s
instruction) for using DPD and Phenol Red. The visual
test indicates pH values between 6.8 and 8.2 and chlorine
concentration between 0.1 and 3.0 mg/L. Every tenth sample was
processed in duplicate.

Data Analysis
Water quality, sanitary inspection and survey data were compiled
and cleaned using Microsoft Excel 10 (Microsoft, Redmond,
WA, USA). Coding and statistical tests of intervention effects
were performed using IBM SPSS Statistics 25 (IBM, New
York, NY, USA). For the bivariate analysis, microbial data
were log-transformed after non-detect samples were set to
half of the lower limit of detection (0.5 CFU/100mL) and
TNTC values were set to 300 CFU/100mL. The central
tendency of microbial concentrations and other variables
are reported in terms of mean, standard deviation, and
median values. Non-parametric tests (Wilcoxon signed-rank
test, Mann-Whitney test and Spearman’s correlation) were
used for bivariate comparisons because most variables were
not normally distributed based on the Shapiro-Wilk test.
The Wilcoxon signed-rank test was used for comparison
between baseline and endline and the Mann-Whitney
test for comparison between the different systems at one
time point.

In order to identify factors associated with fecal
contamination of the drinking water, an ordinal logistic
regression model was estimated with E. coli risk categories
as dependent variable. Based on the results of the bivariate
comparisons described above, we ran the ordinal logistic
regression model with a reduced selection of the independent
variables and the E. coli concentration at endline in ordinal
risk categories, with risk tiers from lowest to highest as follows:
<1 CFU/100mL, 1–10 CFU/100mL, 11–100 CFU/100mL, and
>100 CFU/100mL. The likelihood ratio Pearson chi-square
test and the deviance test were both used to conduct the
Goodness-of-Fit analysis.

Ethics Statement
All participants gave their oral and written informed consent
before the interviews. The research was conducted in accordance
with the Declaration of Helsinki, and the protocol was approved
by the Eawag ethics committee (protocol 16_09_022018). The
study received approval in Nepal as part of Helvetas-Nepal’s
IWRM research program.

RESULTS

Description of Study Population
The 33 water systems within this study served 29–250 households
[Mean (M) = 67.4, Standard Deviation (SD) = 44.0], of which
we interviewed 15 each. The respondents were 67% female
and on average 38.4 years old (SD = 14.2). Mean household
size was 6.4 people (SD = 2.5), of which 2.7 (SD = 1.6)
were children under 18 years old, and 0.82 (SD = 0.87) under
5 years old. Less than half of the study participants (44%)
completed primary or higher-level education, and 16% were
illiterate. In almost all households (97%) there was at least one
person working in the agricultural sector. The mean monthly
regular expenditures per household were 10’861 NPR (SD =

7981) [equivalent to 96 USD (SD = 74) in October 2019],
ranging from 1’000 to 80’000 NPR (9–704 USD). The houses
were predominantly made of stone and mud (95%) with an
earth floor (95%), and a stone slate roof (56%). The majority of
households had access to electricity, either through their own
solar panel (83%) or through connection to an electrical grid
(15%), while 6% did not have access to electricity. Water supply
(34%) was the biggest concern mentioned by people living in the
village at baseline, followed by transportation and roads (23%).
More details about the households’ characteristics are described
in Supplementary Table S1 and Supplementary Table S2 in
Supplementary Material.

Water Supply and Sanitation Access
Most respondents had piped water connections and access
to improved sanitation. For all study systems, Helvetas had
previously implemented drinking water systems and total
sanitation in the frame of their IWRM Programme between
the years 2011 and 2017. In all 33 study communities the
water system had a branched design, with 10 having private
taps and 23 having public taps shared by multiple households.
The total number of taps per system ranged from 5 to 250
(M = 30.8, SD = 43.1). The water originated from 1 to 5
different sources per system. There was at least 1 and up
to 6 reservoir tanks per system (see Supplementary Table S3

for more details). Households most commonly reported their
main drinking water source to be piped village connections
(71%) and piped household connections (26%). Other sources
included protected sources, unmanaged piped waters, open
sources, rainwater or river water (see Supplementary Table S2

for additional information onmain drinking water sources used).
The average round trip time for gathering water was 10.7min (SD
= 8.5), with extremes ranging from 1 to 65min, including time
required for queuing and filling the containers. In addition to the
main system, some respondents (21%) reported also using other
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sources for drinking water. Among these households, their main
reasons for source switching were intermittent supply (52%),
seasonal unavailability (33%), and closer proximity to another
source (12%).

Most of the households had their own ventilated improved
pit latrine (80%) and only one interviewed household indicated
practicing open defecation at endline. About half of all
interviewed households reported keeping their animals overnight
in the same house where they lived (see Supplementary Table S4

for more information).

Baseline to Endline Comparison
Water Quality

Point of Consumption
The visually assessed turbidity at the point of consumption at
endline was clear in 98.2% of the samples and somewhat turbid
in 1.8% of samples. In 7.2% of the samples debris was present.
The pH was on average 7.3 (SD = 0.2), ranging from 6.8 to 8.2
with a median of 7.4. With 96.3% and 99.2% of the water samples
at baseline and endline having a pH lower than 8, respectively,
the vast majority was within the preferable pH for effective
disinfection with chlorine (WHO, 2017b).

Among all treatment systems, there was no significant
difference between baseline and post-treatment E. coli
concentrations at the point of consumption (Table 1). Control
systems exhibited an increasing contamination trend from
baseline to endline, although the difference was also not
statistically significant (Figure 3). When comparing between all
treatment systems and the control systems at endline, we saw
significantly less E. coli in treatment systems (Z = −3.982, p
< 0.001). At baseline, there was no significant difference in E.
coli in treatment systems as compared to control systems (Z =

−1.061, p= 0.289).
The percentage of households that met the WHO drinking

water quality guideline of <1 E. coli CFU/100mL was
about the same at baseline in the control and treatment
systems at around 10% (see green category in Figure 4 and
Supplementary Table S5 in the Supplemental Material). By
endline in the treatment systems, the share of households with
no detectable E. coli in their stored water containers increased

significantly (Z =−3.130; p= 0.002) to 19.8%. By contrast, there
was a decrease in the share of control systems’ samples without
detectable E. coli to 7.8%, but the difference from baseline was not
statistically significant (Z =−0.784; p= 0.433). With an increase
from 5.3% of the households with no detected E. coli at baseline
to 78.9% at endline, the households with measurable chlorine
showed the largest improvement in microbial water quality (Z =

−3.500; p < 0.001) (Figure 4).

Point of Collection
Generally speaking, by study endline the mean E. coli
concentrations were lower at the taps than at the point
of consumption (Table 2). Taps with measurable chlorine
concentration showed a significant decrease in E. coli
concentration from baseline to endline (Z = −2.185, p =

0.029). However, for other comparisons, such as the changes
in fecal contamination levels from baseline to endline among
both control systems and in the treatment systems, as well as the
differences in E. coli concentration at the tap between the control
and treatment systems, were not statistically significant.

In the treatment systems there were significantly more taps
thatmet theWHO standards of<1 E. coliCFU/100mL at endline
(15.9%) than at baseline (9.8%) (Z =−2.000, p= 0.046). Among
the control systems, 6.9% had no detectable E. coli at endline and
13.9% at baseline. This decrease in households meeting the E. coli
target was not statistically significant (Z = −1.155, p = 0.248).
At all taps where free residual chlorine was measured at endline,
samples had no detectable E. coli and hence 100% met the WHO
guideline for microbial water safety.

Quality Control
We processed duplicates for one out of every seven samples to
estimate variation in the assay, resulting in two duplicates per
15 household water samples. The log10 difference between the
duplicates of the household water samples showed low variation
in water quality as indicated by a mean of 0.05 (SD = 0.3;
Median= 0.0) difference, corresponding to 5.4 CFU/100mL (SD
= 42.9; Median = 0.0). Negative controls were processed daily
through the same filtration funnel as was a preceding positive

TABLE 1 | E. coli concentration at the point of consumption at baseline and endline in control and treatment systems, including comparison from baseline to endline with

the Wilcoxon signed-rank test.

Baseline Endline Wilcoxon

signed-rank test

N Median

[CFU/100mL]

Mean (SD)

[log10(CFU/100mL]

N Median

[CFU/100mL]

Mean (SD)

[log10(CFU/100mL]

Z p

Control systems 179 22 1.30 (0.93) 180 38 1.48 (0.90) −1.567 0.117

Treatment systems (all) 313 24 1.22 (0.89) 308 16 1.13 (0.98) −0.049 0.961

Treatment systems

(intended chlorination)

90 10 1.05 (0.92) 90 3 0.67 (0.98) −1.710 0.087

Treatment systems

(measured chlorine)

19 25 1.33 (0.82) 19 0 -0.05 (0.70) −2.811 0.005

Treatment systems are reported as: All systems, those with intended chlorination, and those with detectable chlorine at endline.
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FIGURE 3 | Log10 E. coli concentration in CFU/100mL at the point of consumption at baseline and endline in the control and treatment systems (left) and in

treatment systems with and without measured chlorine at endline (right). Outlier values are represented by asterisks (*), with sample numbers shown.

FIGURE 4 | Percentage of households within the different E. coli risk categories of low risk (<1 CFU/100mL), intermediate risk (1–10 CFU/100mL), high risk (11–100

CFU/100mL), and very high risk (>100 CFU/100mL) at baseline and endline in the control and treatment systems, including treatment systems with and without

detectable chlorine at endline.

control. All negative control samples processed had no detectable
E. coli.

System Functionality

Sanitary Inspections
At the time of the research team’s visits the water systems were
generally functioning well. According to the sanitary inspections,
on average 79.2% of the taps per system were working at the
endline visit (SD = 22.0), 7.5% were leaking (SD = 17.0), 8.2%
broken (SD = 11.9) and 5.2% not functioning (SD = 8.1).
The share of taps functioning, leaking or being broken did
not differ significantly between control and treatment systems

at endline. However, the control systems had a significantly
higher share of taps not functioning than the treatment systems
(p= 0.036).

Households’ Perceptions of Functionality
In addition to the sanitary inspection, enumerators asked
households for their opinion on the current functionality of their
main drinking water source. Most respondents rated the water
system as functioning well and only a few as not functioning
(Table 3). In the treatment systems, there was a significant
improvement in the functionality rating from baseline to endline,
while no such difference was observed among control systems. At
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endline the rating of the system’s functionality in the treatment
group was significantly better than in the control group (Z =

−3.777, p < 0.001), whereas at baseline there was no significant
difference (Z =−0.815, p= 0.415).

In the control systems, significantly more households reported
interruptions of water services for more than a week at
endline compared to baseline, whereas no such change was
observed among treatment systems (Table 3). The percentage
of households that reported interruptions at endline did not
differ significantly between treatment and control systems (Z =

−1.264, p = 0.206). Yet, there were more reported interruptions
in the treatment systems at baseline than in the control systems (Z
= −2.089, p = 0.037). The most commonly mentioned reasons
for interruptions at endline were broken or burst pipes (49.3%),
lack of water (27.8%), intake problems (19.0%) and landslides
(17.7%). Households’ confidence that repairs to the system could
be performed within 1 week decreased from baseline to endline
among both treatment and control systems (Table 3). At endline,
the confidence that problems would be fixed within 1 week was
significantly higher in the treatment than in the control group (Z
= −2.122, p = 0.034). Whereas, at baseline, they did not differ
significantly (Z =−1.345, p= 0.179).

At endline we asked the interviewees how confident they were
that their water system would be functional 1 year later using a 5-
dot scale, with the largest dot being the highest confidence level
(see Supplementary Figure S1 for the 5-dot scale). Households
served by treatment systems were significantly more confident
(M = 3.8, SD = 1.0) that the system would be functional in 1
year than people in the control systems (M = 3.4, SD = 1.1)
(Z = −3.897, p < 0.001). There was no significant difference
in the confidence that the system will be functional 1 year later
between treatment and control schemes at baseline (Z =−1.222,
p= 0.222).

Water Availability
The endline survey also probed the duration of water availability
at the tap. The distribution of the hours of water availability
per day reported at endline is bimodal with around one third
of respondents (38%) having water services available for 12 h a
day or less, which we defined as intermittent supply, and two
thirds (62%) for more than 12 h, which was defined as continuous
water supply. The cut-off at 12 h was linked to the JMP
definition of water availability when needed (WHO/UNICEF
Joint Monitoring Programme, 2019). Most of the households
with more than 12 h water supply had water for a full 24 h
(61.2%). Among the control systems, more households (69.8%)
had continuous water supply than in the treatment systems
(57.3%) (Z = −2.748, p = 0.006). In the control systems, water
services were available for an average of 18 h daily (SD =

9.2), which were significantly more hours than in the treatment
systems (M = 15.8 h, SD = 9.6) (Z = −2.145, p = 0.032).
The hours of water availability showed a small and marginally
significant negative correlation with the E. coli concentration
at the point of consumption (rs = −0.087, p = 0.055). Hence,
having less hours of water availability at the tap was associated
with higher E. coli concentration.
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TABLE 3 | System functionality as measured by the percentage of households that reported the corresponding answer in treatment and control systems at baseline and

endline, including comparison from baseline to endline with the Wilcoxon signed-rank test.

Treatment Control

Baseline Endline Wilcoxon

signed-rank test

Baseline Endline Wilcoxon

signed-rank test

Water system functioning

Yes, well 79.2% 92.9% Z = −4.517

p < 0.001

82.2% 81.6% Z = 0.000

p = 1.000Yes, but not so well 18.5% 6.5% 16.1% 17.3%

No 2.2% 0.6% 1.7% 1.1%

Interruption: Households

with interruptions that lasted

longer than 1 week within

the last 6 months

18.2% 14.6% Z = −1.222

p = 0.222

11.1% 19.0% Z = −2.271

p = 0.023

Problem fixed within 1 week

Very confident 68.7% 43.3% Z = −4.802

p < 0.001

62.7% 33.7% Z = −4.700

p < 0.001Somewhat confident 22.9% 43.6% 28.8% 50.9%

Not at all confident 8.4% 13.1% 8.5% 15.4%

The sample size was in treatment system at baseline N = 313, at endline N = 308, and in control systems at baseline N = 180, at endline N = 179.

Users’ Experience

Satisfaction, Taste, and Perceived Safety
According to the interviews at endline, people served by the
treatment systems were significantly more satisfied with their
main drinking water source than households served by the
control systems (Z = −2.255, p = 0.024). Further, in the
treatment systems, significantly more respondents indicated that
the source is available when needed than in control systems
(Z = −3.568, p < 0.001). At endline the tests revealed no
significant difference in the perception of taste between control
and treatment (Z = −1.470, p = 0.142), nor whether or
not chlorine was detected in the household storage containers
(Z = −1.559, p = 0.119). Better functioning sources were
associated with the availability of the source when needed, and
both were associated with higher users’ satisfaction (see text in
Supplemental Material and Supplementary Table S6 for further
details on the relationship between users’ satisfaction and system
functionality metrics).

There was no significant difference in households’ perception
of water safety at baseline among treatment and control systems
(Z = −1.529, p = 0.126). When looking at the evolution of the
perception of safety from baseline to endline, the change was not
significant in the control (Z = −1.262, p = 0.207) nor in the
treatment systems (Z=−0.653, p= 0.513). However, contrary to
expectations, at endline households in control systems perceived
their water as significantly safer than households in treatment
systems (Z = −2.361, p = 0.018). The perception of water safety
was significantly correlated with people treating their water at
household level (rs = 0.184, p < 0.001). The riskier people
perceived the water to be, the higher the likelihood that they
would treat it.

Household Water Treatment and Hand Hygiene
While the percentage of households treating their water increased
significantly in the treatment systems from baseline to endline,
it decreased in the control systems (Table 4). At endline,

TABLE 4 | Percentage of households that reported practicing household water

treatment in the treatment and control systems at baseline and endline, including

comparison from baseline to endline with the Wilcoxon signed-rank test and at

baseline and endline with the Mann-Whitney test.

Practicing household

water treatment

Baseline Endline Wilcoxon signed-rank test

Treatment 52.1% 65.9% Z = −4.364

p < 0.001

Control 48.9% 35.6% Z = −3.159

p = 0.002

Mann-Whitney test Z = −0.681 Z = −6.440

p = 0.496 p < 0.001

The sample size was in treatment system at baseline N = 313, at endline N = 308, and

in control systems at baseline N = 180, at endline N = 179.

significantly more people reported treating their water at
household level within the treatment systems compared to the
control systems. Whereas, at baseline, there was no significant
difference. 93% of the households treating their water used a filter
and 9% boiled their water. 70% of the people treating their water
indicated to do this always, 18% most of the times, 9% rarely and
3% never.

Microbial water quality was correlated with indicators for
safe storage. The presence of a lid on the storage container
correlated negatively with the E. coli concentration at the point of
consumption (rs = −0.103, p = 0.023). Further, the cleanliness
of the storage container correlated negatively with the E. coli
concentration (rs = −0.177, p = 0.035). Meaning that the
presence of a lid and the cleanliness of the storage container were
both associated with lower E. coli concentrations (more details
about water storage in Supplementary Table S7).

We observed at endline that hand hygiene practices were
also improved by the interventions. Besides more households
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having access to hand washing facilities in the treatment systems
at endline (82.7% compared to 70.0% in control systems), the
state of the handwashing facilities was better (87.0% of the
handwashing facilities being in good and clean condition) than
in the control systems (68.8%) (Z = −4.243, p < 0.001).
Additionally, more households served by the treatment systems
(80.3%) had soap available as compared to the control systems,
where less than half of the households (48.0%) had soap at endline
(Z = −6.425, p < 0.001). Furthermore, the number of times
respondents in the treatment group washed their hands daily
(Median = 7) was significantly greater than respondents in the
control group (Median= 6) (Z =−2.097, p= 0.036).

Identifying the Factors Explaining Fecal
Contamination of Drinking Water in the
Household: Regression Analysis
An ordinal logistic regression model was estimated in order
to identify factors associated with fecal contamination of
stored drinking water. The dependent variable was the E.
coli concentration at the point of consumption at endline,
split into ordered risk categories, taking the value of 0 for
samples that were <1 E. coli CFU/100mL (non-detect), 1 for
1–10 E. coli CFU/100mL, 2 for 11–100 E. coli CFU/100mL
and 3 for >100 E. coli CFU/100mL. Bivariate comparisons
(Spearman’s correlation for continuous data and Mann-Whitney
test in case of binary data) between the dependent variable
and its hypothesized explanatory variables were made to
identify significant associations and inform the construction
of a parsimonious model (bivariate test results shown in
Supplementary Table S8). The reduced model is presented in
Table 5 and the full model shown in Supplementary Table S9.
The assumption of no multicollinearity was satisfied. To
check for the assumption for an ordinal logistic regression
of proportional odds, we conducted the test of parallel lines.
With the test being non-significant [χ²(38) = 44.065, p =

0.230], the assumption of proportional odds was satisfied.
The likelihood ratio chi-square test revealed a significant
improvement in fit of the final model relative to the intercept
only model [χ²(19) = 81.719, p < 0.001]. In the Goodness-of-
Fit analysis, the Pearson chi-square test [χ ²(1412) = 1448.68,
p = 0.243] and the deviance test [χ ²(1412) = 1200.52, p
= 1.000] were both non-significant, which suggested a good
model fit.

All else constant, belonging to the treatment scheme,
measured chlorine concentration and the presence of a lid on
the storage container were significant predictors and positively
affected the microbial safety of drinking water at the point of
consumption. The odds ratio (OR) indicated that treatment
systems were associated with decreased odds in E. coli risk
category. Meaning that all else constant, for households receiving
the treatment intervention package, the odds of having unsafe
water are multiplied by 0.538 as compared to those receiving
no intervention (p = 0.002). For those with detectable chlorine,
the odds of having unsafe water are greatly decreased, i.e.,
multiplied by 0.030 as compared to those without chlorine (p
= 0.003). Safe storage, as measured by the presence of a lid on

TABLE 5 | Ordinal logistic regression model of the factors explaining risk of fecal

contamination of stored drinking water (0 for <1 E. coli CFU/100mL, 1 for 1–10

E. coli CFU/100mL, 2 for 11–100 E. coli CFU/100mL, 3 for >100 E. coli

CFU/100mL) at endline, with the odds ratio (OR), Wald statistic, and the level of

significance reported.

Variable OR Wald Sig.

Treatment scheme (yes = 1, no = 0) 0.538 9.930 0.002

Measured chlorine concentration (mg/L) 0.030 8.782 0.003

WASH information received (yes = 1, no = 0) 1.351 2.172 0.141

Practicing household water treatment (yes = 1,

no = 0)

1.317 1.439 0.230

Presence of lid on storage container (yes = 1,

no = 0)

0.641 3.696 0.055

Confidence of functionality in 1 year (5 = very

confident − 1 = not confident at all)

0.755 1.285 0.257

Confidence of problem fixed in 1 week (3 = very

confident − 1 = not confident at all)

1.080 0.174 0.676

Handwashing facilities with soap available (yes = 1,

no = 0)

0.866 0.431 0.512

Hours of water availability (hours) 0.991 0.872 0.350

People in household (number) 1.044 1.289 0.256

Presence of children under 5 years (yes = 1, no = 0) 1.171 0.733 0.392

Monthly expenditure (USD) 1.209 0.218 0.641

Respondent completed primary or higher education

(yes = 1, no = 0)

0.999 1.138 0.286

Toilet clean (yes = 1, no = 0) 0.971 0.020 0.888

Animal in same house overnight (yes = 1, no = 0) 1.332 1.326 0.250

District: Achham 1.234 0.563 0.453

District: Jajarkot 0.526 3.915 0.048

District: Kalikot 0.672 1.602 0.206

District: Surkhet 0.414 7.126 0.008

Quasi-R2 (Nagelkerke) = 0.17

N = 478 (missing: 15)

p-values <0.05 are shown in bold.

the storage container, was associated with decreased odds in E.
coli risk category, although the association was only marginally
significant in the model (p = 0.055). All else constant, for
households having safe water storage, the odds of having unsafe
water are multiplied by 0.641 as compared to those without
safe storage.

Many of the project-associated independent variables were
non-significant predictors of E. coli contamination risk in this
model, such as the reception of WASH information (p = 0.141),
the use of household water treatment (p= 0.230), the confidence
that the water system will be functional in one year (p =

0.257), the confidence that in case of a problem it will be
fixed within 1 week (p = 0.676), the presence of handwashing
facilities with soap (p= 0.512), and the hours of water availability
(p= 0.350).

Contrary to expectations, the majority of the confounders
(i.e., contextual factors and non-project-related factors) were not
significantly associated with E. coli contamination risk. Solely,
being in Surkhet (OR = 0.414, p = 0.008) or in Jajarkot (OR
= 0.526, p = 0.048) were associated with decreased odds in
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E. coli risk category, everything else held constant. Meaning
that the odds of having unsafe water are multiplied by 0.414
for households situated in Surkhet and multiplied by 0.526 for
households situated in Jajarkot as compared to those among the
other districts.

DISCUSSION

This research provides new evidence of the effectiveness of
a combined risk-based water safety intervention for piped
supplies in rural Nepal. It builds on and expands findings from
prior studies by incorporating a broader geographic region to
capture increased variability in households’ and water systems’
characteristics as compared with a previous study at the same
field site (Tosi Robinson et al., 2018). The novel aspect of this
work is the expanded set of outcome measures, in particular
on users’ perceptions and system functionality. Furthermore,
the present study included a longer study period to improve
understanding of intervention longevity and quarterly tracking of
performance indicators using basic sanitary inspections to assess
temporal changes. We followed control communities alongside
the intervention communities to account for potential variation
in study outcomes due to external factors.

Microbial Quality
Our study reveals that chlorination is the only component
of the combined intervention package that leads to a major
improvement in the microbial water quality of collection taps
and household stored water. The E. coli concentration in stored
water containers decreased significantly from baseline to endline
solely among households in treatment communities where free
residual chlorine was detected at the point of consumption.
The effectiveness of other interventions to provide safe water
was relatively lower, possibly due to seasonal effects of the
monsoon causing higher contamination in general. For example,
among all treatment systems, the share of household storage
containers meeting WHO guidelines for microbial safety (<1
CFU/100mL) increased modestly from 11% at baseline to 20%
at endline. In the control systems, by contrast, we observed an
increasing trend in the E. coli contamination of drinking water
supplies over time. It’s notable that during the rainy season fecal
contamination can be mobilized and therefore cause degradation
of the microbial water quality of surface and groundwater
(Johnson et al., 2010). Therefore, it is plausible that the broader
intervention package, while not dramatically improving water
quality from baseline levels if chlorination was absent, still
prevented increased contamination due to the seasonalmonsoon.
However, water safety interventions should ensure year-round
availability of safe water.

Collection taps with measurable chlorine concentration had
no detectable E. coli.Despite chlorination successfully improving
microbial water quality at the tap, a general trend among all
systems of water quality deteriorating from the tap to the point
of consumption was observed. This deterioration is in line with
previous studies (Kumpel and Nelson, 2013; Shields et al., 2015),
which conclude that unsafe storage and handling practices can

lead to recontamination of the drinking water (Shields et al.,
2015).

Finally, we found a negative correlation between the hours
of water availability and the E. coli concentration. Hence, more
hours of water availability were associated with lower E. coli
concentration. Previous studies have shown that intermittent
water supply systems have higher E. coli concentrations, with
greater frequency, at the tap compared to continuous water
supply (Kumpel and Nelson, 2013). Although water storage
can be reduced through continuous water supply, households
served by continuous systems in our study site still did not
avoid all storage, which is in line with previous studies (Kumpel
and Nelson, 2013). Consequently, a continuous water supply
system does not guarantee prevention of recontamination due to
unsafe storage. This further supports the use of chlorination as it
reduces recontamination.

Chlorination
Chlorination is only effective when applied in appropriate
doses (WHO, 2017b). The number of systems that manual
chlorination was successfully implemented within was lower
than planned by the research team. This underlines that proper
implementation of chlorination in remote rural settings includes
various technical and capacity challenges. Besides the substantial
time burden of manual chlorination, correct dosing in order
to reach the appropriate chlorine concentration at the point of
consumption, with minimal disinfection by-products, requires
technical skills and regular verification monitoring. The lack
of proper equipment, insufficient chlorine supply, and limited
operator training might have been additional hindering factors
for the uptake of regular manual chlorination at system scale
among the systems included in this study. To amend this
capacity shortage, we recommend closer or more continuous
supervision of village maintenance workers, including regular
training opportunities (Ferrero et al., 2019) and strengthening of
local laboratories for operational monitoring (Diener et al., 2017;
Peletz et al., 2018).

This study has not confirmed previous research on people
refusing chlorination as a water treatment method due to the
taste (Crider et al., 2018). Taste and odor have been shown to be
key factors influencing the acceptance of drinking water (Francis
et al., 2015). In contrast to the results of similar studies carried
out in this area (Crider et al., 2018), the perception of taste
of the drinking water did not differ significantly between the
systems with and without chlorination. However, according to
the WHO drinking water quality guidelines, people are able to
taste or smell chlorine at levels as low as 0.3 mg/L (WHO, 2017b)
and in other studies people detected the taste at levels of 0.7
mg/L (Crider et al., 2018). In our measurements, we did not
havemany samples above these thresholds, potentially explaining
the general acceptance of chlorinated water among households
receiving this intervention.

Users’ Perception
Our results indicate that the study interventions had a
considerable and counterintuitive influence on users’ perceptions
of the safety of their drinking water. Water in the control systems
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was perceived as safer than in the treatment systems, despite
measured fecal contamination levels indicating the opposite. This
might be due to the fact that among the treatment systems people
received more information on water treatment and hygiene,
which potentially increased the awareness of risks linked to
water contamination. In addition, regular monitoring among the
treatment systems may have had an impact on the perception
of water safety. According to Trent et al. (2018), providing a
household with specific information about drinking water quality
can cause behavior change and improve microbial drinking water
quality (Trent et al., 2018).

Our study also reveals a positive correlation between the
perception of water safety and the use of household water
treatment technologies. As mentioned above, greater awareness
the water contamination could have been a reason for people
perceiving the water as more potentially harmful. This might
have led them to treat their water in their household. The
aforementioned is in line with previous studies, which showed
that households’ perception of their own water quality being low,
and therefore presenting a health risk, is the most important
precursor for the adoption of household water treatment
(Daniel et al., 2018). However, household water treatment
does not necessarily improve water quality, due to inadequate
handling practice or the treatment products being of bad quality
(Meierhofer et al., 2018). Therefore, interventions may have
caused an increase in the perception of water safety associated
with the use of household water treatment, which did not
necessarily translate into a positive impact on water quality.

The interventions were correlated with higher user
satisfaction with the water system and the water source
being more available when needed. However, this stands in
contrast to the reported hours of water availability, which was
higher in the control systems than in the treatment systems. But,
as the hours of water availability were not assessed at baseline, we
do not know howmany hours of water availability they had prior
to the interventions. It is possible that the interventions may have
led operators to be more prudent about opening hours, resulting
in lower but more targeted availability. At the same time, there
were less reported interruptions in the treatment systems. This
is another possible explanation for the higher satisfaction and
availability when needed among the treatment systems.

System Functionality
This study reveals that the interventions presumably increased
households’ rated current functionality of the system and their
confidence that the system will be functional in 1 year. Apart
from the sanitary inspections indicating more dysfunctional
taps in the control systems, the systems with interventions
showed a better rated functionality of the water system.
Furthermore, we observed an increase in people reporting
that the source was functioning well from baseline to endline
among the treatment systems, compared with no change in the
control systems. Higher water availability due to the monsoon
could explain favorable effects on the rated functionality and
satisfaction during this season. At the same time, increased
surface runoff due to the monsoon can mobilize organic and
inorganic matter and therefore cause turbidity (Brasington and

Richards, 2000). The turbidity potentially affected the rated
system functionality and satisfaction negatively. However, in
the treatment systems, roughing sand filters were installed as
part of the interventions, which can effectively reduce turbidity
throughout the distribution system (Hashimoto et al., 2019).
Hence, they could have caused the water to be less turbid
during monsoon compared to other years and therefore be a
reason for higher satisfaction and better rated functionality in the
treatment systems.

According to the results, the combined intervention
potentially prevented interruptions. The reported interruptions
that lasted longer than 1 week in the control systems were higher
at endline than at baseline. However, the proportion of people
reporting such interruptions did not change significantly from
baseline to endline within the treatment systems. Hence, the
interventions either prevented interruptions from occurring or
any interruptions could be fixed faster among the treatment
systems. At the same time, among all systems we observed a
decrease from baseline to endline in users’ confidence that a
problem could be fixed within 1 week. It is difficult to interpret
a clear reason for this finding. Potentially the monsoon caused
problems (e.g., landslides or impassable roads) that were
insurmountable within a short time period. In summary, results
indicate that the water safety interventions reduced the number
of interruptions, potentially due to infrastructure improvements
and better trained village maintenance workers.

Limitations
It is plausible that a number of aspects of the study design may
limit our interpretation of the results obtained. First, the baseline
and endline data collection were not conducted during the same
season. The baseline data collection took place during the dry
season and the endline after monsoon. Hence, seasonal effects
likely influenced study outcomes across both treatment and
control groups. Rainfall prior to endline data collection increased
water availability, which could have caused increased levels
of contamination due to mobilized fecal contaminants. Thus,
seasonality could be responsible for differences not only in water
quality but also in users’ perception and system functionality
(Kumpel et al., 2017).

We note also that correct application of system-chlorination
was scarce at our study site. At endline, there were only two
systems with measurable chlorine concentration at the point of
consumption. Future research at this and similar field sites should
aim to include more systems with correctly applied chlorination
at the system level.

E. coli is sensitive and accordingly has some limitations as an
indicator bacterium. They might not survive as long as certain
pathogens, such as cryptosporidium, especially after exposure to
chlorine (WHO, 2017b). The results reported here may therefore
overstate the actual risk reductions of drinking chlorinated
water. Furthermore, the data for many E. coli samples were
censored since their concentrations were at the upper and lower
detection limits. The inclusion of discrete values in continuously
distributed microbial data may bias the results of statistical
analyses (Chik et al., 2018).
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CONCLUSION

The evidence from this study implies that chlorination led
to a dramatic decrease of fecal contamination in drinking
water at the point of consumption, while no other intervention
was as effective. However, the number of systems across
the study site where chlorination was correctly applied was
limited. As compared to chlorination, the effectiveness of
other interventions was relatively low, which may have been
due to higher contamination brought about by the monsoon.
Future research should prioritize interventions that effectively
counteract the seasonal effects of the monsoon in Nepal
to achieve consistent safety and availability of safe water.
Additionally, the interventions increased households’ awareness
of water contamination issues, which in turn appeared to
motivate the uptake of household water treatment methods. In
addition, the interventions achieved higher general satisfaction
and better rated functionality among the households enrolled
in this study. As our research highlights the effectiveness of
chlorination in ensuring acceptable drinking water quality, for
future studies we would encourage more broadly applying
chlorination methods at system level.
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analytics research
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Floods are among the most destructive natural hazards that a�ect millions of

people across the world leading to severe loss of life and damage to properties,

critical infrastructure, and the environment. The combination of artificial

intelligence (AI), big data, and the Internet of Things (IoTs), has the potential to

more accurately predict these extreme events and accelerate the convergence

of advanced techniques for flood analytics research. This convergence—so

called the Artificial Intelligence of Things (AIoT)—is transformational for both

technologies and science-based decision making since AI adds value to IoT

through interpretable machine learning (ML) while IoT leverages the power

of AI via connectivity and data intelligence. The aim of this research is to

discuss the workflow of a Flood Analytics Information System (FAIS; version

4.00) as an example of AIoT prototype to advance and drive the next generation

of flood informatics systems. FAIS integrates crowd intelligence, ML, and

natural language processing (NLP) to provide flood warning with the aim of

improving flood situational awareness and risk assessments. Various image

processing algorithms, i.e., Convolutional Neural Networks (CNNs), were also

integrated with the FAIS prototype for image label detection, and floodwater

level and inundation areas calculation. The prototype successfully identifies

a dynamic set of at-risk locations/communities using the USGS river gauge

height readings and geotagged tweets intersected with watershed boundary.

The list of prioritized locations can be updated, as the river monitoring

system and condition change over time (typically every 15min). The prototype

also performs flood frequency analysis (FFA) by fitting multiple probability

distributions to the annual flood peak rates and calculates the uncertainty

associated with the model. FAIS was operationally tested (beta-tested) during

multiple hurricane driven floods in the US and was recently released as a

national-scale flood data analytics pipeline.

KEYWORDS

artificial intelligence of things, flood analytics information system, at-risk locations,

flood image processing, convolutional neural networks
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Introduction

The combination of Internet of Things (IoTs), the big

data it creates, and the ability to use it via Artificial

Intelligence (AI) is at a tipping point where significant

changes, transformation, and innovation are poised to take

place (e.g., Samadi and Pally, 2021). This convergence-so called

Artificial Intelligence of Things (AIoT)—has made possible the

development of many intelligent and context-awareness systems

which are able to efficiently monitor and model environmental

systems and provide timely and more accurate forecasts and

decisions. The application of AIoT empowers a systematic

study of domain-inspired architectures to answer fundamental

questions and enable data-driven discovery and problem solving

(Donratanapat et al., 2020). Indeed, AIoT creates intelligent

connected systems to collect and transmit data from multiple

sources–supporting the “learning” process involved in training

AI to assist with decision making. This leads to interoperable

networks and systems that are becoming increasingly more

capable of solving real-time forecasting problems across scales.

AIoT also improves the contextually aware decision-making

process for resolving complex flood operational decisions

enabling the use of machine intelligence to be implemented

more efficiently in real-time. In flood studies, AIoT can provide

insights from both big data and AI to further enhance real-

time forecasts and improve the capabilities of early warning

systems. However, AIoT brings with it the burden of developing

custom interfaces and handling huge amounts of structured

and unstructured data. In flood analytics research, modeling

surface runoff requires linking attributes across river networks,

to hierarchically nested sub-basins and river reaches at multiple

scales. Further, the data characteristics of flood modeling

problems have also grown from static to dynamic and spatio-

temporal, and centralized to distributed, and grow in both

scope and size. The effective integration of big data for flood

forecasting decision-making also requires the advances of data

mining and analytics systems.

To tackle these challenges, many data providers such as

the US Geological Survey (USGS) and the National Weather

Service (NWS) focused on building application programming

interfaces (APIs) to ease data management strategies and deliver

data services via a network connection. Providing information

and services through Web APIs supports interoperability and

openness, and eases access to the data. The ability of APIs to

stream the data and extract valuable attributes for real-time

decision making added an entirely new dimension to flood

forecasting research. When embedded within an AIoT system,

API ensures interoperability between all connected components

to optimize processes and extract valuable insights from big data

provided by the connected IoT devices.

In the past few years, the use of APIs for extracting flood

images and data produced via social media and river cameras

in the context of flood crises has opened a new avenue and

opportunities for developing new AIoT systems. The potential

of AIoT for providing connectivity between IoTs and big data

along with high-speed data transfer capabilities can be used to

implement real time image processing and machine learning

(ML) systems for flood studies. Both image processing and ML

algorithms are powerful methods of image data exploration

that can be embedded with river cameras for monitoring

flood conditions (Donratanapat et al., 2020). Recently, image

processing and ML algorithms have been used to label time

lapse camera imagery, crowdsourcing and tabular data, and user

generated texts and photos to extract road flooding condition

and inundation extend (De Albuquerque et al., 2015; Starkey

et al., 2017; Feng and Sester, 2018). In addition, ML algorithms

such as natural language processing (NLP) have been used to

extract and analyze social media geodata and provide actionable

intelligence for real-time flood assessment. In many flood

situations, big data from other sources such as USGS, NWS,

National Hurricane Center (NHC), in situ sensors, existing

authoritative geographic data, etc. are also available which can

profitably be leveraged upon in order tomake the real-time flood

situational assessment more efficient and successful.

Despite the importance of using AIoT in flood related

research, few studies have focused on its application in flood

monitoring and modeling approaches. For example, Demir

et al. (2018) investigated a web-based platform- the Iowa

Flood Information System (IFIS)- as the next-generation

decision support systems for flood studies. IFIS provides

real-time information on streams and weather conditions

that incorporates advanced rainfall-runoff models for flood

prediction and mapping. Fries and Kerkez (2018) used water

level sensors across the state of Iowa and outputs from the

National Water Model (NWM) to dynamically map large-

scale models to site-scale forecasts for flood warnings. In

a consequence, Barker and Macleod (2019) developed a

prototype as a real-time social geodata pipeline for flood data

collection and visualization across Scotland. Ning et el. (2019)

implemented a prototype system to screen flooding photos

driven from social media for Hurricanes Harvey (August 2017)

and Florence (September 2018) using Convolutional Neural

Networks (CNNs) algorithms. Their analysis revealed that

CNNs on average can detect 46% to 95% of flood objects in

an image.

This study aims to discuss the workflow of a Flood Analytics

Information System (FAIS version 4.00; Donratanapat et al.,

2020) as an example of AIoT system. FAIS can be utilized

for real-time flood data analytics and situational awareness

as well as post flood impact assessment. FAIS workflow

includes collecting and visualizing data from various sources,

analyzing the potential at risk areas to flooding using Twitter

geotagged data, providing image-based data analytics models

for floodwater depth and inundation area calculation, as well as

flood frequency analysis (FFA) for the USGS gauging stations.

FAIS proved to be a robust and user-friendly tool for both
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real-time and post-event analysis of flooding at regional scale

that could help stakeholders for rapid assessment of real-time

flood situation and damages.

This paper is intended for researchers and developers

engaged in the areas of AIoT and software development in

flood related research and is organized as follows. Section

Methodologies discusses different components of an AIoT

system followed by a discussion on multiple algorithms used in

the FAIS workflow design. Section Application presents FAIS

implementation results including data collection, at-risk area

calculation, data analytics and FFA. Finally, the conclusions and

future work of this study is presented in Section Discussion and

Future Works.

Methodologies

In this section, a general approach about AIoT system

is presented along with the algorithms used to design the

FAIS workflow.

Components of the AIoT system

Three main components of an AIoT system including IoT

data analytics system, APIs, and AI/ML systems are explained.

As shown in Figure 1, having the capability to monitor and

collect real-time data through IoT devices can provide a solution

for flood forecasting process and decision making. With an

AIoT, AI is embedded into infrastructure components, such

as programs and data analytics, all interconnected with IoT

networks. APIs are then used to extend interoperability between

components at the device level, software level, and platform

level. In this way, AIoT acts as software-as-a-service (SaaS) to

collect and analyze the data and provide timely assessment. SaaS

enables data and model provision as a service and provides

controlled access to data through APIs. Each component of

AIoT is discussed briefly below.

IoT analytics systems

Devices and technology connected over the IoT can

monitor and measure big data in real time. These data

can offer valuable insights to simulate flooding events across

large drainage system. Around 80% of big data are image-

based data (Donratanapat et al., 2020) that can be collected

through IoT sensors and commercial devices such as the USGS

river cameras, Department of Transportation (DOT) traffic

monitoring devices, and weather tracking systems. The data can

then be transmitted, saved, and retrieved at any time. The huge

amount of data that IoT sensors and devices generate must be

processed before the information can be used in flood related

studies. However, because the data often come in different

formats, there are several steps that users must take before

processing or applying any type of analytics to the real-time data.

These steps are:

1. Standardize or transform the data to a uniform

format, ensuring that format is compatible with flood

forecasting models.

2. Store or create a backup of the newly transformed format.

3. Filter any repetitive, outdated, or unwanted data to help

improve forecast accuracy.

4. Integrate additional structured (or unstructured) data

from other sources to help enrich flood data sets.

Flood related dataset can greatly benefit from several types

of data analytics procedures including (i) Time series analytics

which are based on time-based data, and data are analyzed

to reveal any anomalies, patterns, or trends, (ii) Streaming

analytics, referred to as event stream processing, facilitates the

analysis of massive “in-motion” datasets necessary for real-

time streaming and forecasting, and (iii) Spatial analytics which

can be used to analyze location-based dataset to reveal various

geographic patterns, determining any type of spatial relationship

between various parameters in flood forecasting. The best

example of spatial analytics is using geospatial patterns and data

to track and map flood inundation areas in real-time.

Application programming interface

The inherent programmability and the extended use of

open APIs enable innovation in areas related to monitoring,

modeling, and overall operational management of flood

forecasting research. APIs are used by modelers/developers

for implementing various features in flood modeling tools.

Developers simply use an API call within their software to

implement complex features and interact one piece of code

with other portions. The goal is not only to collect real-time

flood dataset, but also to monitor and forecast these extreme

events. To perform any flood modeling and analytics study,

a data retrieval approach is required to collect data from

various sources before modeling set up. The interfaces of these

application programs convey data in the form of Web Feeds,

such as Really Simple Syndication (RSS), Web Services and

Screen Scraping. Many APIs can be accessed over the Web

using the HTTP protocol based on RESTFUL or Streaming

services. Web API can be used in a web server or a web

browser. The speedy collection and transmission offered by

various APIs provided a seamless data integration within any

AIoT system.

AI systems

AI and its sub fields, machine learning and deep

learning approaches, have been recently used to solve many

Frontiers inWater 03 frontiersin.org

114

https://doi.org/10.3389/frwa.2022.786040
https://www.frontiersin.org/journals/water
https://www.frontiersin.org


Samadi 10.3389/frwa.2022.786040

FIGURE 1

Di�erent components of an AIoT system.

environmental related modeling problems. These intelligent

systems provide new possibilities for flood studies as more

data becomes available and computing power increases. New

advances in these intelligent systems provide new methods to

simulate time series data (see Samadi et al., 2021) as well as

image-based data (Pally and Samadi, 2022). Among many AI

algorithms, deep learning methods have been recently applied to

flood analytics research such as flood image label detection and

recognition. In flood image processing research, deep learning

methods such as CNNs can be used to extract visual information

from images. CNNs are formed by layers of convolutional

filters, fully connected layers, and non-linear operations (Pally

and Samadi, 2022). Typically, the first layers contain filters that

detect simple features like edges or color, while filters in deeper

layers detect more complex features (e.g., complex shapes,

objects, etc.).

FAIS structure

FAIS is an example of AIoT application for flood analytics

research. The prototype is inspired by the needs to assess

the impacts of successive hurricane events in the south and

southeast United States. Given the massive amount of data,

an automated big data and crowd sourced information system

is needed to collect real-time data and create a map-based

dashboard to better determine at-risk locations to flooding.

These needs and discussion along with existing difficulties in

gathering massive data across various Web services provided a

comprehensive roadmap for the FAIS development.

FAIS is designed as both a Python package as well as

a Web Python platform to collect the data during historical

and real-time flood events and visualize impacted areas. FAIS

uses IoTs-APIs and various machine learning approaches for

transmitting, processing, and loading big data through which

the application gathers information from various data servers

and replicates it to a data warehouse (IBM database service).

Users are allowed to directly stream and download flood related

images/videos from the USGS and DOT and save the data on a

local storage. The outcomes of river measurement, imagery, and

tabular data are displayed on a web based remote dashboard and

the information can be plotted in real-time. Several tools and

algorithms are integrated within the FAIS application that are

discussed below:
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Data analytics approaches

To perform data analytics approaches, a new Python package

called “FloodImageClassifier” was developed and integrated

within the FAIS application for flood image annotation

and classification. “FloodImageClassifier” uses various deep

learning algorithms (i.e., CNNs) for flood image labeling,

inundation area calculation, and flood level classification.

Several CNN algorithms such as YOLOv3 (You look only once

version 3; Redmon et al., 2016), Fast R-CNN (Region-based

CNN; Girshick, 2015), Mask R-CNN (He et al., 2017), and

SSD MobileNet (Single Shot MultiBox Detector MobileNet;

Liu et al., 2016) were developed and integrated within

“FloodImageClassifier” to detect flood labels and estimate

floodwater depth. These algorithms encapsulate CNNs in an

API to classify images into some categories and assign them

sensible labels and scores. MAP (Mean Average Precision) index

was used to determine the performance of object detection

approaches which is a popular performance metric to evaluate

algorithms that involve predicting the object location as well

as classifying the probability of occurrence. MAP evaluates

the correctness of bounding box prediction using a metric

called Intersection over union (IoU). IoU is a ratio between

the intersection and the union of the predicted boxes, and

the ground truth boxes. Canny edge detection and aspect

ratio concept (see Canny, 1986) were then programmed in the

package for floodwater level estimation and risk classification.

These approaches were performed in order to detect the

edges of the water surface as they calculated the surface

areas of water which in turn were used to determine the

water level.

CNNs algorithms include non-linear approaches for label

detection and segmentation such as Rectified Linear Unit

(ReLU), a layer that outputs the positive part of the input, and

Max-pooling, a layer that performs a non-linear down-sampling.

Typically, CNNs include fully connected layers that apply a set

of linear and non-linear operations to the extracted features

and output a set of probabilities for each class. The multiple

layers contain weights and parameters that are learned from

training samples using backpropagation and gradient-based

optimization methods such as Stochastic Gradient Descent

(SGD) or Adaptive Moment Estimation (Adam; Kingma and

Ba, 2014). “FloodImageClassifier” package uses “keras” deep

learning library to build the CNNs classifier. A schematic figure

of developed CNNs is illustrated in Figure 2 that consists of the

following layers:

Input layer: The first layer of the CNN is the input layer

which takes an image as input, resizes the image and passes the

image to the next layer for feature extraction.

Convolutional layers: Three convolutional layers were

designed in the model to apply small filters on each part of the

image, match the feature points within the image and extract

features from the image.

Pooling layer: The extracted features are passed onto the

pooling layer, which helps in reducing the special dimensions by

shrinking the images down while preserving the most important

information within them. It picks the highest values from each

region that is retained the best fits for each feature within

that region.

Rectified linear unit layer: This layer normalizes

the pooling layer obtained values by replacing the

negative values with zeros to help the CNN stay

mathematically stable.

Fully connected layers: This is the final layer which takes

the filtered images as input and then divides them into categories

along with their respective labels and scores.

Based on the CNN structure presented in Figure 2, four

CNN algorithms including YOLOv3, Fast R-CNN, Mask R-

CNN, and SSD MobileNet were developed and integrated

FIGURE 2

The architecture of floodimageclassifier package. Features within the red dash line reflect pooling layers while the features within the blue dash

line represent the connected layers.
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within the FAIS application. Canny edge detection and

aspect ratio concept were also programmed in the package

to calculate floodwater level and risk classification. Readers

are referred to Girshick (2015), Redmon et al. (2016), He

et al. (2017), and Liu et al. (2016) for more information on

these algorithms.

FAIS APIs

FAIS was initially developed as a python package targeting

two sources of data i.e., USGS and Twitter. The package

was then transferred to a web Python platform to collect

the data during historical and real-time events and visualize

flooding impacts. USGS collects and stores multiple water data

including river flow data (flood, streamflow, gauge heights,

etc.), water quality, ground water levels, and precipitation at

defined gauging stations which are strategically placed at the

outlets of rivers and lakes. These placements allow the USGS

to correctly monitor and collect the data and compute several

statistical indices related to the river flow across the nation.

USGS provides two different types of flow data including real-

time and historical records based on date and time. FAIS uses

the USGS API to document the available service endpoints

and leverage the various water data sources. Readers are

referred to Donratanapat et al. (2020) for more information

on the USGS API development and implementation for the

FAIS application.

FAIS also gathers social media data through Streaming and

Search APIs. The increasing interaction of federal agencies

with social media during the flood crisis has shown that

social media platforms are important tools to assess flood

situations in real-time. Twitter, one of the biggest social

media platforms, contains many fast-paced real-time data

and a wide range of historical information regarding news

and events that occur in the local and global scales. Being

a famous social media, local residents, and government

agencies use Twitter to provide information during catastrophic

events. For example, during Hurricane Florence (2018), many

residents in SC tweeted real-time information about the

local damage, road closure and shelter information. The

government agencies such as NWS, NHC, SCDOT, and USGS

also used Twitter to provide updates about the damaged

infrastructure, emergency situations, and resources in real-time

and during post-event. These data are valuable because they can

provide location specific information about flooding conditions

in real-time.

FAIS application collects tweets using two different

approaches, i.e., Search and Streaming APIs. These two

approaches are based on two use cases of the applications

which are historical data gathering as well as streaming/real-

time data collection. Search API is more suited to singular

and specific queries of tweets, whereas the Streaming API

provides a real-time stream of tweets. The Tweepy Python

package is first integrated within the FAIS application

and implemented for accessing and collecting the Twitter data.

Twitter developer account was then used to access Token, Token

Secret, Consumer Key, and Consumer Secret to manipulate

Twitter functionalities.

In addition, a bot software was developed and integrated

into the FAIS prototype as part of real time crowd intelligence

mechanism for Twitter data gathering. The developed Twitter

bot allows users to monitor every tweet and automates all

or part of Twitter activities. Specifically, the developed bot

(see Figure 3) allows the user to query tweets from Twitter

by a specific user and/or keyword using both Search and

Streaming APIs. A reusable Python module or a module

configure was created that contains logic steps for implementing

the bot functionalities. This module reads the authentication

credentials from environment variables and creates the Tweepy

API object. The bot reads the credentials from four environment

variables including CONSUMER_KEY, CONSUMER_SECRET,

ACCESS_TOKEN, and ACCESS_TOKEN_SECRET. After

reading the environment variables, the bot creates the

Tweetpy authentication object that eventually can be used

to create an API object. The administrator can choose to

activate or deactivate the bot and change the keywords for

Streaming purposes. FAIS Twitter bot contains three main

components notably:

1. Twitter Client: This component communicates with the

Twitter API and authenticates the connection to use

its functionality. Twitter Client also hosts a function

called tweets_listener, that continuously stream tweets and

search for the matched keywords. Once tweets_listener

finds the match it will then communicate to the other

two components.

2. Tweet Analyzer: It analyzes the tweets and gives the result

a score after a match is found.

3. Twitter Streamer: This module streams tweets from pre-

specified eight keywords, analyzes the data, and organizes

them into a data frame. The collected tweets then store

in a MongoDB database and display on the FAIS Twitter

Streaming section as tabular data. The workflow explaining

how the bot gathers real time tweets using the Twitter bot

is illustrated in Figure 3.

Flood frequency analysis approach

FAIS provides frequency analysis to estimate extreme flood

quantiles that combines elements of observational analysis,

stochastic probability distribution and design return periods.

FFA techniques predict how flow values corresponding to

specific return periods or probabilities along a river could change

over different design periods. FFA can be used to estimate

the design flow values corresponding to specific return periods

for designing structures such as dams, bridges, culverts, levees,
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FIGURE 3

The workflow of Twitter APIs and Twitter bot designed in the FAIS application.

highways, sewage disposal plants, waterworks, and industrial

buildings. FFA is useful in providing a measurement parameter

to assess the damage corresponding to specific flow during

flooding event. Accurate estimation of flood frequency not

only helps engineers in designing safe infrastructure but also

in protection against economic losses due to maintenance

of structures. FAIS uses several Python packages such as

“scipy.stats” (Bell et al., 2021) and “reliability” (Reid, 2021) to

retrieve annual peak flow rates for provided years and calculate

distribution parameters to create frequency distribution graphs.

The tool fits various probability distributions including Normal,

Lognormal, Gamma, Gumbel, Pearson Type III, Weibull,

and Loglogistic distributions. These distributions and their

probability density functions, and mathematical formulations

are presented in Table 1. However, the accuracy of FFA

estimates may vary using different probability distributions.

Hydrologists typically recommend using Pearson Type III, but

other distributions such as Gumbel function can be also used

for a river system with less regulation and less significant

reservoir operations, diversions, or urbanization effects. It is

also important to quantify the precision of estimates, so the

tool calculates flood frequencies within 95% confidence interval

and provides the accuracy of the calculation. A 95% confidence

level indicates that the interval between lower bound and upper

bound contains the true value of the population parameter

(flood data).

The usual domains for these seven distributions are

the whole real line for the normal density functions and

values larger than ε for the Pearson Type III density

function, which can, in principle, be any real number. The

Pearson type III distribution has been adopted in many

FFA assessment as the standard distribution because of its

better fit and performance (Sumioka et al., 1997). If ε =

0, then Pearson type III distribution reduces to the gamma

distribution. The default estimation parameter method for

these distributions is maximum likelihood estimation (MLE),

although other approaches such as least-squares, weighted

moments, linear moments, and entropy to compute parameter

values are also used in the prototype. Readers are referred to

Vogel et al. (1993) and Singh (1996) for more information

on the probability distributions for FFA and parameter

estimation methods.
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TABLE 1 Probability distributions and their density functions used in the FFA section of FAIS application.

Distribution PDF Assumption Domain

Gamma xα−1

βαŴ(α)
e−

x
β α > 0,β > 0 x > 0

Normal 1

σ
√
2π

e−
1
2 (

x−µ

σ
)
2

µ = 0, σ = 1 xǫ(−∞,+∞)

Log-normal 1√
2πσx

e−
1
2 (

log(x)−µ

σ
)
2

α > 0 x > 0

Weibull αxα−1

βα e−( x
β
)α

α > 0, β > 0 x > 0

Pearson type III 1
Ŵ(α)β

( x−ε

β
)
α−1

e−
x−ǫ

β α > 0, β > 0 x > eε

Gumbel 1
β
exp [ x−α

β
− exp

(

x−α

β

)

] −∞ ≤ x ≤ ∞ α = 0, β = 1

Loglogistic αxα−1

βα [1+ x
β
]2

α > 0, β > 0 0 ≤ π < +∞

Application

FAIS implementation

Different components of the FAIS prototype were

implemented for collecting data and assessing flood risk

and identifying at-risk areas to flooding in real-time. These

executions are explained below.

USGS data gathering

FAIS uses USGS APIs for real-time and historical data

collection as well as images collection from the USGS river

cameras. Users can collect real time and historical discharge (cfs)

and gauge height (ft) data and display the gauge geolocation

using the FAIS visualization dashboard. A summary of data

including maximum gauge height, latitude, longitude, and

elevation can also be retrieved on the map dashboard by clicking

on each USGS station. Gathering USGS historical data involves

selecting the target state, the interested station, and the date.

After the query criteria is entered, FAIS creates a request URL

and sends it to the USGS server for collecting the data. The

prototype displays the data as “Table View” as well as “Map

View” and plots the results (see Figures 4–6). Users can also

upload a .csv format file of all the collected data that contains

station name, ID, latitude, longitude, discharge, gauge height,

and the USGS original URL. The prototype also gathers the

USGS flow data through HydroShare Web services (results

not shown here). It uses HydroShare Representational State

Transfer (REST) API to access the data through the Web user

interface programmatically.

Flood risk assessment using Twitter geotagged
data

During flooding events, citizens use Twitter to share flood

information such as damages, road closure, shelter information,

etc. Government agencies such as NWS, NHC, DOT, and

USGS also use Twitter to disseminate data and updates

about flooding conditions, damaged infrastructure, emergency

situations, evacuation route, and other resources. A tweet can

provide a variety of information, such as text, images, videos,

audio, and additional links. In addition, there is also a significant

number of metadata that is attached to each tweet. This

metadata includes information regarding geolocation (either

a place name or coordinates), the author’s name, a defined

location, a timestamp of the moment the tweet was sent or

retweeted, the number of retweets, the number of favorites, a list

of hashtags, a list of links, etc. This information is valuable and

has the potential to provide reliable information and actionable

intelligence when attempting to extract tweets and use themto

assess flood situations.

FAIS uses NLP to cleanse, filter, and group flood related

tweets including tweet geolocation information, related images,

etc. To accomplish this need, a Twitter Streaming bot (functions

on both iOS and Mac) was developed and deployed at

Heroku cloud platform outside of the application access

which is controlled by the Heroku User Interface. Heroku

is a cloud platform as a service (PaaS) that enables system-

level supervision and coordination of Twitter APIs, crowd

sourced data, and tweets. Twitter bot automates tweet gathering

and continuously cleans and monitors all Twitter activities

during real time implementation. During a real-time flooding

event, the bot gets notification when new content, such

as tweets that match certain criteria (keywords) is created.

Overall, eight keywords including “Flood Damage,” “Road

Closure,” “Emergency Management and Response,” “Flooded

Neighborhood,” “Infrastructure Damage,” “Evacuation Route,”

“Shelter and Rescue,” and “Storm Surge” are incorporated into

the Twitter data gathering section.

FAIS was used to identify at-risk areas to flooding during

Hurricane Laura. Hurricane Laura was a deadly and destructive

category 4 hurricane that made landfall in the U.S. state of

Louisiana (LA) in August 2020. While impacted many countries

and people on its path, Laura prompted many warnings and

watches across LA coastal communities. Early on August 27,

Laura made landfall near peak intensity on Cameron, LA and

was recorded as the tenth-strongest U.S. hurricane that made

landfall by wind speed on record. When Laura approached LA,

FAIS application was used to constantly stream the tweets and
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FIGURE 4

USGS real-time flood data gathering interface. Users can download a .csv file of the data and visit the original data sources at the USGS portal.

FIGURE 5

Map view interface of the USGS flood gauges. A summary of data for each gauging station can be retrieved from Map View section.
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FIGURE 6

USGS historical flood data collection and visualization interface. Users can display the data for any state and any USGS station by selecting the

state and USGS gauging station. A .csv format file of the data can be also downloaded directly from the interface.

identify at-risk areas to flooding. Georeferenced tweets were

gathered and filtered by eight keywords (mentioned above) and

queries across the shortlisted areas in LA. The retrieved tweets

were then used to intersect a maximum of seven locations with

the USGS peak flood rates and watershed boundary. Geotagged

tweets coordinates considered as a center-point for ∼16 km

wide square boxes. This size is arbitrarily chosen to cover the

areas nearby to each gauge. These seven at-risk locations were

monitored during Hurricane Laura for any updated tweets

whose geotag intersected a bounding box, which constituted a

“match.” The retrieved tweets were then stored in a MangoDB

database which is widely used as an open-source database to

store JSON format files. Due to the size of queried data, the

Twitter bot filtered the data (>95% of uninterested/mismatched

tweets) and only kept those flood related tweets that match

the eight keywords mentioned above along with the text,

geolocation, author ID, and date.

To identify at-risk locations, FAIS first cycles through a set

of USGS web addresses to find river gauge height readings,

parsing these flat files using Python web scraping technique and

obtaining all the latest river levels. Each river level reading is

compared with its respective long term cached average level to

identify the highest relative river levels in real-time. The highest

river level will then be intersected with watershed polygons as

well as geotagged tweets (filtered by Streaming bot) to identify

flooded locations in real-time. To update at-risk locations in

real-time, a shell script in Python runs on a local computer

server, the script is reset every 3 h to update at-risk areas to

flooding from the latest national and environmental data sources

as well as geotagged data. A period of 15min was initially chosen

as the intended trade-off between tracking the latest at-risk

location forecasts. API updates can be varied between 15min to

several hours but based on real-time testing the period extended

to 3 h to allow some reaction time from those areas on Twitter.

However, the choice of time period depends solely on the project

requirements as well as the flooding impact and severity. During

Hurricane Laura, the time between a tweet appeared online

and visually plotted in the FAIS as being potentially relevant

(in terms of location and content) was in the order of few

seconds to 2min, thereby this rapid analysis could provide an

early information channel to the stakeholders for emergency

management, asset allocation and rescue plan. A web-based

console and a visualization tool—GeoJSONLint13—are used in

the FAIS application to view results and inspect the polygons.
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In addition, the prototype was operationally tested during

Hurricane Dorian (September 04-06, 2019) in the Carolinas and

georeferenced tweets were also gathered in real-time to identify

at-risk locations to flooding (see Donratanapat et al., 2020). A list

of real-time tweets is presented in Table 2. The tweets were then

used to intersect with the USGS gauging stations and watershed

boundary to identify at-risk areas (see Figure 7).

Big data analytics

Data analytics section of the FAIS application uses

“FloodImageClassification” package for flood image labeling,

inundation area calculation, and flood level classification.

Four CNN algorithms such as YOLOv3, Fast R-CNN, Mask

R-CNN, and SSD MobileNet were programmed in the

“FloodImageClassification” package to detect flood labels and

estimate flood depth and inundation area. These algorithms

encapsulate CNNs in an API to classify images into some

categories and assign them sensible labels and scores. Less than

eight thousands flood images were first collected from the USGS

river web cameras, DOT traffic images, and search engines such

as Google and Bing. The data were formatted and split into

training and test datasets. Themodels were trained for 27 epochs

with a batch size of 72. The images were partitioned into training

and testing sets in the ratio of 9:1. The images present within the

training set were resized and normalized before training. Once

all the images were resized and normalized, “labelIme” Python

package was used to annotate these images with eight different

object categories such as “vehicle,” “forest,” “tree,” “traffic sign,”

“water vessels,” “residential areas,” and “critical infrastructure.”

Annotation of images involves highlighting each of the objects

within an image manually using bounding boxes and labeling

them appropriately. MAP index was used to determine the

performance of each object detection algorithm. Canny edge

detection and aspect ratio concepts were also used to calculate

flood depth and inundation areas.

Given an input image, images were first resized and

converted into a grayscale. Next, the skyline was identified and

eliminated from the images. Since both water and skyline have

the same color gradient, it is possible the skyline could be

detected as a water surface. Therefore, the skyline was eliminated

and a portion of images consisting of the water surface was

taken into consideration. For each image, the edges of the

water surface were first detected, and the associated contour

was automatically drawn around the water surface and the area

of the contours (i.e., the area of water surface) was calculated.

Next, based on the aspect ratio which is calculated by taking

into consideration the area of water surface, the floodwater

level was estimated. The estimations were then categorized

into “shallow,” “moderate,” and “deep” to reflect flood risk

conditions. This process is automated in Python to provide

the user a seamless procedure to perform data analytics in the

FAIS application. This automatics procedure takes on average

about 2–3min to complete. As illustrated in Figures 8–11, it is

evident that the CNNmodels were capable of detecting multiple

objects within a single image as it almost detected 90% of the

objects precisely. However, object detection models produced

different outcomes. Segmentation models such as Mask R-CNN

identified the foreground shapes and highlighted the objects

using bounding boxes as well as by drawing amask on the object.

This helped in clearly segmenting one object from another one

whereas other object detection models such as Fast R-CNN,

YOLOv3, and SSD MobileNet highlighted the detected objects

using a single bounding box only.

The prediction scores (MAP) of different CNNmodels were

calculated for different object categories namely vehicle, person,

forest, tree, traffic sign, residential area (i.e., houses), water

vessels (i.e., boats, ships, etc.) and critical infrastructure (bridges,

dams, etc.) by passing the same set of test images to each of

these four CNN models (Table 3). This determined which of

these models is the best object detection approach for flood

images. Results revealed that Mask R-CNN and Fast R-CNN

were particularly skillful in detecting labels and segmenting

them, although Mask R-CNN showed better performance in

detecting labels. The processing to perform object detection for

each CNN algorithm varies between 2 and 4min depending on

the system memory and processor.

Once the detection results were generated by CNN models,

each detected object was removed from the images and

the images were reconstructed by filling the void spaces in

a plausible manner using exemplar based inpainting (see

Criminisi et al., 2003). We used partial convolutions with an

automatic mask update to fill in the voids within an image.

Image inpainting model substituted convolutional layers with

partial convolutions and masked the updates. This algorithm

successfully identified the target region which was filled using

the surrounding areas of the target region as reference. The filled

region was used to calculate floodwater depth and inundation

area. As shown in Figure 12, the edges of the water surface

(i.e., the drawn contours) was first detected and then the

area of the water surface was calculated. To isolate the water

surface from the other objects that were highlighted, OpenCV’s

findContours() function was used to identify the foreground

mask shapes and to draw contours around them. Next, the area

of each of the contours was calculated, the contour areas were

then sorted and only the largest contour was printed over the

original image, allowing us to accurately segment and calculate

the water surface area (flood inundation area). The area is also

calculated based on the pixel dimensions and the number of

pixels located in the flooded area. After highlighting the water

surface using contours, a bounding box was drawn around the

contour to calculate the aspect ratio. The aspect ratio value is

used to determine the floodwater level as shown in Figure 12.

If the aspect ratio is in a range of 1.27–1.8 the floodwater level is

then considered to be low, if the aspect ratio is in a range of 0.54–

1.26 the floodwater level is considered to be moderate, and if the
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TABLE 2 The relevant tweets and tweet geolocation and time for 12 at-risk locations in LA during Hurricane Laura flooding.

Text Location Username Date/time Latitude Longitude

Watches for flash flood, hurricane, and

surge. I should not get direct surge from

pontchartrain, at 2–4 feet, but it will

have an impact on drainage since I am

so close to the lake. This was the same

fear I had when it looked like Laura was

gonna hit this area

South Louisiana, Plain

Dealing, Bossier Parish,

Louisiana, 00710, USA

BonnieBlueTK Mon Aug 24

21:48:18+0000

2020

32.9016393 −93.7047546

Man I’ve been in earthquakes, 93 flood,

hurricanes, tornadoes, and wildfires. . . I

just went through hurricane Laura with

the eye right over my home

Louisiana, USA darinnstacy Wed Aug 26

03:10:16+0000

2020

30.8703881 −92.007126

Calcasieu Parish officials warning that

roughly 70% of area south of I-10 could

see flooding from Hurricane Laura and

that I-10 could flood in the parish

Baton Rouge, East Baton

Rouge Parish, Louisiana,

USA

MelindaDeslatte Tue Aug 25

21:34:10+0000

2020

30.4459596 −91.18738

Hurricane Laura strikes Louisiana as

Category 4 storm, battering Lake

Charles area and bringing flood

threat—The Washington Post

Louisiana, USA StateStatus_LA Thu Aug 25

10:39:32+0000

2020

30.8703881 −92.007126

Hurricane Marco and Tropical Storm

Laura could bring heavy rains to this

area causing flooding. Stay safe! Do not

venture. . .

New Orleans, Orleans

Parish, Louisiana, USA

kingfrost_24 Mon Aug 24

19:26:47+0000

2020

29.9499323 −90.0701156

Calcasieu Parish officials warning that

roughly 70% of area south of I-10 could

see flooding from Hurricane Laura. . .

Baton Rouge, East Baton

Rouge Parish, Louisiana,

USA

CEStephens Tue Aug 25

21:35:08+0000

2020

30.4459596 −91.18738

Under a Hurricane Watch for my area

now. Meteorologists are saying get ready

for a “one two punch” hurricane Marco

on Monday, Hurricane Laura on

Wednesday. Flood gates were being

closed this evening to protect the City

from storm surge

New Orleans, Orleans

Parish, Louisiana, USA

DanielBailleau Sun Aug 23

01:24:19+0000

2020

29.9499323 −90.0701156

aspect ratio is in a range of 0.18–0.54 and less than 0.18 (<0.18)

the floodwater level is considered to be high (sever flood risk; see

Table 4).

FFA for the USGS 02147500 Rocky Creek at
Great Falls, SC

FAIS uses multiple probability distributions such as Normal,

Lognormal, Gamma, Gumbel, Pearson Type III, Weibull, and

Loglogistic distributions to compute FFA for any given flood

gauging station in US. Figure 13 shows FFA results for the

USGS02147500 Rocky Creek at Great Falls, SC. Among several

probability distributions, Loglogistic distribution was a perfect

fit followed by the Weibull distribution. Both log-Pearson type

III and log-normal distributions were also showed appropriate

fits when the maximum likelihood method was used for

parameter estimation. As illustrated, all annual flood data points

(overall 64 data points) were bracketed within 95% uncertainty

bound using the Loglogistic distribution while the uncertainty

bound for theWeibull distribution skillfully bracketed moderate

flood rates and showed less performance with respect to low

and maximum flood data. Analysis suggests that annual flood

peak of ∼15,000 cfs for the Rocky Creek represents a design

return period of 25-year. The design discharge of a 100-year

flood (1% probability) occurring at the USGS02147500 gauging

station is >30,000 cfs. This gauge is associated with Lower

Catawba basin (hydrologic unit code 03050103) Chester County,

SC with a drainage area of 194 square miles which is mostly a
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FIGURE 7

At-risk locations to Hurricane Laura in LA. Yellow circles indicate at-risk locations identified by using collected tweets in real-time that were

intersected with the USGS peak flood data as well as the watershed boundary. Note that FAIS streaming approach intersects ≥ 3 tweets with the

USGS peak flow rates and disregards <3 tweets for intersection.

FIGURE 8

The Fast R-CNN detection results with bounding boxes.

rural basin. FFA for this location proved that high peak values

made critical contributions to the upper tail of the Loglogistic

probability distribution.

FAIS application also provides a .CSV format file of FFA

that can be downloaded from the interface. The use of FAIS

application for FFA provides an easy assessment for the

design of engineering structures such as culverts, bridges, and

dams. With the many challenges facing existing probability

distribution fitting and performance calculation for a given

design problem, FFA functions, numerical estimation and

uncertainty calculation, and graphical capabilities together with

its flexibility to fit multiple distributions, can go a long way. This

makes FAIS application an ideal tool to assess flood frequencies

for any USGS gauging station. It should be noted that FFA builds

a predictive model based on existing flood data, so the accuracy

is greatly enhanced with a larger dataset (>10 years).

Discussion and future works

This article elaborated on the latest concepts related to AIoT

in flood related research, emphasizing the architectures and

functionalities of this approach and how these capabilities were

used to design FAIS application. AIoT brings AI capabilities

and IoT power to flood related research, enhances data

management and analytics, and aids in intelligent decision-

making process. As AIoT continues to evolve into a computing

paradigm endowed with a high computing rigor, it has become
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FIGURE 9

The Mask R-CNN detection results with bounding boxes.

FIGURE 10

YOLOv3 detection results with bounding boxes.

FIGURE 11

SSD MobileNet detection results with bounding boxes.

apparent that traditional solutions for training, validation,

and testing models are no longer appropriate for flood

computational challenges brought about by the big data and

catchment complexities.

As an AIoT paradigm, FAIS enables real-time flood data

gathering and analytics across different domains. This prototype

has been driving the confluence of IoT, deep learning, and

big data to enable a real-time assessment of domain-inspired
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TABLE 3 The prediction score of di�erent labels using multiple CNNs.

Models/object

categories

Vehicle

(%)

Forest

(%)

Traffic

sign (%)

Tree (%) Residential

area (%)

Person

(%)

Water

vessel (%)

Critical infrastructure

(bridge, dam, road,

storm water facilities,

and railroad) (%)

SSD MobileNet 92 53 60 97 51 74 98 95

Fast R-CNN 99 56 99 89 100 99 48 100

Mask R-CNN 85 70 87 73 96 91 68 89

YOLOv3 99.9 * * * * 98.3 95 *

Mask R-CNN was a superior segmentation model followed by the Fast R-CNN.
*YOLOv3 was not able to compute performances for several labels.

FIGURE 12

Floodwater depth estimation (Level 3) using canny edge detection and aspect ratio approach along with the calculated area (75862.0 based on

pixel width and length dimension).

TABLE 4 Water levels associated with Aspect Ratios and flood severity

and risk estimation.

Water level Aspect ratio Flood severity and risk

Level 1 >1.8 Low

Level 2 1.62–1.8

Level 3 1.44–1.62

Level 4 1.26–1.44

Level 5 1.08–1.27 Moderate

Level 6 0.90–1.08

Level 7 0.72–0.90

Level 8 0.54–0.72

Level 9 0.36–0.55 Severe

Level 10 0.18–0.36

Level 11 <0.18

intelligent architectures for AI-driven decision making and

discovery. FAIS was developed as a national scale prototype for

flood data analytics assessment, based on both historical and

real-time flood warning and river level information, as well as

crowdsourced processing of tweets. This included automated

selection and analysis of large volumes of geotagged and

relevant social media data, and recent advancement in data

analytics algorithms. FAIS application intelligently identifies at-

risk areas to flooding in real time and defines the geospatial

footprint of a flood event using georeferenced tweets. The

application also uses various image processing algorithms to

detect labels and calculate flood depth and inundation areas.

Overall, FAIS pipeline proved to be a robust and user-friendly

AIoT prototype for both real-time and post-event analysis of

flooding data at local scale that could help stakeholders for

rapid assessment of flood situation and damages. Improved

data collection and timely assessment of at-risk locations allow

more efficient mutual aid in the operational theater for warnings

and evacuations, and more effective search and rescue plans

while enabling automatic dispatching of relief resources and

evacuation plans.

The versatility of the AIoT approaches brings the

intelligence and a new paradigm in flood computing and

Frontiers inWater 15 frontiersin.org

126

https://doi.org/10.3389/frwa.2022.786040
https://www.frontiersin.org/journals/water
https://www.frontiersin.org


Samadi 10.3389/frwa.2022.786040

FIGURE 13

FFA for the USGS 02147500 using Loglogistic and Weibull distributions.

modeling. AIoT enables data provision as a service and provides

controlled access to this data through APIs that ensures fast

and accurate analysis of data across catchment scales. As

the technologies reach different application sectors due to

specific domains and data, the AIoT paradigm will evolve

and expand in future heading to significant developments

in terms of research and innovation. However, there are

several challenges that need to be addresses to see AIoT full

potential in flood research and applications. Given the huge

number of devices, AIoT requires simultaneous connectivity

and functional scalability that have become a concern for

real-time application. Other deficiencies such as fault tolerance

and data storage and complexities add more challenges to the

AIoT application for real-time decision making. Moreover,

the current data services do not support the reuse of data

exploration processes and the data derived from analytics

systems. Limitless analytics service combined with deep

learning, data lake and data warehouse to process streaming

data, and automated data lifecycle management are promising

ways forward. Although, enabling AIoT interoperability for

connecting data services and analytics requires solutions that

must be realistic and scalable to multiple data platforms with the

possibility to plug and play dynamically new analytics tools and

AI algorithms.

More effort should be made to leverage AIoT application to

better manage flood risk, make timely and effective decisions

and forecast, and automate flood forecasting operations.

For instance, improving the intelligence of AIoT systems

to handle dynamic and complex environments using Edge

computing could potentially handle hybrid models and reduce

forecasting time by bring decentralized computing power as

close as possible to the origin point of the data. In the

future, empowered by rapidly developing AI technologies

and big data analytics, many fast, smart, and safe AIoT

applications are expected to deeply reshape flood related

research and applications.
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