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Editorial on the Research Topic

Neural oscillations in physiology and neuropsychiatric disorders

Oscillatory neuronal (electrical) activity in defined frequency ranges supports

synchronous interactions between anatomically distinct regions of the human brain

during cognitive tasks (Singer, 1999, 2018). From our previous studies (Tobimatsu,

2020a,b), altered neural synchronization plays an important role in distributed cortico-

cortical processing. Thus, some neuropsychiatric disorders can be conceptualized as

network diseases. Interestingly, the development of non-invasive brain stimulation

techniques such as repetitive transcranial magnetic stimulation (rTMS) and transcranial

alternating current stimulation (tACS) enables us to manipulate the brain oscillations

and brain function in human (Vosskuhl et al., 2018).

Taken together, the goal of this Research Topic is to conceptualize the brain as

a self-organizing complex system in which numerous, densely interconnected, but

functionally specialized areas cooperate in context- and task-dependent constellations. In

the following, a total of nine articles focusing on cognitive abnormalities and underlying

oscillatory dysfunctions in animals and humans were published.

Kajita et al. reported “Heterogeneous GAD65 Expression in Subtypes of GABAergic

Neurons Across Layers of the Cerebral Cortex and Hippocampus.” Neuronal oscillations

are modulated by the excitatory-inhibitory balance among the neurons. They found

that each GABAergic subtype exhibited a distinct GAD65 expression pattern across

layers of the cerebral cortex and hippocampus in colchicine-treated rats. These findings

suggest that exploration of the distinct profiles of GAD65 expression among GABAergic

subtypes could clarify the roles that GABAergic subtypes play in maintaining the

excitatory-inhibitory balance.

Sakamoto et al. reported “Shape and Rule Information Is Reflected in Different

Local Field Potential Frequencies and Different Areas of the Primate Lateral Prefrontal

Cortex.” They analyzed how local field potentials (LFPs) recorded from the monkey

lateral prefrontal cortex (LFPC) were modulated by the crucial factors of a shape

manipulation task. The transformed shape in the sample period strongly affected the
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theta and delta waves in the delay period on the ventral side,

while the arm-manipulation assignment influenced the gamma

components on the dorsal side. Thus, area- and frequency-

selective LFP modulations are involved in dynamically

recruiting different behavior-relevant information in the LFPC.

Saito et al. reported “D1 Receptor Mediated Dopaminergic

Neurotransmission Facilitates Remote Memory of Contextual

Fear Conditioning.” They studied the role of dopaminergic

neurotransmission via dopamine D1 receptors (D1Rs) in

aversive memory formation in contextual and auditory cued fear

conditioning tests using D1R knockdown (KD) mice, in which

the expression of D1Rs could be conditionally and reversibly

controlled with doxycycline (Dox) treatment. When D1R

expression was suppressed using Dox, behavioral experiments

revealed impaired contextual fear learning in remote aversion

memory following footshock stimulation. Thus, deficiency in

D1R-mediated dopaminergic neurotransmission is an important

factor in impairing contextual fear memory formation for

remote memory.

Okazaki et al. published “Frequency- and Area-Specific

Phase Entrainment of Intrinsic Cortical Oscillations by Repetitive

Transcranial Magnetic Stimulation.” They tested whether

spontaneous neural oscillations in different local cortical areas

and large-scale networks can be phase-entrained by direct

perturbation with distinct frequencies of rTMS in humans.

rTMS at 23Hz over the motor cortex and 11Hz over the

visual cortex induced a prominent and progressive increase in

phase-locking factor (PLF) that lasted for a few cycles after

the termination of rTMS. Moreover, the local increase in PLF

propagated to other cortical areas. These results suggest that

distinct cortical areas have area-specific oscillatory frequencies,

and the manipulation of oscillations in local areas impacts

other areas through the large-scale oscillatory network with the

corresponding frequency specificity.

Gordon et al. reported “Prefrontal Theta-Phase Synchronized

Brain Stimulation With Real-Time EEG-Triggered TMS.” They

investigated individual source-space beamforming-based

estimation of the prefrontal theta oscillation as a method

to target specific phases of the ongoing theta oscillations in

the human dorsomedial prefrontal cortex (DMPFC) with

real-time EEG-triggered TMS. Using optimized parameters,

prefrontal theta-phase synchronized TMS of DMPFC was

achieved with an accuracy of ±55◦. This method is relevant

for brain state-dependent stimulation in human studies of

cognition. It will also enable new personalized therapeutic

repetitive TMS protocols for more effective treatment of

neuropsychiatric disorders.

Ogata et al. published “After-Effects of Intermittent Theta-

Burst Stimulation Are Differentially and Phase-Dependently

Suppressed by α- and β-Frequency Transcranial Alternating

Current Stimulation.” Intermittent theta-burst stimulation

(iTBS) using TMS is known to produce excitatory after-

effects over the primary motor cortex (M1). They tested their

hypothesis that tACS would modulate the after-effects of iTBS

depending on the stimulation frequency and phase using motor

evoked potentials (MEPs). α-tACS suppressed iTBS effects at the

peak phase but not at the trough phase, while β-tACS suppressed

the effects at both phases. Thus, although both types of tACS

inhibited the facilitatory effects of iTBS, only α-tACS did so in

a phase- dependent manner. In conclusion, the action of iTBS is

differentially modulated by neuronal oscillations depending on

whether α- or β-tACS is applied.

Kobayashi et al. reported “Exclusion of the Possibility

of “False Ripples” From Ripple Band High-Frequency

Oscillations Recorded From Scalp Electroencephalogram

in Children With Epilepsy.” Ripple-band epileptic high-

frequency oscillations (HFOs) can be recorded by

scalp EEG in association with epileptic spikes. But

the filtration of steep waveforms such as spikes may

cause spurious oscillations or “false ripples.” They have

demonstrated that the numerical differentiation of EEG

data provides convincing evidence that HFOs were

detected in terms of the presence of such unusually fast

oscillations over the scalp and the importance of this

electrophysiological phenomenon.

Sultana et al. reported “A Long Time Constant May

Endorse Sharp Waves and Spikes Over Sharp Transients in

Scalp Electroencephalography: A Comparison of After-Slow

Among Different Time Constants Concordant With High-

Frequency Activity Analysis.” They examined whether long

time constant (TC) is useful for detecting the after-slow

activity of epileptiform discharges (EDs): sharp waves and

spikes and for differentiating EDs from sharp transients

(Sts). Compared to Sts, high-frequency activity (HFA)

was found significantly more with the apical component

of EDs. Thus, long TC could be useful for selectively

endorsing after-slow of EDs and differentiating EDs

from Sts.

Roberts et al. published “Magnetoencephalography Studies of

the Envelope Following Response During Amplitude-Modulated

Sweeps: Diminished Phase Synchrony in Autism Spectrum

Disorder.” Auditory steady-state responses (ASSR, driven

at 40Hz) can elicit coherent electrophysiological responses

from intact circuitry in adults. Thus, the authors applied

amplitude-modulated (AM) sweep stimuli (500Hz carrier;

sweep 10–100Hz up and down) bilaterally to 40 typically

developing and 80 children with autism spectrum disorder

(ASD). They found an imbalance of excitatory and inhibitory

neurotransmission in MEG and concluded that (1) the AM

sweep stimulus provides a mechanism for probing ASSR in

an unbiased fashion, during developmental maturation of peak

response frequency, (2) peak frequencies vary, in part due to

developmental age, and importantly, (3) intra-trial coherence

(ITC) at this peak frequency is diminished in ASD, with

the degree of ITC disturbance related to clinically assessed

language impairment.
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In conclusion, we hope that these papers will shed light on

the nature of brain oscillations in animals and humans.
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Keiichi Kitajo 1,2,3*
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Kodaira, Japan, 5Department of Integrated Neuroanatomy and Neuroimaging, Graduate School of Medicine, Kyoto

University, Kyoto, Japan

Synchronous oscillations are ubiquitous throughout the cortex, but the frequency

of oscillations differs from area to area. To elucidate the mechanistic architectures

underlying various rhythmic activities, we tested whether spontaneous neural oscillations

in different local cortical areas and large-scale networks can be phase-entrained by

direct perturbation with distinct frequencies of repetitive transcranial magnetic stimulation

(rTMS). While recording the electroencephalogram (EEG), we applied single-pulse TMS

(sp-TMS) and rTMS at 5, 11, and 23Hz over the motor or visual cortex. We assessed

local and global modulation of phase dynamics using the phase-locking factor (PLF).

sp-TMS to the motor and the visual cortex triggered a transient increase in PLF in

distinct frequencies that peaked at 21 and 8Hz, respectively. rTMS at 23Hz over the

motor cortex and 11Hz over the visual cortex induced a prominent and progressive

increase in PLF that lasted for a few cycles after the termination of rTMS. Moreover,

the local increase in PLF propagated to other cortical areas. These results suggest that

distinct cortical areas have area-specific oscillatory frequencies, and the manipulation

of oscillations in local areas impacts other areas through the large-scale oscillatory

network with the corresponding frequency specificity. We speculate that rTMS that is

close to area-specific frequencies (natural frequencies) enables direct manipulation of

brain dynamics and is thus useful for investigating the causal roles of synchronous neural

oscillations. Moreover, this technique could be used to treat clinical symptoms associated

with impaired oscillations and synchrony.

Keywords: rTMS-EEG, phase entrainment, natural frequency, visual cortex, motor cortex, phase locking
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Okazaki et al. Area-Specific Phase Entrainment by rTMS

INTRODUCTION

Large-scale phase synchronization of neural oscillations plays
a role in linking task-relevant brain regions associated with
information processing (Varela et al., 2001; Fries, 2005).
Although phase synchronization of neural oscillations is
ubiquitous in the brain, the frequency of synchronous oscillations
varies across distinct brain regions and networks (Siegel et al.,
2012), and is presumably associated with segregated and
integrated networks that mediate various functions, such as face
perception (Rodriguez et al., 1999), selective attention (Doesburg
et al., 2008), and working memory (Kawasaki et al., 2010).

Frequency-specific network structures characterized by phase
synchronization also exist in the resting state (Hillebrand et al.,
2012; Hipp et al., 2012) and are spatially consistent with the task-
driven networks, as demonstrated by fMRI studies (Smith et al.,
2009; Deco and Corbetta, 2011). Moreover, research in animals
has shown that sensory-evoked population firing patterns are
geometrically confined to subregions of the neuronal state space
delineated by spontaneous activity (Luczak et al., 2009). These
studies suggest that the spatiotemporal patterns of spontaneous
neural activity reflect a wide repertoire of neural dynamics, and
may constrain the task-related neural dynamics. However, few
mechanistic details are known about the various sets of rhythmic
activity in different cortical areas.

Non-invasive brain stimulation techniques such as
transcranial magnetic and electrical stimulation (TMS and
TES) have emerged as promising manipulative tools, enabling
direct perturbation of local brain areas. TMS, in particular, can be
used to target spatially confined regions involved in generating
oscillations. The use of TMS in combination with EEG allows
us to study the mechanisms underlying changes in response
measures (excitability and connectivity) to perturbations within
brain networks. In a previous TMS-EEG study, we showed
that the phase synchronization of the intercortical networks
changes dynamically according to the attentional state (Okazaki
et al., 2020). In addition, single-pulse TMS has been shown
to directly interfere with the phase dynamics of oscillations
and trigger a transient phase reset of intrinsic oscillations in
visual areas (Kawasaki et al., 2014). It is noteworthy that when
single-pulse TMS was applied to different cortical regions
that constitute specific corticothalamic networks, oscillations
induced in occipital, parietal, and frontal cortices fell into distinct
frequency bands (Rosanova et al., 2009). This indicates that each
corticothalamic network has its own characteristic intrinsic
frequency, or “natural frequency.” Given the results of single
pulse-induced brain oscillations, entrainment of the oscillatory
phase can be predicted when further TMS pulses are applied
in phase with the induced oscillations (Lakatos et al., 2019).
Consequently, the amplitude of oscillations gradually increases
as more and more intrinsic neural oscillators are entrained to
the repetitive TMS pulses (Thut et al., 2011a). In line with this
hypothesis, Thut et al. demonstrated local enhancement of alpha
oscillations by applying alpha-frequency train of TMS pulses to
the parietal cortex (Thut et al., 2011b).

To our knowledge, no previous study has applied rhythmic
stimulation at multiple frequencies to distinct cortical regions.

However, based on the above-mentioned evidence (Rosanova
et al., 2009; Thut et al., 2011b), it seems probable that distinct
cortical regions have their own optimal frequencies for the
phase entrainment of intrinsic neural oscillations. We, therefore,
hypothesized that there exist region-specific differences in the
frequency characteristics of phase entrainment of intrinsic
oscillations by external stimulation. Moreover, it is not clear
how locally entrained oscillations impact oscillations in other
cortical regions via large-scale functional networks. Given that
local brain areas that are targeted by periodic stimulation are
globally coupled to oscillatory modules in other brain regions,
we also hypothesized that locally entrained oscillations propagate
to other connected areas with specific frequency characteristics.
To address these hypotheses, we measured phase dynamics using
scalp electroencephalography (EEG) while applying rTMS to
either the motor or visual cortex at theta- (5Hz), alpha- (11Hz),
or beta- (23Hz) band frequencies.

MATERIALS AND METHODS

Participants
Fourteen healthy right-handed participants (two females and 12
males aged 30.8 ± 5.5 years, mean ± SD) provided informed,
written consent to participate in the study. This study was
conducted in accordance with the declaration of Helsinki, and
was approved by the RIKEN Ethics Committee.

TMS-EEG Experiments
TMS was applied in a biphasic pulse configuration by a Magstim
Rapid unit with a figure-of-eight coil (Double 70mm Alpha coil;
Magstim, UK). Stimulation was applied over either the visual
or motor regions, or a sham control location (Figure 1A). For
the sham stimulation, the coil was positioned 10 cm above the
vertex with the coil handle oriented in a posterior direction. Thus,
sham stimulation produced a TMS “click” sound that occurred
at the same frequency as that of the real TMS session, but
without cortical stimulation; in all conditions, the click sound
was attenuated by earplugs. For stimulation of visual regions,
the coil was located centrally between the Oz and O2 electrodes
with the coil handle pointing rightward. For stimulation of
motor regions, the coil position was determined individually at
the “hotspot” that activated the right first dorsal interosseous
(FDI) (approximately at the C3 electrode, with the handle
perpendicular to the central sulcus). Posterior-anterior current
flow for the second half-wave of the biphasic pulse induces an
effective current flow for axon depolarization (Kammer et al.,
2001). In terms of noise reduction (Komssi et al., 2004; Litvak
et al., 2007) and induction of recordable phase reset (Kawasaki
et al., 2014), a stimulation intensity of 90% of the FDI active
motor threshold was used in all conditions. To reduce the noise
induced in the electrode lead wire, the lead wire and the TMS coil
handle are arranged orthogonally.

EEG Recordings
During stimulation, EEG (left earlobe reference; ground
AFz was continuously recorded at a 5 kHz sampling rate
(filtering: DC to 1,000Hz) from 63 scalp sites via Ag/AgCl
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FIGURE 1 | Experimental paradigm. (A) Schematic illustration of the stimulation sites. Corresponding electrodes to the occipital, parietal, central, and frontal areas are

highlighted in the right panel. (B) The TMS conditions were a single pulse (sp-TMS), and five pulses at 5, 11, or 23Hz (rTMS). The TMS conditions were provided in

blocks with 30 repetitions. Participants had to fixate a central cross during trials.

TMS-compatible electrodes mounted on a 10/10 system
EasyCap (EASYCAP GmbH, Germany). Horizontal and vertical
electrooculography (EOG; ground electrode, left mastoid)
signals were simultaneously recorded. Electrode impedance
was maintained below 10 k�. The EEG and EOG signals were
amplified using a BrainAmp MR plus system (Brain Products
GmbH, Germany).

Experimental Procedure
Three TMS-EEG sessions with different stimulation sites (visual,
motor, and sham) were conducted in a semi-random order that
was counterbalanced across participants. Each session consisted
of the four following blocks: a single pulse (sp-TMS), and a 5-
pulse train at 5Hz (θ-rTMS), 11Hz (α-rTMS), and 23Hz (β-
rTMS). Thus, the duration from the first to the last pulse of rTMS
was 800, ∼364, and ∼174ms, respectively. These frequencies
were chosen to differentiate the entrained frequencies, including
their harmonics. The block order was also counterbalanced. Each
block comprised 30 trains with an inter-train interval of 10 ±

1.5 s. Participants were fixated on a centrally presented gray cross
on a black background during each block (Figure 1B). Stimulus

delivery was controlled using Psychtoolbox-3 (Brainard, 1997;
Pelli, 1997; Kleiner et al., 2007).

Preprocessing
EEG data were analyzed using MATLAB (Mathworks, USA)
scripts that were developed in-house with FieldTrip (Oostenveld
et al., 2011) and EEGLAB (Delorme and Makeig, 2004). For
segmented (from 2 s before the first pulse to 3 s after the last
pulse) and re-referenced (the average of the left and right earlobe
electrode signals) EEG data, TMS artifacts and noisy epochs
were removed by performing the following steps according to
Herring et al. (2015) (see also http://www.fieldtriptoolbox.org/
tutorial/tms-eeg for the detailed procedure). First, we linearly
interpolated the 40 samples (8ms) after TMS onset, which is
the period that usually shows excessive TMS artifacts. In the
case of artifacts occurring after 8ms, we used interpolation of
60 samples (12ms). Second, we attenuated the exponentially
decaying TMS artifacts using independent component analysis
(ICA) (Korhonen et al., 2011). Independent components with
extremely large amplitudes, i.e., those with maximum z-score
values >1.65 between 0 and 100ms, were removed. Third, we
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discarded epochs within 1 s pre- or post-stimulation in which
the EEG amplitude exceeded 200 µV; on average, 24.8 ±

2.5 [SD] trials remained in each condition. Then, we applied
current source density (CSD) transformation to the EEG voltage
map using the spherical-spline surface Laplacian algorithm to
attenuate the effects of volume conduction using the CSD
Toolbox (Perrin et al., 1989; Kayser and Tenke, 2006). Finally,
the data were downsampled to 1,000Hz. The artifact-corrected
TMS-EEG data were also analyzed in our previous study, which
had a different purpose (i.e., probing phase-amplitude coupling)
(Glim et al., 2019). Data and code are available upon reasonable
request to the corresponding author.

Time-Frequency Analysis
The time–frequency representations (TFRs) of the instantaneous
amplitude and phase were obtained using a wavelet transform
at a center frequency f and time t, with standard deviations σf
= 4f/m and σt = m/2π f (Lachaux et al., 2000). The constant m
was set to 3. In general, the phase entrainment of oscillations is
achieved through the gradual phase alignment of the oscillations
by periodic external inputs. We expected that the phase of EEG
oscillations would be gradually aligned via successive pulses of
rTMS, and the degree of phase alignment would be assessed as the
phase consistency of EEG signals across trials. We also expected
that the phase-aligned oscillations would persist for a short time
even after rTMS was terminated (Thut et al., 2011a). Here, the
phase entrainment was defined as the phase-locking factor (PLF)
(Tallon-Baudry et al., 1996), which evaluates phase consistency
across trials. If the phase shifts toward a particular phase due to
the TMS pulses, the phase will be consistent across trials and the
PLF will increase.

PLFm =
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where ϕm,n is the instantaneous phase of the nth trial at electrode
m and N denotes the total number of trials. Based on the circular
statistics, Rayleigh’s Z transform is used to test for circular
uniformity, which takes into account the critical value bias
according to the sample size. We applied it to PLF to compare
between conditions with different numbers of trials due to the
artifact removal procedure:

ZPLF = N × PLF2

(Fisher, 1993; Mazaheri and Jensen, 2006; Bonnefond and Jensen,
2012). The biased PLF and unbiased ZPLF according to the
number of trials, which was limited due to the total duration of
the experiment in the current study, were confirmed using our
empirical EEG data (Supplementary Figure 1).

Statistical Analysis
Significant differences in the ZPLF between TMS (sp-TMS
and rTMS) and sham-TMS were determined by performing
cluster-based permutation tests (Maris and Oostenveld, 2007),
which evaluate comparisons between cluster-level statistics of the
observed data matrices and those of the null distribution. First,

ZPLF matrices (i.e., 63 electrodes, 3–45Hz, −0.5 to 1.5 s) for the
TMS and sham-TMS conditions were compared using a two-
tailed paired t-test with a threshold uncorrected p-value< 0.05 to
locate contiguous negative and positive clusters in the matrices.
Cluster-level statistics were determined as the sum of the t-
values within the cluster. Second, to generate a null distribution
for the cluster-level statistics, the highest cluster-level statistic
was identified from matrices in which two condition labels were
randomly permuted within participants and iterated 500 times.
Finally, a significant cluster level was defined in the observed data
as the 97.5th percentile of the null distribution.

Next, we tested whether modulation of the ZPLF was more
globally distributed at frequencies matching the stimulation
frequency than at other frequencies. The number of significant
electrodes, identified by the above cluster-permutation test, at
each frequency and time was counted. Then, the numbers of
significant electrodes at the stimulation frequency and at other
frequencies were compared using the binomial test. All statistical
results are summarized in Table 1.

RESULTS

Phase Entrainment of Intrinsic Local
Oscillations by Periodic Stimulation
To assess the phase entrainment of neural oscillations by TMS, we
first examined the TFR of the ZPLF for each stimulated area. The
cluster-based permutation test revealed significant increases in
phase locking by sp-TMS and rTMS (θ-rTMS, α-rTMS, β-rTMS)
compared with the corresponding sham condition (p < 0.05,
cluster-based permutation test). Figure 2 shows the significant
t-values derived from cluster statistics (non-significant values
are masked by zero). For stimulation over motor areas, sp-
TMS induced a transient increase in the ZPLF at a broad
frequency band, peaking at 21Hz (Figure 2A). rTMS induced
a prolonged increase in the ZPLF at the stimulation frequency
(horizontal dashed line) during α-rTMS (Figure 2C) and β-
rTMS (Figure 2D), but this effect was non-significant for the
theta-band ZPLF during θ-rTMS (Figure 2B). For stimulation
over visual areas, the peak response frequency to sp-TMS was
8Hz (Figure 2E). In all rTMS conditions, a continuous increase
in phase entrainment around the stimulation frequency was
observed (Figures 2F–H).

Next, we examined whether the effects of phase locking across
trials lasted, even after the rTMS train had terminated. If intrinsic
oscillations are generated by self-sustaining systems without
external input (Komssi et al., 2004), the phase locking should
persist for a short time after the end of the stimulation train
(Klimesch et al., 2004). We observed that the increase in the
ZPLF lasted for more than two cycles after the last pulse of
β-rTMS to the motor cortex (Figure 2D, magnified view) and
1.5 cycles after the last pulse of α-rTMS to the visual cortex
(Figure 2G, magnified view). This lasting effect was not due
to a signal processing limitation, i.e., spectral leakage in the
time domain of the wavelet convolution, because its effect is
theoretically <5% after one cycle and must be observed under
all conditions. We also noted that these sustained frequencies
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(i.e., 23Hz for the motor cortex and 11Hz for the visual cortex)
were slightly different from the frequencies of oscillations evoked
by sp-TMS (i.e., peaks at 21Hz for the motor cortex and 8Hz
for the visual cortex). Furthermore, we investigated whether
the neural oscillations of participants with individual alpha

TABLE 1 | A summary of statistics for each figure.

Figure

#

Statistics Comparison Statistical

representation

2 Cluster-based

permutation test

Real vs. Sham TMS The sum of t-values within

significant clusters

3 Dunnett’s test Baseline vs. Each pulse The mean of ZPLFnorm

4 Cluster-based

permutation test

Real vs. Sham TMS The sum of t-values within

significant clusters

5 A, C

5 B, D

Cluster-based

permutation test

Binomial test

Real vs. Sham TMS

Real vs. Real TMS

The number of electrodes

in significant clusters

6 Cluster-based

permutation test

Real vs. Real TMS The sum of t-values within

significant clusters

frequencies (IAF) close to the α-rTMS frequency, i.e., 11Hz,
were more entrained. Participants who showed a prominent
power peak were separated into low-IAF and high-IAF groups,
as shown in Supplementary Figure 2A (four participants were
excluded because they did not show a prominent power peak).
Standardized by themean and SD of the ZPLF over time points in
the entire epoch interval, the ZPLFs were averaged for each group
for α-rTMS over the visual cortex (Supplementary Figure 2B).
Compared with the low-IAF group and the high-IAF group,
the group whose intrinsic alpha frequency was closer to the
stimulation frequency showed a longer phase entrainment effect.
These results suggest that α-rTMS, which has a frequency
sufficiently close (but not necessarily the same) to that of the
natural frequency, was most effective for entraining intrinsic
brain oscillations.

Gradual Modulation of Phase-Locked
Frequency Over TMS Pulses
If entrainment is achieved through a phase alignment of ongoing
oscillations to periodic force, successive phase alignment should
result in gradual increases in the ZPLF (Thut et al., 2011a). As

FIGURE 2 | Time-frequency representations of ZPLF at the stimulated areas. Each map with t-values indicates significantly larger ZPLF for motor (C3) stimulation

(A–D) and for visual (Oz) stimulation (E–H) than under the sham condition. The vertical lines in the left panels correspond to the first and last stimulation pulses. The

horizontal lines indicate the stimulation frequency. Right panels are magnified views of three cycles after the end of rTMS. Vertical lines indicate the post-one cycle (1c)

and post-two cycles (2c) for each stimulation frequency.
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shown in Figure 2, increases in the ZPLF occurred not only
around the stimulation frequency but also at a broad range of
frequencies. Intriguingly, however, the most prominent phase-
locked frequency varied over the course of the stimulation
train. To measure which frequency showed the most prominent
increase at each TMS pulse, we standardized the ZPLF using
the mean and SD of the ZPLF over all frequencies (ZPLFnorm).
Figure 3 shows the ZPLFnorm averaged over ±0.5 cycles of each
frequency for each TMS pulse. For example, for α-rTMS over
the visual cortex, the dominant frequency was 5Hz at the first
pulse (brown line), but 11Hz for the last three pulses (Figure 3E).
The charts inset in each panel quantify, for each pulse in the
train, whether the ZPLFnorm at the stimulation frequency was
significantly larger than the ZPLF at baseline control (ctrl). Here,
the ZPLFnorm at ctrl indicates themean value of ZPLFnorm during
the baseline period from −5 to −2 stimulation-frequency cycles.
We applied a one-way ANOVA with the factor pulse (ctrl, 1st,
2nd, 3rd, 4th, 5th) to assess the effect of the pulse on phase
locking. The one-way ANOVA revealed a significant main effect
of the pulse on the ZPLFnorm in β-rTMS over the motor cortex
[F(5, 78) = 3.40, p= 0.008], but not in stimulation over the visual
cortex [F(5, 78) = 1.65, p= 0.156]. On the other hand, stimulation
over the visual cortex showed a significant main effect of the
pulse on the ZPLFnorm in α-rTMS [F(5, 78) = 2.81, p = 0.022]
and θ-rTMS [F(5, 78) = 3.11, p = 0.013]. The Dunnett’s post-hoc
tests comparing each pulse with ctrl confirmed a significantly
stronger (p < 0.05) phase locking than ctrl after the 3rd pulse
of β-rTMS over the motor cortex (Figure 3C) and α-rTMS over
the visual cortex (Figure 3E), although 5th pulse did not induce
a maximum ZPLFnorm. In addition, we confirmed the linearly
increasing trend of the ZPLF as a function of the number of
pulses using Pearson’s correlation analysis (β-rTMS: r = 0.30, p
= 0.005; α-rTMS: r = 0.39, p = 0.0002). Although there was a
significant difference between pulses and ctrl in θ-rTMS over the
visual cortex (Figure 3D), the phase locking to the stimulation
frequency was more dominant than other frequencies for every
TMS pulse in the train, i.e., it is not gradually increasing.

Global Propagation of Phase Entrainment
Next, we addressed the question of whether local phase locking
to rTMS propagates to other cortical areas. We first examined
the spatial extent of the significant increases in the ZPLF by
performing cluster-based permutation tests between TMS and
sham conditions. Increases in the ZPLF with rTMS to the motor
cortex were distributed to the ipsilateral hemisphere and partially
extended to the contralateral hemisphere (Figure 4A). For
stimulation over the visual cortex, rTMS resulted in widespread
increases in the ZPLF reaching frontal areas (Figure 4B).
The extensive phase locking during stimulation of the motor
and visual cortices appears to be more localized for later
pulses. Moreover, in several areas, phase locking persisted even
after the end of the stimulation. In particular, phase locking
of frontoparietal areas with θ-rTMS, the left occipitoparietal
area with α-rTMS, and the right motor area with β-rTMS
were maintained in both the visual and motor area TMS-
target conditions (see magnified topography at post 1.5 cycles
in Figures 4A,B).

We further examined the time–frequency profile of the spatial
extent of phase locking from the number of electrodes with
significant phase locking. For motor stimulation, phase locking
at alpha-band frequencies was induced in many electrodes by
α-rTMS (Figures 5A,B, middle panels). On the other hand, β-
rTMS induced oscillations at both the alpha- and beta-band
frequencies (Figures 5A,B, bottom panels). For α-rTMS or β-
rTMS over the visual cortex, the induced oscillations were
prominent at the stimulation frequency (Figures 5C,D, middle
and bottom panels). To quantify this frequency specificity, we
averaged the number of significant electrodes over four cycles
at each frequency (indicated by the red lines in Figures 5A,C).
We used the binomial test to assess whether more electrodes
were phase locked at the stimulation frequency than at the other
frequencies; for example, for θ-rTMS, we assessed whether there
were significantly more phase-locked electrodes at 5Hz (the theta
band) than at 11 or 23Hz (see Figures 5B,D). The mean number
of electrodes with significant phase locking was greater around
the stimulation frequency than at the other frequencies. Namely,
for α-rTMS to the motor cortex (Figure 5B, middle panel)
and visual cortex (Figure 5D, middle panel), alpha-band neural
oscillations were more globally entrained than oscillations in
other frequency bands. Similarly, for β-rTMS to the motor cortex
(Figure 5B, bottom panel) and visual cortex (Figure 5D, bottom
panel), beta-band oscillations were more globally entrained
than those in other frequency bands. We also noted that
there were significantly more electrodes with significant phase
locking for visual cortex stimulation than for motor cortex
stimulation (θ-rTMS: p = 0.1727; α-rTMS: p = 0.0008; β-
rTMS: p = 0.0019; binomial test). The fact that phase locking
beyond the stimulation site was most prominent around the
stimulation frequency suggests that globally coupled frequency-
specific neural oscillators in brain networks were phase-entrained
by rTMS. While sp-TMS also resulted in global phase locking,
this was non-frequency-specific (Supplementary Figure 3).

Elimination of Common Components
Induced by Stimulation
Finally, to investigate the frequency-specific spatial distribution
of phase locking, we determined the regions in which non-
common phase locking occurred under distinct stimulation
conditions. Specifically, we compared the topographies of the
ZPLF for each stimulation pulse across θ-rTMS, α-rTMS, and
β-rTMS conditions using the cluster-based permutation test.
Under motor cortical stimulation conditions (Figure 6A), the
β-band ZPLF in β-rTMS was significantly stronger than the
beta-band ZPLF in θ-rTMS (Figure 6A, upper panel), and α-
rTMS (Figure 6A, lower panel). Interestingly, there was no
significant difference in the ZPLF for the first pulse; however,
a stronger ZPLF was observed outside the stimulation area
after the second pulse and even after stimulation terminated.
Under visual cortical stimulation conditions (Figure 6B), α-
rTMS resulted in a significantly larger α-band ZPLF than θ-rTMS
in widely distributed areas (Figure 6B, upper panel), while it
was negligible under the β-rTMS condition (Figure 6B, lower
panel). Direct comparisons between rTMS frequency conditions
not only revealed frequency-specific responses but also removed
non-specific noise and evoked components, which were common
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FIGURE 3 | Changes in ZPLFnorm over TMS train. Each colored line corresponds to ZPLFnorm for each TMS pulse to the motor (A–C) and the visual cortex (D–F).

Together, they indicate which frequency was the most prominent during the train and how it varied with pulse repetition. The charts inset in each panel indicate the

ZPLFnorm at the frequency corresponding to the rTMS stimulation frequency, i.e., the values of ZPLFnorm at the vertical dashed line. Significant changes from the

baseline control period (ctrl) were assessed by Dunnett’s test (*p < 0.05, **p < 0.01). The baseline was the mean value during the period from −5 to −2

stimulation-frequency cycles. Error bars: SD.

across all stimulation conditions. Thus, these topographical
representations indicate that rhythmic stimulation induces the
spatial spread of frequency-specific phase locking.

DISCUSSION

Efficient Stimulation Frequencies for the
Phase Entrainment of Intrinsic Oscillations
It has been reported that rhythmic stimulation at a frequency
that matches physiological rhythms is the most efficient in
modulating behaviors via the entrainment of task-related
oscillations (Klimesch et al., 2003; Sauseng et al., 2009; Romei
et al., 2011). In particular, Klimesch et al. demonstrated that
rTMS at the stimulation frequency of IAF +1Hz was beneficial
for cognitive performance, whereas it was ineffective at the
stimulation frequency of IAF +3Hz (Klimesch et al., 2003).

More recently, an rTMS-EEG study by Thut et al. showed
that intrinsic alpha oscillations were entrained by rTMS at
the IAF applied to the alpha source (Thut et al., 2011b).
From the perspective of non-linear dynamical systems theory,
the degree of entrainment of an oscillatory system to the
rhythmic stimulation changes as a function of stimulation
frequency and amplitude; this is known as the “synchronization
region,” or the “Arnold tongue” (Pikovsky et al., 2003). If
the stimulation amplitude is low, only rhythms close to
the natural frequency can entrain the system, but as the
stimulation amplitude increases, the system is entrained to a
wider range of stimulation frequencies. In a model evaluating
the degree of entrainment by transcranial alternating current
stimulation (tACS) under a comprehensive array of stimulation
conditions (amplitude: 1–13 pA; frequency: 0–6Hz;), tACS
matched to the natural frequency was the most efficient in
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FIGURE 4 | Topographic representation of ZPLF. Each map with t-values from two cycles pre-stimulation (pre2) to post-stimulation (post2) indicates significantly larger

ZPLF for the motor (A), and for visual stimulation (B) than under the sham condition (p < 0.05). The phase-locking of theta frequency oscillations in the frontoparietal,

alpha frequency in the left occipitoparietal and beta frequency in the right motor areas are highlighted with white dotted circles in the magnified view of post 1.5 cycles.

entraining network activity at the lowest amplitude (Ali et al.,
2013).

To our knowledge, the present study is the first to demonstrate
frequency-specific phase entrainment of ongoing oscillations that
correspond to the natural frequency characteristic of each local

area; phase entrainment was observed at specific frequencies
depending on the stimulation site. Specifically, local activity
during α-rTMS over the visual cortex and β-rTMS over the
motor cortex exhibited some signatures of phase entrainment,
such as a continuous and gradual increase in phase locking and
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FIGURE 5 | Time-frequency representations of the number of significant electrodes. (A,C) Each map indicates the number of significant electrodes, determined by

comparing the real and sham conditions. (B,D) Mean number of significant electrodes over four cycles at each frequency (red line in panels A and C). The vertical and

horizontal lines indicate the timing of the last pulse and the stimulation frequency. The number of significant electrodes was compared between the stimulation

frequency and other frequencies (binomial test; *p < 0.005, **p < 0.001).

its persistence after the stimulation had ended. The reason why
responses to periodic stimulation differed between regions may
be because the natural frequency of each region is different, and
only stimulation within the synchronization region was effective
for entrainment.

Local Entrainment Signatures
Phase entrainment is established by a sequential phase shift
(Lakatos et al., 2019) when there is an effective relationship
between the rhythm of the oscillating system and the external
force, i.e., within the synchronization region. Thus, it is expected
that the phase shift induced by a periodic external force of an
appropriate intensity (i.e., not too strong and not too weak)
and an appropriate frequency (i.e., near-natural frequency)
will result in a gradual increase in phase locking across trials
(Thut et al., 2011a). In other words, it takes some time for
the oscillatory system and the external rhythm to synchronize
completely, and as the frequency of the two differs, the time
for synchronization may be prolonged or synchronization
might not even occur. Furthermore, when the external force
is terminated, the entrained oscillations slowly revert to their
natural frequencies (Lakatos et al., 2019). However, the stronger
the entrainment to the external rhythm was, the more the
phase locking at that frequency sustained. Given the progressive
increase in the ZPLF in the alpha and beta bands and the
sustainability of the effect at these frequencies, α-rTMS and

β-rTMS likely match the natural frequencies of the visual and
motor cortices, respectively. However, phase locking did not last
under other TMS conditions, probably because the stimulation
rhythm and the natural frequencies of the motor and visual
cortices were significantly different. In this case, it is likely
that they will hardly synchronize, or if they do, the oscillations
of the cortical system will return to their natural frequencies
more rapidly.

Such lasting effects were consistently apparent, even in
the individual natural frequencies of alpha-band oscillations.
Specifically, participants with an IAF closer to (not equal
to) the stimulation frequency (i.e., closer to 11Hz; see
Supplementary Figure 2) had longer phase locking after the
end of stimulation. Conversely, if the stimulation frequency
and intensity are within the appropriate range, i.e., within the
synchronization region, it is possible to cause entrainment even if
the stimulation frequency and the natural frequency are different.

One might ask why phase locking after sp-TMS lasted
longer than that after rTMS; for instance, significant phase
locking of motor and visual cortex after sp-TMS lasted for
about 150ms (ca. 3 cycles) or about 200ms (ca. 2 cycles),
peaking at 21 and 8Hz, respectively (see Figures 2A,E). On
the other hand, phase locking after β-rTMS and α-rTMS lasted
for about 2.5 cycles and about 1.5 cycles, respectively (see
Figures 2D,G). The effect of sp-TMS is obviously not phase
entrainment. Under the sp-TMS condition, neural oscillations
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FIGURE 6 | Topographic representation of the ZPLF. Each map with t-values was obtained from comparisons of the ZPLF between β-rTMS and the other stimulation

frequency, i.e., θ-rTMS (upper panels) and α-rTMS (lower panels) for motor cortex stimulation (A), and between α-rTMS and the other frequency, i.e., θ-rTMS (upper

panels) and β-rTMS (lower panels) for visual cortex stimulation (B) (p < 0.05).

are phase reset once, but they continue to oscillate at the
natural frequency (Rosanova et al., 2009; Herring et al.,
2015; Lakatos et al., 2019). On the other hand, under the
rTMS condition, the ongoing oscillations synchronized with a
cycle that was slightly different from the natural frequency.
Thus, the prominent frequencies of sp-TMS are different from
those of rTMS, and the phase-entrained oscillations return to
the intrinsic oscillations a few cycles after rTMS has been
terminated. Additionally, we found that phase locking to the
theta stimulation frequency was prominent and significant for
every TMS pulse (see Figure 3D). This may be attributed to
either phase reset by every pulse, as observed in sp-TMS, or
by repeated evoked neural components (discussed in section
Limitations), or both. Taken together, our results suggest
that different local areas have their own natural frequency
and that rTMS tuned to frequencies close to the natural
frequency of those areas can most efficiently modulate their
oscillatory dynamics.

Local Entrainment Propagates to Other
Areas in a Frequency-Specific Manner
We showed that rhythmic stimulation initially causes phase
locking over a wide spatial area and a broad range of frequencies,
but that phase locking around the stimulation frequency
is predominantly propagated as the pulse train continues.
Furthermore, the areas to which phase locking eventually
propagated differed for each stimulation frequency. These results
suggest that local phase entrainment may lead to global phase
entrainment of neural oscillators with the same natural frequency
in functionally coupled regions.

Prior MEG/EEG studies have demonstrated that functionally
relevant networks are spatially organized through a frequency-
specific synchronous oscillating activity (Laufs et al., 2003;
Hillebrand et al., 2012; Hipp et al., 2012). Thus, frequency-
tuned stimulation to the frequency-specific network node may
drive chained phase entrainment of coupled neural oscillators
from local to distant brain regions. We anticipated that β-rTMS
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over the motor cortex would be particularly effective because
the functional connectivity between the motor area and other
cortical areas is largely achieved via beta-band oscillations
(Hillebrand et al., 2012). However, β-rTMS over the motor
cortex increased ZPLF in the alpha band as well as that in the
beta band (Figure 5B, bottom panel). The stimulation frequency
used in our study (23Hz) may have been suboptimal for
entraining intrinsic oscillations because the intrinsic Rolandic
beta frequency over the sensory-motor strip varies among
individuals in a broad range from 14 to 30Hz. Alternatively,
the functional connectivity between the motor cortex and other
cortices might be lower than that between the visual cortex
and other cortices (Hillebrand et al., 2012). This hypothesis is
plausible because the primary motor cortex is the final cortical
stage for executing a motor output and hence mainly receives
inputs from other brain areas, whereas the primary visual cortex
is the first cortical stage to receive visual inputs, and it then sends
these signals to functionally connected areas.

Limitations
The number of survived trials (24.8 ± 2.5 trials) per block
was relatively small and might have been insufficient to yield
significant differences in PLF across conditions. This limitation
was due to the already long total length of experiments (4–5 h)
and involved a tradeoff with finishing the experiment within a
single day to avoid daily variation. Thus, we acknowledge that
the small number of trials may have resulted in a statistical
type II error; additional trials or samples for conditions or
time ranges that were not statistically significant would have
overcome this. Furthermore, there were differences in the
number of trials that were caused by the removal of artifact-
contaminated trials. However, we assessed an unbiased estimator
of PLF (i.e., the ZPLF), which corrects for the differences in
the number of trials and gives a robust measure for phase
locking using even <30 trials, both theoretically and empirically
(see Supplementary Figure 1). As the mean and variance in the
PLF were corrected across stimulation conditions (areas and
frequencies), the number of trials used in the current study
should not have biased the ZPLF results.

TMS-induced EEG potentials are composed of transcranial-
and non-transcranial-neural activity, i.e., those derived from
auditory and somatosensory cortices, and various artifacts,
including those caused by signal processing limitations such as
the wavelet time window and interpolation. Findings on the
increases in the ZPLF during stimulation may be partially due
to contamination with repeated evoked neural components and
repeated artifacts. If an evoked component with a constant
latency and polarity is superimposed on ongoing oscillations, the
intertrial phase variability of the EEG signals will decrease as if the
ongoing oscillation is aligned to a specific phase (Sauseng et al.,
2007). Such spurious phase locking can partially be produced
by repeated TMS-related artifacts, as well as by repeated TMS-
evoked neural activity.

While it is challenging to distinguish phenomena caused
by neural phase entrainment, recurring evoked activities, or
repetition of artifacts produced by TMS, phase entrainment
signatures such as cumulative phase locking and sustained
effects after the end of stimulation cannot be explained by the

linear sum of single evoked components (Thut et al., 2011a).
Moreover, each cortical system has a specific frequency that is
particularly effective for entraining the system. Stimulation with
such area-specific frequencies resulted in significantly stronger
phase locking than other periodic stimulations; these results are
thus unlikely to be the result of TMS artifacts and evoked activity.
Furthermore, the significant differences in topographic maps
revealed by comparing the ZPLF between stimulus conditions
imply the existence of frequency-specific oscillatory networks
that are not common components, such as auditory responses,
somatosensory responses, or various artifacts caused by each
TMS pulse.

Nevertheless, non-transcranial periodic sensory inputs
derived from somatosensory and auditory systems via bone
conduction can indirectly entrain the phase of ongoing
oscillations of the motor and visual cortex, much like steady-
state somatosensory/auditory evoked potentials). Auditory
components were partially attenuated by earplugs and
compensated for by including a sham control. However,
compared with the direct cortical effects, phase entrainment
caused by indirect interactions is unlikely or marginal in terms
of temporal accuracy of periodicity. In other words, neural
responses to sensory inputs were not identical every time, as
observed in many event-related studies. Further studies are
needed to clarify whether phase entrainment occurs remotely
via non-transcranial stimulation to different modalities from
the stimulation area. It is also an open question as to how much
the direct impacts of cortical stimulation can be maximized in
the presence of noise by optimizing experimental and analytic
methods, including the inclusion of realistic sham control
(Ruohonen et al., 2000; Rossi et al., 2007; Hoeft et al., 2008;
Conde et al., 2019) and reference methods (Belardinelli et al.,
2019). Although contamination by TMS-related artifacts remains
a possibility, we believe that the neural phase entrainment
observed in this study is more likely to have been caused by
the phase entrainment of ongoing oscillations rather than by
repetitive evoked and/or artifact components.

Potential Applications
It should be noted that it is impossible to dissociate real
and spurious connectivity of two cortical regions through
conventional phase synchronization analyses if the two
regions are driven by a common source (Kitajo and Okazaki,
2016). However, effective connectivity that is indicative of
directional causality between two regions can be probed by
local perturbations. We, therefore, propose that rhythmic
stimulation can be used to probe causal communication between
cortical regions that are fueled by oscillatory activity with a
specific frequency.

In addition, the present results suggest that rTMS can be used
as an efficient tool to manipulate and measure frequency-specific
brain dynamics. This application could provide insights into the
causal roles of rhythmic activity in brain networks by looking
at the functional outcomes of modulating synchronous neural
oscillations that mediate specific cognitive functions.

Several brain disorders show impaired neural oscillations
and synchrony within brain networks, including schizophrenia
(Lee et al., 2006; Uhlhaas et al., 2006) and stroke (Wu et al.,
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2011; Kawano et al., 2017, 2020). Therefore, this rTMS-EEG
technique has clinical potential for the treatment of impaired
oscillations and synchrony in such brain disorders. For instance,
it has been reported that resting-state interhemispheric alpha-
band and beta-band phase synchrony networks are impaired
in stroke patients (Kawano et al., 2017). The degree of
impairment of the interhemispheric phase synchrony networks
was highly correlated with the functional independence measure
(FIM), which assesses activities of daily living (ADL) in
stroke patients. We, therefore, speculate that alpha- or beta-
band rTMS targeting interhemispheric synchrony networks can
be a potential neurorehabilitation treatment for ADL-related
functional brain networks in stroke.
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Exclusion of the Possibility of “False
Ripples” From Ripple Band
High-Frequency Oscillations
Recorded From Scalp
Electroencephalogram in Children
With Epilepsy
Katsuhiro Kobayashi* , Takashi Shibata, Hiroki Tsuchiya and Tomoyuki Akiyama

Department of Child Neurology, Okayama University Graduate School of Medicine, Dentistry and Pharmaceutical Sciences
and Okayama University Hospital, Okayama, Japan

Aim: Ripple-band epileptic high-frequency oscillations (HFOs) can be recorded by
scalp electroencephalography (EEG), and tend to be associated with epileptic spikes.
However, there is a concern that the filtration of steep waveforms such as spikes may
cause spurious oscillations or “false ripples.” We excluded such possibility from at least
some ripples by EEG differentiation, which, in theory, enhances high-frequency signals
and does not generate spurious oscillations or ringing.

Methods: The subjects were 50 pediatric patients, and ten consecutive spikes during
sleep were selected for each patient. Five hundred spike data segments were initially
reviewed by two experienced electroencephalographers using consensus to identify
the presence or absence of ripples in the ordinary filtered EEG and an associated
spectral blob in time-frequency analysis (Session A). These EEG data were subjected
to numerical differentiation (the second derivative was denoted as EEG′′). The EEG′′

trace of each spike data segment was shown to two other electroencephalographers
who judged independently whether there were clear ripple oscillations or uncertain ripple
oscillations or an absence of oscillations (Session B).

Results: In Session A, ripples were identified in 57 spike data segments (Group A-R),
but not in the other 443 data segments (Group A-N). In Session B, both reviewers
identified clear ripples (strict criterion) in 11 spike data segments, all of which were in
Group A-R (p < 0.0001 by Fisher’s exact test). When the extended criterion that included
clear and/or uncertain ripples was used in Session B, both reviewers identified 25 spike
data segments that fulfilled the criterion: 24 of these were in Group A-R (p < 0.0001).

Discussion: We have demonstrated that real ripples over scalp spikes exist in a certain
proportion of patients. Ripples that were visualized consistently using both ordinary filters
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and the EEG′′ method should be true, but failure to clarify ripples using the EEG′′ method
does not mean that true ripples are absent.

Conclusion: The numerical differentiation of EEG data provides convincing evidence
that HFOs were detected in terms of the presence of such unusually fast oscillations
over the scalp and the importance of this electrophysiological phenomenon.

Keywords: epilepsy, child, scalp EEG, false ripple, high-frequency oscillation (HFO), fast oscillation (FO)

INTRODUCTION

High-frequency oscillations (HFOs) have attracted attention due
to their close relationship with epileptogenicity (Jacobs et al.,
2010; Akiyama et al., 2011; Frauscher et al., 2017; Thomschewski
et al., 2019). Ripple band epileptic HFOs can be recorded
from a scalp electroencephalogram (EEG; Kobayashi et al.,
2010; Andrade-Valenca et al., 2011; Zelmann et al., 2014; von
Ellenrieder et al., 2014; Shibata et al., 2016; Bernardo et al., 2018),
and they are suggested to indicate disease severity particularly
in children with developmental and epileptic encephalopathy,
such as West syndrome (Kobayashi et al., 2011; Kobayashi
et al., 2015; van Klink et al., 2016; Nariai et al., 2020). Epileptic
ripples, however, tend to be associated with epileptic discharges
or spikes, and there is a concern that filtration of steep
waveforms such as spikes may cause spurious oscillations or
“false ripples” (Bénar et al., 2010). Although time–frequency
analysis (TFA) supplements HFO detection, TFA is not a perfect
solution because the spectra are based on frequency analysis,
and occasionally, noisy and high-frequency spectral blobs may be
buried in lower-frequency activities.

We aimed to exclude the possibility of such false ripples
from at least some ripples that were observed in association
with scalp spikes using numerical differentiation processing of
EEG data, which relatively enhances high-frequency signals and
does not generate spurious oscillations or ringing, in theory.
There are several methods to reduce slow frequency activity
(i.e., whitening) to improve HFO detectability, but avoiding
the generation of spurious oscillations has not received much
attention (Roehri et al., 2016). In the present study, we intended
to show that ripples really exist in association with spikes using a
straightforward method.

MATERIALS AND METHODS

Background
The derivative of sine waves with a certain frequency yields sine
waves that have the identical frequency and a phase shift. Let x
denote a sine function of time (t) in the original data:

x = A · sin(2πft)

where A and f denote amplitude and frequency, respectively.
Its first derivative is indicated as:

x
′

= 2πfA · cos
(
2πft

)
= 2πfA · sin

(
2πft +

π

2

)
.

It indicates the degree of temporal EEG change (denoted herein
as EEG’ according to the prime notation of derivative). Let
X(t) denote EEG potential data at time point t, the numerical
approximation of EEG’ is defined simply as the potential
difference between two adjacent time points divided by the
sampling interval (1t), which was 2 ms in the present study with
the sampling rate at 500 Hz, as follows:

X′ (t) = {X (t +1t)− X (t)} /1t.

The second derivative is denoted as EEG′′, and it is obtained by
differentiation of the first derivative, as follows:

x
′′

= −4π2f 2A · sin
(
2πft

)
= 4π2f 2A · sin

(
2πft + π

)
.

Its numerical approximation is indicated as follows:

X′′ (t) =

{
X
′
(t+1t)−X

′
(t)
}

1t =

{X (t + 21t)− 2X (t +1t)+ X (t)} /1t2.

This equation denotes a type of finite impulse response (FIR)
filter that has only three coefficients, which limit the responses
within the duration of these samples (31t = 6 ms) and, therefore,
do not allow ringing or the generation of spurious oscillations
with ≥4 cycles. This is because the duration of four oscillations
with a frequency of 200 Hz (wavelength 5 ms) is 20 ms.

Figure 1 shows a representative example of ringing at the
arrows that is caused by a type of FIR filter based on application
of the discrete Fourier transform, zeroing parameter values below
80 Hz, and the subsequent inverse Fourier transform. Note that
the EEG’ and EEG′′ traces do not cause ringing. Conversely,
Figure 2 shows a spike that was recorded from a representative
pediatric patient with focal epilepsy and was processed similarly,
as follows: ripple oscillations are clearly observed in the FIR
filtered trace and the EEG′′ trace. Therefore, it is evident that
ripples can be found in at least some EEG′′ traces without
concerns about the possibility of false ripples. However, it is still
unknown how efficient it is to detect ripples particularly from
routine, possibly noisy, pediatric EEG records. The present study
was designed to clarify this issue.

Subjects
Fifty pediatric patients who visited Okayama University Hospital
from January 2017 to August 2019 and who were 3–13 years
old at the time of the scalp EEG recording that showed frequent
spikes with a presumed focal origin during sleep were enrolled
into the study. The participants were limited to those who had
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FIGURE 1 | Processing of EEG artifacts. Two artifacts that were caused by poor electrode contact at C4 (left panel). The EEG data at F4–C4 (pink rectangle) that
were recorded from a 5-year-old boy is temporally expanded (right panel) (abrupt potential jumps at arrows). From the top: EEG processed with an FIR low-cut
frequency (LCF) filter at 0.5 Hz; EEG LCF filtered at 80 Hz showing spurious oscillations; EEG’; and EEG′′ showing no ringing. The corresponding time–frequency
analysis is shown in Supplementary Figure 1A.

FIGURE 2 | Processing of an EEG epileptic discharge. A spike-wave recorded from a 5-year-old boy (left panel). The EEG data (pink rectangle) at Cz–Pz including
the spike (arrow) is temporally expanded and processed (right panel) as in Figure 1. Ripple oscillations can be seen in both the trace LCF filtered at 80 Hz and the
EEG′′ trace. The corresponding time–frequency analysis is shown in Supplementary Figure 1B.
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not yet undergone an EEG analysis. Children with such an EEG
abnormality pattern were selected because they tend to show
ripples in association with spikes (Ohuchi et al., 2019). The
demographic data of these patients are shown in Table 1.

This study was approved by the Okayama University Ethics
Committee (approval No. 1911-024).

Methods of Analysis
Electroencephalography data were recorded with a sampling
rate at 500 Hz using a Nihon-Kohden (Tokyo, Japan) Neurofax
system, which used a low-cut frequency filter at 0.08 Hz before
digital sampling. The international 10–20 electrode system was
used. Computation was performed using a program written in-
house for MATLAB (version 7.5.0; MathWorks Inc., Natick,
MA, United States).

For each participant, ten consecutive spikes were selected with
a minimal interval of 1.5 s. Five hundred data segments with
a duration of 1.4 s, among which each segment including a
spike at the mid-point, were initially analyzed in a single bipolar
channel that showed clear spike morphology; these spike-data
were processed using a combination of TFA and an FIR low-
cut filter at 80 Hz. In each spike-data segment, after discarding
the beginning and ending 400-ms part, the middle 600-ms part
was reviewed by two experienced electroencephalographers using
consensus to identify the presence or absence of ripples that
had ≥4 oscillations and an amplitude that was clearly above the
background signal according to Andrade-Valenca et al. (2011). In
this study, the ripple-associated spectral blobs should have peak
power ≥0.05 µV2 in TFA (Session A).

These EEG data segments were subjected to numerical
differentiation as explained above. The EEG′′ trace of the
middle part of each spike-data segment was presented to
two other electroencephalographers without information about
the results in Session A. The order of presentation was
randomized. The latter electroencephalographers reviewed each
EEG′′ trace independently to judge for the presence of clear
ripple oscillations, uncertain oscillations, or the absence of
oscillations (Session B).

Statistical Analysis
In the judgments in Session B, the strict criterion for ripples was
defined to include only clear ripples, and the extended criterion
included clear and/or uncertain ripples. The judgments in Session
B were compared to the initial categorization in Session A using
Fisher’s exact test.

RESULTS

In Session A, ripples were identified in 57 spike-data segments
(Group A-R) that were recorded from 14 children and not in the
other 443 segments (Group A-N), as shown in Table 1. Ripples
were predominantly observed in patients with focal epilepsy that
evolved to epileptic encephalopathy with continuous spike-and-
wave during sleep or related disorders. Conversely, ripples were
rare and variable in focal epilepsies, and lacking in patients with
spikes with no clinical seizures.

In Session B, as indicated in Table 2, both reviewers
consistently found clear ripples (strict criterion) in the 11 spike-
data segments, which were all included in Group A-R and not in
Group A-N (p < 0.0001; sensitivity 19.3%, specificity 100%). For
the inter-rater agreement between the two reviewers in Session B,
the Kappa coefficient was 0.331.

When the extended criterion of ripples was used in Session B,
there were 25 spike-data segments, which fulfilled the criterion
and was agreed-upon by the two reviewers; 24 of these were
in Group A-R and the remaining one was in the Group A-N
(p< 0.0001; sensitivity 42.1%, specificity 99.8%; Kappa coefficient
of the inter-rater agreement 0.391). There was only one spike-
segment that was categorized as Group A-N for Session A and
fulfilled the extended criterion in Session B (judged to show clear
ripples by one reviewer and to show uncertain ripples by the other
reviewer). In this segment, there were considerable background
oscillations in the initial FIR filtered EEG in Session A, and the
background activity looked irregular and noise-like on the EEG′′
trace, showing discernible ripples in Session B (Figure 3). Spike-
data surrounded by heavy background noise signals tended to
result in failure of ripple identification in Session B (Figure 4).

DISCUSSION

We have demonstrated that real ripples over scalp spikes exist in
some patients, and that these real ripples can be distinguished
from false ripples using numerical differentiation of EEG data.
The possibility of false ripples might make researchers uneasy,
but the present findings will form the basis to study scalp
HFOs particularly in children with developmental and epileptic
encephalopathy. There should be true ripples that have a
relatively low amplitude in a noisy background, and thus, cannot
be clearly depicted in the EEG′′ traces. Ripples that are visualized
consistently using both ordinary filters and the EEG′′ method
should be true, but failure to clarify the ripples using the EEG′′
method does not mean that the true ripples are not present.

Although the combination of TFA and EEG filtering that was
used in Session A is a standard method to identify HFOs, true
HFOs that are buried in slower potentials may not always build
isolated peaks, and filtration may generate redundant oscillations
at spikes and in the background. As illustrated in Figure 3, the
spike that showed ripples based on the extended criterion in
Session B and no ripples in Session A may include some sort of
true oscillations that were not easily discernible from the noisy
background in the ordinary-filtered EEG. The EEG′′ traces that
were shown to have a high specificity may supplement these
methods to recognize true ripples. The modest sensitivity of
the EEG′′ technique may be due to the effects of confounding
background noise, as shown in Figure 4. There is no single perfect
analysis method, and we do not have the ground truth or ideal
baseline data to assess the true performance of each available
method. We hope that future studies using simulated data will
help to solve these issues.

The 500 spikes that were used in the present study were not
intentionally selected using previous information on ripples and
the background noise level. Spikes in epileptic encephalopathy
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FIGURE 3 | Discordant judgment in an epileptic discharge (possible ripples that were not identified in Session A but identified using the extended criterion in Session
B). Spike-waves are dominant over the right occipital region that was recorded from an 8-year-old girl (left panel), and the part of EEG data (pink rectangle) at T6–O2
including the spike (arrow) is temporally expanded and processed (right panel). From the top: filtered at 0.5 Hz; filtered at 80 Hz with background oscillations;
time–frequency analysis (TFA) lacking clear spectral blobs; and the EEG′′ trace showing spike-associated oscillations surrounded by noise-like background activity. In
Session A, this spike was categorized as devoid of ripples, whereas in Session B, it was judged to include clear ripple oscillations by one reviewer and to include
uncertain oscillations by the other.

FIGURE 4 | A representative failure to detect ripples in Session B. Spike-waves are almost generalized in a sleep EEG that was recorded from an 8-year-old girl (left
panel), and the EEG data (pink rectangle) at F3–C3 including the spike is temporally expanded and processed (right panel). From the top: filtered at 0.5 Hz; filtered at
80 Hz with ripple oscillations (underline) and background noise; TFA showing a clear spectral blob (arrow); and the EEG′′ trace showing some spike-associated
oscillations (underline) buried in noise-like background activity. In Session A, this spike was categorized as having ripples, whereas in Session B, neither of the
reviewers judged it to include ripple oscillations.
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TABLE 1 | Demographic data of the patients.

Age 7.93 ± 2.53 years

Number of
pts.

Number of
spikes with

ripples

Mean peak frequency
of ripple-blobs (Hz)

Mean peak power of
ripple-blobs (µV2)

Mean duration of
ripples (ms)

Total 50 [14] 57 (1.14) 114.4 ± 18.6
{80.1–160.2}

0.46 ± 0.62
{0.05–3.77}

98.8 ± 28.6 {52–186}

Sex

Male 32 [7] 22 (0.69) 110.2 ± 17.1
{82.0–140.6}

0.29 ± 0.21
{0.10–0.78}

97.8 ± 34.5 {52–186}

Female 18 [7] 35 (1.94) 117.1 ± 19.2
{80.1–160.2}

0.56 ± 0.76
{0.05–3.77}

99.4 ± 24.7 {58–146}

Disorder

Childhood epilepsy with
centrotemporal spikes

6 [2] 2 (0.33) 98.7 {87.9, 109.4} 0.19 {0.13, 0.25} 96 {88, 104}

Panayiotopoulos syndrome 3 [0] 0 (0) N/A N/A N/A

Epilepsy with coexisting
generalized and focal
abnormalities

2 [0] 0 (0) N/A N/A N/A

Focal epilepsy evolving to
epileptic encephalopathy with
continuous spike-and-wave
during sleep or related disorder

8 [7] 41 (5.13) 117 ± 18.8
{80.1–160.2}

0.50 ± 0.71
{0.05–3.77}

95.5 ± 28.5 {52–186}

Other focal epilepsies with
various etiologies

21 [5] 14 (0.67) 109.2 ± 17.4
{82–140.6}

0.37 ± 0.27
{0.12–1.02}

109 ± 29.4 {64–172}

EEG spikes without clinical
seizures

10 [0] 0 (0) N/A N/A N/A

pt(s), patient(s); (), group mean; [], pts having at least one spike with ripples; {}, range; N/A, not applicable; ±, mean and standard deviation.

TABLE 2 | Identification of ripples in Sessions A and B.

Session A: ripples identified by a combination
of filtered EEG and time-frequency analysis

Sum Statistics (Fisher’s exact test)

Present (Group A-R) Absent (Group A-N)

Session B: ripples
identified in EEG′′

traces

Strict criterion (clear
ripples alone)

Detected 11 0 11 p < 0.0001

Not detected 46 443 489

Extended criterion
(clear and/or
uncertain ripples)

Detected 23 1 24 p < 0.0001

Not detected 34 442 476

Sum 57 443 500

with continuous spike-and-wave during sleep and related
disorders tended to have associated ripples in the present study,
but ripple-laden spikes were rare and variable in children with
other types of disorders, as already reported (Ohuchi et al.,
2019). The presence of only 57 spikes with ripples in Group A-R
suggests that ripples are generally rare events that should have a
special meaning.

The EEG’ and EEG′′ traces can be regarded as FIR-filtered
EEG data, but they have particular meanings. EEG data are
summed potentials that are generated by many neurons. The
EEG’ traces that show the degree of instantaneous change
in the EEG may represent the driving forces behind the
EEG changes, which may reflect the net amount of synaptic

input at the moment more so than the raw EEG data. The
EEG′′ traces show the tendency for changes in the EEG’
or possibly the direction of EEG changes that are taking
place. This type of viewpoint for EEG is expected to increase
the utility of EEG.

There are limitations and unsolved questions in the present
study. The number of spike samples, particularly spikes with
ripples, was not large, and we need to involve much more spike-
and non-spike-data to clarify the effects of the EEG′′ method.
We used a 1t of 2 ms because the sampling rate was 500 Hz,
but the selection of 1t may influence the results. We have not
yet determined the best 1t for EEG′′. Additionally, we have
not compared the effects of various options for the numerical
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approximation of the second derivative. We should address these
questions in the future.

The inter-rater agreement in Session B was modest, suggesting
that experience is needed to share the common knowledge
and observe EEG′′ traces. The EEG′′ method was new to the
reviewers, and establishment of a consensus standard regarding
its interpretation is another future issue. This is why judgment
was not based on consensus in Session B, which is in contrast to
Session A that involved the already established analysis method,
i.e., the combination of TFA and an FIR. When reviewers are
accustomed to the EEG′′ method, the quality of identification
may improve.

Roehri et al. (2016) investigated several methods of whitening,
including the first derivative, but not the second derivative, to
improve the detectability of HFOs. The present EEG′′ method
is very simple, and there might be more sophisticated methods
that have better performance in detecting HFOs compared to
EEG′′. Excluding the possibility of “false ripples,” however, has
not been rigorously pursued to the best of our knowledge. If
this EEG′′ method is used as an adjunctive tool in addition to
the information about ordinary filtered or whitened EEG, then
the preciseness with which the ripples may be identified will
be improved. Despite all these limitations, we hope to add the
numerical differentiation of EEG as another way to review EEGs
that include spike-associated ripples and other types of high
frequencies. Because there are pitfalls of bias in the detection
of scalp HFOs (Gerner et al., 2020), we would like to refine
the EEG differentiation method to develop a methodology to
avoid such pitfalls and to make scalp HFOs a truly useful
biomarker in the future.

CONCLUSION

Numerical differentiation of EEG data would provide proof
for the presence of such unusually fast oscillations or
ripples over the scalp and support the importance of this
electrophysiological phenomenon.
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Supplementary Figure 1 | Time–frequency analysis of sample EEG data. (A) A
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Background: Theta-band neuronal oscillations in the prefrontal cortex are associated
with several cognitive functions. Oscillatory phase is an important correlate of excitability
and phase synchrony mediates information transfer between neuronal populations
oscillating at that frequency. The ability to extract and exploit the prefrontal theta rhythm
in real time in humans would facilitate insight into neurophysiological mechanisms of
cognitive processes involving the prefrontal cortex, and development of brain-state-
dependent stimulation for therapeutic applications.

Objectives: We investigate individual source-space beamforming-based estimation of
the prefrontal theta oscillation as a method to target specific phases of the ongoing theta
oscillations in the human dorsomedial prefrontal cortex (DMPFC) with real-time EEG-
triggered transcranial magnetic stimulation (TMS). Different spatial filters for extracting
the prefrontal theta oscillation from EEG signals are compared and additional signal
quality criteria are assessed to take into account the dynamics of this cortical oscillation.

Methods: Twenty two healthy participants were recruited for anatomical MRI scans and
EEG recordings with 18 composing the final analysis. We calculated individual spatial
filters based on EEG beamforming in source space. The extracted EEG signal was then
used to simulate real-time phase-detection and quantify the accuracy as compared
to post-hoc phase estimates. Different spatial filters and triggering parameters were
compared. Finally, we validated the feasibility of this approach by actual real-time
triggering of TMS pulses at different phases of the prefrontal theta oscillation.

Results: Higher phase-detection accuracy was achieved using individualized source-
based spatial filters, as compared to an average or standard Laplacian filter, and also by
detecting and avoiding periods of low theta amplitude and periods containing a phase
reset. Using optimized parameters, prefrontal theta-phase synchronized TMS of DMPFC
was achieved with an accuracy of ±55◦.
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Conclusion: This study demonstrates the feasibility of triggering TMS pulses during
different phases of the ongoing prefrontal theta oscillation in real time. This method
is relevant for brain state-dependent stimulation in human studies of cognition. It will
also enable new personalized therapeutic repetitive TMS protocols for more effective
treatment of neuropsychiatric disorders.

Keywords: EEG, TMS, prefrontal cortex, brain-state dependent stimulation, non-invasive brain stimulation, theta
rhythm, brain oscillations

INTRODUCTION

Synchronous oscillatory activity between neuronal populations
allows information exchange and the strengthening of
connections through neuroplasticity (Harris et al., 2003; Buzsaki
and Draguhn, 2004). These neuronal oscillations are ubiquitous
in the functioning brain cortex and can be observed with the
aid of several tools, including non-invasive recordings such as
electroencephalography (EEG) and magnetoencephalography.
Different oscillatory patterns predominate in different cortical
areas and are modulated by the individual’s states and behavior,
suggesting that each oscillatory mode has specific physiological
functions. Specifically, oscillatory activity in the theta frequency
band (4–7 Hz), which can be found in brain areas such as the
prefrontal cortex and hippocampus, has been correlated with
several cognitive processes, making it a phenomenon of interest
for developing diagnostics and treatment of neuropsychiatric
disorders (Lisman and Buzsaki, 2008; Sauseng et al., 2010;
Cavanagh and Frank, 2014).

Advances on understanding the relationship between
cognition and neuronal oscillations in the theta band have
mainly relied on studies in animal models. Early research
has demonstrated spatial memory deficits following the
loss of theta rhythm in the hippocampus (Winson, 1978).
Moreover, the hippocampal theta oscillation has been found
to be significantly phase-locked to the neuronal firing of large
populations of neurons in the medial prefrontal cortex (Siapas
et al., 2005), with different phases corresponding to different
states of excitability. Accordingly, neuronal spiking has been
observed predominantly in specific theta-phases depending
on the brain region (Klausberger et al., 2004; Fujisawa and
Buzsaki, 2011), with stimulation applied in different phases of
theta oscillation yielding differential profiles of neuroplasticity
(Pavlides et al., 1988; Holscher et al., 1997; Hyman et al.,
2003). Together, these observations support the notion that
different phases of theta oscillations represent distinct excitability
states of neuronal populations, which would enable effective
neuronal communication and different opportunities of
plasticity induction (for comprehensive review see Fries, 2015).
Studies in human subjects have confirmed the presence of a
marked theta rhythm in the frontal midline EEG channels,
originating from the anterior part of the superior frontal gyrus
and anterior cingulate cortex (Ishii et al., 1999; Onton et al.,
2005). Concomitant EEG measures and task performance
confirmed an association between prefrontal theta dynamics
and cognition, showing increasing power of theta oscillations
and connectivity enhancement within prefrontal cortices, as

well as between prefrontal and parietal cortices during tasks that
required heavier memory loads (Onton et al., 2005; Sauseng
et al., 2007). Intracranial recordings from patients undergoing
invasive procedures further support the association between
theta rhythm dynamics and cognition in humans, as well as
phase-specific preferences for neuronal firing (Kahana et al.,
1999; Rizzuto et al., 2006; Rutishauser et al., 2010; Lega et al.,
2012; Zavala et al., 2018).

Given the role of different phases of the prefrontal theta
oscillation, interfering with this oscillatory mode by applying
non-invasive brain stimulation in a phase-specific manner may
prove to be a relevant asset for modulating human brain function.
This concept has previously been explored by our group,
demonstrating that transcranial magnetic stimulation (TMS) in
humans evokes differential responses depending on the phase
of an ongoing local low-frequency EEG oscillation. Specifically,
it has been found that the negative peak of the sensorimotor
µ-oscillation represents a state of higher responsivity compared
to the positive peak and random phase, as TMS during
the negative peak evoked higher-amplitude motor potentials,
and repetitive TMS induced long-term potentiation-like effects,
which was made possible by using a real-time phase-detection
algorithm (Schaworonkow et al., 2018; Zrenner et al., 2018). Here,
we aim to develop a method to enable phase-specific stimulation
according to the prefrontal theta oscillation.

However, differences in the characteristics of prefrontal theta
and sensorimotor µ-oscillations require significant changes
to the methods involved in the real-time phase-detection.
Firstly, despite theta oscillations being prominently observed
in EEG prefrontal regions, the signal-to-noise ratio (SNR) is
usually lower than the SNR for the sensorimotor µ-oscillation
in the alpha-frequency band. Lower SNR leads to increased
vulnerability of the measured signal to interference from other
oscillatory sources, either local or via volume conduction,
which increases the estimation error of the phase of the theta
oscillation of interest, while also decreasing the accuracy of
the real-time phase-detection algorithm (Zrenner et al., 2020).
Additionally, cortical theta oscillations have been found to
occur in limited time lengths, sometimes described as bursts,
which can last from a couple of cycles up to 2 seconds, which
translates into a signal prone to sporadic shifts in amplitude
and phase resetting (Kahana et al., 1999; Rizzuto et al., 2006;
Rutishauser et al., 2010). This poses a challenge for any phase-
estimation method, as one cannot rely on extrapolations from
long windows of data, given that longer windows are more
likely to contain periods of interference or a phase reset.
Addressing these issues is particularly relevant for designing
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an accurate real-time phase-detection algorithm aimed at the
prefrontal theta oscillation. Therefore, such algorithm should
include methods to reliably extract the theta oscillation from
the cortical region of interest and to guarantee that the
input signal to the real-time system corresponds to a stable
oscillation, implying a signal length free from theta amplitude
shifts and phase resets, which might compromise proper
phase detection.

We propose here adaptations to the real-time phase detection
method presented previously (Zrenner et al., 2018), in order
to account for the characteristics of the prefrontal theta
oscillation, and thereby enable real-time EEG-triggered TMS
targeting of specific phases of the theta oscillation. We also
assess the benefit of using an individual EEG spatial filter,
based on the subject’s anatomical MRI and EEG source activity
estimation, designed to extract the signal of interest from
the dorsomedial prefrontal cortex (DMPFC) in real time, as
opposed to using a standard EEG montage. We also propose
additional trigger constraints, which allow the real-time phase
detection algorithm to detect instabilities in the theta oscillation,
only triggering pulses during stable theta oscillation with
adequate amplitude and without phase resets. We hope that our
findings will enable future studies into the physiology of the
human theta oscillation as well as new theta phase-dependent
therapeutic neuromodulation.

MATERIALS AND METHODS

Subjects and Design
Twenty-two healthy individuals were recruited. Inclusion
criteria were the absence of past or current psychiatric or
neurological diseases. Exclusion criteria were current treatment
with drugs acting on the central nervous system, presence
or prior history of alcohol or illicit drugs abuse, and
pregnancy. Two subjects were excluded due to excessive
sleepiness, and two due to excessive eye movements and
muscular activity during the experiment. The final sample
included 18 subjects (11 female) with a mean age (±1 SD)
of 24 ± 3.3 years. All subjects provided written informed
consent prior to participation, and the study was conducted
in accord with the Declaration of Helsinki approved by the
ethics committee of the medical faculty of the University of
Tübingen (716/2014BO2).

EEG and TMS
Scalp EEG was recorded with a 126-channel TMS compatible
Ag/AgCl sintered ring electrode cap (EasyCap GmbH, Germany)
in the International 10-5 EEG system arrangement (Oostenveld
et al., 2011), with reference and ground electrodes placed at
positions FCz and CPz, respectively. A 24-bit biosignal amplifier
was used for EEG recordings, at a sampling rate of 5 kHz
(NeurOne Tesla with Digital Out Option, Bittium Biosignals Ltd.,
Finland), in DC mode. TMS was delivered using a MagPro XP
Stimulator (MagVenture A/S, Denmark) connected to a figure-
of-eight coil (Cool-B65, inner coil winding diameter 35 mm) with
biphasic pulses of 300 µs width.

Experimental Session
The experiment was conducted in a quiet room with the subjects
sitting comfortably in a reclined chair, instructed to keep their
eyes open. Experimental measurements involved a series of
3 EEG recordings. The first recording consisted of 8 min of
resting-state EEG. This signal was used for the covariance matrix
calculation, required for the design of the individualized source-
based spatial filter, as explained in the next sub-section. This
recording was also used to later test different parameters of the
real-time phase estimation algorithm, in simulating real-time
phase estimation offline, also explained below.

The second recording also involved resting-state EEG, but
here we used the real-time phase-estimation algorithm to mark
the EEG recording in real-time whenever the conditions for
triggering at either the negative or positive peak of the ongoing
theta oscillation were met. Sufficient data was recorded to include
100 markers for each phase condition. The procedure was
designed to enable the quantification of the real-time algorithm’s
accuracy by comparing the predicted phase with a post-hoc
“gold-standard” phase estimate. This was necessary as the real-
time algorithm is essentially “predictive,” relying on preceding
signal only, which reduces the accuracy of the phase estimate
(Blackwood et al., 2018; Zrenner et al., 2020). By analyzing
the same signal post hoc, including data before and after the
time point of interest, with standard signal-processing methods,
the accuracy of the real-time estimate for a given signal can
be assessed (details are provided below). It is important that
the signal contains only trigger markers, but not actual TMS
pulses, as stimulus artifacts and evoked cortical responses distort
the post-stimulus signal, which cannot then be used for a
post hoc phase estimate. Nonetheless, this method enables a
reliable estimate of actual phase targeting accuracy, given that
the marker placement in non-stimulated epochs follows exactly
the same procedure and constraints as for the stimulated epochs
(Bergmann et al., 2012; Zrenner et al., 2018).

The third part of the experiment consisted of the application
of 480 EEG-triggered single biphasic TMS pulses to the DMPFC
using the real-time phase detection algorithm to trigger pulses to
either the positive peak, negative peak or random phases of the
theta oscillation, 160 pulses per condition. The coil was separated
from the scalp using an 11 mm plastic spacer that was mounted
on the EEG electrodes to prevent direct contact of the TMS coil
with the electrodes and reduce possible artifacts (Ruddy et al.,
2017). Pulses were applied with an intensity of 120% of the resting
motor threshold (RMT) (Groppa et al., 2012) and a minimum
interstimulus interval of 2.5 s.

Imaging and Head Model
Extraction of brain activity from DMPFC was achieved
by using an individual source-based spatial filter (filter
Wind). For this purpose, all subjects underwent MRI using
a 3T Siemens PRISMA scanner, with T1- and T2-weighted
anatomical sequences, required for the EEG forward model.
The neuronavigation system (Localite GmbH, Sankt Augustin,
Germany) was used to locate the left DMPFC (Dunlop
et al., 2015), identified by the MNI coordinates (−4, 52, 36)
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(Baetens et al., 2017; Piva et al., 2019). Individual MRIs were
segmented and meshed using the Fieldtrip toolbox (Oostenveld
et al., 2011), which relies on the software packages FreeSurfer
and HCP workbench (Fischl, 2012). Meshes were imported
into MATLAB R2018b (Mathworks Ltd., United States) and a
forward model for EEG was built using a customized pipeline
(Stenroos and Sarvas, 2012; Stenroos and Nummenmaa, 2016).
Positions of all 126 electrodes were pinpointed manually using
the neuronavigation system, and then projected onto the scalp
surface mesh. A three-compartment volume conductor model
was constructed using the boundary element method comprising
the intracranial space (conductivity 0.33 S/m), skull (0.0041 S/m),
and scalp (0.33 S/m). Cortical source activity was represented
as primary current density on the boundary of white and gray
matter, discretized into approximately 16,000 cortical source
dipoles, each oriented perpendicular to the cortical surface.
Signal topographies for all these dipoles were computed yielding
a 126 × 16,000 leadfield matrix L, which quantifies how the
source activity at each cortex location contributes to the voltage
distribution on the sensor array. Cortical dipoles within 1 cm
diameter centered in the left DMPFC coordinates were set as the
region of interest for the EEG source activity estimation.

EEG Source Activity Estimation
A linear constrained minimum variance (LCMV) beamformer
was used to estimate source activity at the relevant locations in
source space (Van Veen et al., 1997). With constrained source
orientations, the source amplitude s(r,t) in location r at time-
instant t is obtained by

s (r, t) = wT (r)E(t), (1)

where E is the array of measured EEG signals, and w is the spatial
filter vector defined as

w =
lT (r)C−1

lT (r)C−1l(r)
, (2)

where l(r) is the topography of a elementary source dipole at
location r, i.e., the corresponding column of the leadfield matrix
L, and C is the signal covariance matrix, which was in this study
calculated on 8 min of resting-state EEG data.

Spatial filters W and estimated time-course s were calculated
for the selected dipoles in the region of interest. The individual
filter Wind is constructed using only those columns of the
leadfield matrix L corresponding to the dipoles located within the
left DMPFC. As this procedure depends on the covariance matrix
of the acquired signal and on source topographies, which in turn
depend on the head conductivity geometry and sensor positions
with respect to the sources, each spatial filter is specifically
calculated for each single session and subject. For the purpose
of plotting, the results obtained from source estimation for each
subject was then pooled and warped into a common MNI space
for group average across subjects.

We used the resting state EEG data to estimate the source
of the theta oscillation in the cortical surface by performing a
spectral analysis at source level, using the individual head models
and LCMV beamforming. Spectral power was estimated using

the multi-taper method on contiguous data segments 5 s long
with 5 tapers and a time half-bandwidth parameter of 3 yielding
a power spectral density estimate of the full spectrum. Fractal
(aperiodic) background noise was estimated using the Irregular
Resampling Auto-Spectral Analysis (IRASA) method (Wen and
Liu, 2016) with factors 1.1–2.9 in steps of 0.1 and excluding 2.0,
as implemented by the Fieldtrip toolbox. SNR was computed
by subtracting the fractal (aperiodic) component from the full
spectrum (Donoghue et al., 2020).

Spatial Filters Comparison
In order to test the relevance of using an individual source-based
spatial filter, the filter Wind, we compared its properties with that
from three non-individual spatial filters. The first of these filters
involved the grand-average of the coefficient weights of the filter
Wind, channel by channel, across all subjects, resulting in the
filter Wavg, which was applied as a generic spatial filter for all
subjects. A simpler approach was to use the electrode with the
highest coefficient weight in the filter Wavg as the center of a
Hjorth montage (electrode AFF1h; coefficient weight = 1), with
surrounding electrodes suppressing the signal (AFp1, AFF2h,
FFC1h, AFF5h; coefficient weights =−1/4), resulting in the filter
WH, similarly to what has been done to detect the sensorimotor
µ-oscillation (Zrenner et al., 2018). Finally, the simplest method
was to consider solely the signal from the AFF1h electrode,
resulting in the filter WA. These spatial filters were compared
with regard to the expected cortical areas they are sensitive to,
performed by multiplying each individual filter by the whole
leadfield matrix L, yielding a sensitivity profile over the cortical
mesh. Furthermore, sensitivity profiles were normalized within
subjects by means of a z-transform, subtracting the sensitivity of
each dipole by the individual’s average and divided by its standard
deviation. The same procedure was applied to the individual
electrodes in the sensor level, to better illustrate the conformation
of the spatial filters. The correlation coefficient between the filters’
sensitivity profiles across all the cortical surface was calculated on
the individual subject level, as an estimate of similarity between
these filters. The resulting correlation coefficients were then
statistically compared. To summarize, the filters of interest were:
(A) WA, single electrode (AFF1h), with an average reference,
(B) WH, Hjorth-style Surface Laplacian montage centered on
AFF1h (Hjorth, 1975; Tenke and Kayser, 2012), (C) Wavg,
Non-individual beamforming (the average of the individual
filter across all subjects), (D) Wind, Individual source based
spatial filter,

Each spatial filter was applied to resting-state EEG data in
order to characterize and compare the resulting oscillation.
The signal was first down-sampled to 250 Hz as done in the
real-time phase estimation algorithm (see below). In order to
compare the signal resulting from each filter with regards to
their spectral distribution, a spectral analysis was performed
using the same IRASA procedure as described above, allowing an
estimate of the SNR. Total SNR in the theta band (5–8 Hz) from
each filter was then statistically compared between the signals.
The following analysis was performed to assess the stability
of the theta oscillation extracted using different spatial filters,
estimating the signal length of the theta oscillation between
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phase resets: the signal was zero-phase (forward and backward)
filtered using a theta band-pass filter (5–8 Hz pass-band, FIR
order 250) and Hilbert transformed to yield the analytic signal.
The complex angle (corresponding to instantaneous phase) was
unwrapped (using the Matlab “unwrap” command) yielding
phase progression of the signal with the slope corresponding to
instantaneous frequency (radians/Hz), and the second derivative
as a measure of the stability of the oscillation’s phase progression:
A value around zero represents stable phase progression, whereas
phase slips are indicated by brief deviations from zero (possibly
representing physiological phase resetting; see also Freeman:
Origin, structure, and role of background EEG activity. Part 1
and 2; Freeman, 2004a,b, or interference from other sources).
To detect phase slips in the signal using this procedure, the
absolute value of the second derivative was taken and a threshold
of higher than 5 times above the median was defined. From
this, the distribution of the durations of stable periods between
phase-slips was determined and statistically compared between
the spatial filters (after log-transformation to reduce skew of
the distribution).

Real-Time Phase Estimation Algorithm
EEG theta phase was estimated in real-time by downsampling
the spatially filtered signal to 250 Hz and analyzing sliding
windows of data with length of 256 samples (1,024 ms), applying
the following steps every 4 ms to yield an instantaneous phase
estimate: (1) zero-phase forward and backward filtering with
an FIR 5–8 Hz band-pass filter of order 80, (2) removal of 35
samples from the epoch’s window closest to the marker in order
to reduce filtering edge effects, (3) autoregressive forward, Yule-
Walker method, prediction of order 15 and the total predicted
interval of 268 ms (140 ms for the removed edge, and 128 ms
into the future to avoid edge effects from the Hilbert transform),
(4) Hilbert transform. TMS was triggered when the estimated
phase fell into a predetermined range and two further conditions
were met: a minimum of 1 s had passed since the previous
stimulus and no signal artifacts were detected (explained below).
We chose the theta band as 5–8 Hz instead of the classical 4–
7 Hz due to pilot experiments indicating a theta peak of the
prefrontal signal as extracted with our spatial filters around 6–
7 Hz, which was confirmed in the final results (see section
“Results,” Figure 2). A similar procedure was used previously
for real-time estimation of sensorimotor µ-oscillation phase in
the alpha band (Zrenner et al., 2018), but further adapted as
described below.

Additional constraints were implemented to take into account
the presence of muscle and eye blink artifacts when targeting
more frontal sources and the intrinsic fluctuations characteristic
to the theta oscillation. The algorithm included the following
constraints to prevent inappropriate triggering of TMS: (1) Eye
movement detection: The low frequency and high amplitude
of eye movements and blinks could bias the phase detection
algorithm and lead to inappropriate triggering. Eye blinks
were detected by determining the maximum range within a
50 ms sliding window of the voltage potentials between four
sensor pairs around the eyes (EOG1-Fp1, EOG1-Fp2, EOG2-
Fp1, EOG2-Fp2), and taking the sum, with a threshold criterion

of 250 µV. Therefore, TMS triggers were blocked for the
following 700 ms after an eye blink was identified. (2) Muscle
artifacts: If any of the EEG channels exceeded a range threshold
within the window of analysis, signal quality was deemed to
be affected by cranial muscle or movements artifacts. General
EEG artifacts were detected when any channel exceeded a
maximum range within a sliding window of 100 ms. This
threshold was adjusted manually during the measurement due
to fluctuations in the signal’s amplitude during the experiment.
(3) Phase stability of theta oscillation: constraints were added
for the system to only send a trigger if no phase reset was
detected in the previous 500 ms. Phase reset was determined
by analyzing phase progression in a sliding 1 s window as
follows: The signal was downsampled to 250 Hz, band-pass
filtered in the theta range (5–8 Hz, FIR filter order 80, forward
and backward), and converted to an analytic signal using
the Hilbert transform. Instantaneous phase was unwrapped
and (accounting for edge effects from the band-pass filter)
instantaneous frequency was determined from phase progression
over discrete 16 ms steps (units of Hz). The average squared
difference between subsequent instantaneous frequencies across
16 ms steps was calculated and used as an “oscillation stability”
criterion for the real-time phase-detection. (4) Theta amplitude:
A user adjustable amplitude threshold prevented application
of stimuli during periods where no reliably detectable theta
oscillation was present. During the experiment, the general EEG
artifacts and amplitude threshold were adjusted manually to
track fluctuations and maintain a consistent stimulation rate.
The implementation of the manually adjusted threshold was
necessary as the intensity of the EEG background noise shifted
throughout the experiment, probably due to change in the
impedance of the electrodes and subjects’ muscular activity,
which changes the profile of spectral power and limits the
possibility of establishing a static threshold. For the real-time
phase-detection, we set the amplitude threshold to the mean
of the minimum and maximum power of the theta band.
For the post hoc comparison of different algorithms, the theta
amplitude threshold was set as the 50% quantile with regards to
the whole signal.

Simulating the Performance of the Phase
Estimation Methods
In order to investigate the accuracy of the phase estimation
method with different sets of parameters, we used the resting-
state EEG data and applied the algorithm described above post-
hoc, mimicking the real-time situation. This was performed by
overlapping segments of 1,024 ms duration which were selected
every 5 ms, and having the phase corresponding to the last
sample of each segment estimated using the same procedure as
described in the preceding section. The resulting estimated phase
was then compared with the “gold-standard phase,” obtained by
using the whole signal, which involved data before and after each
time point of interest (zero-phase forward and backward 5–8 Hz
FIR band-pass filter of order 1,000, and Hilbert transform). The
difference between the estimated and the gold-standard phases
serves as an error measure to compare the accuracy of different
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real-time phase estimation methods. We also calculated the
proportion of instances when the distance between the estimated
phase and the gold-standard phase was less than 45◦ to further
quantify the accuracy of the phase estimation methods. Also, the
“gold standard phases” were compared between spatial filters,
calculating the correlation coefficient between the phases of the
signal yielded by each spatial filter at individual level, as an
estimate of phase agreement of the signal from these filters. The
resulting correlation coefficients were then statistically compared.

Phase estimation error from the real-time phase estimation
was assessed post hoc for signals extracted using the spatial filters.
Then, for the signal extracted using the individual filter Wind, the
impact of additional constraints on phase estimation accuracy
was assessed comparing the following conditions: individual
source based spatial filter without constraints Wind, as above;
application of the phase stability constraint; application of the
theta amplitude constraint; application of both the phase stability
and amplitude constraints.

Real-Time Closed-Loop Data Processing
Set-Up
Real-time data acquisition, data processing and TMS trigger
control were implemented using a custom-built dedicated digital
biosignal, executed on a dedicated xPC Target PC running the
Simulink Real-Time operating system (DFI-ACP CL630-CRM
mainboard). For the purpose of the real-time phase detection,
EEG data was sent to a real-time processor through a real-time
UDP interface at a packet rate of 5,000 Hz (one sample per
channel) (Zrenner et al., 2018). The signal from left DMPFC
was extracted using individual spatial filters based on LCMV
beamforming (filter Wind), for which all electrodes were used,
with the exception of the ones in the outer rim (electrodes with
labels 9 and 10 in the International 10–5 EEG system).

Statistics
All statistical analyses were performed using MATLAB R2018b
(Mathworks Ltd., United States), first involving the assessment
of the data distribution’s pattern. Data following a normal
distribution were analyzed using parametric methods (ANOVA,
followed by post hoc pairwise comparisons when appropriate).
Data not following a normal distribution were log-transformed
and analyzed using parametric methods, as above, in the case the
log-transformed distribution was normal. When this was not the
case, the original data was then analyzed using non-parametric
methods (Kruskal-Wallis test, followed by post hoc pairwise
comparisons when appropriate). The correlation analyses
were performed using Pearson correlation. Phase accuracy is
reported as circular standard deviation. Threshold for statistical
significance was set as p < 0.05.

RESULTS

From the 8-min resting-state EEG signal, we observed that
the spectral power in the theta band was more prominent
in prefrontal regions, as expected (Figure 1A). Given the
particular interest in the DMPFC for its role in cognition and as

possible anatomical target for brain stimulation interventions, we
designed it as the source of the signal of interest for the calculation
of the filter Wind (Figure 1B).

Performance of Spatial Filters
The average of the Wind filters across all subjects had high
amplitude positive coefficients in a central group of electrodes
centered around AFFh1, Fz and F1, vs. a surrounding area of
electrodes with negative coefficients (Figure 2). Accordingly,
the average of the sensitivity profiles shows that the Wind
filters are particularly sensitive to the anterior part of the left
superior gyrus, corresponding to the left DMPFC, as expected.
Slight inter-individual differences in the Wind filter’s coefficient
weights conformation and the respective cortical sensitivity
profile can be seen in the individual data (see individual filters
in Supplementary Material). When comparing different spatial
filters, at first glance, the sensitivity profiles of all filters appear
to share the same characteristics, with higher sensitivity to the
region around the left DMPFC. However, by basing this on
a grand-average result, we might miss relevant differences in
the individual results. To account for that, we performed an
intra-subject correlation analysis of the sensitivity profiles and
compared the resulting correlation coefficients. This revealed a
significantly lower correlation between the sensitivity profiles
from the Wind filter and other filters, compared to the correlation
between these other filters (Table 1). This suggests that, on an
individual scale, the individual filters Wind are more sensitive
to different regions of the cortex, compared to the non-
individual filters.

This particularity of the Wind filter is probably responsible for
considerable differences in the spatially filtered signal, compared
to other filters, as observed in the power spectra of the yielded
signal. Using only a single electrode as source (WA), the resulting
average power spectrum reveals the theta oscillation with little
distinction with the alpha oscillation, both with lower power
than higher frequency beta oscillations (Figure 2A). Using a
Hjorth montage centered around that channel (WH) successfully
suppresses the alpha, but with little gain to the SNR of theta
(Figure 2B). Using the average of the individual filters, there
is some gain in the theta SNR (Wavg, Figure 2C). It is only
when using the respective individual filters Wind that we obtain
a significantly higher SNR in the theta band (Figure 2D). On
an important note, here we observe that, regardless of the spatial
filter used, the average frequency peak of the local theta oscillation
is around 6–7 Hz. The phase correlation was highest between
the Wavg and Wind filters, followed by WH and other filters,
and the lowest phase correlation being between WA and other
filters (Table 2).

The analysis of the stability of theta oscillation also shows
difference between the yielded signal from the spatial filters.
The intervals of theta oscillation between phase-slips were
significantly longer in the signal from the individual source-
based spatial filter. Interference from other cortical oscillations
could have affected the phase progression estimation of the theta
oscillation, leading to an overestimation of phase slips and thus
shorter epochs between these events, especially in the signal from
non-individualized filters (Figure 2).
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FIGURE 1 | (A) Average distribution of the signal-to-noise ratio (SNR) of the theta oscillation projected in the source space, including all 18 subjects, plotted on an
averaged cortical model. (B) Cortical site (red dot) set as the region of interest for the EEG source activity estimation, centered on the left DMPFC.

FIGURE 2 | (A) Topographical plot displaying the EEG channels’ coefficient weighs of the respective filter. Cortical surface plots show the sensitivity profile of the
respective filter, averaged across all subjects. The coefficient weights are given in arbitrary units, and are here normalized across all individuals using the standard
score (z-value). Note that for the Wind filter the values are different for each subject, and its average is depicted in Wavg. Also, results using the Wind filter involved the
application of the individual filter for each subject, and thus cannot be shown as a single topographical plot. (B) Power spectra of the resting-state EEG signal,
obtained by using the respective spatial filters, averaged across all subjects (shaded area corresponds to ± 1 SEM). Data is depicted in form of
Signal-to-Noise-Ratio. (ANOVA, p = 0.0055; post-hoc WA = WH < Wind). (C) Distribution of the time lengths of epochs between phase slip events of the theta
oscillation. Red line and text indicate the median of the respective distribution (ANOVA, p = 0.0009; post-hoc WA < WH = Wavg < Wind).

Spatial Filters and Theta Oscillation
Constraints in the Phase-Detection
Algorithm
Here we investigate the procedures that may optimize the
accuracy of the phase-detection method. We define the
“accuracy” as deviation of the phase indicated by the real-
time algorithm with respect to the “gold-standard phase,”
with higher accuracy representing higher overall agreement
between these phases.

The choice of spatial filter significantly impacted the phase
estimation, with increased accuracy observed when using the
Wind filters, followed by the use of Wavg filters, and with the
lowest accuracy when using the WA and WH filters (Figure 3).
Note that the difference is not in terms of the average phase
error itself (i.e., the average difference between the estimated
phase and the gold-standard) but in the standard deviation of
that difference. In other words, on average all conditions have a
very high accuracy, with the error close to 0 degrees. However,
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TABLE 1 | Correlation matrix showing the comparison of the correlation
coefficients between sensitivity profiles from the respective filters, averaged across
all subjects (ANOVA, p = 0.0025; post-hoc [Wind vs. WA, WH, Wavg] < [WH vs.
WA]† < [Wavg vs. WA, WH]††).

WA WH Wavg Wind

WA 1 0.69† 0.73†† 0.48

WH 1 0.74†† 0.46

Wavg 1 0.55

Wind 1

TABLE 2 | Correlation matrix showing the correlation coefficients of the phases of
prefrontal theta oscillation in the signal resulting from the respective filters,
averaged across all subjects (Kruskal-Wallis test, p < 0.0001; post-hoc [WA vs.
WH, Wavg, Wind] < [WH vs. Wavg, Wind] † < [Wavg vs. Wind] ††).

WA WH Wavg Wind

WA 1 0.02 0.05 0.03

WH 1 0.15† 0.12†

Wavg 1 0.25††

Wind 1

higher standard deviations mean that a larger proportion of trials
had a higher phase estimation error. This can be exemplified
by calculating the proportion of instances where the phase
error exceeded the pre-established threshold. Setting a limit
of ± 45◦, we observe that either when using the WA and
WH filters, 48% of the phase estimations are within that limit,
whereas when using the Wind filter, this number rises to
52% (Figure 3).

A limitation of this method is that the “gold-standard” signal
was different for each filter. Therefore, each of the phase-
detection simulations was compared with respect to the “gold-
standard” signal yielded by the same filter. As a consequence,
the method does not take into account the possibility that the
yielded signal, instead of detecting the actual prefrontal theta,
might correspond to other oscillatory modes from different
cortical regions. Therefore, if we were to assume that the
Wind is more sensitive to the true underlying prefrontal
theta, the actual increase in the phase accuracy by using the
Wind in comparison to filters WA and WH might be much
larger. This possibility is strengthened by the findings of low
correlation between the filters’ sensitivity profiles, and also by
the lower phase stability of the theta oscillations yielded by
non-individualized filters (Figure 2). Finally, we investigated
the correlation between the phases of the theta oscillation at
the same given epochs in the signal from these filters, and
observed a low correlation between the theta phases from
the WA and the WH compared with other filters, with the
highest agreement being between Wavg and Wind, further
suggesting that other oscillations of non-interest are confounding
the phase estimation when non-individual filters are used to
extract the signal.

We also aimed to further increase the accuracy of the
phase-detection by taking into account the dynamics of
the prefrontal theta oscillation, which involved adding

the phase stability and amplitude threshold constrains to
guarantee that the phase-detection would be performed during
stable signal segments. These constrains were observed to
individually contribute to the increase of the phase-detection
accuracy (Figure 3).

Performance in Real-Time
As a proof of concept, we proceeded to applying the real-
time phase-detection algorithm using the specifications above,
including the Wind filter as well as phase stability and amplitude
constraints, in order to deliver theta phase-specific TMS pulses
to the left DMPFC. By analyzing the resulting signal from the
real-time phase-detection, we observed that the averaged signal of
the pre-stimulus epochs closely resembles the simulations shown
in Figure 3, with at least 2 distinct theta cycles observed prior
to the trigger, peak amplitude between −200 to −100 ms with
respect to the TMS trigger (Figure 4A). By estimating the theta
phase using whole epochs, “gold-standard phase,” we can observe
the phase of the theta oscillation where each trigger was placed,
thus allowing proper estimation of the real-time phase-detection
accuracy. The results showed values similar to the accuracies
obtained in the simulation, with 55.7% of the estimations being
within ± 45◦ accuracy in the negative peak, and 56.4% in the
positive peak (Figure 4B).

When observing the signal in the epochs where real TMS was
applied, we notice that the averaged pre-stimulus signal resembles
the simulations and the non-stimulated epochs, as expected.
Moreover, we also see a massive electrical artifact caused by
the TMS pulse in the EEG and the consequent brain response
to direct stimulation. These can severely distort the phase
estimation, which is the reason behind the need for accuracy tests
to be performed on non-stimulated epochs, marking the EEG as
if a real TMS pulse was applied.

DISCUSSION

The objective of this study was to develop a method to apply TMS
phase-locked to the ongoing theta oscillation of the left DMPFC
of healthy human subjects. We have adapted our previous
algorithm, designed to detect the phases of the sensorimotor
µ-rhythm in real-time, to now trigger stimuli phase-locked to
the ongoing prefrontal theta oscillation. Importantly, this was
possible by taking into consideration the individual anatomical
location of the signal’s source and the particularities of the theta
oscillation dynamics.

For this purpose, we used individual filters based on source
for extracting the EEG signal in real time from the region
of interest. The higher SNR in the theta band of the signal
yielded by the individual filters suggest a higher accuracy in
detecting the signal from the DMPFC (Figure 2). Moreover, the
estimated sensitivity profile of the individual filters presented a
low correlation with other filters. This suggests that individual
differences in the variables used to produce the filter (cortical
anatomy, EEG electrodes position over the scalp, resting-
state EEG signal and its covariance matrix) are relevant to
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FIGURE 3 | (A) Time course plots display the averaged epochs obtained by running the real-time phase detection algorithm with resting-state EEG, with data
obtained by using each spatial filter. Here only trials that were classified as positive peak (red) and negative peak (blue) were included. Time = 0 refers to the time
point the theta phase was being estimated. Columns display the results from each spatial filter. (B) Phase histograms show the accuracy of the phase estimation
from each spatial filter, obtained by subtracting the estimated phase of all epochs by their corresponding “gold-standard” phase (phase-bin width 20◦, inner ring
corresponds to 10% of the total trials). Below are the circular averages and standard deviations of the results, and the proportion of epochs within ± 45◦ accuracy
(ANOVA, p = 0.0025; post-hoc WA = WH < Wavg < Wind). (C) Time course plots display the averaged epochs obtained by running the real-time phase detection
algorithm with resting-state EEG (as in A), with data obtained by using the Wind filter and followed by different signal constraints: Phase stability, signal amplitude and
both phase stability and amplitude constraints. (D) Phase histograms show the accuracy of the phase estimation (as in B) from the signal after application of each
constraint (ANOVA, p = 0.0002; post-hoc [NO constraints] < [phase stability] = [amplitude] < [phase stability AND amplitude]).

be taken into account in designing a spatial filter to detect
prefrontal theta oscillation. This personalized approach might
have been responsible for a significantly higher accuracy in

the real-time phase detection algorithm when this filter was
applied (Figure 3), as the higher SNR in the theta band
provided by this filter is expected to increase the accuracy
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FIGURE 4 | (A) EEG signal generated by the individual filter Wind, averaged across all subjects and trials around the trigger (time 0 s) located by the phase detection
algorithm in the non-stimulated trials (red: positive peak; blue: negative peak). (B) Phase histogram of the estimated phases of the oscillation in the theta band at the
time of the trigger, divided by trials triggered on the negative peak and positive peak (phase-bin width 20◦, inner ring corresponds to 10% of the total trials). (C) EEG
signal generated by the individual filter Wind, averaged across all subjects and trials around the trigger (time 0 s) located by the phase detection algorithm in the
stimulated trials (red: positive peak; blue: negative peak; green: random phase). Note the large TMS artifact and TMS-evoked EEG potentials.

of phase detection compared to other filters (Zrenner et al.,
2020). However, for the purposes of estimating the phase
accuracy, the signal for both the phase-detection simulation
and for obtaining the “gold-standard phases” were produced
by the same respective filter being examined. This means that
the estimated accuracy does not account for the possibility
that other oscillatory activities might be overriding the phase-
detection, meaning that the phase inaccuracy with respect to
the “real prefrontal theta” might be even greater. Properly
identifying the “real theta” originating from the DMPFC would
need to involve invasive electrophysiological recordings, and is
beyond our present possibilities. Nevertheless, we can estimate
a possible best candidate based on the indirect evidences
available. At first, assuming that the preferential oscillatory
mode region of interest is in the theta band, we can suppose
that both the individual filters and its grand average are likely
to be more accurate in extracting the “real prefrontal theta”
than the other filter options, given the higher SNR of that
oscillation in the yielded signal. This is reflected in the higher
correlation between the phases of the theta oscillation of the
signal yielded by these filters, with little agreement with the
phases produced by the Hjorth montage and even smaller when
using a single electrode, further suggesting that the signals
being enhanced by these filters are of different origin. Finally,
the lower stability of theta oscillations observed in the signal
from non-individual filters suggests the existence of considerable
interference with other oscillatory activities, falsely resembling
theta phase slips. Conversely, longer durations of stable theta
oscillation epochs were observed using the individual filter,
which are closer to what has been reported in a previous
study using invasive cortical recordings, with theta oscillation
durations of on average 650 ms (Kahana et al., 1999). These
reported values, however, are far above what we obtained,
which is expected given that the signal was obtained during
the execution of a continuous visuospatial task, which is
more likely to recruit more stable theta oscillation, compared
to the resting state used in our experiment. Moreover, the
values reported in the aforementioned study were obtained
through invasive recordings, which provides considerable

protection from contamination from distant oscillatory signals
compared to scalp EEG. Interestingly, the upper limit (95%
percentile) of stable theta epochs was found to be around
1,500 ms in both our results and the aforementioned report
(Kahana et al., 1999).

Taking into consideration the transient nature of the theta
oscillation also significantly increased the method’s accuracy.
Creating constraints to avoid triggering during epochs of low
theta power or theta phase shifts were independently responsible
for increasing the accuracy (Figure 3). The relevance of these
phenomena can also be seen in the final results: When averaging
the non-stimulated trials, at least two cycles of an oscillation
in the theta frequency-band prior to the stimulus marker can
clearly be identified (Figure 4C). It should be noted that phase-
locking to the sensorimotor µ-rhythm yields a continuous
oscillation pattern, which extends up to 4–5 cycles prior to the
trigger (Zrenner et al., 2018). This is not expected in phase-
locking to the prefrontal theta rhythm, as this oscillation, as
already mentioned, was found to occur in well-defined epochs
of only a few hundred milliseconds, prone to sporadic shifts
in amplitude and phase resetting (Kahana et al., 1999; Rizzuto
et al., 2006; Rutishauser et al., 2010), resulting in the oscillatory
activity averaging out the further it is from the time point of
interest (TMS trigger). The application of these constraints was
necessary to properly achieve accurate real-time phase-detection
of the prefrontal theta oscillation. The resulting algorithm
was found to be effective, with its accuracy in triggering at
the desired phase being comparable to previously published
phase-triggering algorithms (Siegle and Wilson, 2014; Blackwood
et al., 2018; Zrenner et al., 2018; Madsen et al., 2019), and
in line with the limitations imposed by the SNR of the data
(Zrenner et al., 2020).

A limitation of this study is that we did not analyze
the response signal produced by the different stimulation
conditions. Although the stimuli applied to different phases
of theta might have led to different cortical responses, it
is exceedingly challenging to investigate these differences in
the EEG signal response, given that the ongoing oscillations
influence the resulting signal (Desideri et al., 2019). Differences
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in stimulating opposite phases of the prefrontal theta oscillation
could be better detected by methods unbiased by the pre-stimulus
EEG, such as functional MRI or near-infrared spectroscopy.
Another unbiased output is behavioral performance. It has
been shown that TMS pulses applied during different phases
of the prefrontal theta oscillation have different effects on
cognition. More precisely, after applying a series of TMS pulses
to subjects performing a working memory task, the accuracy
of trials was influenced by the phase of the prefrontal theta
during which the TMS pulse was delivered (Berger et al.,
2019). Although that study relied on estimating the phase
of each trial post hoc, by using the method described here
it is possible to investigate the effects of cortical stimulation
during specific theta phases on cognition in real-time. The
method can also be applied in differentially modulating cortical
plasticity. The particular role of the theta rhythm in frontal
cortex neuroplasticity has inspired the development of a
stimulation protocol that delivers repetitive TMS bursts of
50 Hz at a carrier frequency of 5 Hz, and was termed
accordingly theta-burst stimulation (TBS) (Huang et al., 2005).
Nevertheless, despite the clinical success of TBS, it has not
been shown to be superior to standard repetitive TMS protocols
(Blumberger et al., 2018). One possible reason is that, although
the stimulation is applied in a theta-frequency band, it does
not take into account the phase of the ongoing endogenous
oscillation. Future studies should determine whether EEG-
informed brain-state-dependent repetitive TMS, targeting, e.g.,
the negative peak of the theta-rhythm in prefrontal cortex
indeed leads to neuroplastic changes that are significantly
different when compared to random-phase stimulation. The
capability of applying repetitive theta phase-locked cortical
stimuli demonstrated in this study could potentially be used
as neuroplasticity inducing non-invasive brain stimulation, with
potential clinical applications.

CONCLUSION

Results support the feasibility of synchronizing TMS accurately to
a specific phase of the local theta oscillation in DMPFC informed
by EEG data analyzed in real time and source space. They
may also be relevant for devising EEG-informed personalized
therapeutic repetitive TMS protocols for effective treatment of
neuropsychiatric disorders.
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Shamima Sultana1, Takefumi Hitomi1,2, Masako Daifu Kobayashi1, Akihiro Shimotake1,
Masao Matsuhashi3, Ryosuke Takahashi1 and Akio Ikeda3*
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Laboratory Medicine, Graduate School of Medicine, Kyoto University, Kyoto, Japan, 3 Department of Epilepsy, Movement
Disorders and Physiology, Graduate School of Medicine, Kyoto University, Kyoto, Japan

Objective: To clarify whether long time constant (TC) is useful for detecting the
after-slow activity of epileptiform discharges (EDs): sharp waves and spikes and for
differentiating EDs from sharp transients (Sts).

Methods: We employed 68 after-slow activities preceded by 32 EDs (26 sharp waves
and six spikes) and 36 Sts from 52 patients with partial and generalized epilepsy (22
men, 30 women; mean age 39.08 ± 13.13 years) defined by visual inspection. High-
frequency activity (HFA) associated with the apical component of EDs and Sts was also
investigated to endorse two groups. After separating nine Sts that were labeled by visual
inspection but did not fulfill the amplitude criteria for after-slow of Sts, 59 activities (32
EDs and 27 Sts) were analyzed about the total area of after-slow under three TCs (long:
2 s; conventional: 0.3 s; and short: 0.1 s).

Results: Compared to Sts, HFA was found significantly more with the apical component
of EDs (p < 0.05). The total area of after-slow in all 32 EDs under TC 2 s was
significantly larger than those under TC 0.3 s and 0.1 s (p < 0.001). Conversely, no
significant differences were observed in the same parameter of 27 Sts among the three
different TCs. Regarding separated nine Sts, the total area of after-slow showed a similar
tendency to that of 27 Sts under three different TCs.

Significance: These results suggest that long TC could be useful for selectively
endorsing after-slow of EDs and differentiating EDs from Sts. These findings are
concordant with the results of the HFA analysis. Visual inspection is also equally good
as the total area of after-slow analysis.

Keywords: epileptiform discharge, total area, total duration, paroxysmal depolarization shifts, high-frequency
activity
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KEY POINTS

– Precise detection of EDs is important for
patients with epilepsy.

– The long TC setting is appropriate to augment the after-slow
activity of EDs.

– The findings may endorse the operational
definitions of EDs and Sts.

– These findings are also consistent with the analysis of HFA.

INTRODUCTION

Electroencephalography (EEG) is a useful clinical examination
for the diagnosis of epilepsy since it is the only clinically available
examination to delineate the paroxysmal depolarization shifts
(PDS). Appropriate EEG readings, especially for the detection
of epileptiform discharges (EDs), are crucial for making the
diagnosis of epilepsy (Winesett and Benbadis, 2008; Gil-Nagel
and Abou-Khalil, 2012). According to the guidelines of the
International Federation of Clinical Neurophysiology (IFCN),
EDs are defined as transient activity that is outstanding from
background activity with a pointed peak at a conventional
paper speed or time scale, mainly negative component, and
durations from 20 to less than 70 ms for spikes and from
70 to 200 ms for sharp waves (Brazier et al., 1961; Noachtar
et al., 1999). However, it is sometimes still inaccurate even
for certified electroencephalographers to distinguish EDs from
morphologically resembling normal or non-specific sharply
contoured waveforms, namely, sharp transients (Sts) (Janca et al.,
2014). On the other hand, EDs are usually accompanied by
a subsequent slow wave referred to as an “after-slow wave,”
which is helpful to identify EDs and to aid such differentiation
(Winesett and Benbadis, 2008; Selwa, 2010). According to the
study by Aykut et al. (2020), they found that three criteria:
waves with spiky morphology, followed by an after-slow wave and
voltage map suggesting a source in the brain, providing the best
diagnostic value with specificity over 95% (Aykut et al., 2020).
However, this study did not investigate the degree of after-slow
activity to define EDs.

Clinical EEG technology has developed over the past several
decades. Digital EEG has become common because of the
advantages of recording, reviewing, and storing EEG data
(Nuwer, 1997). Thus, current digital EEG data are recorded,
analyzed, and interpreted by using a wide range of time constant
(TC), as clinically needed (Maus et al., 2011; Constantino and
Rodin, 2012). If long TC is chosen (e.g., 2 s), slow activities are not
deleted as compared with the conventional settings (Fisch and
Spehlmann, 1999; Sinha et al., 2016). This may be beneficial for
detecting slow EEG activities (Misra and Kalita, 2005), including
the after-slow activity of EDs. However, the degree of detection of
the after-slow activity of EDs under different TC conditions has
not been systematically analyzed. To the best of our knowledge,
there was no study about the endorsement of the definition of Sts
with less after-slow as compared with EDs.

In this study at first, we investigate whether long TC is useful
for detecting the after-slow activity of EDs and for differentiating

EDs from Sts as compared with conventional TC settings and
whether the current operational definition of EDs and Sts is
appropriate. The target activities must be visually identified
and selected “typical” patterns inspected by EEG experts. It
is because, despite recent advances in information technology,
EEG interpretation still requires trained EEG experts to define
clinically useful specific EEG results, and then we tried to
endorse the EEG experts’ judge by means of parameter analysis
of waveform analysis. Second, recent technological advancement
of digital EEG has aided the analysis of high-frequency activity
(HFA) even in the scalp EEG (Kobayashi et al., 2004; Shibata
et al., 2016). As HFA is considered to have an association
with epileptogenicity (Shibata et al., 2016), we also examine the
relationship of HFA with EDs and Sts for the endorsement of
these two groups. Once those two approaches of this study would
provide positive results, we may skip complicated HFA analysis,
and only simple visual analysis by means of long TC may be
practically useful.

MATERIALS AND METHODS

Study Design and Participants
We retrospectively analyzed randomly selected 55 routine EEGs
from 52 patients (22 men, 30 women; mean age ± SD,
39.08 ± 13.13 years; age range, 18–80 years) with partial and
generalized epilepsy. All EEGs were recorded at the Kyoto
University Hospital from June 2013 to July 2017. Among the 52
epilepsy patients, 37 were clinically diagnosed as having partial
epilepsy (temporal = 12, frontal = 13, parietal = 3, and other lobes
or in combination = 9) and 15 as having generalized epilepsy
(idiopathic generalized epilepsy = 6, symptomatic generalized
epilepsy = 5, genetic epilepsy with febrile seizure plus = 1, and
other generalized epilepsy = 3). We included both partial and
generalized epilepsy since we tried to extract the common feature
of EDs and Sts regardless of epilepsy classification. The study
protocol was approved by the Institutional Review Board of the
Kyoto University (No. R0603).

Electroencephalography Recording
Conventional digital EEGs by using the scalp electrodes were
recorded for at least 30 min (EEG-1100 Neurofax; Nihon
Kohden, Tokyo, Japan). Conventional Ag/AgCl scalp electrodes
with a diameter of 10 mm were used. The Fp1, Fp2, Fz, F3, F4,
F7, F8, Cz, C3, C4, T3, T4, Pz, P3, P4, T5, T6, O1, O2, A1, and
A2 electrodes were placed according to the International 10–20
system. In addition, T1 and T2 electrodes (Silverman, 1965) were
placed in 12 EEGs. The EEG data were recorded with a sampling
rate of 500 Hz, the high-frequency filter of 120 Hz, and TC of 2 s
(13 EEGs) or 10 s (42 EEGs). The impedance of all the electrodes
was kept below 5 k�. EEG was reviewed and the EEG report was
made by the certified electroencephalographer.

Selection of Electroencephalography
Activities
First, we reviewed the EEGs with the sensitivity of 10 µV, TC
of 0.3 s (regardless of the recording TC condition of EEGs),
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and a high-frequency filter of 120 Hz and averaged reference
montage of all the electrodes by using the review software of
the Nihon Kohden. Second, we randomly selected the typical
samples (for EDs: clear apical component with large after-
slow; for Sts: clear apical component with small after-slow)
of 68 EEG activities according to annotations that had been
already labeled only for the clinical purposes through visual
inspection by the certified electroencephalographers to avoid the
selection biases. Because of these reasons, the adopted number
of samples is limited since we respected the initial impression
and decision of electroencephalographers. The 68 visually defined
EEG samples consisted of 32 EDs [26 sharp waves (all focal),
six spikes (5: focal and 1: generalized)], and 36 Sts (all focal).
Third, we adopted the criteria used for the EDs (sharp waves
and spikes) as follows: (1) standing out from the background,
(2) the amplitude of after-slow component being > 50% of the
amplitude of the immediately preceding apical component, and
(3) total duration of apical component up to 200 ms. Then,

we differentiated sharp waves and spikes based on the total
duration of the apical component (spikes: < 70 ms and sharp
waves: 70–200 ms).

With respect to the criteria for the Sts, only the difference
from the criteria of EDs was that the amplitude of the after-slow
component had to be < 50% compared to the apical component.
According to these amplitude-quantitative criteria, 59 samples
(32 EDs and 27 Sts) out of 68 samples (32 EDs and 36 Sts)
fulfilled these criteria (Analysis A in Figure 1). On the other hand,
the remaining nine Sts showed that the amplitude of the after-
slow component was > 50% compared to the apical component
and, thus, only compatible as visually defined samples. They were
labeled as “borderline Sts” and separately analyzed (Analysis B in
Figure 1).

The definition of after-slow activity was as follows: slow
activity immediately following the apical component and the
similar distribution and the same polarity as the preceding apical
component (Selwa, 2010).

FIGURE 1 | Flow diagram of recruitment and classification of epileptiform discharges [epileptiform discharges (EDs): sharp waves and spikes] and sharp transients
(Sts) based on the criteria of this study. First, a random selection of typical samples of 68 Electroencephalography (EEG) activities is done according to the
annotations that have been already labeled for clinical purposes by visual inspection. The 68 EEG activities consist of 32 EDs and 36 Sts. Then the following criteria
are adopted for EDs: (1) outstanding from the background EEG, (2) total duration of apical component up to 200 ms, and (3) the amplitude of after-slow component
being > 50% of the amplitude of the immediately preceding apical component. About the criteria for the Sts, the amplitude of the after-slow component has to
be < 50% that of the apical component. Otherwise, identical to criteria of EDs. Analysis A, according to these amplitude-quantitative criteria, among 68 activities, 32
EDs and 27 Sts fulfill the criteria. Then sharp waves and spikes are differentiated based on the total duration of the apical component (sharp waves: 70–200 ms and
spikes: < 70 ms) and analysis of after-slow activities is performed. Analysis B, the remaining nine Sts do not fulfill the amplitude criteria but are visually defined, so
that they are labeled as borderline Sts. They are considered and analyzed as a separate group.
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Analysis of Electroencephalography
Activities
After selecting the 59 EEG samples, the 5 s EEG segments
including the selected activities were chosen, and the following
analysis was performed by using averaged reference montage of
all the electrodes (MATLAB version R2015b; MathWorks, Natick,
MA, United States). We visually selected one channel with the
maximum apical component. In the case of the contaminated
artifacts, no clear onset or end of either apical or after-slow
component or the absence of an outstanding after-slow wave,
then the second maximum apical activity in a different channel
was selected (eight activities). For analysis with different TC, we
adopted three different TC conditions (long TC: 2 s; conventional
TC: 0.3 s; and short TC: 0.1 s).

After selecting the channel, the apical and after-slow
components were divided into two segments—half-wave 1
(HW1; the ascending phase) and half-wave 2 (HW2; the
descending phase) —by the peak detection algorithm (Figure 2).
Next, the amplitudes of the apical and after-slow components
were calculated by taking the onset of the apical component as the
baseline point (Figure 2). The duration of each HW1 and HW2
was measured by defining the time between the corresponding
minima and peak. The total duration of the apical and after-slow
components was calculated as the sum of the durations of HW1
and HW2, respectively (Figure 2; Dingle et al., 1993; Rakhade
et al., 2007).

About the analysis of after-slow activity, i.e., amplitude
vs. total area, we finally adopted only the total area as an
analysis parameter under the three different TCs by using
the double tangent line method (Figure 3A). We did not
adopt the amplitude because the baseline point of background
activity for amplitude measurement varied very much when the
display TC was changed.

FIGURE 2 | Definition of amplitude (amp) and total duration calculated for both
the apical and after-slow wave components. Each apical and after-slow wave
component is divided into two segments, half-wave 1 (HW1: the ascending
phase) and half-wave 2 (HW2: the descending phase), by the peak detection
algorithm, and the amplitudes of the apical and after-slow wave components
are calculated. The duration of each half-wave (Dur HW1 and Dur HW2) is
calculated by defining the time between the corresponding minima and peak.

Analysis of Borderline Sharp Transients
About nine Sts that did not fulfill the amplitude criteria of Sts
were labeled as “borderline Sts” (Analysis B in Figure 1). Similar
to Analysis A in Figure 1, the total area of the after-slow activities
was analyzed under the three different TCs.

Analysis of High-Frequency Activity
For further endorsement of two groups of EDs and Sts, HFA
associated with the apical component of the EDs and Sts was
also investigated (MATLAB version R2017b; MathWorks, Natick,
MA, United States). Before analysis of HFA for appropriate
averaged montage, if the EEG signal of a certain electrode was
found to be accompanied by any artifact, the electrode channel
with artifact was excluded from the reference channels of the
averaged montage (8 EDs and 15 Sts). We tested two frequency
bands, one with a low-frequency filter with 40 Hz and the other
with an 80 Hz, zero-phase bidirectional fourth-order Butterworth
filter. HFA was defined as an event of at least two consecutive
peaks in these frequency bands, amplitude greater than -2 SD
from the baseline, interval less than 0.03 and 0.015 s for 40 and
80 Hz, respectively. HFA was examined within the period of
50 ms before and 50 ms after the visually defined peak of the
apical component. If HFA (40 or 80 Hz or both) was found within
or some overlapping with this period, HFA was considered as
associated with the apical component of EDs and Sts.

Statistical Analysis
To evaluate the differences in the total area of the after-
slow activity among the three different TCs, we conducted the
Friedman test followed by the Dunn–Bonferroni post hoc tests
for pair wise comparison of EDs and Sts separately. We also
compared the total area and total duration of the after-slow
activity between EDs and Sts under the TC 0.3 s condition by
using the Mann–Whitney U-test.

To examine the relationship between the width of apical
component and size of after-slow, Kendall’s tau-b correlation
analysis with scatter plots was done between the total area of
after-slow of EDs and Sts under three different TCs and a total
duration of apical component (calculated in TC 0.3 s), separately.

To assess the difference of HFA between EDs and Sts, we
performed Pearson’s chi-squared analysis of all 68 activities (32
EDs and 36 Sts). It was also checked for 59 activities (32 EDs
and 27 Sts) after excluding borderline nine Sts from 68 samples,
separately. p < 0.05 was considered as statistically significant.

RESULTS

Analysis of Total Area of After-Slow
Among the Three Different Time
Constant Conditions
Regarding the total area of 59 after-slow, 40 activities (preceded
by 26 sharp waves, six spikes, and eight Sts) showed the largest
total area under TC 2s (Figures 3B–D and Analysis A in
Figure 4). On the other hand, two and 17 after-slow activities (all
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FIGURE 3 | Representative regional sharp wave in one patient with a recording time constant (TC) of 10 s. (A) The total area of the after-slow is calculated using the
double tangent line method. (B) The total area of the after-slow under TC 0.1 s is 9.6837 µVs. (C,D) The same parameter under TC 0.3 s is 13.8499 µVs and that
under TC 2 s is 15.6579 µVs, respectively.

FIGURE 4 | The total area of after-slow activities of 32 EDs and 36 Sts under three different TC conditions. Analysis A, the after-slow activities of all 32 EDs (26 sharp
waves and six spikes) show the largest total area under TC 2 s. Among 27 Sts, eight, two, and 17 after-slow activities show the largest total area under TCs 2, 0.3,
and 0.1 s, respectively. Analysis B, about the after-slow activities of nine borderline Sts, one, one, and seven activities show the largest total area under TCs 2, 0.3,
and 0.1 s, respectively.

preceded by Sts) showed the largest total area under TCs 0.3 and
0.1 s, respectively (Analysis A in Figure 4).

Figure 5 showed the representative waveforms of the after-
slow of EDs and Sts in different TCs. It was visually evident
that compared with Sts, the after-slow of EDs displayed with
TC 2 s was exaggerated than that with TC 0.3 s which can
be helpful to differentiate EDs and Sts visually. As for EDs,
after Bonferroni adjustments, the total area of the after-slow was
significantly larger under TC 2 s (mean ± SD: 25.25 ± 13.35
µVs) than under 0.3 s (21.98 ± 10.30 µVs) (p < 0.001) and 0.1
s (16.78 ± 7.79 µVs) (p < 0.001), and it was significantly larger
under TC 0.3 s than that under TC 0.1 s (p < 0.001) (Figure 6).

By contrast, no significant differences were seen in the same
parameter of Sts among three different TCs (TC 2 s: 6.88 ± 5.81
µVs, TC 0.3 s: 6.87 ± 5.69 µVs, and TC 0.1 s: 7.09 ± 5.82 µVs)
(p > 0.05) (Figure 7).

Analysis of Total Area and Total Duration
of After-Slow With Time Constant of 0.3 s
The EDs showed a significantly larger total area of the
after-slow (21.98 ± 10.30 µVs) as compared with those
of Sts (6.87 ± 5.69 µVs) under TC 0.3 s (p < 0.001)
according to their definition. In addition, the total duration
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FIGURE 5 | The distinction of EDs from Sts. (A,C) The after-slow wave of an
EDs (>50% of the amplitude of preceding activity) and Sts (<50% of the
amplitude of preceding activity). (A,B) Concerning EDs, the after-slow wave is
exaggerated with TC of 2 s compared with TC of 0.3 s. (C,D) In contrast, the
much lesser after-slow wave of Sts is almost the same as one with TC of 2 s.

FIGURE 6 | Statistical analysis of the total area of the after-slow of EDs under
three different TC conditions. X and Y axes show three different TCs and the
mean total area of the after-slow of EDs, respectively, error bars indicate ± 1
SD and the circle shows the total area of each EDs in three different TCs. The
total area of the after-slow under TC 2 s is significantly larger than those under
TC 0.3 s and 0.1 s (p < 0.001). The same parameter is also significantly larger
under TC 0.3 s than under TC 0.1 s (p < 0.001). *Indicates statistical
significance.

of the after-slow of EDs (437.19 ± 125.07 ms) was also
significantly longer as compared with Sts (285.41 ± 144.21 ms)
(p < 0.001).

With respect to the correlation analysis, no significant
relationship was found in any combination between total area

FIGURE 7 | Statistical analysis of the total area of the after-slow of Sts under
three different TCs. X and Y axes show three different TCs and the mean total
area of the after-slow of Sts, respectively, error bars indicate ± 1 SD, and the
circle shows the total area of each Sts in three different TCs. No significant
difference is observed under three different TCs. NS indicates not statistically
significant.

of after-slow and total duration of apical component in EDs (TC
2 s: τb = 0.219; TC 0.3 s: τb = 0.223 and TC 0.1 s: τb = 0.235)
and Sts (TC 2 s: τb = –0.191; TC 0.3 s: τb = –0.129 and TC
0.1 s: τb = –0.077), respectively, as shown by scatter plots in
Supplementary Figures 1, 2.

It was initially concerned that the apical component of EDs
may have a longer duration, and thus, they may be accompanied
by larger after-slow, but it did not happen. Neither happened
in the case of Sts. It simply convinced us that visually defined
EDs and Sts could have a similar range of duration of apical
components between each other and the degree of after-slow is
independent of the apical components per se.

Analysis of Borderline Sharp Transients
About the nine after-slow activities of borderline Sts, one, one,
and seven activities showed the largest total area under TCs 2,
0.3, and 0.1 s, respectively (Analysis B in Figure 4). Thus, nine
borderline Sts showed a similar tendency to that of 27 Sts under
three different TCs.

High-Frequency Activity Analysis
About the analysis of HFA, among all 68 activities (32 EDs and
36 Sts), HFA was found with the apical component of 21 EDs
(65.6%) and 12 Sts (33.3%). In the Pearson’s chi-squared analysis
of all 68 activities (32 EDs and 36 Sts), it was found that the HFA
was significantly more often with the apical component of EDs
as compared with Sts (p = 0.008) (Figure 8). Furthermore, after
exclusion of borderline nine Sts (32 EDs and 27 Sts), HFA remains
significantly more associated with EDs (21 activities, 65.6%) in
comparison to Sts (nine activities, 33.3%) (p = 0.013) (Figure 9).
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FIGURE 8 | High-frequency activity (HFA) analysis of all 68 activities (32 EDs
and 36 Sts). Compared to Sts (12 activities), HFA is found significantly more
often with the apical component of EDs (21 activities) (p = 0.008). *Indicates
statistical significance.

FIGURE 9 | High-frequency activity analysis of 59 activities (32 EDs and 27
Sts) after excluding borderline nine Sts. HFA is significantly more associated
with EDs (21 activities) as compared with Sts (nine activities) (p = 0.013).
*Indicates statistical significance.

DISCUSSION

In this study, we demonstrated two main findings for the real
world’s patient EEG data. First, the total area of the after-slow
activity of EDs with long TC (2 s) was significantly larger than
that of conventional (0.3 s) and short (0.1 s) TCs. By contrast, no
significant difference in the same parameter of Sts was observed.

Second, the total duration of the after-slow activity of EDs was
also significantly longer than that of Sts.

Change in the Total Area of the
After-Slow Under Long Time Constant
To the best of our knowledge, this is the first systematic study to
disclose that long TC is useful for defining EDs by the total area
of the after-slow in comparison with Sts. Although EDs showed
a significantly larger total area of the after-slow than that of Sts
even with TC 0.3 s, our findings indicate that the enlarged total
area in long TC is also a useful biomarker to differentiate EDs
from Sts, especially when equivocal after-slow waves are observed
by TC 0.3 or 0.1 s (Figures 5A,C). Our findings further support
the IFCN guideline stating that the low filter should be set to
0.16 Hz or less for recording except for specific or difficult clinical
conditions (Nuwer et al., 1998).

Regarding EDs recorded from scalp EEG as field potentials,
the apical component reflects the synchronized intracellular
PDS, i.e., giant, abnormal excitatory postsynaptic potentials
from the generator point of view, mainly occurring in the
cortical pyramidal neurons. They are immediately followed
by hyperpolarized activity as the recurrent inhibition that
corresponds to after-slow activity at least in the experimental
data (Engel, 1989). Therefore, even in the clinical EEG, after-
slow is also an important parameter for defining EDs. On the
other hand, possible generator mechanisms of Sts depend on
its definition as follows. Namely, it is noted that (a) very ill-
defined EDs and (b) the pyramidal neurons in the cerebral
cortices that generate physiological oscillations at frequencies
similar to spikes (i.e., beta oscillations and mu rhythms), can
be prominent in certain regions (Janca et al., 2014). For EDs,
the total duration of after-slow was significantly longer than
that of Sts as indicated in result section “Analysis of Total Area
and Total Duration of After Slow with Time Constant of 0.3
s.” Compared to physiological EEG activity, the hyperpolarized
activity immediately after PDS contains a slower frequency band
because of prolonging depression in the excitability during this
phase as described in previous human intracranial EEG studies
(Neckelmann et al., 2000; Urrestarazu et al., 2006; Matsumoto
et al., 2013; Von Ellenrieder et al., 2016). Based on these findings,
our findings suggest that long TC may be useful for the selective
enhancement of hyperpolarized activity (after-slow) immediately
after PDS (EDs).

There may be some speculation that the augmentation of
after-slow activity of EDs by changing TC setting is related
to the longer total duration of apical component of EDs in
addition to after-slow as described later. However, in this study,
the total duration of the apical component did not correspond
to the changes of the total area of after-slow in EDs and Sts
(Supplementary Figures 1, 2).

Total Duration of the After-Slow Under
the Conventional Time Constant
Condition (0.3 s)
Epileptiform discharges are defined to show clearer after-slow
than Sts; therefore, the total duration was also significantly longer
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in EDs. The total duration may also be a useful parameter for
differentiating after-slow activities of EDs from those of Sts.

Analysis of Borderline Sharp Transients
With respect to the analysis of borderline nine Sts, the total area
of after-slow activities showed a similar tendency to that of 27 Sts
under three different TC conditions. It may imply that certified
electroencephalographers visually inspected mainly the total area
rather than the amplitude of after-slow activities that practically
leads to the correct conclusion. Namely, although certified
electroencephalographers explicitly understand the amplitude
criteria, they implicitly make the judgment by the factor of total
area. It may validate the total area as the important criteria to
differ between EDs and Sts.

About the differences in the total area of the after-slow activity
of all 36 Sts among three different TCs, although the total area
of after-slow under TC 0.1 s (mean ± SD: 6.85 ± 5.37 µVs)
was significantly larger than that under 2 s (6.60 ± 5.35 µVs)
(p = 0.003), there were no significant differences between any
other comparisons after Bonferroni adjustments. So, under long
TC (2 s) setting the after-slow of Sts remain almost similar to that
of under TC 0.3 s.

High-Frequency Activity Analysis
High-frequency activity is considered to be associated with
epileptogenicity (Shibata et al., 2016) because the increase of HFA
is usually seen with the apical component of EDs (Kobayashi
et al., 2009). As there is no definite characterization of HFA,
the less strict inclusion criteria of two consecutive peaks were
adopted in this study.

With respect to the other types of benign Sts such as benign
focal EDs in childhood (Beaussart, 1972; Lüders et al., 1987) and
benign epileptiform transients of sleep (White et al., 1977), these
benign activities are usually accompanied by lower amplitude
after-slow than that of the preceding apical component. To the
best of our knowledge, as there is no clear definition or criteria
of Sts with small after-slow except for anecdotal impression
or experience like 50% of borderline, we initially selected the
amplitude of after-slow more and less than 50% that of preceding
apical component as the criteria of EDs and Sts, respectively.
However, in this study, HFA analysis showed a clearer association
with EDs than with Sts, which further justifies the differentiation
of these two groups (EDs and Sts).

Limitations
This study has some limitations. First, it was a retrospective
study based on a relatively small number of EEG activities in
a single institute. In addition, no specific patients were selected
other than having epilepsy. Therefore, further studies with larger
populations of patients from homogeneous clinical backgrounds
would be warranted to confirm the present findings and to further
clarify its clinical significance based on epilepsy classifications,
namely, generalized and partial epilepsy. Second, we randomly
chose relatively typical EDs and Sts waveforms, and also the
number of each sample from each patient was relatively small.
We purposely excluded pure spike without after-slow, since the

pure spike is atypical except for repetitive spikes or polyspikes.
Nevertheless, these waveforms are less frequent. Future studies
involving these waveforms would also be necessary to clarify
the utility in practical EEG settings. Third, we tentatively chose
the amplitude of after-slow more and less than 50% that of
the preceding apical component to differentiate EDs and Sts,
respectively. Further studies in the clinical setting are needed to
confirm the current findings and to define the criteria of EDs
and Sts more precisely. Nevertheless, the consistent results using
HFA could warrant the present finding. Fourth, in this study, we
did not inspect possible mechanisms of neurons associated with
different TC. Hence, future studies regarding these patterns of
neuronal activity from the viewpoint of seizure would be useful
to understand EDs further in the scalp EEG. Finally, long TC
may provide or exaggerates not only after-slow activities, but also
slower artifacts such as movements, sweat, slow eye movement,
electrode lead wire movement, and so on. These slower artifacts
may interfere with the interpretation of after-slow activities if
their frequency is close to the frequency of after-slow.

Even though we take all of those limitations into account, the
current study may shed the light on the useful approach of after-
slow activity with a long TC of 2 s in scalp EEG to differentiate
between EDs and Sts that was supported by HFA analysis.

CONCLUSION

In this study, the EEG analysis showed that a long TC setting for
EEG display is beneficial for differentiating after-slow activities
between EDs and Sts. These findings are derived from the results
of analysis on the total area of after-slow and supported by
findings of HFA analysis. These findings at least may endorse
the current operational definitions of EDs and Sts, and also the
IFCN guidelines (1998). Total area rather than the amplitude of
the after-slow was much more consistent with a visual inspection
of EDs and Sts. Future studies to validate the clinical significance
of current findings are, therefore, warranted.
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Gamma-aminobutyric acid (GABA), a major inhibitory transmitter in the central nervous
system, is synthesized via either of two enzyme isoforms, GAD65 or GAD67. GAD65
is synthesized in the soma but functions at synaptic terminals in an activity-dependent
manner, playing a distinct role in excitatory-inhibitory balance. However, the extent to
which each GABAergic subtype expresses GAD65 in the resting state remains unclear.
In this study, we compared GAD65 expression among six GABAergic subtypes: NPY+,
nNOS+, PV+, SOM+, CR+, and CCK+. According to the results, the GABAergic
subtypes were classified into two groups per region based on GAD65 expression levels:
high-expression (NPY+ and nNOS+) and low-expression groups (PV+, SOM+, CR+,
and CCK+) in the cerebral cortex and high-expression (NPY+, nNOS+, and CCK+) and
low-expression groups (PV+, SOM+, and CR+) in the hippocampus. Moreover, these
expression patterns revealed a distinct laminar distribution in the cerebral cortex and
hippocampus. To investigate the extent of GAD65 transport from the soma to synaptic
terminals, we examined GAD65 expression in colchicine-treated rats in which GAD65
was synthesized in the soma but not transported to terminals. We found a significant
positive correlation in GAD65 expression across subtypes between colchicine-treated
and control rats. In summary, each GABAergic subtype exhibits a distinct GAD65
expression pattern across layers of the cerebral cortex and hippocampus. In addition,
the level of GAD65 expression in the soma can be used as a proxy for the amount of
GAD65 in the cytoplasm. These findings suggest that exploration of the distinct profiles
of GAD65 expression among GABAergic subtypes could clarify the roles that GABAergic
subtypes play in maintaining the excitatory-inhibitory balance.

Keywords: cerebral cortex, GABAergic subtype, GAD65, hippocampus, rat

INTRODUCTION

The inhibitory neurotransmitter gamma-aminobutyric acid (GABA) is widely distributed in the
central nervous system and is synthesized from glutamate via two isoforms of glutamic acid
decarboxylase (GAD): GAD67 and GAD65. These two isoforms are encoded by distinct genes but
are co-expressed in most GABAergic interneurons (Erlander et al., 1991; Feldblum et al., 1993).
The mRNA (Dicken et al., 2015) and protein (Rimvall et al., 1993) expression of GAD67 is closely
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related to GABA content, as GAD67 is responsible for basal
and tonic GABA synthesis (Asada et al., 1997; Chattopadhyaya
et al., 2007; Obata et al., 2008). On the other hand, GAD65 has a
high affinity for the cofactor pyridoxal 5′-phosphate (Martin and
Rimvall, 1993), and localizes strongly in axon terminals rather
than in the soma (Esclapez et al., 1994). In addition, repeated
electrical stimulation has been shown to increase GABA contents
and its release (Bowdler et al., 1983) while increasing GAD65
expression (Jinno and Kosaka, 2009). These previous data suggest
that GAD65 expression is closely related to activity-dependent
and phasic GABA synthesis.

GAD67 and GAD65 expression are not evenly distributed
within GABAergic neurons in various brain regions, including
the cerebral cortex and hippocampus (Esclapez et al., 1994;
Hendrickson et al., 1994; Houser and Esclapez, 1994). In
particular, GAD65 expression in the soma is heterogeneous
compared with that of GAD67 (Guo et al., 1997). Although
the drivers of GAD65 expression remain unknown, this
heterogeneous expression may depend on the diversity of
GABAergic neuron properties. One previous study showed
that GAD65 expression is lower in calcium-binding protein
parvalbumin-positive (PV+) cells in the hippocampus (Fukuda
et al., 1997), suggesting that GAD65 expression depends on
the interneuron subtype. GABAergic neurons are classified into
multiple subtypes in addition to PV+ cells based on chemical
markers (Hendry et al., 1984; Gonchar and Burkhalter, 1997;
Kubota and Kawaguchi, 1997; Jinno et al., 2001; Kawaguchi and
Kondo, 2002; Gonchar et al., 2007). Elucidating the relationship
between GABAergic subtypes and GAD65 expression would
clarify the roles of GABAergic subtypes in activity-dependent and
phasic inhibition under pathological conditions such as epileptic
seizures and mental disorders.

To achieve this purpose, we compared GAD65 expression
among several subtypes of neurons in the cerebral cortex
and hippocampus under normal conditions. Although
a variety of markers can be used to identify GABAergic
subtypes, we followed the classification described in previous
reports (Druga, 2009; Tricoire et al., 2010; Rudy et al., 2011;
Tricoire and Vitalis, 2012; Perrenoud et al., 2013; Tremblay
et al., 2016) and analyzed the following six subtypes: PV+
neurons, somatostatin-positive (SOM+) neurons, calretinin-
positive (CR+) neurons, cholecystokinin-positive (CCK+)
neurons, neuropeptide Y-positive (NPY+) neurons, and
neuronal nitric oxide synthase-positive (nNOS+) neurons. This
classification system was shared between the cerebral cortex
and hippocampus. We also compared the laminar distribution
of GAD65 expression by dividing the cerebral cortex and
hippocampus into three layers: the superficial layer, pyramidal
layer and deep layer. Additionally, to confirm that somatic
expression reflects expression throughout the cytoplasm, we
performed the same experiments using colchicine, which blocks
axonal transport.

Briefly, each GABAergic subtype exhibited a distinct GAD65
expression pattern across the cerebral cortical and hippocampal
layers. Additionally, GAD65 expression in the soma of different
subtypes was significantly and positively correlated between
colchicine-treated and control rats.

MATERIALS AND METHODS

Animals
We used male 8–12 weeks old Long-Evans rats (Institute for
Animal Reproduction, Kasumigaura, Ibaraki, Japan, http://www.
iar.or.jp) weighing 300–500 g each. These rats were housed
in groups in a temperature- and humidity-controlled room
under a 12-h-light/12-h-dark cycle with food and water available
ad libitum. Efforts were made to minimize the number of animals
used, as well as their pain and discomfort. All animal treatments
were approved by the Tohoku University Committee for Animal
Research, Seiryo Campus (Sendai, Japan).

Intraventricular Injection of Colchicine
To block axonal transport, colchicine (Sigma-Aldrich, Tokyo,
Japan) dissolved in saline (100 µg/10 µl) was stereotactically
injected 5 µl of solution into the bilateral lateral ventricle of
the brain. Control group was injected equal (5 µl) volume
of saline into the bilateral lateral ventricle of the brain.
The surgery was performed under inhalation anesthesia with
isoflurane (1–3%, Pfizer, Tokyo, Japan). 2 days later, the
brains were processed for immunohistochemical investigation, as
described below.

Tissue Preparation
Under deep nembutal anesthesia (Somnopentyl, 250 mg/kg
body weight, intraperitoneally, Kyoritsu Seiyaku Co., Ltd.,
Tokyo Japan), the rats were transcardially perfused with saline
containing 2 IU/mL heparin and then with 4% paraformaldehyde
in 0.1M phosphate buffer (pH 7.4). The brains were removed
and post-fixed in formaldehyde solution for 24 h at 4◦C. Then,
the brains were immersed in 30% sucrose solution in phosphate-
buffered saline (PBS) for at least 24 h, and coronal sections
(30 µm thick) were cut using a cryostat (Leica CM1950, Leica
Microsystems, Nussloch, Germany).

Immunohistochemistry
The sections were washed in PBS for 10 min. After blocking
with 3% bovine serum albumin in PBS for 1 h, the sections
were incubated with primary antibodies overnight at 4◦C and
washed with PBS. The following antibodies were used in this
study: mouse monoclonal anti-GAD65 antibody (1:300, BD
Biosciences, San Jose, CA, United States), rabbit polyclonal
anti-parvalbumin antibody (1:500, Abcam, Cambridge,
United Kingdom), rabbit polyclonal anti-somatostatin antibody
(1:500; Peninsula Lab, San Carlos, CA, United States), rabbit
polyclonal anti-calretinin antibody (1:500, Proteintech group,
Inc., Chicago, IL, United States), rabbit polyclonal anti-
cholecystokinin antibody (1:100, Cloud-Clone Corp, Carlsbad,
CA, United States), rabbit polyclonal anti-neuropeptide Y
antibody (1:100, Proteintech group, Inc.), rabbit polyclonal
anti-neuronal nitric oxide synthase antibody (1:800, Merck-
Millipore, Temecula, CA, United States) and rabbit polyclonal
anti-vesicular GABA transporter (VGAT) antibody (1:500,
Gene Tex, Los Angeles, CA, United States). After washing three
times with PBS, the brain sections were incubated with an
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appropriate species-specific secondary antibody for 1 h−Alexa
Fluor 488-conjugated goat anti-mouse immunoglobin (Ig) G
(1:200, Abcam) or Alexa Fluor 647-conjugated goat anti-rabbit

IgG (1:200, Merck-Millipore)−and then with 4′,6-diamidino-2-
phenylindole dihydrochloride (DAPI) solution (1:500, Dojindo,
Kamimashiki, Japan). After three washes with PBS, the sections

FIGURE 1 | Measuring GAD65 staining intensity in somata in the cerebral cortex and hippocampus. Schematic drawing of a coronal section of an adult rat brain
showing the cerebral cortex (A: upper inset B) and hippocampus (A: lower inset C). The cerebral cortex and hippocampus were each divided into three layers. Solid
lines and dashed lines indicate the region of interest and the boundaries between layers, respectively, in the cerebral cortex (B) and hippocampus (C). The area of
GAD65 expression in the soma was surrounded by synaptic buttons in the 2D (D: arrowhead) and 3D images (E: ortho-image from the x, y, and z planes). The level
of GAD65 expression was calculated by subtracting the background (BG) intensity from the average intensity of four squares (F). CC, corpus callosum.

FIGURE 2 | GAD65 expression in each GABAergic subtype in the cerebral cortex. Double immunofluorescence image of GAD65 (green) and DAPI (blue) signals (A).
Triple immunofluorescence images showing GAD65 expression (green); positive signals for PV, SOM, CR, CCK, NPY, or nNOS (magenta); and DAPI staining (blue) in
the superficial (II–IV) layer (B–G). White squares indicate the regions enlarged in the panels on the right, and arrowheads indicate somata.
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FIGURE 3 | GAD65 expression in each GABAergic subtype across layers of the cerebral cortex (n = 5 brains). The average intensity of GAD65 immimostaining
among six GABAergic subtypes (A). The average intensity of GAD65 immunostaining among the superficial (II–IV), pyramidal (V), and deep (VI) layers (B). The
average intensity of GAD65 immunostaining across layers of the cerebral cortex among six GABAergic subtypes (C). Error bars indicate SEM. Two-way ANOVA
followed by Bonferroni’s tests was used to compare the expression level. ∗∗p < 0.01.

TABLE 1 | GAD65 Expression in Cerebral Cortical Layers Based on GAD65 Staining Intensity.

Layer Subtypes Mean Intensity of GAD65* Numbers of Cells in each GAD65-Intensity Range** Subtypes ratio (%)

0–10 11–20 21–30 31–40 41–50 51–60 61–70 71–255 Total

Superficial (I) CR 27.95 ± 3.15 2 9 11 4 2 0 1 0 29 52.72

nNOS 70.04 ± 11.32 0 1 3 5 3 6 0 8 26 47.27

Superficial (II–IV) PV 29.34 ± 2.09 0 47 97 58 41 10 2 2 257 25.90

SOM 28.63 ± 0.60 10 51 64 38 19 7 2 1 192 19.35

CR 24.00 ± 1.09 12 76 67 32 15 3 0 0 205 20.66

CCK 24.77 ± 1.89 6 37 32 26 1 1 0 0 103 10.38

NPY 39.63 ± 3.27 2 13 41 37 21 14 12 3 143 14.41

nNOS 41.94 ± 5.61 1 15 23 26 10 7 7 3 92 9.27

Pyramial (V) PV 25.40 ± 2.59 4 70 118 45 10 0 0 0 247 38.35

SOM 21.90 ± 0.82 12 68 55 15 2 0 0 0 152 23.60

CR 20.02 ± 0.82 8 36 22 5 1 0 0 0 72 11.18

CCK 21.57 ± 1.96 5 20 16 5 2 0 0 0 48 7.45

NPY 30.54 ± 4.08 2 23 34 11 9 3 2 1 85 13.19

nNOS 30.70 ± 4.96 0 12 13 4 6 4 0 1 40 6.21

Deep (VI) PV 24.19 ± 1.68 6 52 86 42 4 0 0 0 190 31.09

SOM 18.87 ± 1.09 25 73 41 9 1 0 0 0 149 24.38

CR 16.46 ± 1.10 19 44 13 2 0 1 0 0 79 12.92

CCK 15.40 ± 1.20 14 21 16 1 1 0 0 0 53 8.67

NPY 31.05 ± 3.91 3 23 31 25 10 4 3 4 103 16.85

nNOS 33.83 ± 6.01 1 5 13 6 6 3 3 0 37 6.05

*Mean of five brains (Five rats).
**Total cells from five brains (Total 2302 cells).
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were mounted using Fluoromount (Diagnostic BioSystems,
Pleasanton, CA, United States).

Quantification and Imaging
Tissue Observation
We observed samples under a confocal microscope (Zeiss LSM
800, Carl Zeiss, Jena, Germany) with a 20 × (NA 0.80) or
63 × (NA 1.4) objective lens (LSM 800, Carl Zeiss). Images
were captured using a charge-coupled device camera (Axio-Cam
MRm, Carl Zeiss), transferred to a computer, and analyzed using
ZEN software (Carl Zeiss).

Definition of Layers of the Cerebral Cortex and
Hippocampus
In the cerebral cortex, we examined the primary motor area,
primary somatosensory area and posterior parietal association
area. Since we could not reliably divide these cortical areas, we did
not analyze the differences among these cerebral cortical areas.
For the same reason, we also divided the cortex into three layers
(Layer II, III, and IV are not distinguished) the superficial (II–IV),
pyramidal (V), and deep (VI) layers (Figure 1A: upper inset;
Figure 1B). Layer I was not included in the superficial layer in this
study, as this layer contains very few cells of GABAergic subtypes
other than CR+ and nNOS+ neurons (Kubota et al., 2011).

In the hippocampus, we examined the CA1 region in
the dorsal hippocampus. The hippocampal CA1 region was
divided into three layers: the superficial [stratum radiatum (SR)],
pyramidal [stratum pyramidale (SP)], and deep [stratum oriens
(SO)] layers (Figure 1A: lower inset; Figure 1C).

Evaluation of GAD65 Expression in the Soma Using
Serial z-Stack Sections
We measured the intensity of GAD65 expression in somata
but not in synaptic buttons. In two-dimensional (2D) images,
distinguishing GAD65 expression in the soma from that in
synaptic buttons is technically difficult. Figure 1D shows
an example of a GAD65-positive (GAD65+: green) cell in
the hippocampus (arrowhead). The nucleolus was stained
with DAPI (blue). GAD65 expression was observed in the
soma and perisomatic region. Such perisomatic staining shows
synaptic buttons (axon terminals) as somatic inputs because
GAD65 is localized to axon terminals but not to dendrites
(Kanaani et al., 2002).

To distinguish the GAD65 staining in somata from that
in axon terminals, we followed the criteria proposed by Jinno
and Kosaka (2009). According to their criteria, we captured
serial stacks of optical sections at 1-µm intervals using confocal
microscopy with a z-stack system, as cell bodies (>2 µm) appear
in multiple adjacent sections, whereas buttons (<2 µm) do not
appear in more than two optical sections. To validate these
criteria for GAD65 staining, we reconstructed the GAD65+
cell in a three-dimensional (3D) image (Figure 1E) and then
confirmed that these criteria can be used to successfully
distinguish between GAD65 expression in the soma and that
in synaptic buttons. The reconstruction of 3D images has been
described previously (Kajita et al., 2017).

To measure GAD65 intensity in the soma, we randomly
set four squares within each soma, avoiding the nucleus and
buttons (arrows), and measured the average intensity within
those squares (0, no signal; 255, maximum level; Figure 1F). The
average intensity over the four squares was used as the datapoint
for GAD65 intensity after the subtraction of background signals.
To avoid measuring out-of-focus cells, we selected only cells with
clear DAPI staining. To measure GAD65 intensity in the synaptic
buttons, we selected the 50 synaptic buttons from VGAT staining,
and the average intensity was used as the data point after the
subtraction of background signals. The density of VGAT was
measured in unit area (/100 µm2). The average density of 25 unit
areas was used as the datapoint for VGAT density per brain. Data
were collected in Excel (Microsoft, Redmond, WA, United States)
for further analysis. All data were calculated with the truncation
of numbers beyond the third or fourth decimal place.

Statistical Analysis
We used IBM SPSS Statistics for Windows software (version
21.0 [released 2012], IBM Corp., Armonk, NY, United States)
for statistical analysis and performed Welch’s t-test, Mann–
WhitneyU Test, two-way analysis of variance (ANOVA) followed
by Bonferroni’s post hoc tests, and Pearson’s correlation test.
Values are presented as the mean ± standard error of the mean
(SEM). Groups were compared using thresholds for significance
of 0.05 and 0.01.

RESULTS

GAD65 Expression Levels Among
GABAergic Subtypes and Layers of the
Cerebral Cortex
We immunostained for GAD65 in the cerebral cortex; a typical
image captured via confocal microscopy is shown in Figure 2A
(GAD65: green; DAPI: blue). GAD65 expression was detected
throughout the imaged region, except in the corpus callosum.
All six GABAergic subtypes were detected across layers II–VI.
On the other hand, only CR+ and nNOS+ neurons were
detected in layer I. We present representative high-magnification
images of the six GABAergic subtypes in the superficial (II–IV)
layer in Figures 2B–G, which show triple signals of GAD65
immunofluorescence (green), the GABAergic subtype (magenta),
and DAPI staining (blue).

We plotted GAD65 intensity among the six subtypes present
in those three layers in Figure 3. Further details are provided
in Table 1.

GAD65 Expression Was High in NPY+ and nNOS+

Neurons and Low in PV+, SOM+, CR+, and CCK+

Neurons Across Layers of the Cerebral Cortex
To examine subtype- and layer-related specificity, we statistically
analyzed the GAD65 staining intensity using two-way ANOVA
(subtype× layer). The statistical analysis showed significant main
effects due to the subtype and layer type (subtypes: p = 0.000;
layers: p = 0.000), but their interaction was not significant.
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To compare the GAD65 staining intensity among the six
subtypes, we performed multiple comparison analysis using
Bonferroni’s post hoc method. The GAD65 staining intensity
was significantly higher in NPY+ and nNOS+ neurons than
in other subtypes (NPY+ vs. SOM+, p = 0.001; vs. CR+,

p = 0.000; vs. CCK+, p = 0.000), (nNOS+ vs. PV+, p = 0.006;
vs. SOM+, p = 0.000; vs. CR+, p = 0.000; vs. CCK+,
p = 0.000; Figure 3A). The difference between NPY+ and PV+
neurons was not quite significant. In the superficial (I) layer,
Welch’s t-test revealed that the GAD65 staining intensity was

FIGURE 4 | GAD65 expression in each GABAergic subtype in the hippocampus. Double immunofluorescence image showing GAD65 (green) and DAPI (blue)
signals (A). Triple immunofluorescence images showing GAD65 expression (green); positive signals for PV, SOM, CR, CCK, NPY, or nNOS (magenta); and DAPI
staining (blue) in the superficial (SR) layer (B–G). White squares indicate the regions enlarged in the panels on the right, and arrowheads indicate somata. CC, corpus
callosum; SO, stratum oriens; SP, stratum pyramidale; SR, stratum radiatum; and SLM, stratum lacunosum-moleculare.

FIGURE 5 | GAD65 expression in each GABAergic subtype across layers of the hippocampus (n = 5 brains). The average intensity of GAD65 immunostaining among
six GABAergic subtypes (A). The average intensity of GAD65 immunostaining among the superficial (SR), pyramidal (SP), and deep (SO) layers (B). The average
intensity of GAD65 immunostaining across layers of the cerebral cortex among six GABAergic subtypes (C). SO, stratum oriens; SP, stratum pyramidale; and SR,
stratum radiatum. Error bars indicate SEM. Two-way ANOVA followed by Bonferroni’s tests was used to compare the expression level. ∗p < 0.05. ∗∗p < 0.01.
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significantly higher in nNOS+ neurons than in CR+ neurons
(p = 0.018).

Based on these statistical analysis, we classified GABAergic
subtypes into two groups: high GAD65 (NPY+ and nNOS+)
and low GAD65 (PV+, SOM+, CR+, and CCK+) neurons in the
cerebral cortex.

GAD65 Expression Was Higher in the Superficial
Layer Than in Other Layers of the Cerebral Cortex
To compare the GAD65 staining intensity among layers of
the cerebral cortex, we performed multiple comparison analysis
using Bonferroni’s post hoc method. The GAD65 staining
intensity was significantly higher in the superficial (II–IV) layer
than in the pyramidal (V; p = 0.002) and deep (VI; p = 0.000)
layers (Figure 3B).

Based on these results, GAD65 expression is higher in the
superficial layer than in other layers of the cerebral cortex.
The GAD65 staining intensity among layers in each subtype
was shown in Figure 3C. In the cerebral cortex there was no
significant interaction (subtype × layer). We did not perform
statistical analysis among the six subtypes in each three layer, or
among three layers in each six subtype.

GAD65 Expression Among GABAergic
Subtypes Across Layers of the
Hippocampus
Next, we immunostained for GAD65 in the CA1 region of the
hippocampus; a typical image from confocal microscopy can
be seen in Figure 4A (GAD65: green; DAPI: blue). GAD65
expression was detected across the entire region excluding the
corpus callosum. We detected all six GABAergic subtypes, and

high-magnification examples of each subtype as observed in the
superficial (SR) layer can be found in Figures 4B–G, which
show triple signals of GAD65 immunofluorescence (green), the
GABAergic subtype (magenta), and DAPI staining (blue).

We plotted the GAD65 staining intensity among the six
subtypes and three layers in Figure 5. Further details are provided
in Table 2.

GAD65 Expression Was Layer Specific and High in
NPY+, nNOS+, and CCK+ Neurons but Low in PV+,
SOM+, and CR+ Neurons
To examine subtype- and layer-related specificity, we statistically
analyzed the GAD65 staining intensity using two-way ANOVA
(subtype × layer). The statistical analysis indicated significant
main effects due to the subtype and layer type (subtypes:
p = 0.000; layers: p = 0.000). The interaction was also significant
(subtype× layer: p = 0.002).

To compare the GAD65 staining intensity among the six
subtypes, we performed multiple comparison analysis using
Bonferroni’s post hoc method. The GAD65 staining intensity was
significantly higher in NPY+, nNOS+, and CCK+ neurons than
in other subtypes (NPY+ vs. PV+, p = 0.000; vs. SOM+, p = 0.000;
vs. CR+, p = 0.000; nNOS+ vs. PV+, p = 0.000; vs. SOM+,
p = 0.000; vs. CR+, p = 0.000; CCK+ vs. PV+, p = 0.006; vs.
SOM+, p = 0.005; Figure 5A). No significant difference was found
between CCK+ and CR+ neurons.

However, these main effects were qualified by a significant
interaction between subtype and layer type. Therefore, we
compared the GAD65 staining intensity among the six subtypes
for each layer using Bonferroni’s post hoc tests. In the superficial
(SR) layer, the GAD65 staining intensity was significantly higher
in NPY+ (NPY+ vs. PV+, p = 0.000; vs. SOM+, p = 0.000;

TABLE 2 | GAD65 Expression in Hippocampal Layers Based on GAD65 Staining Intensity.

Layer Subtypes Mean Intensity of GAD65* Numbers of Cells in each GAD65-Intensity Range** Subtypes ratio (%)

0–10 11–20 21–30 31–40 41–50 51–60 61–70 71–255 Total

Superficial (SR) PV 17.11 ± 0.40 26 30 19 4 2 0 0 0 81 7.97

SOM 18.59 ± 1.50 12 34 14 6 1 1 0 0 68 6.69

CR 23.08 ± 0.85 44 131 91 44 21 5 1 1 338 33.26

CCK 22.87 ± 1.82 19 115 65 31 13 8 0 0 251 24.70

NPY 36.03 ± 3.06 5 17 39 44 26 14 9 5 159 15.64

nNOS 33.66 ± 4.36 0 30 34 22 14 9 5 5 119 11.71

Pyramidal (SP) PV 23.65 ± 1.93 31 158 127 76 17 2 1 2 414 34.10

SOM 23.75 ± 0.66 3 21 22 7 4 0 0 0 57 4.69

CR 22.25 ± 0.76 28 128 100 37 11 1 0 1 306 25.20

CCK 29.44 ± 1.21 2 24 45 34 15 4 0 0 124 10.21

NPY 28.25 ± 1.70 13 55 58 35 18 12 2 0 193 15.89

nNOS 32.53 ± 1.29 1 8 53 33 17 6 1 1 120 9.88

Deep (SO) PV 18.77 ± 0.86 58 153 84 24 5 0 0 0 324 21.92

SOM 16.96 ± 1.13 106 303 106 22 3 1 0 0 541 36.60

CR 18.80 ± 1.09 34 126 53 17 2 0 0 0 232 15.69

CCK 25.18 ± 2.42 8 35 51 27 8 1 1 0 131 8.86

NPY 22.69 ± 2.42 23 83 60 18 7 4 0 2 197 13.32

nNOS 24.70 ± 3.08 1 23 16 9 2 2 0 0 53 3.58

*Mean of five brains (Five rats).
**Total cells from five brains (Total 3708 cells).
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vs. CR+, p = 0.000; vs. CCK+, p = 0.000) and nNOS+
neurons (nNOS+ vs. PV+, p = 0.000; vs. SOM+, p = 0.000;
vs. CR+, p = 0.005; vs. CCK+, p = 0.004; Figure 5C). In
the pyramidal (SP) layer, the GAD65 staining intensity was
significantly higher in nNOS+ neurons than in all other subtypes
(nNOS+ vs. PV+, p = 0.033; vs. SOM+, p = 0.037; vs. CR+,
p = 0.007). By contrast, in the deep (SO) layer, no significant
differences were found.

Based on these statistical analysis, we classified GABAergic
subtypes into two groups: high GAD65 (NPY+, nNOS+, and
CCK+) and low GAD65 (PV+, SOM+, and CR+) neurons
in the hippocampus. In contrast to the cerebral cortex, these
high expression levels are indicative of layer specificity. GAD65
expression in the superficial layer (SR) was higher in NPY+ and
nNOS+ neurons, and GAD65 expression in the pyramidal layer
(SP) was higher in nNOS+ neurons than in other subtypes. In the
deep layer (SO), GAD65 expression tended to be high in CCK+
neurons, but no significant differences were noted.

GAD65 Expression Was Subtype Specific and Higher
in the Superficial and Pyramidal Layers Than in the
Deep Layer of the Hippocampus
To compare the GAD65 staining intensity among hippocampal
layers, we performed multiple comparison analysis using
Bonferroni’s post hoc method. The GAD65 staining intensity was
significantly higher in the superficial (SR) and pyramidal (SP)
layers than in the deep (SO) layer (SR vs. SO, p = 0.002; SP vs.
SO, p = 0.000; Figure 5B).

As described above, these main effects were qualified by
a significant interaction between the subtype and layer type.
Therefore, we compared the GAD65 staining intensity among
layers for each subtype using Bonferroni’s post hoc tests. In NPY+
neurons, the GAD65 staining intensity was significantly higher
in the superficial (SR) layer than in the other (SP and SO) layers
(SR vs. SP, p = 0.021; SR vs. SO, p = 0.000; Figure 5C). In nNOS+
neurons, the GAD65 staining intensity was significantly higher
in the superficial (SR) and pyramidal (SP) layers than in the deep
(SO) layer (SR vs. SO, p = 0.006: SP vs. SO, p = 0.020). In PV+,
SOM+, CR+, and CCK+ neurons, the GAD65 staining intensity
was not significantly different across layers.

Based on these results, GAD65 expression was higher in the
superficial (SR) and pyramidal (SP) layers than in the deep (SO)
layer. However, this laminar distribution was subject to subtype
specificity. In NPY+ neurons, GAD65 expression was high in
the superficial (SR) layer. In nNOS+ neurons, GAD65 expression
was high in the superficial (SR) and pyramidal (SP) layers. In
PV+, SOM+, and CCK+ neurons, no significant differences
were observed, but GAD65 expression tended to be high in the
pyramidal (SP) layer.

GAD65 Expression in Different Subtypes
Was Positively Correlated Between
Colchicine-Treated and Control Brains
We examined GAD65 expression in somata but not in axon
terminals. Investigating GAD65 expression in axon terminals is
difficult because the SOM, NPY, and nNOS proteins cannot be

clearly detected in axon terminals under confocal microscopy.
To detect GAD65 expression throughout the cytoplasm including
in axon terminals, we injected colchicine, an inhibitor of
microtubule polymerization, into the lateral ventricle to block
axonal transport. At 2 days after colchicine injection, the
GAD65 staining (green) intensity increased in somata in the
cerebral cortex (Figures 6A-I, B-I, arrowhead) and hippocampus
(Figures 6G-I, H-I, arrowhead). On the other hand, the intensity
of GAD65 decreased in the neuropil region of the cerebral cortex
(Figures 6A-II, B-II, arrows) and hippocampus (Figures 6G-II,
H-II, arrows). Welch’s t-test showed the intensities of GAD65
clusters were significantly lower in colchicine-injected brains
(Figure 6C, cerebral cortex: p = 0.001; Figure 6I, hippocampus:
p = 0.000). In additions, the number of VGAT clusters (magenta)
were not changed in colchicine-injected brains (Figure 6D,
cerebral cortex; Figure 6J, hippocampus). VGAT is localized
in inhibitory axon terminal (Chaudhry et al., 1998), suggesting
that GAD65 was not transported to axon terminals and instead
accumulated in somata. In these brains, we measured GAD65
expression in the six subtypes in the cerebral cortex (Figure 6E)
and hippocampus (Figure 6K) and compared the results with
control brains. In colchicine-injected brains, the intensities of
GAD65 staining in somata were dramatically increased, but their
distributions throughout the somata did not appear to show the
major changes. Therefore, we determined that same quantitative
method as control is applicable in them. GAD65 expression
was compared using the mean value of the three layers in both
colchicine-injected and control brains. Welch’s t-test showed
the intensities of GAD65 in somata were significantly higher
in colchicine-injected brains (Figure 6E, cerebral cortex: PV,
p = 0.000; SOM, p = 0.004; CR, p = 0.026; CCK, p = 0.049;
NPY, p = 0.000; and nNOS, p = 0.029; Figure 6K, hippocampus:
PV, p = 0.001; CCK, p = 0.005; NPY, p = 0.003; and nNOS,
p = 0.006). The data of CR did not show normal distribution, and
was detected the significant difference using Mann–Whitney U
Test (p = 0.008). There was no significant difference in SOM+
cells between colchicine-injected and control brains. Further
details are provided in Table 3. Pearson’s test showed significant
positive correlations in the expression profile between colchicine-
injected and control brains (Figure 6F, cerebral cortex: r = 0.780,
p = 0.003; Figure 6L, hippocampus: r = 0.889, p = 0.000).

Based on these results, GAD65 expression in the soma and
cytoplasm exhibited similar tendencies across all GABAergic
subtypes, and the level of GAD65 expression in the soma can
be used as a proxy for the level of GAD65 expression in the
cytoplasm for all GABAergic subtypes.

DISCUSSION

In this study, we compared GAD65 expression among six
GABAergic subtypes and found that GABAergic subtypes fell
into two classes for each brain region from statistical analysis:
a high-expression group (NPY+ and nNOS+) and a low-
expression group (PV+, SOM+, CR+, and CCK+) in the
cerebral cortex, and a high-expression group (CCK+, NPY+,
and nNOS+), and a low-expression group (PV+, SOM+, and
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FIGURE 6 | GAD65 expression in the cerebral cortex and hippocampus of colchicine-treated rats (n = 5 brains). Triple immunofluorescence image showing GAD65
(green), VGAT (magenta), and DAPI (blue) signals (cerebral cortex: A,B; hippocampus: G,H). White squares (I: soma; II: neuropil) indicate the regions enlarged in the
panels on the right, and arrowheads and arrows indicate somata and axon terminals, respectively. The average GAD65 immunostaining intensity in axon terminals
(neuropil) in cerebral cortical layers (C) and hippocampal layers (I). The density of VGAT immunostaining per unit area in cerebral cortical layers (D) and hippocampal
layers (J). The average GAD65 immunostaining intensity in soma in cerebral cortical layers (E) and hippocampal layers (K) among six GABAergic subtypes.
Correlations in GAD65 staining intensities in six GABAergic subtypes in the cerebral cortex (F) and hippocampus (L) between the colchicine-injected group and the
control group. Black bars indicate the mean value of five brains (C–E,I–K). Error bars indicate SEM. Welch’s t-test revealed was used for (C,E,D,I,K,J).
Mann–Whitney U Test was used for (K). Pearson’s correlation analysis was used for (F,L). ∗p < 0.05. ∗∗p < 0.01.
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TABLE 3 | GAD65 Expression in (A) Cerebral Cortical (B) Hippocampal layers based on GAD65 staining intensity in colchicine-injected rats.

(A) Cerebral Cortex

Subtypes Mean Intensity of GAD65* Numbers of Cells in each GAD65-Intensity Range**

0–10 11–20 21–30 31–40 41–50 51–60 61–70 71–80 81–90 91–100 101–255 Total

Colchicine PV 60.26 ± 3.71 0 1 7 14 24 23 21 15 6 3 0 114

SOM 55.93 ± 5.82 2 7 12 3 3 5 4 4 8 10 10 68

CR 35.65 ± 4.41 3 3 9 18 9 13 13 8 9 9 3 68

CCK 37.51 ± 6.11 0 1 4 15 15 10 8 7 0 0 0 60

NPY 69.49 ± 3.98 0 0 0 10 25 15 30 5 5 10 25 125

nNOS 73.62 ± 11.61 0 0 8 0 6 12 3 3 5 10 18 65

Control PV 29.07 ± 1.91 17 50 67 39 7 7 1 0 0 0 0 188

SOM 23.10 ± 0.70 21 66 22 5 1 0 0 0 0 0 0 115

CR 20.59 ± 0.69 9 27 18 6 3 0 0 0 0 0 0 63

CCK 20.58 ± 1.13 7 17 14 9 0 0 0 0 0 0 0 47

NPY 33.85 ± 3.55 0 18 23 20 5 4 5 1 0 0 0 76

nNOS 36.38 ± 5.25 0 5 14 11 10 8 4 1 1 0 0 54

(B) Hippocampus

Subtypes Mean Intensity of GAD65* Numbers of Cells in each GAD65-Intensity Range***

0–10 11–20 21–30 31–40 41–50 51–60 61–70 71–80 81–90 91–100 101–255 Total

Colchicine PV 61.57 ± 5.12 0 15 17 25 21 12 14 10 6 6 28 154

SOM 42.80 ± 8.16 18 11 23 17 6 10 3 3 2 1 6 100

CR 59.98 ± 6.62 5 17 16 17 9 9 4 5 4 3 20 109

CCK 73.79 ± 9.21 3 4 5 6 6 8 5 9 3 3 34 86

NPY 88.11 ± 9.23 0 3 5 0 5 3 4 7 2 6 37 72

nNOS 75.51 ± 9.51 5 8 11 12 6 8 11 3 7 6 32 109

Control PV 20.41 ± 0.97 17 63 43 16 3 0 0 0 0 0 0 142

SOM 20.19 ± 1.26 10 41 37 9 5 1 0 0 0 0 0 103

CR 21.49 ± 0.95 16 52 34 16 5 1 1 0 0 0 0 125

CCK 27.09 ± 1.60 5 26 31 21 5 5 1 0 0 0 0 94

NPY 29.27 ± 1.81 6 23 25 16 10 4 2 1 1 0 0 88

nNOS 32.64 ± 3.97 1 17 32 20 11 7 3 1 1 1 1 95

*Mean of five brains (Five rats).
**Total cells from five brains (Colchicine: 529 cells, Control: 543 cells).
***Total cells from five brains (Colchicine: 630 cells, Control: 647 cells).

CR+) in the hippocampus. There was a difference in the laminar
distribution of GAD65 expression between the cortical and
hippocampal layers.

Additionally, GAD65 expression across all GABAergic
subtypes were significantly and positively correlated between
control and colchicine-treated rats.

nNOS+ and NPY+ Neurons Express
GAD65 at Higher Levels Than Do the
Other Subtypes
Our results revealed that nNOS+ and NPY+ neurons express
GAD65 at particularly high levels, whereas some major
subtypes (PV+/SOM+/CR+) express GAD65 at low levels in
the cerebral cortex and hippocampus. This result is consistent
with previous reports of PV+ neurons having lower GAD65
expression than non-PV neurons in the mouse hippocampus

(Fukuda et al., 1997). Candidates of these non-PV neurons
having high GAD65 may include the nNOS+ and NPY+ neurons
based on our findings. There was another previous report
comparing synaptic-GAD65 and GAD67 expression among PV+
basket neurons, PV+ chandelier neurons and Calbindin-positive
(CB+) basket neurons in the monkey prefrontal cortex (Fish
et al., 2011). They shows the higher synaptic expression of
GAD65 in PV+ basket neurons than in PV+ chandelier neurons,
and the same level of synaptic expression of GAD65 in PV+
basket neurons as in CB+ basket neurons. Because of different
classification of GABAergic subtypes, it would be necessary to
clarify distinct patterns of GAD65 expressions in synapse levels
at multiple GABAergic subtype.

Neuropeptide Y is a neuromodulator with anti-seizure activity
(Erickson et al., 1996; Baraban et al., 1997; Vezzani et al., 1999). Its
anti-epileptic functions occur during the pre- and post-synaptic
inhibition of excitatory neurons via Y1, Y2, and Y5 receptors
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(Baraban, 2004). NPY belongs to the G-protein-coupled inwardly
rectifying potassium receptor family (Paredes et al., 2003). The
functions of neuromodulator/GABA co-release remain unclear,
but generally, GABA transmission contributes to fine-tuning of
the synaptic effects of neuromodulators (Horvath et al., 2001; Yu
et al., 2015; Tritsch et al., 2016). Many NPY+ neurons are excited
by GABA in the hilus of the hippocampus (Fu and van den
Pol, 2007), suggesting that NPY+ cells are activated by GABA,
which results in the increased release of not only GABA but
also the co-expressed inhibitory neuromodulator NPY. Based on
these reports, we suggest that the neural inhibitory functions
of NPY are regulated by GAD65-dependent GABA release in
pathological situations.

The pharmacological functions of nitric oxide (NO) in
epileptic seizures remain controversial, but NO has been
considered to act as a mediator of neurotoxic effects in several
reports (Dawson et al., 1991; Marangoz et al., 1994; Penix et al.,
1994; Schuman and Madison, 1994). nNOS has the function
of evoking the release of several neurotransmitters, including
acetylcholine, catecholamines, neuroactive amino acids and
GABA (Kahn et al., 1997a,b). NO-evoked neurotransmitter
release is mediated by two distinct release systems, a Ca2+-
dependent system and the reverse process of a Na+-dependent
carrier-mediated transport system (Garthwaite, 1991; Kuriyama
and Ohkuma, 1995). NO has effects of decreasing GABA
transaminase activity and increasing GABA expression
(Jayakumar et al., 1999; Vega Rasgado et al., 2018). The
relationship between presynaptic NO release and GABA remains
largely unknown, but as with NPY, NO, and GABA release
may be related to the regulation of overexcited neurons in
some pathological states. The high concentrations of GAD65 in
nNOS+ and NPY+ neurons may be needed to support a rapid
response to neuromodulators when necessary.

Additionally, SOM is an anti-epileptic neuropeptide in the
hippocampus (Boehm and Betz, 1997; Schweitzer et al., 1998;
Tallent and Siggins, 1999). GABA-mediated activation of NPY+
neurons may increase the release of SOM (Fu and van den Pol,
2007), as SOM/NPY co-expression has been observed in a subset
of GABAergic neurons in the hippocampus (Köhler et al., 1987).
However, GAD65 expression was not high in SOM+ neurons
according to our results, indicating that the release of SOM is not
associated with GAD65-dependent GABA release.

Laminar Distributions of GAD65 in the
Cerebral Cortex and Hippocampus
In the cerebral cortex, we found that GAD65 expression is higher
in the superficial layer than in the other layers for all GABAergic
subtypes. Pyramidal neurons project their dendrites into the
superficial layer to receive amino-acid or monoamine signals
from other parts of the cortex or extra-cortical regions. Inhibitory
dendritic signals from local GABAergic neurons are essential
for mediating these inputs and maintaining a normal neural
state (Northoff and Mushiake, 2020). Therefore, high GAD65
expression in neurons in the superficial layer may play a crucial
role in suppressing cortical over-excitation. This idea is consistent
with a report stating that local GABAergic inhibition drives the

elasticity of ictal progression and that cortical seizures occur in
superficial layers prior to deep layers during lateral seizure spread
(Wenzel et al., 2017). Additionally, GAD65 expression was found
to be higher in the pyramidal layer of the visual cortex of 1-
week-old cats (Mower and Guo, 2001), but higher expression
was detected in the superficial layer in adults (Guo et al., 1997).
This pattern change may reflect flexible regulation of GAD65 for
maintaining a normal state during the growth of neural circuits.

In the hippocampus, we observed that GAD65 expression
was higher in the superficial layer than in the deep layer
only in nNOS+ and NPY+ neurons. Dendrites of hippocampal
pyramidal neurons in the superficial layer receive glutamatergic
Schaffer collateral inputs from the CA3 region. In the
hippocampal CA1 region, GABAergic neurons expressing
nNOS/NPY are known as Ivy cells (Price et al., 2005; Tricoire
and Vitalis, 2012). Ivy cells provide widespread synaptic and
extra-synaptic slow inhibition of the dendrites of CA1 pyramidal
neurons (Fuentealba et al., 2008; Lapray et al., 2012). The number
of Ivy cells was significantly reduced in the hippocampus of
pilocarpine-induced epileptic rats. Interestingly, the number of
PV+ neurons was not changed in this model (Orbán-Kis et al.,
2015). These findings suggest that nNOS+ and NPY+ neurons
in the superficial layer may play a critical role in suppressing
ictal progression in the hippocampus. Same as nNOS+ and
NPY+ neurons, in PV+, SOM+, CR+ and CCK+ neurons,
they also showed the tendency of distinct GAD65 expression
among layers. These results are consistent with a previous report
stating that both PV+ and non-PV neurons exhibit distinct
laminar distribution of GAD65 in the deep and pyramidal layer
(Fukuda et al., 1997).

Measurement of GAD65 Expression in
the Soma
We noted that strong GAD65 fluorescence often accumulated
in the perinuclear region. This localization may reflect
GAD65 protein undergoing a hydrophobic posttranslational
modification and becoming anchored to the cytosolic face of the
Golgi membranes (Kanaani et al., 2008).

Based on this feature, we considered it inappropriate to
compare GAD65 expression through measurement of its mean
intensity inside a traced outline of the soma, as described
in previous report (Jinno and Kosaka, 2009). GABAergic
neurons have different soma size depending on subtypes
(González-Albo et al., 2001). This affects the ratio of the Golgi
membrane occupying the soma differs among GABAergic
subtypes. To avoid this problem, we quantified GAD65
expression from the average intensity of four squares (details are
provided in the section “Materials and Methods”); this method is
considered less susceptible to the effects of soma size.

GAD65 Expression in the Soma Can Be
Used as a Proxy for Its Level in the
Cytoplasm
GAD65 localizes to both the soma and axon terminal, and thus,
the amount of GAD65 in the soma does not necessarily reflect
the total number of GAD65 molecules throughout the cytoplasm.
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As reported previously, there are two possible drivers of high
GAD65 expression in the soma: a high synthesis rate or slow
transport to the axon terminals (Esclapez et al., 1993). The
inhibition of axonal transport by colchicine enhances GAD65
immunoreactivity in the soma (Wang et al., 2014). We found
that GAD65 expression in the soma across neuronal subtypes
was significantly and positively correlated between colchicine-
treated and control brains, suggesting that GAD65 expression
in the soma can be used as a proxy for the overall amount
of GAD65 in the cytoplasm. It is important to consider the
possibility that the colchicine injections might have caused
abnormal effects on not only axonal transport but also protein
synthesis or metabolism, as colchicine is neurotoxic (Sutula et al.,
1983). Neural excitation caused by colchicine might affect the
GAD65 expression, because temporal lobe epilepsy caused by
pilocarpine is reported to increase GAD65 expression (Esclapez
and Houser, 1999). In additions, GABAergic neurons may have
differing colchicine sensitivities based on their morphologies
and localization patterns. In this study, we injected colchicine
into the lateral ventricle of the brain. Layers near the lateral
ventricle might have thus been vulnerable to drug effects. In
future research, synaptic protein levels can be detected directly
using super-resolution fluorescence microscopy. Complementary
data should be obtained through several methods.

GAD65-Expression in Subtypes
Contributes Understanding of
Pathological States
High GAD65 expression in NOS+ and NPY+ neurons has
important implications. As noted in the introduction, GAD65
is associated with activity-dependent GABA release, whereas
GAD67 is associated with spontaneous GABA release (Tian et al.,
1999; Jinno and Kosaka, 2009). Our findings suggest that nNOS+
and NPY+ neurons are closely associated with activity-dependent
GABA release. Among GABAergic subtypes, PV+ neurons are
considered a pivotal subtype based on previous studies using
subtype-specific GAD67-knockout or -knockdown models (Kuki
et al., 2015; Lazarus et al., 2015). However, no studies to date
have examined the functions of GAD65 in nNOS+ and NPY+

neurons. In humans, electroconvulsive therapy increases the
seizure threshold (Sackeim, 1999) and GABA expression in
the brain (Sanacora et al., 2003). According to our findings,
GAD65 expression may increase in nNOS+ and NPY+ neurons,
resulting in increased GABA expression and a higher seizure
threshold. This study demonstrates the baseline level of GAD65
expression at the resting state of various GABAergic subtypes. In
the future, the relationships between GABAergic subtypes and
pathological states should be studied, as GABAergic subtypes
play distinct roles in excitatory-inhibitory balance under normal
and pathological conditions, including epileptic seizures and
mental disorders.
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Intermittent theta-burst stimulation (iTBS) using transcranial magnetic stimulation (TMS)
is known to produce excitatory after-effects over the primary motor cortex (M1).
Recently, transcranial alternating current stimulation (tACS) at 10 Hz (α) and 20 Hz (β)
have been shown to modulate M1 excitability in a phase-dependent manner. Therefore,
we hypothesized that tACS would modulate the after-effects of iTBS depending on the
stimulation frequency and phase. To test our hypothesis, we examined the effects of
α- and β-tACS on iTBS using motor evoked potentials (MEPs). Eighteen and thirteen
healthy participants were recruited for α and β tACS conditions, respectively. tACS
electrodes were attached over the left M1 and Pz. iTBS over left M1 was performed
concurrently with tACS. The first pulse of the triple-pulse burst of iTBS was controlled to
match the peak (90◦) or trough (270◦) phase of the tACS. A sham tACS condition was
used as a control in which iTBS was administered without tACS. Thus, each participant
was tested in three conditions: the peak and trough of the tACS phases and sham tACS.
As a result, MEPs were enhanced after iTBS without tACS (sham condition), as observed
in previous studies. α-tACS suppressed iTBS effects at the peak phase but not at the
trough phase, while β-tACS suppressed the effects at both phases. Thus, although both
types of tACS inhibited the facilitatory effects of iTBS, only α-tACS did so in a phase-
dependent manner. Phase-dependent inhibition by α-tACS is analogous to our previous
finding in which α-tACS inhibited MEPs online at the peak condition. Conversely, β-tACS
reduced the effects of iTBS irrespective of its phase. The coupling of brain oscillations
and tACS rhythms is considered important in the generation of spike-timing-dependent
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plasticity. Additionally, the coupling of θ and γ oscillations is assumed to be important
for iTBS induction through long-term potentiation (LTP). Therefore, excessive coupling
between β oscillations induced by tACS and γ or θ oscillations induced by iTBS might
disturb the coupling of θ and γ oscillations during iTBS. To conclude, the action of iTBS
is differentially modulated by neuronal oscillations depending on whether α- or β-tACS
is applied.

Keywords: transcranial alternating current stimulation, transcranial magnetic stimulation, primary motor cortex,
motor evoked potentials, intermittent theta burst stimulation, phase dependency, combined stimulation

INTRODUCTION

Transcranial alternating current stimulation (tACS) is a non-
invasive brain stimulation (NIBS) method that uses alternating
current over the scalp, typically without a direct current shift.
An early report revealed that motor learning was modulated
after 2–10 min of 0.4 mA tACS at 10 Hz but not 1, 15, 30,
or 45 Hz, while motor evoked potentials (MEPs) were not
modulated after stimulation at any of these frequencies (Antal
et al., 2008). Following this study, the effects of tACS over
the primary motor cortex (M1) have been investigated and
their dependency on tACS frequency has been reported (Feurra
et al., 2011). Specifically, tACS at 20 Hz but not 5, 10, or
40 Hz with 1 mA was effective during stimulation. These studies
indicate that tACS effects depend on the stimulation intensity
as well as duration and frequency. Although the underlying
mechanisms that produce this frequency dependency have not
been established, the entrainment of cortical oscillations may
be involved (Herrmann et al., 2013). Subsequently, the effects
have been suggested to depend on the phase (Guerra et al., 2016;
Nakazono et al., 2016; Raco et al., 2016), which is in line with the
entrainment of oscillations.

Theta-burst stimulation (TBS) is a patterned form of
transcranial magnetic stimulation (TMS) in which triple-pulse
bursts (typically 50 Hz) are repeated at 5 Hz (Huang et al.,
2005). Continuous and intermittent TBS [cTBS, Intermittent
theta-burst stimulation (iTBS)] result in cortical inhibition
and excitation, respectively. The mechanisms underlying these
TBS after-effects are not fully understood; however, long-term
potentiation (LTP) or long-term depression (LTD) through
N-methyl-D-aspartate receptor or γ-aminobutyric acid have
been suggested to be important factors (Cárdenas-Morales et al.,
2010; Rounis and Huang, 2020). The ability to modulate cortical
excitability with a short stimulation duration popularized TBS,
and it has been applied widely not only to the motor cortices,
but also to other brain regions as a means to combat symptoms
of psychiatric conditions such as depression (Blumberger et al.,
2018; Rounis and Huang, 2020). However, the effects of TBS
have been shown to be variable (Hamada et al., 2013), as
with other methods of NIBS (Wiethoff et al., 2014; Guerra
et al., 2020a). Latency differences resulting from different TMS
current directions, which involve I-wave recruitment, have been
proposed to contribute to the variability (Hamada et al., 2013),
while cortical oscillations recorded by electroencephalography
(EEG) have been shown to reflect cortical excitability indexed
by MEP amplitudes (Khademi et al., 2018; Zrenner et al., 2018;

Ogata et al., 2019). Thus, variability in cortical oscillations
might influence NIBS effects. Indeed, repeated burst pulses of
TMS that were synchronized to the peak phase of α-band
EEG at the central region, which reflects endogenous cortical
oscillations around the sensorimotor region, resulted in post-
intervention MEP facilitation (Zrenner et al., 2018). Accordingly,
we hypothesized that coupling iTBS with oscillations entrained
by a specific phase of tACS could lead to more apparent after-
effects. In a previous study, iTBS combined with γ-band (70 Hz)
tACS resulted in an enhanced iTBS effect, while β-band (20 Hz)
tACS did not modulate the iTBS effect in either direction (Guerra
et al., 2018). However, the tACS phase was not aligned with
the TMS pulses in that study. In our recent study (Nakazono
et al., 2021), synchronized tACS with repetitive paired-pulse
stimulation (rPPS) enhanced M1 excitability more than rPPS
alone at the peak phase of 20-Hz tACS, but not at the trough
phase. Conversely, 10-Hz tACS did not facilitate rPPS after-effects
at either the peak or trough phases. Thus, the effects of tACS
with rPPS are phase and frequency dependent. In this study, we
investigated the synchronized effects of α- and β-frequency tACS
when combined with iTBS.

MATERIALS AND METHODS

Participants
Eighteen healthy volunteers (men = 10, women = 8; age: 20–
24 years) were recruited for the 10-Hz (α) tACS experiment
and thirteen (men = 8, women = 5; age: 20–35 years) for
the 20-Hz (β) tACS experiment. One individual participated
in both experiments. The sample size was determined based
on a recent systematic review that considered 82 iTBS studies
with samples ranging from 2 to 77 participants (mean ± SD:
13.2 ± 10.8) (Chung et al., 2016). Thus, the current sample sizes
were within the average range. All participants were right-handed
by self-report, and none had a history of neuropsychological
disorders. All participants gave their written informed consent
following an explanation of the experiments in accordance with
the Declaration of Helsinki. This study was approved by the
Ethics Committee of Kyushu University and the International
University of Health and Welfare.

Motor Evoked Potentials
Motor evoked potentials were recorded as in our previous studies
(Nakazono et al., 2016; Hayashi et al., 2019; Ogata et al., 2019).
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In brief, participants sat in a comfortable chair and kept
their right hands relaxed. They were asked to keep their
eyes open. MEPs were recorded from their right first dorsal
interosseus muscle. Recordings were band-pass filtered between
10 and 3,000 Hz and sampled at 10 kHz. MEP data from
250 ms before TMS onset until 250 ms after TMS onset were
stored on a Windows PC using Multiscope PSTH software
ver. 1.7 (MedicalTry System, Tokyo, Japan) for offline analysis.
Electromyographies (EMGs) were shown to the participants on
a monitor as visual feedback. Single-pulse TMS was delivered
with a monophasic Magstim 200 (Magstim Co., Ltd., Whitland,
United Kingdom) with a figure-of-eight coil that was 70 mm
in diameter. The TMS coil was placed over the left M1 hot
spot with the handle pointing posterolaterally to approximately
45◦ from the midline. To ensure that the positions of the
coils were constant throughout each session, their position and
orientation were marked in pen on plastic wrap covering the
scalp. The TMS intensity was adjusted to obtain 0.5–1.5 mV
MEPs, which occurred at 53.1 ± 9.7% of maximum stimulator
output (mean± SD) for the α-tACS experiment and 53.6± 7.7%
for the β-one. Twenty-four MEPs were obtained for each
recording with an interstimulus interval of 5–7 s.

Intermittent Theta-Burst Stimulation
Intermittent theta-burst stimulation pulses were delivered using
a Magstim SuperRapid system (Magstim Co., Ltd., Whitland,
United Kingdom) with a figure-of-eight coil that was 70 mm in
diameter. Three 50-Hz pulses with a 20-ms interval were repeated
every 200 ms (5 Hz) for 2 s with an 8-s pause. Six hundred
pulses (200 s) were delivered over the left M1 “hot spot” in
each session. The stimulus intensity was set to 80% of the active
motor threshold (Huang et al., 2005), which was determined as
the minimum intensity needed to obtain 200 µV MEPs with
weak contraction of the target muscle in at least 5 of 10 trials
(Groppa et al., 2012). The active motor threshold was 50.1± 6.7%
(mean± SD) for the α-tACS experiment and 50.6± 6.6% for the
β-one, respectively.

Transcranial Alternating Current
Stimulation
Transcranial alternating current stimulation was administered
as in our previous studies (Nakazono et al., 2016, 2021). Two
5 × 7 cm self-adhesive electrodes (PALS electrodes, Axelgaard
Manufacturing Co., Ltd., Fallbrook, CA, United States) were
attached with electrically conductive gel (Gelaid, Nihonkohden,
Tokyo, Japan) over the left M1 hot spot and Pz according to
the international 10–20 system (Figure 1A). tACS was delivered
using a battery-driven current stimulator (DC Stimulator-Plus,
NeuroConn GmbH, Ilmenau, Germany) with an intensity of
1 mA. The electrode size, position, and current intensity were
chosen based on previous studies (Feurra et al., 2011; Helfrich
et al., 2014; Guerra et al., 2016; Nakazono et al., 2016, 2021).
The tACS duration was 260 s, and the stimulation began
60 s before iTBS onset and lasted until iTBS offset. The tACS
current was ramped up and down in 5-s increments to reduce
skin sensations.

FIGURE 1 | Experimental setup. (A) Transcranial alternating current
stimulation (tACS) electrode position and transcranial magnetic stimulation
(TMS) coil configuration. The target electrode was placed over the left M1 “hot
spot,” and TMS was delivered over the target electrode. The reference
electrode was placed over Pz. (B) Three conditions for the combined tACS/
intermittent theta-burst stimulation (iTBS) pulses. On the basis of the tACS
phase, the first of the three pulses was adjusted to 90◦ for the peak condition
and to 270◦ for the trough condition. For the sham condition, tACS only
lasted 20 s and was terminated before iTBS began. Thus, no tACS current
flowed during iTBS. (C) Time course of the experiment. Baseline motor
evoked potentials (MEPs) were obtained from two sessions comprising the
recording of 24 MEPs before the combined stimulation. tACS began before
iTBS and continued after iTBS onset for 200 s. After the intervention, 24
MEPs were recorded every 5 min for 30 min.

Procedures
Intermittent theta-burst stimulation was synchronized with α-
and β-tACS in separate experiments. All participants completed
three conditions in each experiment: peak (90◦), trough (270◦),
and sham, where the sham condition comprised iTBS without
tACS and was used as a control. For the first two conditions, the
timing of the first iTBS pulse was controlled to match either the
peak or trough phase of the tACS (Figure 1B). Because there was
a slight delay of about 10 ms between the tACS phase and iTBS
pulse in the combined 260 s stimulation without adjustment, we
calculated the precise iTBS pulse time accordingly, enabling us to
match the iTBS pulse with the tACS phase. The tACS waveforms
and TMS pulses were recorded during combined stimulation,
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and synchronization between the iTBS pulse and tACS phase was
confirmed. In the sham condition, tACS was only administered
for 20 s, and thus current did not flow during iTBS. Baseline
MEP amplitudes were obtained in two 24-MEP sessions before
the combined stimulation. After the combined stimulation, 24
MEPs were obtained for 30 min at 5-min intervals (i.e., 0, 5, 10,
15, 20, 25, 30 min after stimulation; Figure 1C). The different
conditions took place at least 2 days apart, and the order of
the three conditions (peak, trough, and sham) was randomized
and counterbalanced across the participants. The order of the
conditions was blinded only to the subjects; thus, the experiment
had a single-blind, cross-over design.

Data Analysis
Motor evoked potential waveforms were visually checked,
and trials with artifacts (about 50 µV or larger) during the
100 ms before TMS pulse onset were discarded. Fewer than
17% (4/24) trials were discarded in each session. Peak-to-peak
amplitudes were measured and log-transformed to normalize
their distribution, and then averaged for each recording (Nielsen,
1996; Avenanti et al., 2006; Feurra et al., 2011; Guerra et al.,
2016; Nakazono et al., 2016; Borgomaneri et al., 2020). Mean
MEP amplitudes after combined tACS/iTBS were normalized
by subtracting the averaged amplitudes over the two baseline
MEP sessions, as in previous studies (Avenanti et al., 2006;
Goldsworthy et al., 2016; Borgomaneri et al., 2020). This was
done because we intended to estimate the after-effects of tACS
over those of iTBS, i.e., to compare MEPs modulated by
combined iTBS and tACS (peak or trough) with those modulated
by iTBS only (sham). The three stimulation conditions were
compared using a linear mixed-effect (LME) model with fixed
effects of time (0–30 min after combined stimulation) and
phase condition (peak, trough, and sham), as well as the
random effects of participant. When a main effect of phase
condition was significant, pairwise comparisons were performed
with the Holm–Bonferroni correction. A p-value less than
0.05 was considered to be significant. Error bars represent
the standard error of the mean (SEM) throughout the study.
The data from the α- and β-tACS experiments were analyzed
separately. The baseline MEP amplitudes were also compared
using a LME model with fixed effects of phase condition
and the random effects of participant. Statistical analyses were
carried out using R (R Core Team, 2020). Untransformed
MEP amplitudes were also analyzed for comparison of the
transformed MEP data.

RESULTS

Motor evoked potential waveforms from a representative
participant are shown in Figure 2A for the α-tACS experiment.
MEPs were enhanced after the sham (iTBS only) and trough
conditions but not after the peak condition. The baseline
amplitudes for α- and β-tACS were not significantly different
(p = 0.52 and 0.32, respectively). Thus, MEP amplitudes that
had been subtracted from baseline were used in the following
analyses (as described in the Methods). The changes of mean

FIGURE 2 | Motor evoked potential waveforms from a representative
participant for iTBS with α- or β-tACS. MEP waveforms are shown for the
baseline and 0 and 10 min after the combined stimulation. Thick lines indicate
the mean waveform calculated from 24 trials in each session. Thin lines
indicate each of the 24 trials. (A) iTBS with α-tACS. MEPs increased after the
trough and sham conditions but were suppressed after the peak condition.
(B) iTBS with β-tACS. Compared with the sham condition, MEPs were
inhibited after both the peak and trough conditions, which differed from the
iTBS/α-tACS results. For actual data analysis, MEP amplitudes were
measured for each trial, not for average waveforms.

log-transformed MEP amplitudes for α-tACS/iTBS from baseline
values are shown in Figure 3. The synchronized stimulation
resulted in phase-dependent effects. Mean MEP amplitudes for
the sham and trough conditions were larger after α-tACS/iTBS
(positive values). However, those for the peak condition were
often lower than baseline (negative values). Therefore, MEP
amplitudes were lower for the peak condition than for the trough
or sham conditions. A LME model indicated a main effect
of tACS condition (F(2,357) = 4.74, p = 0.009, ηp

2
= 0.03).

Furthermore, we found significant differences between the peak
and sham conditions (F(1,232) = 10.4, p= 0.004, 95% confidence
interval (CI) = 0.029 – 0.118) and between the peak and trough
conditions (F(1,232) = 5.15, p = 0.048, 95% CI = 0.006 – 0.103),
but not between the trough and sham conditions (F(1,232) = 0.57,
p = 0.45). These results indicate that synchronized tACS in the
peak condition inhibited the effects of iTBS relative to the sham
and trough conditions. The intercept of the data produced by
the LME model, in which the sham stimulation was the control,
was 0.05 ± 0.03 (p = 0.1). Thus, the MEP amplitudes after the
sham condition were above zero, although this enhancement was
not confirmed statistically. Of note, these results were obtained
by the log-transformed MEP amplitudes followed by subtracting
baseline values as described in the section “Data Analysis,” but
not by the raw MEP amplitudes.

Figure 2B shows the representative MEP waveforms for
the β-tACS experiment. MEPs were enhanced after the sham
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FIGURE 3 | Mean MEP amplitudes after iTBS/α-tACS. MEP amplitudes were
log-transformed and normalized by the baseline amplitudes. Accordingly,
positive values indicate enhancement after the stimulation while negative
values imply MEP suppression. Thick solid lines represent mean amplitudes
while dotted lines indicate the MEP amplitudes for each subject. MEP
amplitudes after the sham and trough conditions were enhanced continuously
after stimulation, while those after the peak condition were often suppressed.
Accordingly, MEP amplitudes for the peak condition were lower than those for
the sham and trough conditions. Error bars indicate standard errors of the
mean (SEM). *p < 0.05.

condition but not after the peak or trough conditions. As
seen in Figure 4, β-tACS with iTBS modulated the mean
MEP amplitudes, but not in the same way as with α-tACS.
β-tACS/iTBS erased the iTBS effect, and MEP amplitudes
in the peak and trough conditions remained unenhanced.
A LME model revealed a main effect of the tACS condition
(F(2,257) = 14.0, p < 0.001, ηp

2
= 0.10). Further analysis

showed a significant difference between the sham and peak
conditions (F(1,167) = 28.0, p < 0.001, 95% CI = 0.092 – 0.201)
and between the sham and trough conditions (F(1,167) = 17.3,
p < 0.001, 95% CI = 0.065 – 0.181), but not between the
peak and trough conditions (F(1,167) = 0.62, p = 0.43). The
intercept of the LME model, in which the sham was the
control, was 0.18 ± 0.04 (p < 0.001), which indicates that the
MEPs were enhanced in the sham condition. In sum, iTBS-
induced enhancement of M1 excitability was inhibited when
the stimulation was synchronized with 20-Hz tACS. This was
irrespective of the tACS phase, which was unlike the phase-
dependent inhibition seen with α-tACS synchronization. Again,
these results were not found by the raw MEP amplitude analysis
as in α-tACS experiment.

DISCUSSION

We investigated the effect of synchronizing α- and β-tACS
with iTBS on M1 excitability. Our results revealed that (1)
α-tACS suppressed iTBS in the peak condition, but not in the
trough condition, and that (2) β-tACS inhibited iTBS-induced
enhancement regardless of the tACS phase. Thus, we have
demonstrated for the first time that α- and β-tACS modulate iTBS
after-effects in both frequency and phase-dependent manners.

FIGURE 4 | Mean MEP amplitudes after iTBS/β-tACS. MEP amplitudes were
processed in the same manner as that described in Figure 3. MEP
amplitudes for the sham condition were clearly enhanced after the
intervention, whereas those for the peak and trough conditions were not
significantly modulated. Consequently, MEP amplitudes for the peak and
trough conditions were lower than those for the sham condition. Error bars
indicate SEM. *p < 0.05.

Online Effects of Transcranial Alternating
Current Stimulation
Online effects of tACS have been reported to modulate cortical
excitability in a frequency-dependent manner. For instance,
Feurra et al. (2011) reported that while β-tACS effectively
enhanced M1 excitability, other frequencies (5, 10, or 40 Hz)
did not. Our previous study (Nakazono et al., 2016) also
revealed frequency and phase-dependent effects of M1-tACS on
the α and β bands: tACS at the peak phase was effective in
differentiating the facilitatory effect of 20-Hz tACS from the
inhibitory effect of α-tACS. Previous studies have reported online
phase-dependent MEP modulation by β-tACS (Guerra et al.,
2016; Raco et al., 2016; Schilberg et al., 2018), which is in
line with the entrainment of cortical oscillations (Thut et al.,
2011; Herrmann et al., 2013). However, the relationship between
phase and MEP amplitudes was not consistent among previous
studies. Taken together, the online effects of tACS are clear for
α/β frequencies.

Combined Transcranial Alternating
Current Stimulation and Intermittent
Theta-Burst Stimulation
Following the significant online tACS effects discussed above,
iTBS combined with γ-tACS was reported to enhance the
effects of iTBS over M1, but the same was not true for
β-tACS (Guerra et al., 2018). In that study, the tACS phase
was not synchronized with the iTBS pulses. Thus, we assumed
that β-tACS synchronized with iTBS might reveal facilitatory
effects beyond what is seen after M1 iTBS. Indeed, we recently
found that the facilitatory after-effects of rPPS over M1 were
more pronounced with β-ACS when the TMS pulses were
synchronized to the peak phase but not the trough phase
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(Nakazono et al., 2021). Conversely, α-tACS did not significantly
modulate the effects of rPPS. The inhibitory effect of cTBS
on M1 was found to be greater with α-tACS when the TBS
pulses were aligned to the trough phase than when they were
aligned to the peak phase (Goldsworthy et al., 2016). Adding
to these previous studies, our current results indicate that
synchronization of α-tACS with iTBS suppressed M1 excitability
compared with iTBS delivered in a phase-dependent manner.
Specifically, MEP amplitudes in the peak condition were lower
than those in the trough as well as the sham condition. Because
α-tACS synchronized at the peak phase tended to suppress
single-pulse MEPs (Nakazono et al., 2016), it is likely that
the effect of iTBS was suppressed by the inhibitory effect of
peak-phase α-tACS, but not trough-phase α-tACS. It has been
proposed that α oscillations reflect pulsed inhibition or top-down
inhibitory control, depending on their amplitudes and phases
(Klimesch et al., 2007; Jensen and Mazaheri, 2010; Mazaheri
and Jensen, 2010). In a previous study, depressive cTBS effects
were enhanced by trough-phase α-tACS (Goldsworthy et al.,
2016), which seems to contradict the current results. If peak-
phase α-tACS has inhibitory effects via pulsed inhibition, trough-
phase α-tACS could lead to less inhibitory or facilitatory effects.
Cortical modulation by iTBS and cTBS may be derived from
LTP and LTD-like mechanisms. While high-frequency bursts
may be necessary to induce LTP-like modulation, overstimulation
could reduce or reverse LTP-like effects (Wischnewski and
Schutter, 2015). Thus, cTBS could cause LTD-like effects through
overstimulating bursts, whereas 2-s iTBS pulses with 8-s intervals
could induce cortical potentiation. In these circumstances, more
efficient bursts of cTBS synchronized with the trough phase of
tACS would lead to more overstimulation by continuous bursts,
resulting in greater depression of cortical excitability. In contrast,
less efficient iTBS bursts synchronized with the peak phase of
tACS would disturb the induction of iTBS effects, as was observed
in the current study.

In contrast to α-tACS, β-tACS suppressed the effects of
iTBS regardless of the tACS phase. Although the reasons
for this are unclear, given that unsynchronized β-tACS did
not modulate the iTBS after-effects (Guerra et al., 2018), the
synchronization of β-tACS appears to be critical for inhibiting
iTBS over M1. β oscillations are thought to originate in
the motor cortices, whereas α oscillations are thought to
be generated by the somatosensory cortices (Salmelin et al.,
1995). β oscillations over M1 have been suggested to reflect
idling rhythm, response inhibition, or maintenance of the
status quo (Engel and Fries, 2010). In pathological conditions
such as Parkinson disease, exaggerated coupling of the local
field potentials has been reported between β phase and γ

oscillations in M1 (de Hemptinne et al., 2013). Therefore,
excessive coupling of β-tACS and γ oscillations induced by
iTBS might result in the suppression of iTBS effects. One of
the proposed mechanisms through which tACS is thought to
affect cortical excitation is spike-timing-dependent plasticity,
in which the interaction between ongoing oscillatory activity
and tACS is important for tACS effectiveness (Zaehle et al.,
2010). The coupling of θ and γ rhythms is considered
important for cortical functions such as cognitive processing

(Canolty et al., 2006; Lisman, 2010) and is also assumed
to be linked to the induction of TBS effects (Rounis and
Huang, 2020). Taken together, unlike γ-tACS, entraining β

oscillations with tACS might interfere with the coupling of θ

and γ rhythms, which hampers LTP induction during iTBS
(Guerra et al., 2018).

After-Effects of Transcranial Alternating
Current Stimulation
Although our current results could be derived from an interaction
between tACS and iTBS, another explanation involves additive
tACS after-effects. tACS after-effects have been consistently
reported in studies using much higher stimulation frequencies
(140 Hz and 250 Hz tACS; Moliadze et al., 2010, 2012;
Inukai et al., 2016; Guerra et al., 2020b). α- and β-tACS also
induce after-effects on visual (Zaehle et al., 2010; Neuling
et al., 2013; Vossen et al., 2015; Kasten et al., 2016; Nakazono
et al., 2020) and auditory (Ahn et al., 2019; Wang et al.,
2020) neurophysiological functions. Conversely, α- and β-tACS
have not consistently been reported to produce after-effects
on M1. Rjosk et al. (2016) reported that 20-Hz tACS over
M1 for 20 min did not modulate MEP amplitudes or induce
intracortical or interhemispheric inhibition. Several other studies
have also failed to observe effects after α- and/or β-tACS
(Antal et al., 2008; Feurra et al., 2011, 2019; Wach et al.,
2013; Nakazono et al., 2016; Pozdniakov et al., 2021), yet other
studies have observed effects after β-tACS. For example, 15-
Hz tACS suppressed MEPs (Zaghi et al., 2010), and 1.5 mA
or 2 mA 20-Hz tACS reportedly increased MEP amplitudes
(Gallasch et al., 2018; Wischnewski et al., 2019a). Therefore,
after-effects induced by α- and β-tACS are inconsistent and
weak. This is especially true for tACS delivered with small 1-
mA currents, as opposed to larger currents, as suggested by a
meta-analysis (Wischnewski et al., 2019b). Taken together, the
suppressive effects of tACS on iTBS do not result from tACS after-
effects but rather are generated through the interaction between
iTBS and tACS.

Limitations
There are several limitations to this study. First, neuronavigation
was not available, and the TMS coil position was not monitored
or recorded with a camera. However, the M1 hot spot was
determined based on the standard protocol, and the position was
marked with a pen to ensure the consistency of the TMS coil
position throughout each session. Thus, we believe the TMS coil
position variability to have been negligible. Second, the sample
size was relatively small and slightly different between the α-
and β-tACS experiments. However, this sample size was within
the average range of other studies. Moreover, when the sample
size in the α-tACS condition was limited to the first 13 subjects
as in the β-tACS experiment, consistent results were obtained,
i.e., a significant main effect of tACS condition (F(2,257) = 4.66,
p = 0.01). The differences were also significant between the peak
and sham conditions (F(1,167) = 4.4, p = 0.037) and between
the peak and trough conditions (F(1,167) = 9.58, p = 0.002), but
not between the trough and sham conditions (F(1,167) = 0.93,

Frontiers in Human Neuroscience | www.frontiersin.org 6 November 2021 | Volume 15 | Article 75032970

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/human-neuroscience#articles


fnhum-15-750329 November 8, 2021 Time: 15:28 # 7

Ogata et al. Synchronized tACS and iTBS

p= 0.34). Thus, it is unlikely that the difference in the sample size
between the α- and β-tACS experiments caused the differential
results. Third, iTBS effects are facilitatory in general, and this
was observed for the β-tACS but not the α-tACS experiment.
Because iTBS effects are known to vary among subjects (Hamada
et al., 2013), individual variation could have influenced the
data. Marginal effects can be found for other NIBS protocols
such as cTBS (Goldsworthy et al., 2016). However, because
the tACS effects were statistically demonstrated for combined
stimulation compared with iTBS only (sham condition), it is
likely that tACS suppressed the effects of iTBS. Finally, the
present results were not achieved by the untransformed data,
but after the data transformation, where MEP amplitudes were
log-transformed to normalize their distribution and subtracted
by baseline values to estimate the after-effects. Although these
transformations were employed in other researchers (Avenanti
et al., 2006; Goldsworthy et al., 2016; Borgomaneri et al., 2020),
the tACS effect on iTBS was thought to be weak considering the
data transformation as well as small ηp

2. Therefore, our results
should be interpreted with caution.

CONCLUSION

We explored the after-effects of iTBS synchronized with α- and
β-tACS. We found phase-dependent suppression of iTBS at the
peak phase for α-tACS, and phase-independent inhibition for
β-tACS. We propose that cortical oscillations at α or β frequencies
could interfere with iTBS activity through different mechanisms.
Determining these differential mechanisms could provide new
insights for understanding the mechanisms underlying iTBS, as
well as other types of NIBS, and lead to more efficient protocols
for enhancing cortical functions.
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Prevailing theories of the neural basis of at least a subset of individuals with
autism spectrum disorder (ASD) include an imbalance of excitatory and inhibitory
neurotransmission. These circuitry imbalances are commonly probed in adults
using auditory steady-state responses (ASSR, driven at 40 Hz) to elicit coherent
electrophysiological responses (EEG/MEG) from intact circuitry. Challenges to the ASSR
methodology occur during development, where the optimal ASSR driving frequency
may be unknown. An alternative approach (more agnostic to driving frequency) is
the amplitude-modulated (AM) sweep in which the amplitude of a tone (with carrier
frequency 500 Hz) is modulated as a sweep from 10 to 100 Hz over the course of
∼15 s. Phase synchrony of evoked responses, measured via intra-trial coherence, is
recorded (by EEG or MEG) as a function of frequency. We applied such AM sweep
stimuli bilaterally to 40 typically developing and 80 children with ASD, aged 6–18 years.
Diagnoses were confirmed by DSM-5 criteria as well as autism diagnostic observation
schedule (ADOS) observational assessment. Stimuli were presented binaurally during
MEG recording and consisted of 20 AM swept stimuli (500 Hz carrier; sweep 10–100 Hz
up and down) with a duration of ∼30 s each. Peak intra-trial coherence values and peak
response frequencies of source modeled responses (auditory cortex) were examined.
First, the phase synchrony or inter-trial coherence (ITC) of the ASSR is diminished in
ASD; second, hemispheric bias in the ASSR, observed in typical development (TD),
is maintained in ASD, and third, that the frequency at which the peak response is
obtained varies on an individual basis, in part dependent on age, and with altered
developmental trajectories in ASD vs. TD. Finally, there appears an association between
auditory steady-state phase synchrony (taken as a proxy of neuronal circuitry integrity)
and clinical assessment of language ability/impairment. We concluded that (1) the AM
sweep stimulus provides a mechanism for probing ASSR in an unbiased fashion, during
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developmental maturation of peak response frequency, (2) peak frequencies vary, in
part due to developmental age, and importantly, (3) ITC at this peak frequency is
diminished in ASD, with the degree of ITC disturbance related to clinically assessed
language impairment.

Keywords: autism (ASD), magnetoencephalography (MEG), gamma-band activity, envelope following response,
children

INTRODUCTION

Gamma-band (30–80 Hz) electrophysiological activity elicited
from sensory cortices may provide a window into the maturity
and viability of local neuronal circuitry. This in turn may
be reflective of the balance between excitatory and inhibitory
neuronal activity and, as such, the balance of excitatory and
inhibitory neurotransmitters (particularly glutamate and GABA).
The excitation/inhibition (E/I) imbalance theory has been
suggested to be relevant to at least some individuals with ASD for
nearly two decades (Rubenstein and Merzenich, 2003; Port et al.,
2019; Sohal and Rubenstein, 2019). Thus, considerable attention
has been paid to using gamma-band activity as a biomarker, for
diagnostic, prognostic, or stratification use.

Eliciting gamma-band activity can be achieved through a
variety of stimulation paradigms. The most prevalent paradigm
for auditory cortex gamma activity is the auditory steady-
state response (ASSR). The ASSR captures the entrainment of
auditory cortex neural activity (Pantev et al., 1996; Gutschalk
et al., 1999; Brugge et al., 2009; Weisz and Lithari, 2017) to
the frequency and phase of auditory stimuli typically delivered
as click trains or amplitude-modulated (AM) tones. Studies
in adults have suggested that the ASSR is largest in response
to presentations in the gamma range particularly at 40 Hz
(Galambos et al., 1981; Picton et al., 2003). While the 40 Hz ASSR
has been used to illustrate consistent gamma abnormalities in
several neurodevelopmental disorders, principally schizophrenia
(Brenner et al., 2003; Hong et al., 2004; Light et al., 2006; Hamm
et al., 2011; Lenz et al., 2011; Edgar et al., 2014), studies focused
on ASD have been more inconsistent (Rojas et al., 2006; Wilson
et al., 2007; Edgar et al., 2016; Ono et al., 2020; Seymour et al.,
2020; Stroganova et al., 2020).

Initial work examining the ASSR in ASD observed reduced
40 Hz ASSR in children and adolescents (7–17 years) diagnosed
with ASD (Wilson et al., 2007) and also in adults (>30 years)
diagnosed with ASD and their first-degree relatives (Rojas
et al., 2008). A later study, focused on adolescents and early
adulthood (14–20 years), similarly found reduced 40 Hz ASSR
in participants with ASD (Seymour et al., 2020). Despite the
consistent observation of reduced ASSR in adolescent and older
populations, studies focused on younger participants have not
observed such differences. Examining a large cohort of 7–
15-year-old boys, Edgar et al. (2016) did not reveal group
differences in ASSR, though bilateral associations with age
were observed, as was a right hemispheric dominance of the
ASSR responses. Similar age associations and lack of significant
group differences have been reported in 7–12-year-old boys
(Stroganova et al., 2020) and in 5–7-year-old participants (Ono

et al., 2020). Given that the auditory system is still developing
through early adulthood, with the 40 Hz ASSR reaching its
maximum around 22 years of age (Cho et al., 2015), it may not be
surprising that atypical ASSR in neurodevelopmental disorders,
such as ASD, do not manifest until later in their maturation (De
Stefano et al., 2019).

One possible limitation to previous studies using 40 Hz
modulated stimuli in younger children is the question of
“optimum” driving frequency for eliciting an ASSR response.
While 40 Hz seems canonical for adults, inter-individual
variation, especially as a function of development, may
compromise the efficiency of a strictly 40 Hz focus. To address
this, the “envelope following response (EFR)” has been proposed
(Artieda et al., 2004) in which a steady-state stimulus slowly
undergoes swept increase of its modulation frequency (e.g., from
10 to 100 Hz, over the course of∼15 s). Such a stimulus provides
a constant “steady-state” stimulus while allowing identification of
an “optimal” driving frequency (ascertained by maximum evoked
phase coherence), which may occur at 40 Hz, or a frequency
slightly lower or higher.

This study examines the neural response to an AM sinusoidal
500 Hz carrier tone. The frequency of the amplitude modulation
was continuously swept from 10 to 100 Hz and then back from
100 to 10 Hz over the course of a 30-s stimulus. This approach
allowed the peak phase synchrony, or inter-trial coherence (ITC),
for each participant to be determined optimally (and not at an
arbitrarily predefined frequency) and examined further. In both
ASD and typical development (TD) groups, we hypothesized
a moderate maturation of peak ASSR frequency over the age
range of 6–18 years. More generally, we hypothesized that
individuals with ASD1 would demonstrate diminished “peak”
ITC, reflecting compromised integrity (or delayed maturation) of
the local neuronal circuitry of the auditory cortex. Furthermore,
we hypothesized that compromise of such neuronal circuitry
would have behavioral sequelae in assessments of language
ability/impairment.

MATERIALS AND METHODS

A total of 80 children with ASD and 40 age-matched TD controls
participated in this study. The age range included spanned 6–
18 years – refer to Table 1 for demographic information and
degree of matching. All studies were approved by the institutional

1Individuals on the autism spectrum, their parents, and professionals in the field
have unique and overlapping opinions regarding the use of person-first (e.g.,
children with ASD) or identity first (e.g., autistic child) language (Kenny et al.,
2016). With respect for divided opinions, we used both terms in this study.
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TABLE 1 | Demographic information.

TD ASD

N 40 (6F) 80 (12F)

Handedness 34R, 6L, 0A 69R, 8L, 3A

Age 11.94 ± 0.44 11.72 ± 0.26

NVIQ 113.24 ± 2.23 100.84 ± 1.85

Equivalent FSIQ (WISC GAI/DAS-II GCA) 115.32 ± 2.53 97.92 ± 2.13

CELF-CLSS 108.79 ± 2.00 93.36 ± 2.14

SCQ 2.63 ± 0.4 18.53 ± 0.68

SRS (T-score) 42.84 ± 0.72 73.44 ± 1.32

ADOS-CSS 1.32 ± 0.13 6.99 ± 0.2

Bold indicates significant differences.

IRB, and written consent was obtained from parents/caregivers,
while assent was obtained from participants, over the age of
7 years, who were competent to provide it.

All participants with ASD had an existing ASD diagnosis,
made according to DSM criteria by expert clinicians in the autism
specialty practices of medical centers in a large metropolitan area.
The diagnosis was confirmed at the time of study participation
using gold-standard diagnostic tools, including the Autism
Diagnostic Observation Schedule (ADOS-2; Lord et al., 2012)
and parent report on the Social Communication Questionnaire
(SCQ; Rutter et al., 2003). Dimensional symptom severity
ratings were obtained via the ADOS-2 Calibrated Severity Score
(CSS; Gotham et al., 2009) and parent report on the Social
Responsiveness Scale (SRS-2; Constantino and Gruber, 2012).

Data were collected over an extended time period (∼5 years)
during which standard diagnostic tests underwent version (as
well as protocol) changes: for both the ASD and TD cohorts,
cognitive ability was characterized by indices of non-verbal,
verbal, and overall intellectual functioning (Table 1), using the
Wechsler Intelligence Scale-Fourth Edition (WISC-IV; Wechsler,
2003), the Wechsler Intelligence Scale-Fifth Edition (WISC-
V; Wechsler, 2014), or the Differential Ability Scale-Second
Edition (DAS-II; Elliott, 2007), depending on the time of
study participation. Psychometrics suggest acceptable index-level
correlations (r = 0.73–0.93) between these tests, all of which
are standardized to an average of 100 and SD of 15 (Kuriakose,
2014). Language understanding and expression were evaluated
using the core language standard score (CELF-CLSS) from the
Clinical Evaluation of Language Fundamentals (CELF-4/CELF-5;
Semel et al., 2006, 2013).

To rule out global cognitive delay in both the TD and ASD
groups, participants were required to score at or above the
second percentile (SS > 70) on the non-verbal composite score
of the cognitive assessment administered. Inclusion criteria for
all participants included English as their first language. Inclusion
criteria for the children with TD included no significant cognitive
impairment (described above), no history of neurodevelopmental
or psychiatric conditions (e.g., ADHD, learning or language
disorder, and depression/anxiety), and scoring below the cutoffs
for ASD on all domains of the ADOS-2 (Lord et al., 2012)
as well as on parent questionnaires of ASD symptoms (SCQ;
Rutter et al., 2003 and SRS-2; Constantino and Gruber, 2012).

Additional exclusion criteria for all participants included known
neurological disorders (e.g., cerebral palsy and epilepsy), severe
tics, and severe head trauma; sensory (e.g., hearing and
visual) impairments (e.g., by parent report/medical records);
known genetic conditions with a very high incidence of ASD
(e.g., Fragile X syndrome and 22q11 deletion syndrome) and
premature birth (earlier than gestation of 34 weeks) or significant
birth complications.

Stimuli
Auditory stimuli consisted of sweeps of 30 s duration in which a
500 Hz sinusoidal tone was AM at a rate that increased uniformly
between 10 and 100 Hz over the first 15 s (up trials) and then
decreased uniformly from 100 to 10 Hz over the remaining
15 s (Down trials). Of note, 20 such tone sweep pairs were
presented with an intervening rest/silence period of 9 s for an
overall acquisition time of ∼13 min. Stimuli were presented
binaurally at the 45 dB sensation level, SL (after individually
determining hearing detection thresholds) using Etymotic ER3A
transducers and eartip inserts, after amplification and attenuation
using TDT series 3 equipment (Tucker Davis Technologies,
FL, United States).

Magnetoencephalography Recording
Recordings were made using a CTF 275-channel whole head
biomagnetometer (CTF, Coquitlam, BC, Canada) at a sample
rate of 1,200 Hz/channel, housed in a magnetically shielded
room, MSR (Vacuumschmelze, Germany). Synthetic third-
order gradiometer noise reduction was employed. To facilitate
source analysis, a digitized head shape consisting of three
anatomical landmarks (i.e., nasion and left and right preauricular
points) as well as an additional 200+ points on the scalp
and face was obtained for each participant using the fast-
track probe position identification system (Polhemus, Colchester,
VT, United States).

Magnetoencephalography Analysis
Magnetoencephalography data were analyzed using the MNE-
Python analysis toolbox (Gramfort et al., 2013, 2014). As sensor-
based analysis of MEG reflects the superposition of activity from
multiple brain regions, fine-grained analysis of the temporal
features, such as measures of phase coherence, is optimally
performed in the source rather than sensor space (Hoechstetter
et al., 2004; Srinivasan et al., 2006).

Prior to source localization, independent component analysis
(ICA; Winkler et al., 2015; Ablin et al., 2018) was used to detect
and remove eye-blink and cardiac artifacts. Sensor waveforms
were then filtered (0.1–150 Hz) and epochs defined (-1 to 15 s)
relative to the onset of the up and down sweeps, resulting in 20 up
and 20 down sweep trial trials. To facilitate source localization,
an anatomical (1 mm × 1 mm × 1 mm isotropic resolution)
MRI (MPRAGE – TE/TR/TI: 2.87 ms/1,900 ms/1,050 ms)
was acquired from each participant. Subject-specific single
shell head models were created from the MRI data of each
participant. Freesurfer (Fischl, 2012) watershed segmentation
was used to identify the inner skull surface, and a single
shell boundary element model (BEM) forward model was
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computed. MRI to MEG co-registration was achieved using
three fiducial points and further refined using an iterative
closest point registration to align acquired digitized head shape
points and outer scalp surface of the subject as defined by
MRI. A regional source model, with 46 (23-per hemisphere)
regional sources (Glasser et al., 2016), along with the Minimum
Norm Estimator (MNE; Wang et al., 1992; Hämäläinen and
Ilmoniemi, 1994) was used to estimate total power and ITC
(Stapells et al., 1987) separately for the up and down trials. For
each participant, the peak ITC value was determined, as was the

corresponding AM stimulation frequency for both up and down
trials.

Statistical treatment: Linear mixed model (LMM) with
fixed effects of group, sweep direction, hemisphere with
age as a covariate, and subject as a random effect was
performed on ITC at the peak of the ASSR response
and on the peak frequency itself. To assess the association
between MEG measures and behavioral/clinical assessments of
language ability, the CLSS of the CELF was included as a
covariate, along with age.

FIGURE 1 | Grand average time-frequency plots [typical development (TD) and autism spectrum disorder (ASD)] of inter-trial coherence (ITC) are shown for the left
(top) and right (bottom) auditory cortices and the up/down sweep directions (left/right), as is the spectrogram of the stimuli (middle). While increased ITC is visible
at all frequencies, the maximal response occurs in the low gamma range (30–50 Hz) where decreased ITC in the ASD group compared to TD is also evident
bilaterally, and in both sweep directions.
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RESULTS

The ASD vs. TD groups did not differ on age
(ASD = 11.72 ± 0.26 years, TD = 11.94 ± 0.44 years, p = 0.672),
and there was no significant difference in distribution of
handedness (ASD = 69R, 8L, 3Ambi; TD = 34R, 6L, 0Ambi;
chi-squared p = 0.354) or sex (ASD = 68 M, 12 F; TD = 34 M, 6 F;
chi-squared p = 1.00). As expected, groups did significantly differ
(p < 0.01) on neuropsychological measures known to be affected
in the ASD phenotype, such as language ability (CELF-4/5),
full scale and non-verbal-IQ (WISC-IV/V or DAS-II), and
ADOS-CSS (Shumway et al., 2012; Table 1).

Figure 1 shows grand average time-frequency ITC responses
as a function of time/modulation frequency for both up and down
sweeps, for left and right hemispheres, and children with TD vs.
ASD. Diminished responses in children with ASD are evident in
both hemispheres in the 30–50 Hz range. Notably, in general, left
hemispheric responses to seem weaker than right hemispheric
responses, while relative group differences between TD and ASD
appear to persist across hemispheres.

A LMM (fixed effects of group, sweep direction, hemisphere
with age as a covariate, and subject as a random effect)
interrogating the amount of ITC at the peak of the ASSR response

revealed significantly reduced ITC in ASD (ASD = 0.288± 0.005,
TD = 0.311 ± 0.008, p = 0.015), a significant difference between
hemispheres (LH = 0.280± 0.005, RH = 0.318± 0.005, p < 0.001)
as well as a significant group× hemisphere interaction (p = 0.045;
Figure 2). As expected, no significant effects of sweep direction
(or any of its interactions) were observed (up: 0.301 ± 0.005
and down: 0.297 ± 0.005, p = 0.15). Significant effects of age
(0.120 ± 0.005 per year; p < 0.001) as well as age × hemisphere
(p < 0.001) and age × group (p < 0.001) interactions were
also observed.

Post hoc analysis examining ITC separately in the left and
right hemispheres observed that bilateral effects of age were
somewhat more profound in the right hemisphere (0.015± 0.002
per year, p < 0.001) than in the left hemisphere (0.009 ± 0.002
per year, p < 0.001). Group differences were also more
profound in the right hemisphere (ASD = 0.304 ± 0.007,
TD = 0.333 ± 0.010, and p < 0.001), compared to the left
hemisphere (ASD = 0.272± 0.005, TD = 0.289± 0.006, p = 0.029)
as was the interaction between group and age (RH: 0.008± 0.002
per year, p = 0.0017, LH: 0.005± 0.002 per year, p = 0.0023).

Similar LMMs revealed no main effect of diagnostic group
on peak ASSR response frequency; moreover, when projected
to the mean age of 11.8 years, both groups exhibited responses

FIGURE 2 | Age corrected auditory steady-state response (ASSR) ITC (to the population mean 11.8 years) at the peak of the ASSR is shown. Omnibus linear mixed
models (LMMs) reveal significantly reduced ITC in ASD (main effect of group, p = 0.015) and the left hemisphere (main effect of the hemisphere, p < 0.001). Post hoc
analysis in each hemisphere indicated that group differences were more profound in the right hemisphere (p < 0.001), compared to the left hemisphere (p = 0.029),
but significant in both.
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very close to the canonical 40 Hz (ASD = 39.39 ± 0.47 Hz,
TD = 40.05 ± 0.66 Hz, and p = 0.416). There was also no
significant influence of hemisphere on peak ASSR response
frequency (LH = 39.99 ± 0.49 Hz, RH = 39.45 ± 0.49 Hz, and
p = 0.326). Similarly, there was no effect of sweep direction
on peak ASSR response frequency (up = 39.86 ± 0.49 Hz,
down = 39.58 ± 0.49 Hz, and p = 0.609). Although peak ASSR
response frequency was very close to 40 Hz at the projected mean
age of 11.8 years, significant effects of age (0.45 Hz/year and
p = 0.005) and an age × hemisphere interaction (an additional
0.28 Hz/year in the right hemisphere) were observed.

Based on a priori hypotheses of atypical developmental
trajectories in participants with ASD (Wolff et al., 2012; Edgar
et al., 2015; Berman et al., 2016), the relationship between
age and peak ASSR frequency was investigated separately in
both groups. Individual LMM models (age, hemisphere, and
age× hemisphere) were used in each group, revealing significant
age (0.64 Hz/year and p = 0.027) and age × hemisphere
(additional 0.33 Hz/year in right hemisphere and p = 0.0466)
effects in TD, while in the ASD group, there was reduced
evidence for maturation of peak ASSR frequency (0.26 Hz/year
and p = 0.15) or age × hemisphere interactions (additional
0.256 Hz/year in right hemisphere and p = 0.06). This suggests
that for the younger children in the cohort, the use of
a canonical 40 Hz driving frequency stimulus would have
potentially yielded suboptimal responses (for a 6-year old, the
peak ASSR response frequency would be ∼36 Hz), as well

as pointing to a group difference in the rate of maturation
of the peak response frequency in ASD vs. TD. Figure 3
illustrates the age dependence of peak ASSR response frequency
in both TD and ASD.

Given the high degree of heterogeneity in the language
abilities of children diagnosed with ASD and the putative
relationship between the ASSR and auditory cortex function, we
examined the relationship between peak ASSR ITC value and a
behavioral/clinical language ability index: the CLSS of the CELF.
LMMs (fixed effects of age, hemisphere, sweep direction, their
interactions, and CELF-CLSS with subject as a random effect)
were applied separately in the TD and ASD groups. Similar to
above, age, hemisphere, and age × hemisphere were significant
in both TD and ASD. Additionally, the effect of CELF-CLSS
(0.0005 ± 0.0002 and p = 0.048) was significant within the
ASD group. For visualization purposes (Figure 4), these models
were used to project the ITC value to the population mean
(11.8 years) and collapsed across the hemisphere and sweep
direction (Correlation of ASSR ITC with CELF-CLSS within the
ASD cohort – Figure 4).

DISCUSSION

The main finding of this study is that auditory gamma-
band responses, especially in terms of phase synchrony
(ITC), are diminished in ASD compared with age-matched

FIGURE 3 | Auditory steady-state response peak ITC frequency, averaged across hemisphere and condition, is plotted against age, illustrating significant age
dependence in TD and diminished age dependence in ASD. Importantly, while this suggests that for the younger children a canonical 40 Hz driving frequency
stimulus may be suboptimal. It also indicates clear heterogeneity/individuality in the peak ASSR frequency at all ages and possibly also points to an atypical
maturational trajectory in ASD as a group.
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FIGURE 4 | The relationship between age-corrected ASSR ITC (to the population mean 11.8 years, averaged across hemisphere and condition) and assessment of
language function (CELF-CLSS) is shown for both ASD and TD groups. Within the ASD group, a significant (p = 0.048) positive correlation (increases in ITC indicated
increases in language function) was observed. While failing to reach significance (over the narrower range of CELF-CLSS scores encountered), a similar positive
relationship is also observed in TD.

TD peers. This is in line with the hypothesis that part of
the ASD phenotype stems from an imbalance of excitation
and inhibition in the neural circuitry of sensory systems,
with such imbalance leading to diminished network
capacity to establish coherent electrophysiological oscillatory
activity in response to repeated stimuli, with subsequent
behavioral/clinical sequelae.

Other findings suggest a developmental trajectory to the
optimal driving frequency to elicit ASSR responses such that,
especially in younger children, modulation at the canonical
40 Hz may not be optimal for eliciting high signal-to-noise ratio
(SNR) responses. Furthermore, the slope of this developmental
maturation of ASSR peak frequency appears to be significantly
lower in ASD, suggesting either a slower maturation or perhaps
the existence of multiple subpopulations encompassing both
near-typical developmental trajectories and near-asymptotic
ones; only further, longitudinal studies can resolve this on an
individual basis.

Moreover, in this large and heterogeneous cohort of
children/adolescents with ASD, the peak ASSR ITC (diminished
relative to TD peers) was found to correlate with clinical
assessment of language impairment, with decreased phase
synchrony indicating decreased language performance (with a
slope of 0.0005 units of ITC per point on the CELF core language
index), suggesting that this electrophysiological signature,
putatively mechanistically associated with E/I imbalance, has a
clinical/behavioral consequence and thus, meets some of the

criteria needed for a diagnostic/prognostic biomarker, at least for
the functional domain of language impairment, in ASD.

Given the sample population differences between ASD and TD
cohorts in both IQ and language ability, it is not unambiguously
possible to ascribe observed differences in brain signals (auditory
cortex phase synchrony) to ASD diagnosis alone. It is very
likely that such signatures relate to brain activity anomalies
shared between ASD and other neuropsychiatric conditions
and developmental disorders. Nonetheless, brain signatures of
clinical impairment likely point to atypical neuronal circuitry
underlying observable behavior. Also, despite similar proportions
in both ASD and TD groups, a limitation of this study is
the relatively small fraction of female participants, precluding
statistical evaluation of sex differences in EFR/ASSR measures.

Additionally, while the main findings of this study might well
have been identified with more conventional 40 Hz stimulus
paradigms, this study supports the use of the EFR paradigm (a
swept-modulation tone), especially in children, to account for
individual differences in network maturation and to optimize
the collection of signatures of neural synchrony. This might
be especially significant for yet younger populations. It is
possible that individual differences in optimal ASSR driving
frequency might account for some divergent reports on ASSR
responsiveness in the literature. It is likely that a narrower
frequency sweep (perhaps 30–50 Hz) EFR stimulus might suffice
to capture the gamma-band response as well as further define the
“resonance width” of the optimal driving frequency.
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In summary, electrophysiological responses (particularly, the
ITC) elicited by ASSR paradigms reveal anomalies in ASD
reflecting the atypical activity of neuronal local circuitry.
Furthermore, the magnitude of these anomalies appears to be
associated with clinical/behavioral sequelae (namely language
impairment). The EFR approach accounts for inter-individual
differences in peak ASSR response frequency, attributable to the
developmental trajectory or otherwise, and thus, represents a
less-biased approach to probing neuronal circuit integrity.
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Dopaminergic neurotransmission via dopamine D1 receptors (D1Rs) is considered to
play an important role not only in reward-based learning but also in aversive learning.
The contextual and auditory cued fear conditioning tests involve the processing of
classical fear conditioning and evaluates aversive learning memory. It is possible to
evaluate aversive learning memory in two different types of neural transmission circuits.
In addition, when evaluating the role of dopaminergic neurotransmission via D1R,
to avoid the effects in D1R-mediated neural circuitry alterations during development,
it is important to examine using mice who D1R expression in the mature stage is
suppressed. Herein, we investigated the role of dopaminergic neurotransmission via
D1Rs in aversive memory formation in contextual and auditory cued fear conditioning
tests using D1R knockdown (KD) mice, in which the expression of D1Rs could be
conditionally and reversibly controlled with doxycycline (Dox) treatment. For aversive
memory, we examined memory formation using recent memory 1 day after conditioning,
and remote memory 4 weeks after conditioning. Furthermore, immunostaining of the
brain tissues of D1RKD mice was performed after aversive footshock stimulation
to investigate the distribution of activated c-Fos, an immediate-early gene, in the
hippocampus (CA1, CA3, dentate gyrus), striatum, amygdala, and prefrontal cortex
during aversive memory formation. After aversive footshock stimulation, immunoblotting
was performed using hippocampal, striatal, and amygdalar samples from D1RKD
mice to investigate the increase in the amount of c-Fos and phosphorylated SNAP-
25 at Ser187 residue. When D1R expression was suppressed using Dox, behavioral
experiments revealed impaired contextual fear learning in remote aversion memory
following footshock stimulation. Furthermore, expression analysis showed a slight
increase in the post-stimulation amount of c-Fos in the hippocampus and striatum, and
a significant increase in the amount of phosphorylated SNAP-25 in the hippocampus,
striatum, and prefrontal cortex before and after stimulation. These findings indicate that
deficiency in D1R-mediated dopaminergic neurotransmission is an important factor in
impairing contextual fear memory formation for remote memory.
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INTRODUCTION

Dopamine neurotransmission through D1Rs and D1-like
receptors is thought to play an important role in aversive
memory (El-Ghundi et al., 2001; Ortiz et al., 2010; Sarinana
et al., 2014; Soares-Cunha et al., 2016b; Schultz, 2019). On the
other hand, dopamine neurotransmission through D2 dopamine
receptors (D2Rs) and D2-like receptors is also thought to play
an important role in aversive memory (Bromberg-Martin et al.,
2010; Danjo et al., 2014; Yamaguchi et al., 2015; Soares-Cunha
et al., 2016b; Kawahata et al., 2021).

To date, it has been reported that the direct and indirect
pathways of the basal ganglia are composed of medium spiny
neurons expressing D1R and D2R, respectively (Gerfen et al.,
1990), and that dopamine neurotransmission through D1R
mediates behavioral promotion and reward learning, while
dopamine neurotransmission through D2R mediates behavioral
suppression and aversive learning (Kravitz and Kreitzer, 2012;
Volman et al., 2013). However, in recent years, these concepts
have been re-evaluated, and the complexity of the basal ganglia
circuit has been investigated (Calabresi et al., 2014; Soares-Cunha
et al., 2016a,b; Shin et al., 2018).

D1R knockout (KO) mice or genetically modified mice,
including conditional D1R knockdown mice using drug
administration or the Cre-loxP system, have been utilized to
elucidate the role of dopamine transmission through D1R in
fear conditioning (El-Ghundi et al., 2001; Ortiz et al., 2010;
Ikegami et al., 2014). However, the results of these analyses
have been inconsistent, and the role of D1R-mediated dopamine
neurotransmission in the hippocampus, amygdala, prefrontal
cortex, and striatum remains to be fully elucidated.

In this study, we investigated the effects of D1R suppression
on long-term memory of contextual and auditory cued fear
conditioning as aversive learning in mature mice, as well as
the role of D1Rs in the hippocampus, dorsomedial striatum
(DMS), prelimbic region of medial prefrontal cortex (mPFC),
and basal amygdala (BA). Fear conditioning memory tests
were conducted 1 day after conditioning to examine recent
memories and 4 weeks after conditioning to evaluate remote
memories in long-term memory to investigate the effect of D1Rs
suppression. Specifically, we observed the expression of c-Fos
that is involved in the molecular mechanisms of learning and
memory and is rapidly expressed during long-term memory
formation (Milanovic et al., 1998; Tischmeyer and Grimm, 1999;
Fleischmann et al., 2003; Miyashita et al., 2018). Contextual fear
memories require the hippocampus, amygdala, striatum, and
mPFC (Goshen et al., 2011; Ikegami et al., 2014; Stubbendorff
et al., 2019; Mizuno et al., 2020), and auditory cued fear memories
require the amygdala or striatum and do not depend on the
hippocampus (Phillips and LeDoux, 1992; Pare et al., 2004;
Goshen et al., 2011). Different neural circuits are thought to be
important for contextual fear conditioning and auditory cued
fear conditioning. In this study, we examined the effects of the
suppression of D1R expression on fear memory formation in
contextual and auditory cued fear conditioning in mature mice
and compared the results of this study with results regarding
aversive memory formation in the passive avoidance test reported

previously (Saito et al., 2020). Furthermore, we analyzed the
phosphorylation of synaptosomal-associated protein of 25 kDa
(SNAP-25) at Ser187, which is involved in cognitive function
and stress (Genoud et al., 1999; Yamamori et al., 2014),
and investigated the effects of D1R suppression on aversive
memory formation.

MATERIALS AND METHODS

Mice
C57BL/6 mice were purchased from CLEA Japan (Tokyo,
Japan). The generation of D1R knockdown (KD) mice (D1R
homozygous knockout/Tet/Off system-based compound-
transgenic mice) was performed following previously published
protocols (Chiken et al., 2015; Okubo et al., 2018; Saito et al.,
2020). Only male mice were used in the contextual and cued fear
conditioning tests.

Mice were maintained under a 12 h light/dark cycle (lights on
at 7:00 AM), with ad libitum access to food and water in specific-
pathogen-free conditions. All experiments were performed in
accordance with the guidelines of the National Institutes of
Health and the Ministry of Education, Culture, Sports, Science
and Technology (MEXT) of Japan, and in compliance with the
protocol that was reviewed by the Institutional Animal Care
and Use Committee and approved by the President of Niigata
University (Permit Number: SA00954) as previously described
(Saito et al., 2020).

Grouping and Doxycycline (Dox)
Treatment
In D1RKD mice, 2.0 mg/mL doxycycline (Dox; Sigma Aldrich,
United States) was used to knock down D1R expression, as
previously described (Chiken et al., 2015; Okubo et al., 2018;
Saito et al., 2020). For mice treated with Dox, Dox was
administered via drinking water containing 5% sucrose for
4 weeks prior to behavioral tests and until the completion of the
conditioning experiment (see section “Contextual and Auditory
Cued Fear Conditioning Test,” Figures 1A, 2A), after which all
mice received drinking water without Dox for the remainder
period. Mice that were not treated with Dox received Dox-
free water for the entire duration of the experiment. After
termination of Dox administration, the expression level of D1Rs
recovered to the same level as that before Dox administration
(Chiken et al., 2015).

In the contextual and auditory cued fear conditioning test,
D1RKD mice were assigned to D1RKD Dox (−) and D1RKD
Dox (+) groups. D1RKD Dox (−) mice were used with ten mice
per group. D1RKD Dox (+) were used with six and eight mice in
recent and remote phase tests, respectively; six and ten wild-type
(WT) mice were used as the control group in recent and remote
phase tests, respectively.

In the immunohistochemical analysis, D1RKD mice were
assigned to the following four groups: D1RKD Dox (−)
Stimulation (−) (n = 3), D1RKD Dox (−) Stimulation (+)
(n = 3), D1RKD Dox (+) Stimulation (−) (n = 3), and D1RKD
Dox (+) Stimulation (+) (n = 3); two groups of WT mice,
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FIGURE 1 | Contextual and auditory cued fear conditioning test. (A) Experimental schedule. In the D1RKD Dox (+) group, Dox (2 mg/mL) was administered for
4 weeks prior to the commencement of the experiment and until after the completion of conditioning as the learning session on Day 1, with mice provided drinking
water without Dox thereafter. The D1RKD Dox (–) and wild-type (WT) groups were always given only Dox-free water. Conditioning on Day 1, context test on Day 2,
and auditory cued test on Day 3 were conducted for recent phase tests in all three groups [WT; n = 6, D1RKD Dox (–); n = 10, D1RKD Dox (+); n = 6]. On the other
hand, Conditioning on Day 1, context test on Day 29, and cued test on Day 30 were conducted for remote phase tests in all three groups [WT; n = 10, D1RKD Dox
(–); n = 10, D1RKD Dox (+); n = 8]. (B) In the recent phase tests, the freezing time of mice was recorded for all three groups during the context tests of Day 2 and the
auditory cued tests of Day 3 as the test session, ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001. (C) In the remote phase tests, the freezing time of mice was recorded for all
three groups during the context tests of Day 29 and the auditory cued tests of Day 30 as the learning session. The blue circles indicate the values of WT groups, the
red circles indicate the values of D1RKD Dox (–) groups, the black circles indicate the values of D1RKD Dox (+) groups, ∗∗p < 0.01; ∗∗∗p < 0.001.

Stimulation (−) (n = 3) and Stimulation (+) (n = 3), were used
as the control groups.

In the immunoblot analysis, D1RKD mice were assigned to
the following six groups: D1RKD Dox (−) Stimulation (−)
(n = 3), D1RKD Dox (−) Stimulation (+) (n = 3), D1RKD Dox
(+) Stimulation (−) (n = 3), D1RKD Dox (+) Stimulation (+)
(n = 3), D1RKD Dox (+→−) Stimulation (−) (n = 3), D1RKD
Dox (+→−) Stimulation (+) (n = 3); two groups of WT mice,
Stimulation (−) (n = 3) and Stimulation (+) (n = 3), were used
as control groups.

Contextual and Auditory Cued Fear
Conditioning Test
A computer-controlled fear conditioning system was used for
contextual and auditory cued fear conditioning tests (O’Hara &
Co., Japan). A clear chamber (16× 14× 10 cm) for conditioning
and contextual tests was set in a sound-insulating box (30 lux)
with white walls. A white chamber (17× 10× 10 cm) for auditory

cued tests was placed in a sound-insulating box (30 lux) with
black walls. Mice were subjected to a conditioning session for
5 min on Day 1, a contextual test session for 5 min on Day
2 or Day 29, and an auditory cued test session for 5 min on
Day 3 or Day 30.

In the conditioning session, a tone (65 dB, white noise) was
presented for 20 s, and a mild footshock (0.3 mA, 2 s) was
presented in the last 2 s through a floor grid. This process was
performed three times for 5 min each. The mice were returned
to their home cages 60 s after shock termination. Before the
initial tone and footshock presentation and in the contextual
test session, mice were placed back into a clear chamber used
in the conditioning session for 5 min without footshock or tone
stimulus. In the auditory cued test session, the mice were placed
in a white chamber. A tone stimulus was presented for 2 min after
2 min of placing the mice in the white chamber. The behaviors
of the mice were monitored using a CCD camera, and freezing
behaviors were analyzed using Time FZ2 software (O’Hara &
Co., Tokyo, Japan).
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FIGURE 2 | Contextual and auditory cued fear conditioning test with the same mice for remote phase. (A) Experimental schedule. Experiments were conducted only
in the D1RKD Dox (+) group (n = 8) and the experiments of the 1st phase and 2nd phase were performed with the same mice. Dox (2 mg/mL) was administered for
4 weeks prior to the commencement of the experiment and until after the completion of conditioning as the learning session on Day 1, with mice provided drinking
water without Dox thereafter. Conditioning on Day 1, contextual test on Day 29, and auditory cued test on Day 30 conducted for 1st phase and 2nd phase tests,
respectively. (B) In 1st phase and 2nd phase, the freezing time of mice was recorded during the contextual tests of Day 29, and the auditory cued tests of Day 30 as
the test session with the same mice, respectively. The black circles indicate the values in 1st phase, and the red circles indicate the values in 2nd phase, ∗∗p < 0.01;
∗∗∗p < 0.001.

Treatment Prior to Histochemistry and
Immunoblot
Footshock stimulation was carried out in a fear conditioning
system or a step-through-type apparatus, comprising light and
dark compartments separated by a removable door for the passive
avoidance test (O’Hara & Co., Japan). In the fear conditioning
system, each mouse was placed in the same way as in the
fear conditioning tests. In the passive avoidance apparatus, each
mouse was placed in the dark compartment and received a 2 s
0.3 mA electric footshock. Brain samples were collected 1 h after
the footshock stimulus was delivered.

Histochemistry and Cell Counting
D1RKD mice and WT mice were anesthetized with a mixture
of medetomidine hydrochloride [0.75 mg/kg body weight
(BW)], midazolam (4 mg/kg BW), and butorphanol tartrate
(5 mg/kg BW). The mice were then perfused with phosphate-
buffered saline (PBS, pH 7.4) and 4% paraformaldehyde
in 0.1 M phosphate buffer (PB, pH 7.4) through the left
ventricle. The brains were removed, post-fixed overnight in
4% paraformaldehyde in 0.1 M PB (pH 7.4), and equilibrated
overnight with 30% sucrose in 0.1 M PB (pH 7.4) at 4◦C.
The brains were embedded in OCT compound (Sakura Finetek,
Japan), frozen over isopropanol (FUJIFILM Wako Pure Chemical
Corporation, Japan) in liquid nitrogen, and cut on a cryostat
CM1950 (Leica, Germany) into 40 µm thick coronal sections.
Free-floating sections were treated with 3% H2O2 and 10%
methanol in PB (pH 7.4) for 10 min and then blocked

with 5% Blocking One (Nacalai Tesque) in 0.1% Triton
in PBS (PBST) for 1 h after washing with PBS. Sections
were incubated at 4◦C with a polyclonal rabbit anti c-Fos
antibody (1: 600, Cell Signaling) in blocking solution overnight,
washed with PBST, and then incubated with biotinylated goat
anti rabbit IgG (1: 300, Jackson Laboratories, United States)
for 2 h. Thereafter, sections were incubated for 1 h with
Vectastain Elite ABC Kit (Vector Laboratories, United States),
washed with PBST, and then incubated with SIGMAFAST
3,3’-diaminobenzidine (DAB) (Sigma Aldrich, United States).
After washing with distilled water, sections were mounted on
glass slides, counterstained with 0.5% methyl green (FUJIFILM
Wako Pure Chemical Corporation, Japan), and washed with
distilled water. Finally, immunostained sections on mounted
slides were fixed by serial dehydration in alcohol and lemosol
and mounted using Softmount (FUJIFILM Wako Pure Chemical
Corporation, Japan). Images of immunostained sections were
acquired using a BZ-9000 microscope (Keyence, Japan) with
BZ-II Analyzer software (Keyence, Japan). Immunoreactive cells
were counted bilaterally in three sections, each from three mice
by an experimenter blinded to the treatment conditions.

Regions in the brain of mice examined by
immunohistochemistry are shown in Figure 3, and c-Fos
positive cells were counted within the red rectangles. Brain
sections including hippocampus and amygdala (Figure 3A;
bregma −1.34 to −2.06 mm), DMS (Figure 3B; bregma −0.10
to 0.98 mm), and prelimbic region of mPFC (Figure 3C;
bregma 1.70 to 1.98 mm) were analyzed. To examine each
region of the hippocampus in detail, the number of c-Fos
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FIGURE 3 | Regions in the brain of mice used in immunohistochemistry and
immunoblot. L, lateral; M, medial; D, dorsal; V, ventral; HIP, hippocampus;
CA1, hippocampal CA1 region; CA3, hippocampal CA3 region; DG, dentate
gyrus; Amg, amygdala; DMS, dorsomedial striatum; mPFC, medial prefrontal
cortex. Brain section map of the hippocampus and amygdala (A; bregma
–1.34 to –2.06 mm), DMS (B; bregma –0.10 to 0.98 mm), and prelimbic
region of mPFC (C; bregma 1.70 to 1.98 mm). Rectangles in (A–C) represent
the areas in which the number of c-Fos positive cells was counted.

positive cells within the rectangles (300 × 300 µm) in the
CA1, CA3, and dentate gyrus (DG) regions were counted
separately. The number of c-Fos positive cells in the BA, DMS,
and mPFC were counted within the rectangles (500 × 500 µm,
300 × 300 µm, and 300 × 300 µm, respectively), as shown in
Figures 3A–C, respectively.

Immunoblotting
D1RKD mice and WT mice were sacrificed by cervical
dislocation, and their brains were removed. The brains were
sliced coronally into 1 mm thick sections. Regions in the brains of
mice used for immunoblotting are shown in Figure 3. However,
in contrast to immunohistochemistry, for immunoblotting, the
entire hippocampus was used, including both the dorsal and
ventral sides (Figure 3A). In addition, the entire striatum,
including the DMS and the entire amygdala, including the
BA was used (Figures 3A,B). Hippocampal tissues containing
CA1, CA3, and DG were collected from the sections of
three mice. Striatum and amygdala tissues were obtained from
the sections of three mice. Each tissue was homogenized
in phase-transfer surfactant buffer (PTS, 12 mM sodium
deoxycholate, 12 mM sodium N-dodecanoylsarcosinate, and
200 mM triethylammonium bicarbonate) with cOmplete EDTA-
free protease inhibitor (Sigma Aldrich, United Kingdom),
PhosStop (Sigma Aldrich, United Kingdom), and 1 mM EDTA.
Homogenized proteins were quantified using a BCA kit (Wako,
Japan). Homogenates were solubilized in sample buffer (125 mM
Tris–HCl, pH 7.4, 3.3% glycerol, 2% SDS, and 50 mM DTT)
and heated at 90◦C for 5 min. The proteins were then separated
on 5 – 20% polyacrylamide gel (ATTO, Japan) loaded at
5 µg in SDS sample buffer at 15 mA for 90 min. These
gels were blotted onto PVDF membranes (Immobilon-P, Merck
Millipore) in blotting buffer (192 mM glycine, 0.037% SDS, 20%
methanol, 100 mM Tris–HCl, pH 8.8) at 20 V for 60 min,
and then blocked with 5% non-fat milk in TBST (150 mM
NaCl, 0.2% Tween 20, 20 mM Tris–HCl, pH 7.5) for 30 min
at room temperature. These membranes were incubated with

rabbit anti c-Fos antibody (1: 1,000, Cell Signaling), mouse
anti actin antibody (1: 1,000, BD Biosciences, United States),
rabbit anti SNAP-25 antibody (1 µg/ml) (Yamamori et al.,
2011), or rabbit anti Phospho-SNAP-25 (Ser187) antibody (1:
500) (Iida et al., 2013) in 1% non-fat milk with TBST at
4◦C overnight, washed with TBST, and then incubated with
peroxidase-conjugated donkey anti-rabbit IgG (H + L) (1: 2,000,
Jackson Laboratories, United States) or peroxidase-conjugated
donkey anti-mouse IgG (H + L) (1: 1,000, Jackson Laboratories,
United States) for 1 h. Immunoreacted samples were visualized
using a chemiluminescent reagent (Chemi-Lumi One, Nacalai
Tesque or Immobilon Western Chemiluminescent HRP, Sigma
Aldrich), and images were acquired using a luminescence image
analyzer (LAS 4000, GE Healthcare, Sweden) with ImageQuant
TL software (GE Healthcare, Sweden).

Statistical Analysis
All data were analyzed using Origin 2021 (OriginLab,
United States). Data from the contextual and auditory
cued fear conditioning tests and cell counting data from
immunohistochemistry were analyzed using the Mann-Whitney
test. Immunoblot data were analyzed using the two sample t test.
Significance was set at p < 0.05.

RESULTS

Contextual and Auditory Cued Fear
Conditioning Test
The effect of suppressing D1R expression on fear memory
formation was examined using a contextual and auditory cued
fear conditioning test in the recent and remote phase (Figure 1A).
First, recent phase examinations found significantly longer
freezing responses in both the context test (Day 2) and auditory
cued test (Day 3) than those before conditioning. There was
no significant difference between the three groups on both the
context test (Day 2) and auditory cued test (Day 3) (Figure 1B).
Next, the remote phase contextual and auditory cued fear
conditioning tests were conducted using different mice from
those used in the recent phase tests. In the remote phase context
tests (Day 29), D1RKD Dox (+) mice showed almost no freezing
response, similar to before conditioning (Day 1). The freezing
responses of D1RKD Dox (+) mice were clearly different from
those of the other two groups (D1RKD Dox (−) and WT),
while the freezing responses in the remote phase context tests
(Day 29) of D1RKD Dox (−) and WT mice were increased
and similar to those seen in the recent phase context tests
(Day 2). On the other hand, D1RKD Dox (+) mice showed a
significantly increased percentage of time spent freezing in the
auditory cued tests (Day 30), which was equivalent to WT and
D1RKD Dox (−) mice, albeit with some amount of variation
(Figure 1C). Furthermore, D1RKD Dox (−) mice overexpressing
D1Rs showed a significantly increased percentage of time spent
freezing compared to WT mice in the auditory cued tests [Day 3
(p < 0.05), Day 30 (p < 0.05)].

In addition, the effects of recovery of D1R expression were
examined using the same mice as those in the remote phase
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contextual and auditory cued fear conditioning tests (Figure 2A).
In the first test phase in the context tests (Day 29), D1RKD
Dox (+) mice showed almost no freezing response, similar to
before conditioning (Day 1) (Figure 2B). In the second test
phase, following footshock conditioning on Day 1, D1RKD
Dox (+) mice showed a significantly increased percentage of
freezing on the context tests (Day 29). On the other hand, in
the auditory cued fear conditioning test, both D1RKD mice
with suppressed D1R expression in the first test phase and the
same mice with recovering D1R expression in the second phase
showed freezing behavior. These results using the same D1RKD
mice were consistent with those obtained using different D1RKD
mice (Figure 2A).

Immunohistochemistry
Representative immunohistochemical staining images of the
hippocampus are shown in Figure 4A. Hippocampal CA1,
CA3, and DG regions in Figure 4 were enlarged and shown
in Supplementary Figures 1A–C, respectively. Distributions of
c-Fos positive cells in the hippocampus of WT and D1RKD
Dox (−) mice with footshock stimulation by a fear conditioning
(FC) or a passive avoidance (PA) apparatus were compared
with those of the WT and D1RKD Dox (−) mice without
stimulation. In the case of PA footshock stimulation, there
was an increase in the number of c-Fos positive cells in a
large area of the hippocampi of WT and D1RKD Dox (−)
mice with footshock stimulation. In contrast, c-Fos positive
cells were hardly observed in either case of D1RKD Dox (+)
mice with or without stimulation (Figure 4A). In the case of
FC footshock stimulation, the number of c-Fos-positive cells
increased in a large area of the hippocampi of footshock-
stimulated WT mice. In contrast, c-Fos-positive cells were not
often observed in either D1RKD Dox (−) and D1RKD Dox
(+) mice, with or without stimulation (Figure 4A). In both
cases of PA and FC footshock stimulation, when the number
of c-Fos positive cells was counted in all the CA1, CA3, and
DG regions, there was a significant increase in the two groups
(WT and D1RKD Dox (−) mice) when comparing the stimulated
and unstimulated groups. However, the number of positive cells
D1RKD Dox (−) mice was lower in FC than in PA. Moreover,
in the case of PA apparatus, there was a little increase in the
hippocampal CA1, CA3, and DG regions of the D1RKD Dox (+)
mice group when comparing the stimulated and unstimulated
groups (Figure 4B). In the case of FC footshock stimulation,
the number of positive cells in the hippocampal CA1 and CA3
regions was slightly increased, but that in the DG region was
almost unchanged (Figure 4B). In addition, the distributions
of c-Fos positive cells in the DMS of WT, D1RKD Dox (−),
and D1RKD Dox (+) mice with and without stimulation were
found to be similar to those observed in the hippocampus as
described above (Figure 5A). When the number of c-Fos positive
cells was counted in DMS, there was a significant increase
in the both groups (WT and D1RKD Dox (−) mice) when
comparing the stimulated and unstimulated groups. However,
there was a little increase in the DMS or hippocampus of the
D1RKD Dox (+) mice group when comparing the stimulated
and unstimulated groups (Figure 5B). In contrast, an apparent

increase in the number of c-Fos positive cells was observed
in the mPFC and BA in the mice of the three groups [WT,
D1RKD Dox (−), and D1RKD Dox (+)] that received stimulation
(Figures 6A, 7A). Furthermore, the number of c-Fos positive
cells in mice with stimulation was significantly different from
that in mice without stimulation in the three groups (p < 0.001)
(Figures 6B, 7B).

Immunoblotting
Representative immunoblotting images are shown in
Figure 8. First, in the case of FC footshock stimulation,
c-Fos protein levels were greatly increased in both groups
(WT, D1RKD Dox (−) mice), but the increase in c-Fos
protein levels in D1RKD Dox (+) mice was quite small
compared with those in WT and D1RKD Dox (−) mice in
the hippocampus and striatum. Second, in the case of PA
footshock stimulation, c-Fos protein levels were significantly
increased in D1RKD Dox (−) mice, but those in D1RKD
Dox (+) mice were relatively small (Figure 8C). These results
were consistent with those of immunohistochemical analysis,
except for the increase in the hippocampal CA1 region
in the case of FC apparatus. Furthermore, c-Fos protein
levels were also examined in D1RKD Dox (+→−) mice
in which D1R expression was restored after termination
of Dox administration. c-Fos protein levels tended to be
similar to those in D1RKD Dox (−) mice before Dox
administration. This result indicates that the restoration of
D1R expression following suppression led to the recovery of
the response to stimulation with respect to the induction of
c-Fos expression.

In contrast, in the amygdala, the amount of c-Fos protein
was greatly increased by stimulation in all four groups (WT,
D1RKD Dox (−), D1RKD Dox (+), and D1RKD Dox (+→−)
mice), and also these results were consistent with the results
of immunohistochemical analysis, in the case of FC footshock
stimulation. In the case of PA footshock stimulation, c-Fos
protein levels increased slightly more than in the case of
FC footshock stimulation, but the same tendency as that of
FC stimulation was observed (Figure 8C). The amount of
SNAP-25 protein was approximately the same in all four
groups (WT, D1RKD Dox (−), D1RKD Dox (+), and D1RKD
Dox (+→−) mice).

Next, in the case of FC footschock stimulation, the amount
of phosphorylated SNAP-25 at Ser187 tended to decrease
with stimulation in D1RKD Dox (−), D1RKD Dox (+→−),
and D1RKD Dox (+) mice in all observed regions of the
hippocampus, striatum, and amygdala. In addition, in the case of
PA footshock stimulation, the amount of phosphorylated SNAP-
25 at Ser187 significantly increased in D1RKD Dox (−), D1RKD
Dox (+→−) mice in region of the striatum following stimulation.
In contrast, in the hippocampus and amygdala, there were no
significant changes. Interestingly, there was a large increase in
the amount of phosphorylated SNAP-25 at Ser187 not only after
stimulation but also before stimulation of the D1RKD Dox (+)
mice compared to that in WT mice without stimulation. This
result was prominent in regions of the striatum and amygdala
(Figures 8A,B,D).
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FIGURE 4 | Immunohistochemical analysis of c-Fos expression in the hippocampus (CA1, CA3, and DG) after 1 h of electric footshock stimulus using a
step-through-type apparatus for the passive avoidance test (PA) or fear conditioning system (FC). (A) Representative immunohistochemical staining of c-Fos positive
cells. Scale bar, 300 µm. (B) The number of positive cells in CA1, CA3, DG in immunohistochemistry. All groups, n = 18. The blue color indicates the values of WT
groups, the red color indicates the values of D1RKD Dox (–) groups, and the black color indicates the values of D1RKD Dox (+) groups. The circle, square, and
triangle indicate no stimulation, stimulation by PA, and stimulation by FC, respectively, ∗p < 0.05; ∗∗∗p < 0.001.

DISCUSSION

To date, D1R knockout (KO) mice or genetically modified
mice, including conditional D1R knockout (cKO) mice using
the Cre-loxP system have been utilized to elucidate the role
of dopamine transmission through D1Rs in fear conditioning

(El-Ghundi et al., 2001; Ortiz et al., 2010; Ikegami et al., 2014).
However, the results of these analyses have been inconsistent, and
the role of D1R-mediated dopamine neurotransmission in fear
memory formation in the hippocampus, amygdala, prefrontal
cortex, and striatum remains to be fully elucidated. In D1R KO
mice, D1R is deficient from the beginning of development, and
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FIGURE 5 | Immunohistochemical analysis of c-Fos expression in DMS after 1 h of electric foot shock stimulus using a step-through-type apparatus for the passive
avoidance test (PA) or fear conditioning system (FC). (A) Representative immunohistochemical staining of c-Fos positive cells. Scale bar, 100 µm. (B) The number of
positive cells in DMS in immunohistochemistry. All groups, n = 18. The blue color indicates the values of WT groups, the red color indicates the values of D1RKD Dox
(–) groups, and the black color indicates the values of D1RKD Dox (+) groups. The circle, square, and triangle indicate no stimulation, stimulation by PA, and
stimulation by FC, respectively, ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001.

compensatory mechanisms may have been affected. In the case
of drug-induced suppression of D1R function, the effects may
differ depending on the timing and method of administration
and specificity of the drug to D1R. In addition, in the case of
conditional knockout mice using Cre-loxP recombination, the
timing of the induction of D1R deletion has a significant effect.

Although few of these causes have been reported (Stiedl et al.,
1999; Soares-Cunha et al., 2016b; Stubbendorff and Stevenson,
2020), it is considered that one of the causes is the timing of
D1R elimination.

We have previously reported that D1R KO mice and
D1RKD exhibited different impairments in motor function
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FIGURE 6 | Immunohistochemical analysis of c-Fos expression in mPFC after 1 h of electric footshock stimulus using a step-through-type apparatus for the passive
avoidance test (PA) or fear conditioning system (FC). (A) Representative immunohistochemical staining of c-Fos positive cells. Scale bar, 100 µm. (B) The number of
positive cells in mPFC in immunohistochemistry. All groups, n = 18. The blue color indicates the values of WT groups, the red color indicates the values of D1RKD
Dox (–) groups, and the black color indicates the values of D1RKD Dox (+) groups. The circle, square, and triangle indicate no stimulation, stimulation by PA, and
stimulation by FC, respectively, ∗∗p < 0.01; ∗∗∗p < 0.001.

(Okubo et al., 2018). In these D1RKD mice, D1R expression can
be reversibly regulated from birth by administering Dox using the
TET-OFF system (Chiken et al., 2015). Despite the same D1R
deficiency, these mice showed significant differences in motor
function depending on the timing of D1R suppression. First,
we compared D1R KO mice, which are deficient in D1R from

early development, with D1RKD mice, which underwent D1R
suppression immediately after birth to examine motor function
in early childhood. The basal motor activity of D1R KO mice was
higher than that of WT and D1RKD mice, and no effect of D1R
suppression on the basal motor activity was observed in D1RKD
mice. In adulthood, the motor activity of D1R-deficient D1RKD

Frontiers in Behavioral Neuroscience | www.frontiersin.org 9 February 2022 | Volume 16 | Article 75105391

https://www.frontiersin.org/journals/behavioral-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/behavioral-neuroscience#articles


fnbeh-16-751053 February 12, 2022 Time: 16:48 # 10

Saito et al. D1 Receptor Facilitates Remote-Fear Memory

FIGURE 7 | Immunohistochemical analysis of c-Fos expression in BA after 1 h of electric footshock stimulus using a step-through-type apparatus for the passive
avoidance test (PA) or fear conditioning system (FC). (A) Representative immunohistochemical staining of c-Fos positive cells. Scale bar, 100 µm. (B) The number of
positive cells in BA in immunohistochemistry. All groups, n = 18. The blue color indicates the values of WT groups, the red color indicates the values of D1RKD Dox
(–) groups, and the black color indicates the values of D1RKD Dox (+) groups. The circle, square, and triangle indicate no stimulation, stimulation by PA, and
stimulation by FC, respectively, ∗∗∗p < 0.001.

mice was lower than that of D1R KO, D1R-expressing D1RKD,
and WT mice. On the other hand, the motor coordination
of D1R-suppressed D1RKD mice was lower in childhood and
adulthood than in WT and D1R KO mice. Although it is unclear
which neural circuitry affects the behavioral phenotype, the
prenatal stage is important for establishing the basis of motor

function, suggesting that the role of dopamine neurotransmission
via D1Rs is also in a developmental stage during growth.
Therefore, the brain may develop compensatory mechanisms
to avoid a functional decline in motor function due to D1Rs
suppression, and it is possible that a similar phenomenon occurs
in fear conditioning. This study used these D1RKD mice, which
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FIGURE 8 | Immunoblot analysis of c-Fos, SNAP-25 phosphorylation at Ser187, SNAP-25, and Actin expression in homogenates from the hippocampus, striatum,
and amygdala after 1 h of electric footshock stimulus using a step-through-type apparatus for the passive avoidance test (PA) or fear conditioning system (FC).
(A) Representative immunoblot images using the apparatus for PA. (B) Representative immunoblot images using the system for FC. Samples without electric
footshock stimulus were used as controls. Actin was used as a loading control. (C) The relative band intensities of c-Fos. (D) The relative band intensities of SNAP-25
phosphorylation at Ser187. These band intensities were represented as the ratio of WT mice without stimulation as control of two type stimulation, separately. Actin
was used as a loading control. Data shown are from three independent experiments. The blue color indicates the values of WT groups, the red color indicates the
values of D1RKD Dox (–) groups, the black color indicates the values of D1RKD Dox (+) groups, and the green color indicates the values of D1RKD Dox (+→–). The
circle, square, and triangle indicate no stimulation, stimulation by PA, and stimulation by FC, respectively. All groups, n = 3, ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001.

allows D1R to be reversibly regulated from birth by administering
Dox to focus on aversive memory formation during maturity and
investigate the effects of D1R suppression.

In the present study, we found the following characteristics
of the effect of dopamine neurotransmission via D1R on
contextual fear memory and auditory cued fear memory.
First, D1R suppression had no effect on test results for
either recent (Day 3) or remote (Day 30) memories in

the auditory cued fear conditioning test. The fact that the
expression level of c-Fos in the amygdala was not affected
by D1R suppression may be one of the causes. Dopamine
neurons affect auditory cued fear memory (Jo et al., 2018);
therefore, neurotransmission via D2Rs instead of D1Rs may be
involved. The amount of phosphorylated SNAP-25 was increased
in the amygdala before footshock stimulation, but this may
not be involved in the amygdala-mediated neurotransmission
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pathway following electric footshock. This result suggests that
suppression of dopaminergic neurotransmission via D1R had
minor if any effect on auditory cued fear memory formation.
In contrast, overexpression of D1Rs had enhanced effects on
recent (Day 3) or remote (Day 30) memories in the auditory
cued fear conditioning test. This suggests that D1R-mediated
dopaminergic neurotransmission may have a positive effect
on the auditory cued fear memory. The alteration of c-Fos
expression showed no effect of D1R overexpression, but the
amount of phosphorylated SNAP-25 at Ser187 was significantly
reduced by stimulation compared to WT mice. The expression
of phosphorylated SNAP-25 at Ser187 has been reported to
increase with stress (Yamamori et al., 2014), which is contrary
to the predicted results. Therefore, elucidating the cause of this
effect is a matter for future investigation. Second, although
there was no effect of D1R suppression on the test results in
contextual fear conditioning for recent memories (Day 2), there
was a decrease in performance due to D1R suppression for
remote memories (Day 29). In contextual fear conditioning,
which is considered to be a hippocampal-dependent form of
memory, the performance in the test of recent memory did not
decrease despite the no increase in hippocampal c-Fos expression
as the immunoblotting results, which is an unexpected result
and unlike previously reported findings (Saito et al., 2020).
However, when the hippocampus was observed in more detail
by immunohistochemistry, the expression of c-Fos increased
in the CA1 and CA3 regions, though not as much as in WT
mice. In particular, the increase of the c-Fos expression in
the CA1 region was significantly higher than in PA footshock
stimulation. These results may have affected contextual fear
conditioning for recent memories. In addition, recent memory
in contextual fear conditioning has been reported to involve
not only the hippocampus but also the striatum (Ikegami et al.,
2014), amygdala, and mPFC. As shown in Figures 6, 7, c-Fos
expression was increased in the BA and mPFC in D1R-mediated
neurotransmission deficits. In this study these results may not
have affected contextual fear conditioning for recent memories
by D1Rs suppression, as similar results were obtained with FC
and PA footshock stimulation. Third, the performance based
on remote memory in contextual fear conditioning was clearly
reduced in the D1R-mediated neurotransmission-deficient state
when compared to performance in control mice and was
reversible such that the performance became equivalent to that
of control mice when the D1R-mediated neurotransmission was
restored (Figures 1, 2). This is consistent with the fact that the
expression of c-Fos in the hippocampus and striatum, and its
upregulation by footshock stimulation, is reversible, and that
it is reduced in the D1R-mediated neurotransmission-deficient
state and becomes comparable to that in control mice when
D1R-mediated neurotransmission is restored (Figures 1, 2, 4,
5, 8). As reported by previous studies (Saito et al., 2020), our
results suggest that D1R-mediated neurotransmission in the
hippocampus and striatum is important for the formation of
remote memories in contextual fear conditioning.

In addition, although it was predicted that the expression
level of SNAP-25 phosphorylation would decrease, similar to
that of c-Fos due to D1R suppression it was found that

SNAP-25 phosphorylation was unexpectedly elevated following
D1R suppression compared to that in WT mice. Increased
stress induces SNAP-25 phosphorylation (Yamamori et al.,
2014). A form of plasticity that induces long-term potentiation
involved in learning and memory mechanisms results in
the phosphorylation of SNAP-25 (Genoud et al., 1999).
However, in this study, D1R-suppressed mice had increased
SNAP-25 phosphorylation levels in all observed regions, even
before electrical stimulation. Phosphorylated SNAP-25 is a
multifunctional protein that plays a role in several processes,
such as neurite extension, regulation of ion channel function,
and regulation of neurotransmitter release (Osen-Sand et al.,
1993; Pozzi et al., 2008). Therefore, this may be mediated by a
mechanism independent of the function of stress-related neurons
(Yamamori et al., 2014). Furthermore, transient overexpression
of SNAP-25 phosphorylation at Ser187 is responsible for its
negative effects on calcium dynamics and provides a negative
feedback mechanism through the inhibition of voltage-gated
calcium channels (Pozzi et al., 2008). Changes in SNAP-25
activity are associated with cognitive deficits found in several
disorders such as attention deficit hyperactivity disorder and
schizophrenia (Mill et al., 2004; Gosso et al., 2006). Knockdown of
SNAP-25 does not affect auditory cued fear memory but reduces
long-term memory performance in context fear conditioning
(Hou et al., 2004). In contrast, overexpression of SNAP-25 in
the dorsal hippocampus reduced the performance of context
fear conditioning (McKee et al., 2010). Furthermore, there was
a significant decrease in SNAP-25 after 12 h of passive avoidance
training (O’Sullivan et al., 2007). Therefore, SNAP-25 expression
during memory formation must be tightly regulated, and
excessive deviations from normal expression levels are thought
to affect cognitive function (McKee et al., 2010). However,
these have not been investigated for SNAP-25 phosphorylation
at Ser187, and they did not mention whether the amount of
phosphorylation affects cognitive function. Considering the effect
of SNAP-25 on long-term memory in the hippocampus, the
decrease in the amount of phosphorylated SNAP-25 before a
new stimulus after the elevated amount before the previous
stimulus and the increase in phosphorylated SNAP-25 after
a new stimulus are considered to be important for memory
formation. In the present study, we found that D1R suppression
increased the amount of SNAP-25 phosphorylated at Ser187
before footshock stimulation, and when D1R expression was
restored, the amount of SNAP-25 phosphorylated at Ser187
decreased to the same level as that in controls. This may be a
result of the prevented downregulation of phosphorylated SNAP-
25 from the previous stimulation-induced increase in the amount
of phosphorylated SNAP-25 during memory formation, leading
to reduced long-term memory in the contextual fear condition.
The lack of post-stimulation increase in phosphorylated SNAP-
25 due to overexpression of phosphorylated SNAP-25 before
stimulation may also contribute to memory decline. SNAP-
25 phosphorylation at Ser187 occurs via protein kinase C
(PKC) (Shimazaki et al., 1996; Nagy et al., 2002). Therefore,
investigating the relationship between SNAP-25 phosphorylation
at Ser187, D1R, and PKC in long-term memory is a subject for
future research.
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In our previous study, we reported that in the passive
avoidance test where mice were conditioned with the same
intensity of footshock as in this study, they showed impairments
in both recent and remote memories (Saito et al., 2020). In
addition, the D1R-mediated neurotransmission deficit had less
effect on the suppression of Arc expression in the hippocampus
and a greater effect on the suppression of Arc expression in
the cerebral cortex. Unlike the contextual fear conditioning test,
the passive avoidance test, which uses the same footshock, may
have affected the recent memory because it depends not only
on the hippocampus but also on multiple regions such as the
striatum, amygdala, and cortices (Lorenzini et al., 1996; Pittenger
et al., 2006; Ortiz et al., 2010; Yao et al., 2021). In the contextual
and auditory cued fear memories examined in this study, mice
were conditioned using three repetitions of the same intensity
of footshock, and their recent memory was comparable to that
of control mice. However, their remote memory of contextual
fear conditioning was impaired. The mice performed as well as
control mice in the recent memory task but were impaired in the
remote memory task following fear conditioning. These results
suggest that the effect of D1R-mediated neurotransmission on
the formation of recent context fear memories may depend on
the upregulation of c-Fos expression by footshock stimulation,
especially in the hippocampal CA1 and CA3 regions, or on the
upregulation of c-Fos expression by footshock stimulation in
other regions such as the striatum, amygdala, and mPFC, or
both. Furthermore, D1R-mediated neurotransmission appears to
be involved from the formation to the fixation of remote memory.
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The lateral prefrontal cortex (LFPC) plays a crucial role in executive function
by adaptively storing behavior-relevant information as working memory. Neural
mechanisms associated with local field potentials (LFPs) may underlie the adaptive
properties of the LFPC. Here, we analyzed how LFPs recorded from the monkey LFPC
are modulated by the crucial factors of a shape manipulation task. In this task, the
test shape is transformed by manipulating a lever to match the size and orientation
of the sample shape. The subject is required to temporarily memorize the rules such
as the arm-movement-manipulation relationship and the sample shape to generate the
sequential behavior of operations. In the present study, we focused on task variables
about shape and rules, and examined among which aspects distinguish the ventral
and dorsal sides of the LFPC. We found that the transformed shape in the sample
period strongly affected the theta and delta waves in the delay period on the ventral
side, while the arm-manipulation assignment influenced the gamma components on the
dorsal side. These findings suggest that area- and frequency-selective LFP modulations
are involved in dynamically recruiting different behavior-relevant information in the LFPC.

Keywords: monkey, lateral prefrontal cortex, shape manipulation task, visual object, behavioral rule, ventral-
lateral distinction, theta-delta wave, gamma wave

INTRODUCTION

The lateral prefrontal cortex (LFPC) plays a crucial role in executive function, i.e., problem
solving and action planning in various environments (Duncan, 2001; Saito et al., 2005; Mushiake
et al., 2006; Tanji et al., 2007; Sakamoto et al., 2008, 2013, 2020b; Tanji and Hoshi, 2008; Katori
et al., 2011; Passingham and Wise, 2012; Fuster, 2015). The LFPC exists at a nodal point of
the hierarchical structure from perception/recognition to behavior/movement (Felleman and Van
Essen, 1991), where information from percepts about the external world to internal behavioral
norms is integrated (e.g., Petrides et al., 2012) and temporarily stored as working memory (Fuster
and Alexander, 1971; Fuster, 1973; Kojima and Goldman-Rakic, 1982, 1984; Funahashi et al.,
1989; Wilson et al., 1993; Miller et al., 1996; Rao et al., 1997; Rainer et al., 1998). The coding
of information in the LFPC is expected to be flexible depending on the environmental demand
(Duncan, 2001), although the neural mechanism underlying flexible recruitment of behaviorally
relevant information has not yet been fully elucidated.

Frontiers in Behavioral Neuroscience | www.frontiersin.org 1 May 2022 | Volume 16 | Article 75083298

https://www.frontiersin.org/journals/behavioral-neuroscience
https://www.frontiersin.org/journals/behavioral-neuroscience#editorial-board
https://www.frontiersin.org/journals/behavioral-neuroscience#editorial-board
https://doi.org/10.3389/fnbeh.2022.750832
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fnbeh.2022.750832
http://crossmark.crossref.org/dialog/?doi=10.3389/fnbeh.2022.750832&domain=pdf&date_stamp=2022-05-13
https://www.frontiersin.org/articles/10.3389/fnbeh.2022.750832/full
https://www.frontiersin.org/journals/behavioral-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/behavioral-neuroscience#articles


fnbeh-16-750832 May 13, 2022 Time: 10:2 # 2

Sakamoto et al. LFP Modulations in Monkey Prefrontal Cortex

Local field potentials (LFPs) are potentials with a relatively
low frequency component that are recorded extracellularly in the
brain. In recent years, they have received much attention for their
roles in flexible and context-dependent information transmission
in the brain (Akam and Kullmann, 2014). Such flexibility is also
thought to be associated with adaptive information processing
in the LFPC. Indeed, specific frequency changes dependent on
task event and task content have been reported in the LFPC of
macaque monkeys (Buschman et al., 2012; Sakamoto et al., 2015,
2020a; Lundqvist et al., 2016; Wimmer et al., 2016; Ma et al., 2018;
Wutz et al., 2018; Dezfouli et al., 2021). All of these suggest that
different frequency components make different contributions to
different aspects of LFPC function.

The LFPC is anatomically distinguished into ventral and
dorsal sides. The ventral side has connections with the
orbitofrontal cortex and the temporal lobe known to be
involved in object recognition, while the dorsal side has mutual
interactions with the parietal lobe involved in spatial perception
and the medial frontal lobe involved in internal states (Petrides
and Pandya, 1994; Averbeck and Seo, 2008; Yetarian et al.,
2012). Consistent with these anatomical backgrounds, neuronal
activities reflecting visual objects themselves or the information
they contain have been reported from the ventral LFPC of
monkeys (Wilson et al., 1993; Ninokura et al., 2004), while
the dorsal region is involved in the retrieval of task-related
information and its manipulation for action planning and
execution (Hoshi and Tanji, 2004; Ninokura et al., 2004).
Although there have been reports on LFPs in the LFPC, there are
only a few studies of LFPs that distinguished between the ventral
and dorsal sides (Wutz et al., 2018; Sakamoto et al., 2020a). It
remains to be investigated how the functional differentiation of
the LFPC corresponds to the dynamic properties of LFPs.

Here, we analyzed how LFPs recorded from the monkey LFPC
are modulated by the important factors of a shape manipulation
task. In this task, the test shape is transformed by manipulating
a lever to match the size and orientation of the sample shape
(Figure 1A; Sakamoto et al., 2015, 2020a). The subject is required
to temporarily memorize the rules, such as the arm-movement-
manipulation relationship and the sample shape, to generate the
sequential behavior of the operations. In a previous study that
analyzed the overall time-frequency trend, we found that the
ventral and dorsal sides could be distinguished based on theta
and gamma wave features (Sakamoto et al., 2020a). Hence, in
the present study, we focused on these frequency ranges and
memories of shape and rules, and examined their changes in
different time periods of the task to functionally distinguish the
ventral and dorsal sides.

MATERIALS AND METHODS

Subjects
Two male Japanese monkeys (Macaca fuscata) weighing 9.0 kg
(Monkey 1) and 8.5 kg (Monkey 2) were used in the present
experiment. These monkeys had previously participated in
published studies (Sakamoto et al., 2015, 2020a). All experimental
protocols were approved by the Animal Care and Use Committee

FIGURE 1 | Shape manipulation task. (A) The time-course of one trial. In this
case, a shape with standard size and upward orientation was presented in the
sample period, while the transformed shape was presented in the test period
(standard version). (B) In this case, the transformed shape was presented in
the sample period. (C) The types of the presented shapes. An isosceles or
right triangle was used. (D) The local features of the presented shapes. Sharp
or round corners were used. (E) Assignments between arm movements and
manipulation of the shape. (F) In this case, the contour of the sample shape
was presented in the test period (visual). The subject can recognize the
transformation between the sample cue and the test cue visually, i.e., without
memory. (G) Illustration of the composition of the trial blocks.

of Tohoku University (Permit # 20MeA-2), and all animal
protocols conformed with the National Institutes of Health
Guidelines for the Care and Use of Laboratory Animals, as well
as with the recommendations of the Weatherall Report.

Behavioral Task
The monkeys were trained to perform a shape manipulation task
(Figure 1A). The goal was to fit the test shape to the sample
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shape during a trial. First, a green fixation spot appeared on the
screen (initial hold period) before a sample shape was displayed
for 1 ± 0.2 s (sample period). Then, after a 1 ± 0.2 s interval
(delay period), a test shape that was homothetic to the sample
shape but transformed (i.e., expanded/contracted and rotated)
was displayed for 1 ± 0.2 s (test period). Subsequently, the color
of the fixation point was changed to yellow; this served as a
go signal to initiate the first-step movement (first go). Then
the monkey was required to execute a movement within the
time window of 2 s and wait until the second go signal (second
go) appeared. When the monkey completed one movement, the
fixation point returned to green and a change in color to yellow
was used as a go signal again. At each go signal, the monkeys
were allowed to make a single one-arm movement and were
also permitted to perform any number of steps if a movement
was executed within the time window. When the test shape was
successfully transformed to fit the sample shape, the fixation
point turned red and the monkeys were rewarded with a drop
of an isotonic drink. Each trial was set to require at least two
steps to be rewarded.

There are two types of trials: standard trials, in which a
shape of standard size and orientation is presented during the
sample period, and inverse trials, in which the standard shape
is presented during the test period (Figure 1B). By presenting
the standard and inverse trials in the same proportion randomly,
the animals were forced to plan their sequential behavior by
comparing the shapes of the sample and test periods. Thereby,
the animals had to remember the shape of the sample period. In
addition to these two types, trials in which the same arm was used
for the first and second steps were conducted (same arm twice
trials). For instance, two rotation operations using the same arm
were required in the trial where the shapes in the sample and test
phases were oriented 90 degrees to one another. By mixing the
same arm twice trials from time to time, it is possible to avoid
the situation in which the arm to be used for the second step was
automatically decided once the first step was decided.

In each trial, a single shape was randomly selected from a set of
shapes. We used two types of shapes, isosceles and right triangles
(Figure 1C), and two types of local features, sharp and rounded
corners (Figure 1D); i.e., four shape-specific attributes.

The shape manipulations were linked to the movements of
two manipulanda installed on the chair and operated with the
right or left wrist. To dissociate movements of the arms from
manipulative operations of the test shape, the monkeys were
trained to perform the task with two different arm-manipulation
assignments (Figure 1E). For the first cursor assignment (assign
1), left-arm supination and pronation controlled expansion
(double the area) and contraction (half the area), respectively, of
the test shape and right-arm supination and pronation controlled
rightward (–45◦) and leftward rotation (45◦), respectively, of the
test shape. For the second cursor assignment (assign 2), left-arm
supination, left-arm pronation, right-arm supination, and right-
arm pronation were assigned to leftward rotation, rightward
rotation, contraction, and expansion, respectively.

In this task, we used a correction method. The task conditions
of incorrect or non-minimal step trials were repeated until the
correct answer was obtained in the minimal step trial (two steps).

The arm-movement assignment described above was switched
for each of the 68 minimal step trials. In the first half of each 68-
trial block (34 trials), the contour of the sample cue was displayed
during the test cue period (visually guided task: Figure 1F),
whereas the contour was not displayed in the latter half (memory-
guided task, 34 trials). Each block of 34 trials contained 16
standard and inverse trials, and 2 same arm twice trials. Within
a block, each condition was presented pseudo-randomly. These
trial blocks were executed in the order shown in Figure 1G.

Electrophysiological Recordings
The surgical procedure used in the present study has previously
been described (Sakamoto et al., 2008, 2015). Following surgery,
cortical sulci were identified using a magnetic resonance
imaging scanner (OPART 3D-System; Toshiba, Tokyo, Japan)
and by mapping single-unit activities that were recorded using
conventional metal electrodes. The recording areas in this study
is involved in are in the left hemisphere as indicated in Figure 2A.

All electrophysiological recordings were performed using
linear array multi-contact electrodes (U-Probe; Plexon Inc.,
Dallas, TX, United States) that contained 15 recording contacts
(impedance: 0.3–1.3 M� at 1 kHz) with an inter-contact spacing
of 150 or 200 µm. The electrode was penetrated with a fixed angle
almost perpendicular to the cortical surface except for the regions
near the principal sulcus. A guide needle was used to introduce
the electrode and once the electrode reached the dura mater,
advancement of the guide needle was stopped so the electrode
could be inserted into the cortex; each electrode was precisely
positioned. The electrodes were lowered until the multi-unit
activity that was initially encountered through the bottommost
contact (ch. 15) was detected through the top contact (ch. 1).
Signals from the electrode were collected using a data acquisition
system (Neuralynx, Bozeman, MT, United States) and LFPs and
spikes were obtained by band-pass filtering the raw signal from
0.1 to 475 Hz and from 600 Hz to 6 kHz, respectively.

In the following analyses, LFPs recorded from the bottommost
contact were used because of the small variability of the spectral
patterns compared to those from the upper layers.

Data Analysis
The data from all trials were included in the present analyses.
LFPs during the 4 s of the preparatory period were transformed
into small time-frequency regions of 0.05-octave and 1/1,240 s
using Morlet wavelets with the center frequencies of the kernels
ranging from 1 to 256 Hz. The percentages of energy for
each transform coefficient were obtained at each moment
and averaged across trials to obtain a time-frequency LFP
spectrogram for each recording site. In addition, an overall LFP
spectrum was obtained by averaging across time and subtracting
from the spectrum at each time of the LFP spectrogram. The
values were normalized to the standard deviation (SD) at each
frequency to yield a normalized LFP spectrogram (Figure 2B).

The normalized LFP spectrum was coarse-grained into 100 ms
to 0.35 octave time-frequency domains (Figure 2C) and divided
into six frequency ranges: delta (1–3 Hz), theta (3–7 Hz), alpha
(7–14 Hz), beta (14–30 Hz), lower gamma (30–60 Hz), and higher
gamma (60–120 Hz). The time intervals for analysis were 1 s

Frontiers in Behavioral Neuroscience | www.frontiersin.org 3 May 2022 | Volume 16 | Article 750832100

https://www.frontiersin.org/journals/behavioral-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/behavioral-neuroscience#articles


fnbeh-16-750832 May 13, 2022 Time: 10:2 # 4

Sakamoto et al. LFP Modulations in Monkey Prefrontal Cortex

FIGURE 2 | Recording and analysis of LFPs. (A) Recording sites. PS, principal sulcus; AS, arcuate sulcus. A circle represents a recording site. The grid interval is
1 mm. (B) Example of the time-frequency spectrum averaged across all trials. Same site as in Figure 3 (left column). (C) The coarse-grained time-frequency
spectrum obtained from (B). (D) An example of the results of stepwise regression analysis for the data shown in Figure 4 (left column). “1” Represent the
time-frequency region that provided a significant model including the predictor variable of interest. To avoid multi-comparison problems, isolated regions (blue) were
excluded.
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before and after the sample stimulus onset and 1 s before and
after the test stimulus onset; i.e., 4 s of the preparatory period (see
Figure 1A). Therefore, the data from each frequency included
3× 40 time-frequency domains (Figure 2C).

We executed a stepwise linear-regression analysis of the LFP
data for each explanatory factor or predictor variable. The
analysis was done for each time-frequency domain mentioned
above. We used the “stepwiselm” function of MATLAB, and
started from “constant,” using the “see” criterion. That is, the
criterion to add or remove predictor variables was p-value for
an F-test of the change in the sum of squared error by adding
or removing the term. We used these options because these
provided the strictest results. The p-values used were the defaults:
0.05 for addition and 0.10 for removal. We excluded interaction
terms from the analysis for simplicity.

The predictor variables in the stepwise linear regression
analysis included the following. For transformed shapes, there
were four variables: size of the shape in the sample period
(Transformed Shape in Sample Scale), rotation of the shape in
the sample period (Transformed Shape in Sample Rotation),
size of the shape in the test period (Transformed Shape in Test
Scale), and rotation of the shape in the test period (Transformed
Shape in Test Rotation). As for shape-specific attributes, we
considered the type of shape (i.e., Shape-Specific Attributes
Isosceles or Right Angle) (Figure 1C) as well as the type of feature
(i.e., Shape-Specific Attributes Round or Sharp) (Figure 1D).
The two variables related to the rules of the task were the
assignment between the arm-movements and the operation of
shape manipulation (Assignment: Figure 1E), and the distinction
between memory-guided and visually guided (Visual or Memory:
Figure 1F). We focus our discussion on these shape- and rule-
related variables. The other three variables of animal performance
are the distinction between correct and incorrect trials (Correct
or Error), the distinction between minimal-step and non-
minimal step correct trials (Minimal Steps), and whether the
previous trial was an error/non-minimal step trial, i.e., whether
the same condition as in the previous trial is repeated (Repeated
Trial). For the task structure, there are two variables: whether
the standard shape is presented in the sample or test phase
(Normal or Inverse, Figure 2F), and whether the same arm is
required to be used in both the first and second steps (Same
Arm Twice Trial). In addition, we used four variables for each
of the operations performed on the first and second steps
(Manipulation in Step 1 Expansion or Contraction, Manipulation
in Step 1 Leftward or Rightward, Manipulation in Step 2
Expansion or Contraction, and Manipulation in Step 2 Leftward
or Rightward). Similarly, there were a total of four variables for
arm movements in the two steps, including which arm was used
and whether the movement was supination or pronation (Arm
Movement in Step 1 Left Arm or Right Arm, Arm Movement in
Step 1 Pronation or Supination, Arm Movement in Step 2 Left
Arm or Right Arm, and Arm Movement in Step 2 Pronation
or Supination). Variables were also used for the presence or
absence of action at each step (Action in Step 1, and Action
in Step 2). In total, 23 factors were used in the stepwise linear
regression analysis. Table 1 lists the correlations among these
predictor variables.

To detect the time-frequency domains of significant
time-frequency modulation (STFM), we first extracted the
domains that provided a model with a significance level of
p = 0.0001 in the above stepwise regression analysis. However,
to avoid multiple comparisons given the number of cases
is 6 × 3 × 40 × 23 = 16,560, we did not consider isolated
time-frequency regions (blue regions in Figure 2D). Namely,
time-frequency domains that provided significant models
including the identical factor of interest in consecutive time and
frequency regions (yellow regions in Figure 2D) were considered
a domain of STFM. The significance of the time-frequency region
taken in this way was 0.0001 × (1 – 0.99998) × 16,560 = 0.0013,
indicating that a predictor variable that is significant in the
time-frequency domain is sufficiently reliable.

RESULTS

The two monkeys exhibited high performance in the shape
manipulation task (Sakamoto et al., 2012). We analyzed their
behavioral performance during the shape manipulation task with
minimal steps. In particular, we examined the reaction times
(RTs) during 5 days of the training session. On average, Monkeys
1 and 2 performed 2,173 and 1,756 trials per day, respectively.
Their success rates were 90% and 99%, and their minimum-
step (two-step) success rates were 89% and 89%, respectively.
The mean RTs for the first and second steps of the successful
minimum-step trials were as follows: Monkey 1: 459 ± 257 ms
(1st step), 510± 268 ms (2nd step); Monkey 2: 776± 264 ms (1st
step), 684± 213 ms (2nd step).

Local field potentials were recorded from the dorsal and
ventral sides of the principal sulcus of the left hemisphere of the
LFPC during a shape manipulation task (Monkey 1, 32 locations;
Monkey 2, 10 locations; Figure 2A), and their time-frequency
modulations were analyzed by stepwise regression analysis.
Although all task factors were used in the analysis as predictor
variables, we focused on the two categories of factors related to
presented shape and behavioral rules. In addition, because in a
previous study (Sakamoto et al., 2020a) task-phase-dependent
modulations of the theta and lower gamma components were well
distinguished between the dorsal and ventral sides, we mainly
discuss these frequency components below.

Representative examples from the ventral LFPC of the
two monkeys are shown in Figure 3. In these examples, the
predictor variable relevant to action planning, Transformed
Shape in Sample (i.e., whether the sample shape is large or
small in the sample period) appears to be reflected in the
theta modulation during the delay period. Figures 3A,B show
the differential time-frequency spectra between the cases in
which the sample shape was large and small. From these,
a large difference in low-frequency components during the
delay period are observed in common. To confirm this,
the raw LFP waveforms (Supplementary Figure 1, top)
were filtered in the frequency range of interest to obtain
their upper envelopes (Supplementary Figure 1, middle and
bottom). In the averaged upper envelopes of these examples,
persistent significant differences were observed in the theta
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TABLE 1 | Correlations between predictor variables during the recording session of the example shown in Figure 3 left column.

A VM CE MS RT SSAIRA SSARS NI SATT TSSS TSSR TSTS TSTR MS1EC MS1LR MS2EC MS2LR AMS1LR AMS1PS AMS2LR AMS2PS AS1 AS2

Assignment (A) 1.000 0.056 0.063 0.031 0.003 0.022 –0.034 –0.016 –0.071 0.064 –0.031 0.026 –0.122 –0.430 0.126 0.338 –0.018 –0.055 –0.102 0.047 0.048 – 0.113

Visual or Memory (VM) 1.000 –0.093 –0.077 0.157 –0.028 –0.033 –0.023 –0.126 0.067 0.064 –0.084 –0.107 0.041 –0.090 0.028 0.217 0.046 –0.070 –0.165 0.062 – –0.100

Correct or Error (CE) 1.000 0.511 0.088 0.010 0.103 –0.027 –0.019 0.101 –0.114 –0.013 0.005 0.075 0.007 0.050 –0.021 –0.141 0.027 0.222 –0.010 – 0.491

Minimal Steps (MS) 1.000 0.172 –0.092 0.033 –0.154 –0.338 0.108 –0.050 0.064 –0.122 0.017 0.042 0.112 0.028 –0.008 0.049 0.241 –0.151 – 0.251

Repeated Trial (RT) 1.000 0.033 –0.072 0.104 0.155 –0.073 0.144 –0.025 0.037 0.025 0.036 –0.042 0.048 0.138 –0.210 –0.120 0.140 – 0.043

Shape-Specific Attribute
Isosceles or Right Angle
(SSAIRA)

1.000 0.002 0.089 0.122 –0.045 –0.078 –0.086 0.055 0.063 –0.148 –0.039 0.062 0.030 0.057 –0.035 0.064 – 0.005

Shape-Specific Attribute
Round or Sharp (SSARS)

1.000 0.040 0.071 0.014 –0.048 –0.107 0.009 0.140 –0.019 –0.024 0.018 0.007 –0.024 0.047 0.125 – 0.105

Normal or Inverse (NI) 1.000 0.293 –0.041 –0.014 –0.017 0.086 –0.014 –0.092 0.032 –0.039 0.077 –0.013 –0.095 0.077 – 0.014

Same Arm Twice Trial
(SATT)

1.000 –0.010 –0.177 –0.115 0.180 0.101 –0.111 –0.033 –0.077 –0.055 –0.025 –0.020 0.205 – 0.036

Transformed Shape in
Sample Scale (TSSS)

1.000 –0.126 0.008 –0.031 0.309 –0.114 0.367 0.159 –0.417 –0.150 0.329 –0.047 – 0.068

Transformed Shape in
Sample Rotation (TSSR)

1.000 0.031 –0.010 0.010 0.364 –0.106 0.334 –0.002 –0.061 –0.047 0.061 – –0.074

Transformed Shape in
Test Scale (TSTS)

1.000 0.012 –0.433 0.089 –0.322 –0.188 0.423 –0.021 –0.346 –0.127 – 0.069

Transformed Shape in
Test Rotation (TSTR)

1.000 –0.015 –0.397 –0.013 –0.387 0.060 0.068 –0.072 –0.051 – –0.072

Manipulation in Step 1
Expansion or Contraction
(MS1EC)

1.000 –0.371 –0.199 0.388 –0.331 0.196 0.329 0.314 – –0.055

Manipulation in Step 1
Leftward or Rightward
(MS1LR)

1.000 0.071 –0.246 –0.070 –0.077 0.040 –0.053 – –0.058

Manipulation in Step 2
Expansion or Contraction
(MS2EC)

1.000 –0.273 –0.377 –0.253 0.356 –0.211 – 0.058

Manipulation in Step 2
Leftward or Rightward
(MS2LR)

1.000 –0.078 0.013 0.000 0.160 – 0.057

Arm Movement in Step 1
Left Arm or Right Arm
(AMS1LR)

1.000 –0.038 –0.807 –0.226 – –0.014

Arm Movement in Step 1
Pronation or Supination
(AMS1PS)

1.000 0.076 0.160 – 0.043

Arm Movement in Step 2
Left Arm or Right Arm
(AMS2LR)

1.000 0.148 – 0.109

Arm Movement in Step 2
Pronation or Supination
(AMS2PS)

1.000 – 0.081

Action in Step 1 (AS1) – –

Action in Step 2 (AS2) 1.000
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FIGURE 3 | Typical examples from the ventral side of the LFPC in the two monkeys. The left column was obtained from the site with coordinates (AP 34, DV –25);
i.e., 34 and –25 mm in the anterior-posterior and dorsal-ventral axes, respectively, while the right column is from (AP 32, DV –21). (A,B) The difference in the
time-frequency spectra between large and small sizes of the shape presented in the sample period. (C,D) The mean upper envelopes of lower-gamma (top) and
theta (bottom) waves sorted based on the sample-shape scale factor. (E–J) The mean upper envelopes sorted based on variables of shape-specific attributes (E,F),
assignment (G,H), and visual or memory (I,J). The scales for the mean upper envelopes were identical in each column. Small bars in each mean upper envelope plot
indicate the time regions showing significant differences (p < 0.005) in three consecutive time bins.

range during the delay period when the sample shape was large
(p = 1.3 × 10−7 at the largest difference, t-test: Figure 3C,
bottom; p = 0.0020 at the largest difference, t-test: Figure 3D,

bottom). Similar increases during the delay period were found
for the delta range as well, but were not significantly greater
in these cases (p = 0.048 at the largest difference, t-test:
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Supplementary Figure 2C, bottom; p = 0.026 at the largest
difference, t-test: Supplementary Figure 2D, bottom). Large
and clear differences in theta waves during the delay period
shown above were not recognized in cases of rule-related
predictor variables (Assignment, Figures 3G,H, bottom; Visual
or Memory, Figures 3I,J, bottom) or the other shape-related
variable, Shape Specific Attribute, which was not relevant
to action planning (Figures 3E,F, bottom). In terms of the
delta range, consistent modulations between the two examples
were not seen, although some predictor variables exhibited
significant modulations (Supplementary Figures 2E–J, bottom).
This observation implies that theta and delta waves do not always
show consistent modulations. Similarly, these two examples did
not have common predictive variables causing many significant
modulations in the lower and higher gamma ranges, although the
numbers slightly differ depending on the variables (Figures 3C–J
top, Supplementary Figures 2C–J top).

Typical examples of the dorsal side provide a different
impression than the ones above. Differences in higher frequency
ranges over the entire preparatory period in the differential
spectra for Assignment, the rule the monkeys have to keep in
mind during a certain trial block (Figures 4A,B), were observed.
As in Figure 3, to observe this impression in detail, we obtained
averaged upper envelopes, and examined the modulations in each
predictor variable and frequency range of interest. As can be seen
in Figures 4G,H (top), the lower gamma range exhibited frequent
significant differences due to the predictor variable Assignment.
In contrast to the ventral side, we did not recognize striking
features common to the two examples in the gamma ranges
(Figures 4C–J and Supplementary Figures 3C–J, top) for other
predictor variables including another rule-related variable, Visual
or Memory, which seems less burdensome to memorize than
Assignment. In the low frequency ranges, the delta range showed
slight modulation related to the task event, but not specific to any
particular predictor variable. For the theta range, it did not show
non-specific modulation in the initial hold and delay periods
as seen in the ventral side (Figures 4C–J, bottom), except for
significant differences that appeared intermittently in the right
column examples only (Figures 4D,F,J, bottom). The examples
shown in Figures 3, 4 suggest that task-dependent modulations
of LFPs can distinguish the ventral side from the dorsal side.
Task-relevant shape information, especially Transformed Shape
in Sample Scale, was reflected in LFPs in the theta and lower
frequency bands during the delay period on the ventral side while
Assignment, the rule to be kept in mind, influenced the overall
increase in gamma waves on the dorsal side.

Among the shape- and rule-related predictor variables,
Transformed Shape in Sample Scale variable had a prominent
number of domains exhibiting STFM, followed by Assignment
(Supplementary Figure 4A). Each of the other shape- and rule
related predictor variables, such as Transformed Shape in Test,
which had not been expected to cause LFP modulations during
the preparatory period, and Shape-Specific Attribute Round or
Sharp, which is not relevant to task execution, had a small
number of STFM domains and no characteristic frequency
distribution (Supplementary Figures 4C,D). Therefore, the

following discussion will focus primarily on Transformed Shape
in Sample and Assignment.

Local field potentials modulation by Transformed Shape in
Sample was common in the lower frequency range (Figures 5A,B
and Supplementary Figure 4B), while STFM by Assignment
was seen mainly in higher frequencies (Figures 5A,C). The
percentages of the counts of the STFM domains exhibiting along
the frequency range are shown in Figure 5A. In the percentage
distribution of STFM domains for all predictor variables
(n = 1,923; Figure 5A, dashed gray line), the proportions in
the low-frequency (theta and delta) and high-frequency (higher
and lower gamma) regions were high, and those in the mid-
frequency (beta and alpha) region were low. The Transformed
Shape in Sample: Scale trend was significantly emphasized in the
low-frequency region compared to the above-mentioned total
distribution (theta: p = 0.043; delta: p = 0.00086, binomial test:
Figure 5A, red line). By contrast, for Assignment, the distribution
in the high-frequency region, particularly in the lower gamma
region, was more pronounced (p = 3.1 × 10−5, binomial test:
Figure 5A, blue line). The frequency distribution of the counts
of STFM by Transformed Shape in Sample Scale was higher
in the low frequency region than expected from the percentage
distribution of Shape-Specific Attributes (theta: p = 0.013; delta:
p = 0.00010, binomial test: Figure 5B). On the other hand, the
counts of STFM by Transformed Shape in Sample Scale were
prominent only in the delta range (Supplementary Figure 4B).
By contrast, the counts of STFM for Assignment were higher in
the high frequency range compared to the expected values from
Visual or Memory (higher gamma: p = 3.4× 10−8; lower gamma:
p = 8.9× 10−5, binomial test: Figure 5C).

The time distribution of the counts of STFM, obtained
using a sliding time-window of 500 ms to sum, also contrasted
between these two predictor variables (Figures 5D,E and
Supplementary Figure 5). As for Transformed Shape in Sample
Scale, gamma modulations counts exceeded that of theta-delta
modulations in the initial hold (n = 15, p = 0.0012, binomial
test) and test periods (n = 16, p = 1.5 × 10−5, binomial test),
but the theta-delta modulations increased compared with the
gamma modulations in the delay period (n = 70, p = 5.6× 10−19,
binomial test: Figure 5D). The excess of gamma modulations
in the initial hold and test periods appear to be primarily due
to the high gamma range (Supplementary Figure 5A), while
both the theta and delta range exhibited a consistent increase in
STFM counts in the delay period (Supplementary Figure 5B).
On the other hand, the gamma modulations by Assignment were
maximal in the early sample presentation period compared with
the theta-delta range (n = 14, p = 0.00049, binomial test), but
had other significant peaks in the delay (n = 13, p = 0.00092,
binomial test) and test periods (n = 8, p = 0.0039, binomial test),
and even started to increase from the late initial hold period
(Figure 5E). This overall increase in STFM counts in the gamma
range during the preparatory period cannot be clearly attributed
to either higher or lower gamma (Supplementary Figure 5C).
For the lower frequency range, the STFM counts of delta, but not
theta, increased during the test period, although not significantly
(Supplementary Figure 5D).
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FIGURE 4 | Typical examples from the dorsal side of the LFPC in Monkeys 1 (left column: AP 37, DV -17) and 2 (right column: AP 36, DV -17). (A,B) Differences of
the time-frequency spectra between assign 1 and assign 2. (C–J) Same as the corresponding plots in Figure 3. The scales for the mean upper envelopes are
identical in each column. Small bars in each mean upper envelope plot indicate the time regions of significant differences (p < 0.005) in three consecutive time bins.

Spatial distributions of the STFM counts were also
distinguishable between these two predictors. Transformed
Shape in Sample Scale had many STFM counts in the theta-delta
range on the ventral side of the recorded area (Figure 5F) while
for Assignment, the STFM counts in the dominant gamma and
theta-delta ranges were biased to the dorsal side (Figure 5G).
The spatial distributions shown in Figures 5F,G were tested

using the Wilcoxon rank sum test. As shown in Table 2, the
theta-delta distributions of Transformed Shape in Sample Scale
are significantly biased to the ventral side compared to both the
theta-delta and gamma distributions of Assignment. The gamma
and theta-delta distributions of Transformed Shape in Sample
Scale were also distinguished along the anterior-posterior axis.
These spatial biases were observed consistently in both monkeys.
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FIGURE 5 | Comparisons between the influence of shape- and rule-related predictor variables on LFP modulations. (A) The frequency distributions of the
proportions of STFMs for Transformed Shape in Sample Scale (B), Assignment, and all variables (n = 23). (B,C) The frequency distributions of the count of STFMs
for Transformed Shape in Sample Scale (B) and Assignment (C) compared to each control. ∗p < 0.05, ∗∗∗p < 0.001. (D,E) Time-developments of the counts of
STFMs for the lower gamma and theta ranges. Transformed Shape in Sample Scale (D) and Assignment (E). +p < 0.005, ++p < 0.001, +++p < 0.0001. (F) Spatial
distributions of the STFMs of gamma (top) and theta-delta (bottom) ranges for Transformed Shape in Sample Scale during the delay period. The largest circle
represents n = 33. (G) Same plots for Assignment. Counts are the summation of the entire preparatory period. The largest circle represents n = 27.
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TABLE 2 | Wilcoxon rank-sum test between the STFM distributions shown in Figures 5F,G.

Medial vs. Lateral (Monkey1)

Transformed shape in sample scale Assignment

Lower + higher gamma Theta + delta Lower + higher gamma Theta + delta

Transformed shape in sample-scale Lower + higher gamma p = 0.065 0.08 0.39

Theta + delta 0.00000032 0.00000015

Assignment Lower + higher gamma 0.16

Theta + delta

Medial vs. Lateral (Monkey2)

Transformed shape in sample scale Assignment

Lower + higher gamma Theta + delta Lower + higher gamma Theta + delta

Transformed shape in sample scale Lower + higher gamma p = 0.0412 0.0571 0.13

Theta + delta 0.00032 0.0025

Assignment Lower + higher gamma 1.0

Theta + delta

Anterior vs. Posterior (Monkey1)

Transformed shape in sample scale Assignment

Lower + higher gamma Theta + delta Lower + higher gamma Theta + delta

Transformed shape in sample scale Lower + higher gamma p = 0.0021 0.42 0.08

Theta + delta 0.040 0.85

Assignment Lower + higher gamma 0.35

Theta + delta

Anterior vs. Posterior (Monkey2)

Transformed shape in Sample Scale Assignment

Lower + higher gamma Theta + delta Lower + higher gamma Theta + delta

Transformed shape in Sample Scale Lower + higher gamma p = 0.0046 0.17 0.80

Theta + delta 0.0015 0.013

Assignment Lower + higher gamma 0.6

In the theta-delta map of Transformed Shape in Sample Scale,
STFM counts are seen just above the principal sulcus. However,
as long as they are not far from the principal sulcus, they are
considered to have been obtained from the ventral LFPC. The
LFP data analyzed in this study were obtained from the bottom-
most contact (ch.15) of a U-probe. When the U-probe penetrated
the convex or the cortex almost perpendicularly to its surface,
the time-frequency spectra of LFPs was similar across all contacts
(Supplementary Figure 6). By contrast, when it was inserted into
a site dorsal to the principal sulcus, the spectra changed largely
along the U-probe shank (Supplementary Figure 7). Taking
into consideration that the principal sulcus runs in the medial
direction (Paxinos et al., 1999; Sakamoto et al., 2015), the LFPs
obtained from the lower contacts were expected to be located
in the ventral bank of the principal sulcus. This dorsal-ventral
distinction was not prominent in other predictive variables in
this study (Supplementary Figure 8). For Transformed Shape
in Sample Rotation, a significant number of STFM can be seen

in the ventral side. However, some STFM counts were also seen
in the dorsal side (Supplementary Figure 8A). The variable
Shape-Specific Attribute Isosceles or Right Angle provided
scattered distributions in both sides of the principal sulcus
(Supplementary Figure 8B). Distribution of the rule-related
variable Visual or Memory appeared biased to the dorsal side,
although this unclear when compared to Assignment.

DISCUSSION

We recorded LFPs from the monkey LFPC during a shape
manipulation task and analyzed its task-dependent modulations
through wavelet analysis and stepwise regression analysis. Here,
we mainly focused on shape- and rule-related task variables
(Sakamoto et al., 2020a), and found that the transformed
shape in the sample period strongly affected the theta and
delta waves in the delay period on the ventral side, and the
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arm-manipulation assignment influenced gamma components
on the dorsal side.

Our results are sufficiently reliable for the following reasons.
First, we analyzed LFPs recorded from the bottommost contacts
of multi-contact electrodes, and the characteristic task-related
LFP modulations at each recording site were consistent, at least
at adjacent sites (Supplementary Figures 6, 7). Second, using
stepwise regression analysis to generate the best explanatory
model from all predictor variables, we were able to avoid spurious
models; the difference wavelet spectrum for the Assignment
variable shown in Figure 4A (left column) shows that differences
in the gamma and beta ranges are emphasized. If we had
performed a simple regression analysis with each single predictor
variable for such data, it would have indicated Assignment as
a significant predictor variable for beta waves as well. However,
because of the stepwise regression analysis, it was clear that this
beta component reflects a trial that repeats the same conditions
as the previous trial.

The preponderance of LFP modulations by shape-related
information on the ventral side in our results was consistent
with previous findings. With respect to visual shape-related
processing, the ventral LFPC is anatomically characterized by
reciprocal connections with the inferior temporal (IT) cortex
(Ungerleider et al., 1989; Webster et al., 1994). Reflecting this,
neuronal activities related to visual shape have been reported
(Ninokura et al., 2004), including activities in delay period
(Wilson et al., 1993; Freedman et al., 2002, 2003). In the delayed
matching-to-category task of Freedman et al. (2002, 2003),
monkeys were required to forcibly categorize an intermediate
sample shape obtained by morphing to one of two test shapes
presented after delay. During this task, unit activities influenced
by the continuous changes of shape-specific attributes were
observed in the IT cortex, while activities reflecting the task
requirement, i.e., two-choice categorization during the delay
period were seen in the ventral LFPC. These delayed activities
may be involved not only in retention of sample information, but
also in anticipation or recall of upcoming test stimuli. This aspect
of anticipation or recall is also common to the pair-association
memory task that has long been used to study the IT cortex (Sakai
and Miyashita, 1991). Recently, it has been reported that, during
this task, LFP theta waves are generated in the temporal lobe
(Koyano et al., 2016; Nakahara et al., 2016). Especially, Koyano
et al. (2016) showed that through the processing triggered by
a sample stimulus within the cortical six-layer neural circuit,
spiking activities reflecting the association of the upcoming test
stimulus are generated in the output layer or layer 6, and that
these cellular activities are synchronized to the LFP theta rhythm.
Considering these findings, the theta waves observed in the
ventral LFPC in this study are likely involved in anticipating
the upcoming test stimulus as well as retaining the task-relevant
shape information of the sample stimulus although interactions
with the IT cortex.

As discussed above, predictor variables more relevant to
planning and executing the shape manipulation task appear to
cause more LFP modulations. In the present study, the shape
transformation information during the sample period, which
is directly related to behavioral planning, resulted in more

STFM domains than the variables of shape-specific attributes.
Moreover, among shape-specific attributes, the macroscopic
feature isosceles or right triangles (Figure 2B) had more STFM
domains than the microscopic feature round or sharp corners
(Figure 2C), which presumably reflects the importance of
recognizing macroscopic features as a basis for understanding
the transformation between sample and test shapes. These
observations suggest that LFPs play an important role in adaptive
coding in the prefrontal cortex (Duncan, 2001). Furthermore, the
fact that the task-relevant information needed to be retained in
working memory in our task and the theta modulation during
the delay period was correlated with this behavioral demand
is consistent with previous studies suggesting that task-relevant
information in the prefrontal short-term memory is stored
through theta-range synchronization with other cortical areas
(Liebe et al., 2012).

It remains unclear why, among the variables for shape
transformation information during the sample period,
rotation exhibited fewer STFM domains than scale
(Supplementary Figure 4A). The scattered spatial distribution
of STFM domains for rotation during the sample period
(Supplementary Figure 8A) may indicate that the working
memory for rotation could be stored in a distributed manner, i.e.,
in both the ventral and dorsal sides. Given the involvement of
the dorsal side in spatial working memory, the above observation
may imply that the monkeys memorize the rotation information
not only as shape transformation but also as the spatial location
of particular features of the shape.

The theta-range properties described above were similarly
observed in delta waves. While delta waves are widespread in
the brain during slow-wave sleep, delta-range synchronization
between cortical areas associated with decision making has been
reported in awake monkeys (Nácher et al., 2013). Given that
information held in working memory is used to make behavioral
decisions in our task, the enhanced delta waves seen in the present
study may also be involved in decision-making and its associated
communication with other brain areas.

More LFPs were modulated by assignment in the dorsal side,
which is consistent with the neuronal activity reflecting retrieval
of the task-related information in this side (Hoshi and Tanji,
2004). However, in the LFPC during the path-planning task we
used in previous studies, which also required switching between
motor and operation assignments, the changes in neuronal firing
in response to the assignments were less pronounced (Saito et al.,
2005). We have not yet analyzed the properties of neuronal
firings in this shape manipulation task, but it is possible that the
motor-operation assignment affects LFPs and spiking activities
differently. The LFP modulation was largest at the beginning
of the sample period, but was also large from the beginning of
the trial, likely because the task is performed in blocks and it is
necessary to keeping the current assignment in mind during the
same block. On the other hand, there were few LFP modulations
corresponding to the other rule variable, visual or memory. In
the visually guided conditions, the contour of the sample period
shape was superimposed on the test shape, and thus it was not
necessary to remember the transformed shape presented in the
sample period and was expected that there would be significant
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LFP modulation reflecting this difference in task requirements.
However, this was not the case. The observed smaller difference
between visual and memory conditions may be because it is
advantageous to understand the shape presented in the sample
period from the beginning of the trial to perform the task robustly
even in the visually guided trials. Alternatively, considering the
distinct contributions of the premotor cortex to the generation of
visually guided sequential behavior and the supplementary motor
cortex to the generation of memory-guided sequential behavior
(Mushiake et al., 1991), there may be other areas responsible for
the changes in activity associated with the difference in visually
and memory-guided trials.

The distinction between ventral and dorsal sides by LFPs
shown in this study is consistent with previous studies on
neuronal firings, as described above. However, depending on the
experimental setup and task factors, it is possible that neither
cell firings nor LFP modulations distinguish between ventral
and dorsal sides, because dorsal and ventral cells share common
inputs (see Tanji and Hoshi, 2008). If the task contains only
factors associated with the common inputs, it is natural that the
two are not distinguished. As shown in Supplementary Figure 8,
the LFP modulations by other predictive variables analyzed in
this study did not distinguish between ventral and dorsal sides
well. It is about the“sharpness” of the task; i.e., the fact that
neural activity during a task does not distinguish between two
areas does not mean that there are no functional differences
between the two areas. It should be recognized that the area called
Broadman’s 6 was not distinguished until the neural activities
during the task requiring visually induced or memory induced
generation of sequential actions distinguished premotor and
supplementary motor areas within this area (Mushiake et al.,
1991). Our results indicate that the gamma and theta waves
reflected the information of assignment and transformed shape
in Sample, respectively; this is consistent with the view of Roux
and Uhlsaas (2014), who proposed that gamma-band waves
are generally involved in the maintenance of working memory
information, whereas theta-band waves underlie the organization
of sequentially ordered working memory items. In our case, the
assignment information needed to be firmly maintained during
the corresponding block of trials. By contrast, the information of
the transformed shape in Sample was temporally stored and used
to plan sequential actions.

Wutz et al. (2018) analyzed LFPs in the LFPC during the
execution of a dot-pattern categorization task and observed
a gamma wave modulation corresponding to less abstract
categories in the ventral side and beta wave modulation
corresponding to more abstract categories in the dorsal side.
The involvement of gamma waves in retaining the dot pattern
in working memory for discrimination after a delay period
is consistent with the ideas regarding gamma waves discussed
above. On the other hand, the interpretation of beta wave
modulation as corresponding to complex categories needs to be
revisited. Beta waves are often found in cortical motor-related
areas (Murthy and Fetz, 1992; Hosaka et al., 2016), and these
observations evoke the idea that beta waves are related to the
readiness of behavior. In Wutz et al. (2018), animals were to
choose between two stimuli that belonged to the same category

as the sample stimulus, with free viewing during the choice
period. In this task structure, after presentation of the sample,
the animals prepare a series of visual search eye-movements to
identify the stimulus that belongs to the same category as the
sample. The LFPC includes neural activities corresponding to
cognitive (Cromer et al., 2010) and behavioral (Shima et al.,
2007; Sakamoto et al., 2020b) categories, which are sometimes
indistinguishable. Noton and Stark (1971) demonstrated that
visual concepts exist in the brain as stylized relationships between
features through an experiment in which subjects were shown
a large visual image moved their gaze around the features to
identify the image. The beta waves reported by Wutz et al. (2018)
may reflect such cognitive and behavioral readiness.

Why does functional differentiation exist in the LFPC?
Functional differentiation is found in many aspects of the
nervous system. For example, organs specialized to detect light
provide information essential for survival. However, is it also
necessary to have something not specialized in a particular
function to cope with various situations? For example, computers
can be used for a variety of purposes because they are not
specialized for any particular use. Is it important for the LFPC
as a center of executive functions to specialize in a particular
function? The results of this study refute this notion. Rather, they
imply that functionally different parts can work together to create
novel ideas when faced with unknown situations; in our society,
innovations happen when individuals with different personalities
work cooperatively. LFPs and their synchronization may also play
an important role in this“cooperation.”
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Supplementary Figure 1 | A depiction of how upper envelops in Figures 3, 4
were obtained. Typical LFP waveforms obtained when a “large” (orange) or “small”
(blue) sample shape was presented. Top: raw waveforms. Middle: lower-gamma
waves (30–60 Hz) and their upper envelopes. Bottom: theta waves (3–7 Hz) and
their upper envelopes.

Supplementary Figure 2 | Waveforms in the delta and high gamma range
obtained from the same recording site as in Figure 3. (A–J) Each panel is identical
to the corresponding panel in Figure 3.

Supplementary Figure 3 | Waveforms in the delta and high gamma range
obtained from the same recording site as in Figure 4. (A–J) Each panel is identical
to the corresponding panel in Figure 4.

Supplementary Figure 4 | Distributions of STFM domains across the predictor
variables analyzed in this study (A) and frequency ranges (B–D). Relations to
Figures 5B,C are also indicated.

Supplementary Figure 5 | Comparisons between the influence of shape (A,B)
and rule-related (C,D) factors on LFP modulations. Time-developments of the
counts of STFMs is shown for the higher and lower gamma (A,C), and theta and
delta (B,D) ranges. (A) Formats are the same as in Figures 5D,E. A sliding
window of 500 ms was used. +p < 0.005.

Supplementary Figure 6 | The differential time-frequency spectra of the
transformed shape in sample period (large – small) obtained from the channels
along the multi-contact electrode inserted into a site in the convexity of the ventral
LPFC of Monkey 1 (AP 34, DV –25). The spectra of ch.15, circled in yellow, are
identical to those in Figure 3A and Supplementary Figure 2A.

Supplementary Figure 7 | Spectra in the same format as Supplementary
Figure 6 obtained from the electrode inserted into a site dorsal to the principal
sulcus of Monkey 2 (AP 33, DV -19). Data from ch.15, circled in yellow, are
included in the analysis. Note that although these spectra exhibited large changes
compared to those in Supplementary Figure 6, the lower channels showed
spectra similar to that of ch.15, suggesting that the data from the lower channels
were obtained from the ventral LPFC.

Supplementary Figure 8 | Spatial distributions of STFM domains for
Transformed Shape in Sample Rotation (A), Shape-Specific Attributes Isosceles or
Right Rectangle (B), and Visual or Memory (C). The scale of the balls in (A,B) of
shape-related variables is proportional to that in Figure 5F, and that in rule-related
(C) is proportional to that in Figure 5G.
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