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Editorial on the Research Topic

Soft Tissue Biomechanics in Wound Healing and Prevention

Wound healing and prevention of chronic wounds are challenging issues in public health.
Chronic wounds often result from pressure ulcers/injuries, diabetic foot ulcers, and skin
breakdown of the residual limb in the case of limb deficiency. Pressure ulcers occur in
people with limited mobility and impaired sensation, such as people with spinal cord injury,
Alzheimer disease, and Parkinson disease (Sprigle et al., 2020). Diabetic foot ulcers are the result
of complications caused by diabetes, including diabetic neuropathy and peripheral artery
disease. Skin breakdown of the residual limb occurs due to repetitive loads transferred from
the encapsulating prosthetic socket during load-bearing physical activities. Unfortunately, even
after decades of efforts on the prevention and treatment of these wounds their incidence remains
largely unchanged (Brienza et al., 2022).

Wounds are thought to result from prolonged, repetitive mechanical loads which may be
either compressive or shear forces. The current clinical practice emphasizes the decrease of
mechanical loads by providing support surfaces (wheelchair cushions, hospital mattresses, novel
prosthetic socket materials and designs, and therapeutic insoles) to relieve points of high
interface pressure between the device and the soft tissues of the individual. However, interface
pressure alone does not fully describe the risk of wound development and thus preventive and
treatment interventions based on this principle may not be fully effective (Jan and Brienza, 2006;
Bader andWorsley, 2018; Gefen, 2019). In addition, current approaches often ignore the detailed
biomechanical properties of compressed soft tissues consisting of the skin, subcutaneous tissue,
fat, fascia, muscles, and blood vessels that are nonlinear, viscoelastic materials (Jan et al., 2013).

Computational and theoretical models can provide new insights on the development of wounds as
well as optimization of the current clinical interventions. Rankin et al. used a high-velocity
environmental debris in an animal cadaveric model to study mechanisms of traumatic
amputation due to blast injury. The authors showed that high velocity sand blast is an
independent mechanism of injury causing traumatic amputation. Kelly et al. explored the use of
forefoot computational models from people with rheumatic arthritis (RA) to predict patient
outcomes. Their magnetic resonance based models showed promise on predicting real life events
in people with RA. Wang et al. performed a thermal analysis to predict blood flow of a foot using a
vessel-porous media model and demonstrated exciting findings using thermal analysis to predict
blood flow in 31 diabetic patients. These models allow for better understanding of the mechanisms of
wound development and personalized prediction of outcomes.
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Theoretically, a single mechanical overload can cause soft
tissue damage, while repetitive sub-maximal mechanical loads
can trigger adaptation (Liao et al., 2018). The adaptive
response is known to be rate-dependent and is also affected
by the magnitude of the mechanical loads and tissue viability of
the individual. Various mechanical interventions, including
exercise, have shown promise on improving wound healing
and reducing risk for pressure injury. Roberts et al. showed a
novel application of using low intensity vibration to improve
angiogenesis and wound healing in diabetic mice. Ren et al.
explored whether weight-bearing exercise increases risk for
diabetic foot ulcers. The authors compared plantar
microvascular function and tissue hardness in 80
participants with different volumes of weight bearing
exercise. Their study demonstrated that higher volumes of
exercise are associated with better microvascular function and
lower plantar tissue hardness in people with type 2 diabetes.
Duan et al. investigated the relationship between plantar tissue
hardness and peak plantar pressure and pressure-time integral
in people with and without Diabetic Peripheral Neuropathy.
They provide evidence of the effect of soft tissue hardness on
plantar pressure patterns.

Different patient populations and different sites of soft
tissues can demonstrate very different structures, properties,
and hence stress-strain relationships that respond differently
to mechanical loads. Furthermore, the current understanding
of soft tissue biomechanics is based primarily on the behavior
of ligaments, tendons, and muscles under tension rather than
on the mechanics of bulk soft tissue (consisting of skin,
subcutaneous tissue, fat, fascia, muscle and blood vessels)
under compression. Sonenblum et al. explored the
relationship between adipose characteristics and pressure
injury history in 43 wheelchair users. The adipose
characteristics were obtained from MRI in a seated posture.
The authors demonstrated that wheelchair users with a history
of pressure injury had different subcutaneous fat
characteristics than wheelchair users without a history of
pressure injury. Similar to the findings of Duan et al., tissue
properties, specifically intramuscular adipose, varied with
years since injury or long term exposure to load. Qian et al.
investigated the role of morphology and mechanical properties
of plantar fascia in flexible flatfoot and plantar injury using
B-mode and elastographic ultrasound. Another study
conducted by Choi et al. used an optical coherence

tomography-based air-jet indentation system to investigate
the correlation between the indentation stiffness and type I
collagen abundance, and organization of a wound in diabetic
rats. Their study showed evidence of the relationship between
indentation stiffness and collagen content of a diabetic wound.

Assessing microvascular networks embedded in the soft
tissues can be used to evaluate risk for ischemic injury and
wounds (Liao et al., 2013). Balasubramanian et al. reviewed
skin blood flow in response to occlusion, pressure and
temperature with the intention to establish the link between
impaired skin perfusion and the development process of
diabetic foot ulcers. Yeh et al. explored the use of cross-
correlation and chaotic analyses of blood pressure and
blood flow velocity to predict cardiovascular dysfunction
and stroke. Their results show promise of using
cardiovascular dynamics for early detection of
cardiovascular related diseases.

It is evident from the articles in this research topic that
biomechanical properties of soft tissues, including
microvasculature embedded in soft tissues, affect the risk of
developing pressure injury as well as wound healing. It is
imperative to assess the changes of soft tissue in various
pathological conditions as well as microvasculature in
addition to traditional risk assessments, such as interface
pressure. Mechanical stimulations (e.g., vibration and
exercise induced mechanical stress to the weight-bearing
tissue) show promise on promoting wound healing and
decreasing plantar tissue stiffness associated with diabetes.
More studies will be needed in order to translate these
findings into clinical practice.
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There is a lack of quantitative and non-invasive clinical biomechanical assessment
tools for diabetic foot ulcers. Our previous study reported that the indentation stiffness
measured by an optical coherence tomography-based air-jet indentation system in a
non-contact and non-invasive manner may reflect the tensile properties of diabetic
wounds. As the tensile properties are known to be contributed by type I collagen, this
study was aimed to establish the correlations between the indentation stiffness, and type
I collagen abundance and organisation, in order to further justify and characterise the
in vivo indentation stiffness measurement in diabetic wounds. In a male streptozotocin-
induced diabetic rat model, indentation stiffness, and type I collagen abundance and
organisation of excisional wounds were quantified and examined using the optical
coherence tomography-based air-jet indentation system and picrosirius red polarised
light microscopy, respectively, on post-wounding days 3, 5, 7, 10, 14, and 21. The
results showed significant negative correlations between indentation stiffness at the
wound centre, and the collagen abundance and organisation. The correlations between
the indentation stiffness, as well as collagen abundance and organisation of diabetic
wounds suggest that the optical coherence tomography-based air-jet indentation
system can potentially be used to quantitatively and non-invasively monitor diabetic
wound healing in clinical settings, clinical research or preclinical research.

Keywords: biomechanical properties, collagen, diabetic wounds, non-invasive measurement, diagnostic device

INTRODUCTION

Diabetes mellitus is a metabolic disease characterised by hyperglycaemia. Peripheral
polyneuropathy, regional ischaemia in the limbs and foot ulceration are common diabetes-
related complications. Due to impaired sensation and circulation, people with diabetes are
susceptible to repeated cutaneous injuries and possible wound infection, which may result in
delayed healing and chronic foot ulcers (Jeffcoate and Harding, 2003; Bjarnsholt et al., 2008).
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Chronic diabetic foot ulcers may subsequently result in lower
limb amputation and thus require prompt medical attention.

Precise, objective, reliable, and quantitative measurements of
wounds are needed to determine prognosis and ensure best
strategies adopted in treating and preventing the development
of ulcers. Common clinical assessments for diabetic ulcers
include gross observation of wound size, colour, and depth
(tendon/capsule/bone involvements), as well as the presence
of gangrene, infection, and/or ischaemia (Oyibo et al., 2001;
Gul et al., 2006). However, these assessments rely only on the
observation of the wound appearance, which are not shown to
reflect the underlying histology and the biomechanical strength.
During wound healing, collagen, which is a major protein in
the cutaneous extracellular matrix, is deposited, organised, and
contributing to the biomechanical properties as well as the
integrity of the skin. The biomechanical properties can thus
be a potential quantitative measurement for chronic wounds
such as diabetic ulcers to reflect the functional histological
integrity of the wounds. Conventional tensile testing is a common
strategy to measure the tensile biomechanical properties which
are dependent on the abundance, alignment and orientation
of collagen, in particular type I collagen (Silver et al., 1992).
Therefore, tensile testing is useful in assessing wound healing
and recovery of collagen histology in the literature (Howes et al.,
1929; Dogan et al., 2009; Dadpay et al., 2012; Minossi et al.,
2014; Lau et al., 2015). Preclinical studies have consistently
concluded that impaired wound healing in diabetic condition is
characterised by decreased tensile strength, as well as reduced
collagen abundance and organisation (Yue et al., 1987; Davidson
et al., 1997; Schäffer et al., 1997; Reddy et al., 2001; Immonen
et al., 2013; Minossi et al., 2014; Zhang et al., 2016). Nevertheless,
both tensile testing and histological examination are not feasible
in clinical settings because the excision of tissue samples from
the subject is required. Optical coherence tomography (OCT) has
been applied to assess in vivo skin in real time and non-invasively.
Advanced OCT systems were also developed to even image the
skin in human at high resolution but only required brief contact
(Monnier et al., 2020). Recently, our research team conducted
a pilot study utilising an OCT-based air-jet indentation system
to assess the indentation stiffness of diabetic wounds in a non-
contact manner (Choi et al., 2015). By using the air-jet as an
indenter, deformation of the wounds can be achieved by a
small force in a non-contact manner, which minimises the risk
of contamination or damage due to direct contact. We have
demonstrated that the OCT-based air-jet indentation system
can accurately and reliably measure the indentation force and
deformation in the plantar tissues of patients with diabetes (Chao
et al., 2011). Unlike tensile testing that involves the extraction
and rupture of specimens, the OCT-based air-jet indentation
system reversibly deforms the wounds inward to measure their
indentation stiffness at low load and strain (i.e., it does not disrupt
the wound tissue). The load of indentation is mainly absorbed
by the cutaneous proteoglycans in the extracellular matrix (Silver
et al., 1992), which participate in regulating collagen deposition
and maturation (Raghow, 1994; Reed and Iozzo, 2002) as well as
in the whole wound healing process (Werner and Grose, 2003;
Schultz and Wysocki, 2009). Together with our earlier study

that demonstrated the negative correlations between the tensile
strength and indentation stiffness of a diabetic rat wound model
(Choi et al., 2015), we hypothesised that the indentation stiffness
is also associated with the recovery of type I collagen histology
during wound healing.

The objective of the present study was therefore to establish
the correlations between indentation stiffness, and type I collagen
abundance and organisation in a diabetic rat wound model.

MATERIALS AND METHODS

Animal Handling and Diabetes Induction
The protocol of this study was approved by the Animal Subjects
Ethics Sub-Committee of the Hong Kong Polytechnic University.
All the rats received humane care and the protocols were in
compliance with the guidelines and regulations from the Animal
Subjects Ethics Sub-Committee and Institutional Animal Care
and Use Committee1. Ten-week-old male (300–400 g) Sprague-
Dawley rats used in this study were obtained from the Centralised
Animal Facilities of The Hong Kong Polytechnic University. The
rats were kept at 21◦C and 60% relative humidity under a 12-h
light-dark cycle. They were fed with a standard laboratory diet
and sterile water ad libitum. Before diabetes induction, the rats
were fasted for 12 h and their blood glucose level was measured
to exclude any abnormally hyper- or hypoglycaemic animals from
the study. Intra-peritoneal injection of streptozotocin (50 mg/kg;
Sigma-Aldrich, St. Louis, MO, United States) in sterile citrate
buffer (pH 4.4) was given to induce diabetes in the rats. After
7 days, the blood glucose level of the rats was measured and
monitored once a week throughout the experiment to ensure
diabetes was successfully induced and sustained in these rats. Any
rats with a blood glucose level lower than 16.7 mM were excluded
from the study (King, 2012; Lei et al., 2020).

Wound Induction
Prior to wound induction, the rats were anaesthetised by an
intra-peritoneal injection of a mixture of ketamine (100 mg/kg)
and xylazine (3.33 mg/kg). After shaving and cleansing the skin,
wounds were induced with a 6 mm biopsy punch on the lateral
side of each hind limb (about 3 mm distal to the fibular head).
The wounds were left opened without dressing. The rats were
then housed individually to prevent cannibalism. At the time
points of harvest, photos of the wounds were taken and the
wound area was estimated by Fiji software (Schindelin et al.,
2012). Percentage of wound area was defined as the area of the
wound at a particular time point divided by the initial wound area
(post-wounding day 0).

OCT-Based Air-Jet Indentation
Assessment
Wounds were randomly selected for assessment using the OCT-
based air-jet indentation system (Choi et al., 2015) on post-
wounding days 3, 5, 7, 10, 14, and 21 so that data from various

1http://www.polyu.edu.hk/ro/forms/Attachment%202_Guidelines%20for%
20the%20assessment%20&%20mgmt%20of%20pain.pdf
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phases of wound healing could be collected. Immediately before
the assessment, the rats were anaesthetised by ketamine and
xylazine injection as mentioned. The technical details of the
OCT-based air-jet indentation system have been documented in
our previous studies (Huang et al., 2009; Choi et al., 2015). The
schematic diagram is shown in Figure 1.

Briefly, the probe of the OCT device consisted of a 1-mm air-
jet bubbler together with a super-luminescent diode light source
(Dense Light, DL-CS3055A, Singapore) operating at a central
wavelength of 1,310 nm, a nominal −3 dB spectral bandwidth of
50 nm, and a nominal output power of 5 mW. The OCT unit
provided an axial resolution of 18 µm and an imaging depth
of approximately 2 to 3 mm in highly scattered materials. An
electronic proportional valve with pressure feedback (ITV 1030-
311L-Q, SMC Corporation, Tokyo, Japan) at a measurement
range of 0.5 MPa was installed. In-house OCT software was used
to collect the signals and to control the air valve with a step motor.

The system was used to measure the indentation stiffness
of the wounds in vivo. There were five measurement sites
including one at the centre of the wound with reference to
the wound margin, and four at the periphery (proximal, distal,
medial, and lateral to the wound with reference to the fibula,
3 mm from the centre of the wound). Two measurements were
made at each site with a 5 min resting interval between each
measurement; a total of ten measurements were taken for each
wound. Three cycles of loading and unloading at an indentation
rate of around 0.13 mm/s were applied and recorded, which
lasted for approximately 30 s in total. The maximum indentation
force was approximately 0.012 N. The deformation was measured
by the OCT probe as the inward displacement of the surface
of the wound, in accordance with the shift of the OCT signal
corresponding to the tissue surface. The stiffness coefficient
presented as force/deformation ratio (N/mm) was calculated to
represent indentation stiffness. The first loading and unloading
cycle was the preconditioning cycle. The indentation stiffness
measurements calculated in the loading phases of the second and
third cycles were averaged. The typical load-deformation curve
including both loading and unloading phases in each cycle is
illustrated in Supplementary Figure 1.

Histological Analysis of Collagen
The full-thickness wounds of randomly selected rats were
harvested on post-wounding days 3, 5, 7, 10, 14, and 21 with
8 mm biopsy punches. The wound tissues were then fixed,
processed, embedded in paraffin wax, and then sectioned into
5 µm thickness. The sections of the wound centre, which is
defined by the sections with the largest wound gap between
morphologically mature epidermis and dermis amongst the series
of consecutive sections, were deparaffinised and stained with
picrosirius red (Sigma-Aldrich, St. Louis, MO, United States)
according to the standard procedures (Kiernan, 2002). Type I
collagen is the only type of collagen to appear red upon the
staining and examination under a polarised light microscope
(Nikon Eclipse 80i, Nikon Corporation, Tokyo, Japan) (Kiernan,
2002). Images of the wound centre were captured using a
digital camera (Spot Flex 15.2 64 Mp Shifting Pixel, Diagnostic
Instruments Inc., Sterling Heights, MI, United States). The

quantification of collagen was executed by Fiji software. The
red channel of the images was converted to 8-bit colour depth
for analysis. The amount of collagen was quantified as area.
The percentage of collagen abundance was represented by the
amount of collagen normalised by the area of dermis, where
collagen is normally present. The intensity of the staining was
measured to represent the alignment of collagen fibrils as better
aligned collagen fibrils have a higher degree of birefringence and
thus generate brighter image under polarised light microscope
(Montes and Junqueira, 1991). Greater Feret length indicates
greater continuation of a collagen fibre and also reflects greater
degrees of orientation and anisotropy (Melis et al., 2002;
Noorlander et al., 2002). The average Feret length of the top
ten longest collagen fibres of the wound was calculated to
represent the orientation of the collagen fibres (Melis et al., 2002;
Noorlander et al., 2002). By selecting six representative regions
of interest in the dermis, the energy and coherency values from
the Fiji plug-in, OrientationJ, were also obtained as parameters of
orientation and anisotropy of collagen fibres by structure tensor
evaluation (Rezakhaniha et al., 2012). Briefly, the coherency value
ranges from 0 to 1, where a coherency value that is close to 1
indicates coherently oriented fibres of the same direction (Fonck
et al., 2009); the energy value, consistent to the coherency value,
reflects the directionality of the fibres, but is also a function of the
area of fibres (Rezakhaniha et al., 2012).

Statistical Analysis
Intraclass correlation (ICC) [3, 2] analysis was performed to
assess the test-retest reliability. Two-way analysis of variance
with post hoc Tukey’s tests was conducted to examine differences
between indentation stiffness measured at the wound centre and
periphery over time. Spearman’s Rho was conducted to explore
the correlations between the indentation stiffness, and collagen
abundance and organisation. The two-sided significance level
was set at 0.05. The ICC coefficient was generated by IBM SPSS
Statistics for Windows version 21.0 (Armonk, NY, United States:
IBM Corp.). The other statistics were performed by GraphPad
Prism version 6.00 for Windows (GraphPad Software, La Jolla,
CA, United States)2. Data were displayed as individual data points
and mean ± standard error of mean.

RESULTS

The diabetic rat model was induced using streptozotocin
injection. The streptozotocin injection led to 21.8% mortality.
Among the surviving rats, 4.4% did not develop hyperglycaemia.

Wound Size, Indentation Stiffness, and
Type I Collagen Deposition
Excisional wounds were inflicted on the hind limbs of the rats for
the assessment of indentation stiffness, and collagen abundance
and organisation. By 14 days, all wounds were grossly closed
without notable infection (Figure 2).

2www.graphpad.com
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FIGURE 1 | The design of the OCT-based air-jet indentation system used for measuring indentation stiffness of wounds. (A) Schematic diagram showing that air-jet
whose pressure or flow was controlled by a valve with pressure feedback and a computer system. The air-jet was used as an indenter while the reflected light signal
is captured by the OCT probe so that the displacement was detected by the computer system. (B) A wound on a hind limb of a diabetic rat was assessed by the
OCT-based air-jet indentation system.

FIGURE 2 | The (A) area and (B) percentage of area of the diabetic wounds measured over 3 weeks. The area and percentage of area of the diabetic wounds
decreased over time. All wounds were closed by post-wounding day 14. The percentage of wound area was the wound area on the specific day divided by the initial
wound area (day 0). Data are expressed as individual data points as well as mean ± standard error of mean. Day 0: n = 191 wounds, 96 rats; day 3: n = 68 wounds,
34 rats; day 5: n = 68 wounds, 34 rats; day 7: n = 64 wounds, 32 rats; day 10: n = 56 wounds, 28 rats; day 14: n = 56 wounds, 28 rats; and day 21: n = 56
wounds, 28 rats.

Intraclass correlation [3, 2] analysis indicated an excellent
test-retest reliability of the indentation stiffness measurement
at both the centre and periphery of 46 randomly selected
wounds at different time points [ICC (3, 2) = 0.92]. This finding
shows that the measurement made in current experimental
setting was reliable.

At the wound centre, the indentation stiffness was comparable
in the early phase (days 3, 5, and 7; Figure 3). However, it
significantly dropped in the later phase (days 10, 14, and 21;

P < 0.0001). In contrast, the indentation stiffness at the wound
periphery demonstrated negligible change over time and was
consistently smaller as compared to the wound centre.

Picrosirius red staining was performed to visualise type I
collagen fibres (appear in red under polarised light), which is
the main contributor to the tensile strength of the wounds and
the skin. Images taken at the centre of the wounds harvested
on post-wounding days 3, 5, 7, 10, 14, and 21 revealed that
the majority of the staining appeared red indicating type I
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FIGURE 3 | The indentation stiffness measured at the centre and periphery of
the diabetic wounds over 3 weeks. The indentation stiffness measurements at
the wound centre on days 3, 5, and 7 were significantly greater than those
measured on days 10, 14, and 21 (*P < 0.0001). Data are expressed as
individual data points as well as mean ± standard error of mean. Day 3:
n = 17 wounds, 9 rats; day 5: n = 20 wounds, 11 rats; day 7: n = 8 wounds, 4
rats; day 10: n = 14 wounds, 7 rats; day 14: n = 16 wounds, 9 rats; and day
21: n = 14 wounds, 8 rats.

collagen fibres. However, green signals, which indicates thinner
and less aligned collagen fibres, such as type III, were negligible
in abundance. Type I collagen fibres were quantified in terms
of collagen abundance, fibril alignment and fibre orientation
(Figure 4). The collagen abundance showed an notable increase
from day 7 to day 21. However, there were no substantial changes
in collagen organisation (i.e., fibril alignment, fibre orientation,
and anisotropy) throughout the study period.

Correlations Between Indentation
Stiffness, and Type I Collagen
Abundance and Organisation
As type I collagen is the major structural protein in the
extracellular matrix underlying biomechanical properties,
correlations were established between the indentation stiffness
and the abundance and organisation of type I collagen. The
indentation stiffness at the wound centre was significantly
negatively correlated with the collagen abundance (absolute
abundance and percentage abundance) and organisation (fibril
alignment, fibre orientation, energy of anisotropy, and coherency
of anisotropy; Figure 5). As a negative control, the indentation
stiffness at the wound periphery was not correlated with the
collagen abundance and organisation at the wound centre.
These findings confirm that the correlations are region specific
(i.e., only indentation stiffness measured at the wound centre,
but not periphery, reflects the collagen at the wound centre).
Interestingly, such negative correlations between the indentation
stiffness at the wound centre (but not the wound periphery) and
collagen abundance and organisation were also found significant
in non-diabetic wounds of strain-, sex-, and age-matched rats
(Supplementary Figure 2).

DISCUSSION

This study is the first one to show that the abundance
and organisation of collagen in wounds could be reflected
by an in vivo, non-contact and non-invasive biomechanical
measurement. This provides further evidence to support the
use of indentation stiffness as a biomechanical assessment of
diabetic wounds. As our previous study have shown that the
indentation stiffness could reflect the tensile properties of diabetic
wounds, we postulated that collagen fibril alignment and fibre
orientation should also be factors in the correlation (Choi et al.,
2015). The current study demonstrating negative correlations
between indentation stiffness, and type I collagen abundance and
organisation in diabetic wounds may therefore further explain the
negative correlations between the indentation stiffness and tensile
properties, which are mainly contributed by type I collagen fibres.

Proteoglycans may absorb compressive stress and resist
tissue deformation upon compression, thus contributing to the
compressive/indenting property of the skin (Silver et al., 1992).
Correlation between indentation stiffness and collagen shown
in the current study suggests interesting relationships between
indenting property, proteoglycans and collagen in wound
healing. Proteoglycans, which is a component of the ground
substance, have roles in collagen deposition and maturation.
Decorin, regarded as one of the small-sized proteoglycans found
in the skin, interacts with various types of collagen (Vogel
et al., 1984; Brown and Vogel, 1989; Tenni et al., 2002).
It plays an important role in regulating collagen deposition
(Reed and Iozzo, 2002) and also the recovery of collagen
organisation upon injury (Dunkman et al., 2014). Hence, it
potentially affects the tensile properties of the skin wounds
(Carrino et al., 2000). It should be noted that the abundance
of decorin increases following wound closure (Yeo et al., 1991).
In contrast, other proteoglycans such as chondroitin sulphate
proteoglycans of large molecular size remain dominant during
the wound healing process, when the wound is not completely
closed (Yeo et al., 1991). Proteoglycans of large size (e.g.,
chondroitin sulphate proteoglycans) are interlaced with thin
collagen fibrils, vice versa, the smaller-sized (e.g., decorin) are
distributed among thicker collagen (Kuwaba et al., 2002). Owing
to such characteristic, we speculate that the dynamic changes
in molecular size of proteoglycans do not only contribute to
the organisation and maturation of collagen fibres, but also the
indentation stiffness during wound healing. The predominance
of large-sized proteoglycans may contribute to an increased
indentation stiffness in the early phase (day 3 to day 7), prior
to wound closure. They are then replaced by the smaller-sized
proteoglycans following wound closure, which may account for
the reduced indentation stiffness in the later phase (day 10 to
day 21). This may not only justify the negative correlations
between the indentation stiffness and collagen abundance and
organisation found in the current study, but also explain the
consistently smaller indentation stiffness at the wound periphery,
which is presumably uninjured skin, with proteoglycans of
smaller size (Kuwaba et al., 2002). Future study is warranted
to confirm the relationships between the indentation stiffness,
proteoglycans, and collagen deposition and organisation of
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FIGURE 4 | The collagen histology of the diabetic wounds examined over 3 weeks. (A) Representative picrosirius red stained sections at the centre of the diabetic
wounds examined under polarised light microscope on post-wounding day 3, day 5, day 7, day 10, day 14, and day 21. Type I collagen fibres appear red under
polarised light. No collagen was observed to be deposited on days 3 and 5. Very limited collagen was observed on day 7. The abundance of collagen increased as
the wounds healed on days 10, 14, and 21. Scale bar = 150 µm. (B) The collagen histology including collagen abundance, percentage collagen abundance,
collagen fibril alignment, collagen fibre orientation, energy of anisotropy and coherency of anisotropy quantified over 3 weeks. Both abundance of collagen and
energy of anisotropy showed obvious increasing trend from post-wounding day 7 to day 21. Data are expressed as individual data points as well as
mean ± standard error of mean. Day 3: n = 4 wounds, 4 rats; day 5: n = 4 wounds, 4 rats; day 7: n = 3 wounds, 3 rats; day 10: n = 4 wounds, 4 rats; day 14: n = 4
wounds, 4 rats; and day 21: n = 2 wounds, 2 rats.

diabetic wounds, in order to provide concrete support on the
clinical use of the indentation stiffness measurement.

Although the present study focuses on the dermal layer of
the skin/wound, wound healing does involve re-epithelialisation.
Particularly in the early phase where the dermal layer is still very
thin or even absent, the epidermal layer may probably be the
main structure contributing to the biomechanical properties of
the wound. Indeed, our data show that the thicker epidermal
layer in the early phase (Supplementary Figure 3) coincides
with the greater indentation stiffness in the early phase of
diabetic wound healing (days 3, 5, and 7; Figure 3). The
epidermal thickness at different time points has a significant
positive correlation with the indentation stiffness at the wound
centre (Supplementary Figure 3). Keratinocyte is the major
cell type in the epidermal layer, which synthesises protein fibre
keratin that can potentially contribute to compressive/indenting
biomechanical properties (Wang et al., 2016). The presence
of epidermal layer in the early phase of wound centre in the
current study suggests the presence of keratin and keratinocytes
at the wound centre in the early phase. Other studies conducted
with excisional wounds in rats (Sabol et al., 2012) and humans

(Usui et al., 2005) have also found the presence of keratin
and keratinocytes in the early phase of wound healing. During
wound healing, keratinocytes proliferate, migrate, differentiate
into different stages and express distinct types of keratins such
as K16 in activated proliferating keratinocytes and K10 in
terminally differentiated keratinocytes (Freedberg et al., 2001;
Santos et al., 2002; Usui et al., 2008). It has been suggested
that different types of keratins with different structures and
molecular weights could have different biomechanical properties
(Bragulla and Homberger, 2009). Therefore, in different phases
of wound healing, different compositions and abundance of
various types of keratins may possibly contribute to the different
indentation stiffness. This may also explain why the indentation
stiffness at the wound centre is significantly different from that
at the periphery as the compositions of keratins at these sites
are probably different. At the wound centre, it is expected that
keratinocytes are more activated and proliferative expressing
high level of K16. Conversely, keratinocytes in the uninjured
area at the wound periphery express less K16 but more K10.
Interestingly, keratinocytes expressing different types of keratins
release different signalling molecules such as cytokines (e.g.,
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FIGURE 5 | The correlations between the indentation stiffness and collagen histology examined in the diabetic wounds. The indentation stiffness measured at the
wound centre was significantly negatively correlated to the (A,B) collagen abundance, (C) alignment, (D) orientation, and (E,F) anisotropy on post-wounding day 3
(n = 1 wound, 1 rat), 5 (n = 2 wounds, 2 rats), 7 (n = 2 wounds, 2 rats), 10 (n = 1 wound, 1 rat), 14 (n = 2 wounds, 2 rats), and 21 (n = 2 wounds, 2 rats). Data at
different time points were pooled together.

TNF-α) and growth factors (TGF-β) to regulate the signalling
and differentiation of fibroblasts. The release of various signalling
molecules has potential effects on the collagen deposition and
maturation in dermis (Werner et al., 2007; Pastar et al., 2014).
Future studies are needed to clarify the indentation stiffness
of specific types, compositions and abundance of keratins in
in vivo wound models and, in addition, to examine the regulation
of collagen deposition and maturation in dermal layer by
keratinocytes expressing distinct types of keratins in wound

healing process. This series of studies will hopefully be able to
further elucidate the biomechanical and molecular characteristics
of the wounds reflected by the indentation stiffness in different
phases of wound healing.

Apart from the possible contribution by proteoglycans and
keratins, the consistently high indentation stiffness in the early
phase of wound healing could be related to wound oedema. The
histological finding in the present study suggests that oedema was
present in the wounds on days 3, 5, and 7 but not on days 10, 14,
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and 21 (Supplementary Figure 3). This observation is consistent
with the report by Vexler et al. (1999) who reported skin oedema
to be associated with increased stiffness. In addition, it is generally
agreed that oedema increases the stiffness of the tissue due to
hydrostatic pressure in a confined space. The hypothesis that
the high indentation stiffness is related to wound oedema is
also partly supported by the present finding that the indentation
stiffness at the wound periphery, where no wound oedema was
found, was substantially smaller than that at the wound centre.

The main focus of the current study is to evaluate the
correlations between the indentation stiffness, and type I collagen
abundance and organisation in diabetic wounds. Nevertheless,
to the best of our knowledge, this study is the first study to
illustrate the quantitative changes in collagen abundance and
organisation of diabetic wounds, over a period of time from
the early phase (post-wounding day 3) to the later phase (day
21). Existing literature on the collagen histology is lacking the
presentation of changes at various time points. Therefore, the
present findings may provide insights to the research on optimal
time points for specific interventions to diabetic wounds in
different phases of wound healing. For the collagen abundance,
our data show a non-significant decreasing trend from post-
wounding day 3 to day 7 and an increasing trend thereafter.
Majority of the studies which investigated the time course
changes in collagen using either diabetic (Ponrasu and Suguna,
2012; Ram et al., 2015; Zhang et al., 2016) or non-diabetic wound
models (Oxlund et al., 1996; Ponrasu and Suguna, 2012; Almeida
et al., 2014) demonstrated an increase in collagen abundance
over time and plateau or slightly decreases in the very late
phase, which is consistent with the rising trend from day 7
to day 21 concluded in the current study. Therefore, the non-
significant decrease from day 3 to day 7 in the collagen abundance
shown in the present study could be attributed to individual
variation. However, since limited study has focussed on the
time course changes of collagen abundance between day 3, or
earlier, and day 7 in diabetic wound models, we are unable to
rule out the possibility that the decreasing trend of collagen
abundance on post-wounding day 7 is as a result of diabetes-
related complications in wound healing.

For collagen fibril alignment and fibre orientation indices, as
well as the coherency of anisotropy which is also a measurement
of collagen fibre orientation estimated by tensor analysis, there
was no obvious increase or decrease across the time points.
On the other hand, the energy of anisotropy is a function of
both area and orientation of fibres. The rising trend of the
energy of anisotropy corresponds to the increasing trend of the
collagen abundance. In agreement with the unchanged collagen
fibril alignment and fibre orientation in the current study, our
previous study have also found no significant difference in the
collagen fibril alignment and fibre orientation between post-
wounding day 7 and day 14 in a diabetic rat excisional wound
model (Choi et al., 2016). Broadley et al. (1989) demonstrated
that even though the collagen concentration in diabetic wounds
approached to the non-diabetic wound level over time, the tensile
strength of the diabetic wounds remained impaired. Since tensile
strength is contributed by all collagen abundance, alignment and
orientation, they extrapolated that wounds in diabetic rat model

might have deficits in the recovery of collagen alignment and
orientation (Broadley et al., 1989). To date, no other published
studies have quantitatively assessed the collagen fibril alignment
and fibre orientation in wounds over a period of time. We
therefore believe that the recovery of collagen alignment and
orientation may not be significant in the current diabetic wound
model within the experimental period, which is in agreement
with the literature.

In conclusion, we established correlations between the
indentation stiffness, type I collagen abundance and organisation
of diabetic wounds in a rat model. Our findings provide evidence
supporting the potential clinical use of the OCT-based air-jet
indentation system for biomechanical assessment of diabetic
wounds. In the future, we anticipate investigations using a
more clinically relevant wound model involving repetitive stress
and chronic inflammation resembling foot ulcers in patients to
explore the correlations between the indentation stiffness and
more clinically oriented parameters such as the prognosis of the
wounds, risk of infections and severity of diabetes.
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Chronic wounds in diabetic patients represent an escalating health problem, leading
to significant morbidity and mortality. Our group previously reported that whole body
low-intensity vibration (LIV) can improve angiogenesis and wound healing in diabetic
mice. The purpose of the current study was to determine whether effects of LIV
on wound healing are frequency and/or amplitude dependent. Wound healing was
assessed in diabetic (db/db) mice exposed to one of four LIV protocols with different
combinations of two acceleration magnitudes (0.3 and 0.6 g) and two frequencies (45
and 90 Hz) or in non-vibration sham controls. The low acceleration, low frequency
protocol (0.3 g and 45 Hz) was the only one that improved wound healing, increasing
angiogenesis and granulation tissue formation, leading to accelerated re-epithelialization
and wound closure. Other protocols had little to no impact on healing with some
evidence that 0.6 g accelerations negatively affected wound closure. The 0.3 g, 45 Hz
protocol also increased levels of insulin-like growth factor-1 and tended to increase
levels of vascular endothelial growth factor in wounds, but had no effect on levels
of basic fibroblast growth factor or platelet derived growth factor-bb, indicating that
this LIV protocol induces specific growth factors during wound healing. Our findings
demonstrate parameter-dependent effects of LIV for improving wound healing that can
be exploited for future mechanistic and therapeutic studies.

Keywords: low-intensity vibration, wound healing, angiogenesis, growth factors, diabetes

INTRODUCTION

Chronic wounds represent an escalating health problem around the world, especially in diabetic
patients. Over 415 million people (8.3% of the world’s adult population) are afflicted with diabetes
and associated complications, including chronic wounds (Chatterjee et al., 2017). People with
diabetes incur a 25% lifetime risk of developing chronic wounds, which often lead to amputation,
resulting in decreased quality of life, high morbidity and mortality (Ramsey et al., 1999; Jeffcoate
and Harding, 2003; Hoffstad et al., 2015). Wound healing typically occurs through overlapping
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phases of inflammation, proliferation and remodeling (Koh
and DiPietro, 2011; Eming et al., 2014). Although chronic
wounds are known to exhibit defects in each phase of healing,
including dysregulated inflammation, impaired perfusion and
neovascularization, and poor tissue maturation (Blakytny and
Jude, 2006), few therapies are available to improve healing of
diabetic wounds.

Energy-based modalities are often used in conjunction with
standard treatments for hard to heal chronic wounds. These
treatments use laser, electrical, or mechanical stimulation, in an
attempt to modify the cellular and biochemical environment
to improve angiogenesis and healing (Ennis et al., 2016; Game
et al., 2016; Sousa and Batista Kde, 2016). Recently, our group
demonstrated that whole body low-intensity vibration (LIV)
can improve angiogenesis and wound healing in diabetic mice,
potentially by increasing growth factors such as insulin-like
growth factor (IGF)-1 and vascular endothelial growth factor
(VEGF) in the wound (Weinheimer-Haus et al., 2014). In
addition, we and others have demonstrated that LIV can rapidly
increase systemic and regional (i.e., skin) blood flow (Nakagami
et al., 2007; Maloney-Hinds et al., 2008; Tzen et al., 2018; Zhu
et al., 2020) and can inhibit progression of pressure ulcers
(Arashi et al., 2010; Sari et al., 2015). However, much remains
to be learned about how LIV signals influence different aspects
of wound healing.

The purpose of the current study was to identify LIV
amplitudes and frequencies that promote healing in diabetic
mice. The hypothesis of this study was that effects of LIV on
wound healing are frequency and amplitude dependent.

MATERIALS AND METHODS

Animals
Diabetic db/db mice (BKS.Cg-Dock7m+/+Leprdb/J) were
obtained from the Jackson Laboratory. Experiments were
performed on 12–16 weeks-old male mice. Only mice with
fasting blood glucose >250 mg/dl were included in the study.
Mice were housed in environmentally controlled conditions with
a 12-h light/dark cycle. Water and food were available ad libitum.
Two wounds from each of four mice were analyzed for each
assay (N = 8 total for each assay). To minimize bias, mice were
randomly assigned to experimental groups and resulting samples
were coded and analyzed in a blinded fashion. All procedures
involving animals were approved by the Animal Care Committee
at the Jesse Brown Veterans’ Affairs Medical Center [OLAW
Assurance number D16-00722 (A4456-01)].

Excisional Wounding
Mice were subjected to excisional wounding as described
previously (Weinheimer-Haus et al., 2014). Briefly, mice were
anesthetized with isoflurane and their dorsum was shaved and
cleaned with alcohol. Four 8 mm wounds were made on the
back of each mouse with a dermal biopsy punch and covered
with Tegaderm (3M, Minneapolis, MN, United States) to keep
the wounds moist and maintain consistency with treatment
of human wounds.

Low-Intensity Vibration
Following wounding, mice were randomly assigned to one of
four whole-body LIV treatment groups or to a non-vibration
sham (control) group. LIV treatment groups utilized different
combinations of low (45 Hz) and high (90 Hz) frequencies and
low (0.3 g) and high (0.6 g) peak accelerations. Harmonic LIV
signals were calibrated using an accelerometer attached directly
to top surface of the vibrating plate (Weinheimer-Haus et al.,
2014). For LIV treatment, mice were placed in an empty cage
directly on a vibrating plate, and LIV was applied for 30 min
per day for 7 days/week starting on the day of wounding [cf
(Weinheimer-Haus et al., 2014) for image of set-up]. Non-
vibrated sham controls were similarly placed in a separate empty
cage but were not subjected to LIV.

Wound Closure
Wound closure was assessed in digital images of the external
wound surface taken immediately after injury and on days 3, 6,
and 10 post-injury. Wound area was measured using Fiji Image J
and expressed as a percentage of the area immediately after injury.

Wound Histology
Skin wounds were collected from the pelt of each animal on day
10 post-injury, followed by embedding in tissue freezing medium
and freezing in isopentane cooled with dry ice. Each wound was
cryosectioned from one edge to well past the center and 10-µm
sections were selected from the center of the wound for staining
and analysis of re-epithelialization, granulation tissue formation,
angiogenesis and collagen deposition (Weinheimer-Haus et al.,
2014). For all wound healing analyses, digital images were
obtained using a Keyence BZ-X710 microscope with 2×/0.10 or
20×/0.75 Nikon objectives and BZ-X Analyzer software.

Re-Epithelialization and Granulation Tissue Area
Wound re-epithelialization and granulation tissue area were
assessed by morphometric analysis of hematoxylin and eosin
stained cryosections from the wound center (Weinheimer-Haus
et al., 2014). The distance between the wound edges, defined
by the distance between the first hair follicle encountered at
each end of the wound, and the distance that the epithelium
had traversed into the wound, were measured using image
analysis software. Re-epithelialization was then calculated as:
[(distance traversed by epithelium)/(distance between wound
edges) × 100]. Granulation tissue area was measured as the
area of new tissue formation between wound edges. Re-
epithelialization and granulation tissue area were measured in
three sections per wound and was averaged over sections to
provide a representative value for each wound.

Angiogenesis and Collagen Deposition
Dermal healing was assessed using immunohistochemical
staining for platelet-derived endothelial cell adhesion molecule-
1 (also called CD31) for angiogenesis and Masson’s trichrome
stain for collagen deposition (Weinheimer-Haus et al., 2014). For
angiogenesis assessment, sections were first air-dried, fixed in
cold acetone, washed with PBS, quenched with 0.3% hydrogen
peroxide, then washed again with PBS. Sections were blocked

Frontiers in Bioengineering and Biotechnology | www.frontiersin.org 2 March 2021 | Volume 9 | Article 65492018

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/bioengineering-and-biotechnology#articles


fbioe-09-654920 March 3, 2021 Time: 17:23 # 3

Roberts et al. Vibration and Wound Healing

with buffer containing 3% bovine serum albumin and then
incubated overnight with CD31 antibody (1:100, Biolegend, San
Diego, CA, United States). Sections were then washed with
PBS and incubated with biotinylated anti-rat secondary antibody
(1:200, Vector Laboratories, Burlingame, CA, United States).
After a wash with PBS, sections were incubated with avidin
D-horseradish peroxidase (1:1000) and developed with a 3-
amino-9-ethylcarbazole kit (Vector Laboratories). Image J was
used to quantify the percentage of CD31-stained area relative to
the total area of the wound bed. For each assay, digital images
covering the majority of the wound bed (usually three images at
×20 magnification) were first obtained. The percent area stained
in each image was then quantified by counting the number of
pixels staining above a threshold intensity and normalizing to
the total number of pixels. Threshold intensity was set such that
only clearly stained pixels were counted. The software allowed the
observer to exclude staining identified as artifact, large vessels,
and areas deemed to be outside the wound bed. For trichrome
analysis, staining was performed according to the manufacturer’s
directions (IMEB, San Marcos, CA, United States), and Image J
was used to quantify the percentage of blue collagen-stained area
relative to the total area of the wound bed. For both trichrome
and CD31 staining, three sections per wound were analyzed,
and data were averaged over sections to provide a representative
value for each wound.

ELISA
Wounds were snap frozen and stored in LN2 and then
homogenized in cold PBS (10 µl of PBS per mg wound tissue)
supplemented with protease inhibitor cocktail (Sigma Aldrich,
St. Louis, MO, United States) using a dounce homogenizer and
then centrifuged. Supernatants were used for enzyme-linked
immunoassay of IGF-1, VEGF, basic fibroblast growth factor
(bFGF) and platelet derived growth factor (PDGF)-bb (R&D
Systems, Minneapolis, MN, United States).

Statistics
Values are reported as means + standard deviation.
Measurements of wound healing or wound growth factors
were compared between treatment groups using one-way
ANOVA. Dunnett’s multiple comparisons test was used when
ANOVAs demonstrated significance. Differences between groups
were considered significant if P ≤ 0.05.

RESULTS

LIV Promotes Wound Closure in a
Parameter Dependent Fashion
Mice were treated with one of four LIV protocols: low (45 Hz)
frequency, low (0.3 g) acceleration (LL), high (90 Hz) frequency,
high (0.6 g) acceleration (HH), low frequency, high acceleration
(LH) or high frequency, low acceleration (HL) (Table 1).
Consistent with our previous study (Weinheimer-Haus et al.,
2014), none of the protocols in the current study altered blood
glucose levels of the diabetic db/db mice (data not shown). The

TABLE 1 | LIV protocols.

LL LH HL HH

Acceleration (g) 0.3 0.6 0.3 0.6

Frequency (Hz) 45 45 90 90

LL, low acceleration, low frequency; LH, low acceleration, high frequency; HL, high
acceleration, low frequency; HH, high acceleration, high frequency.

LL protocol was the only one to increase external measurements
of wound closure on days 6 and 10 post-injury compared to
sham control, whereas the LH and HH protocols decreased
wound closure at all time points (Figure 1). Similarly, the LL
protocol was the only one to increase histological measurements
of re-epithelialization on day 10 post-injury compared to sham
control, whereas the LH and HH protocols decreased re-
epithelialization (Figure 1). In short, the LL protocol improved
wound closure in diabetic mice, whereas the LH and HH
protocols impaired wound closure.

LIV Promotes Wound Angiogenesis and
Granulation Tissue Formation in a
Parameter Dependent Fashion
Similar to the wound closure measurements, the LL protocol was
the only LIV protocol to increase granulation tissue area on day
10 post-injury compared to sham controls (bar graph in Figure 2,
example images in Figure 1). The other protocols produced no
significant change in granulation tissue area. In addition, only
the LL protocol induced a robust increase in angiogenesis on
day 10 as assessed by CD31 staining compared to sham controls
(Figure 2). The other protocols produced no significant change
in angiogenesis. In short, the LL protocol improved angiogenesis
and granulation tissue formation in diabetic mice, whereas the
other protocols had no effect.

LIV Enhances Wound IGF-1 Levels in a
Parameter Dependent Fashion
Associated with the accelerated re-epithelialization and dermal
healing, the LL protocol significantly increased levels of IGF-1
and tended to increase levels of VEGF in wounds on day 10 post-
injury compared to sham controls (Figure 3). The other protocols
did not alter wound levels of IGF-1 or VEGF. In addition, none of
the LIV protocols altered wound levels of either bFGF or PDGF-
bb. Thus, LIV induces specific growth factors during wound
healing in a parameter dependent fashion.

DISCUSSION

Despite the escalating socioeconomic impact of diabetic wounds,
effective treatments remain elusive. In this study, we sought
to determine the parameter dependency of a novel therapeutic
approach to improve diabetic wound healing using whole-body
LIV. The major finding of this study is that only LIV with
relatively low frequency (45 Hz) and low acceleration levels
(0.3 g) improve wound healing in diabetic mice. Compared
to non-vibrated control mice, such LIV treatment increased
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FIGURE 1 | Parameter dependency of low-intensity vibration (LIV) for improving wound closure. Mice either received one of four protocols of whole-body LIV: 0.3 g
at 45 Hz (LL), 0.3 g at 90 Hz (LH), 1.0 g at 45 Hz (HL), 1.0 g at 90 Hz (HH) or sham control treatment (Con) for 30 min per day, starting the day of wounding for
5 days per week. Left: Wound closure was measured in digital images of wound surface on days 3, 6, and 10 post-injury. Right: Re-epithelialization was measured in
hematoxylin and eosin stained sections from center of day 10 wounds. Top: Representative images of hematoxylin and eosin stained sections; arrows mark ends of
epithelial tongues growing into wound, ep = epithelium, gt = granulation tissue, scale bar = 500 µm. Two wounds from each of four mice were analyzed for each
assay (N = 8 total for each assay). *Mean value significantly different from that of Con for same time point, P ≤ 0.05.

FIGURE 2 | Parameter dependency of low-intensity vibration (LIV) for improving granulation and angiogenesis. Mice either received one of four protocols of
whole-body LIV: 0.3 g at 45 Hz (LL), 0.3 g at 90 Hz (LH), 1.0 g at 45 Hz (HL), 1.0 g at 90 Hz (HH) or sham control treatment (Con) for 30 min per day, starting the day
of wounding for 5 days per week. Left: Granulation tissue thickness was measured as the area of granulation tissue divided by the distance between wound edges in
hematoxylin and eosin stained sections from center of day 10 wounds. Center: Angiogenesis was measured as percent area stained with antibody against CD31 in
sections from center of day 10 wounds. Top: Representative images of CD31 stained sections; ep, epithelium; gt, granulation tissue; scale bar = 50 µm. Right:
Collagen deposition assessed as percent area stained blue in Trichrome stained sections of center of day 10 wounds. Two wounds from each of four mice were
analyzed for each assay (N = 8 total for each assay). *Mean value significantly different from that of Con, P ≤ 0.05.
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FIGURE 3 | Parameter dependency of low-intensity vibration (LIV) for increasing IGF-1 in wounds. Mice either received one of two protocols of whole-body LIV: 0.3 g
at 45 Hz (LL), 1.0 g at 90 Hz (HH) or sham control treatment (Con) for 30 min per day, starting the day of wounding for 5 days per week. Protein levels of IGF-1,
VEGF, FGF-b, and PDGF-bb measured in homogenates of day 10 wounds using ELISA. Two wounds from each of four mice were analyzed for each assay (N = 8
total for each assay). *Mean value significantly different from that of Con, P ≤ 0.05.

granulation tissue formation and angiogenesis, and accelerated
closure and re-epithelialization. In contrast, LIV with higher
frequency (90 Hz) and/or higher acceleration levels (0.6 g)
tended to impair wound closure and had little to no effect on
angiogenesis or granulation tissue formation. Thus, LIV does
indeed exhibit parameter-dependent effects on wound healing.

The results of the current study are consistent with our
previous study, in which we reported that LIV with 45 Hz
frequency and 0.4 g acceleration increased angiogenesis,
granulation tissue formation, and re-epithelialization
(Weinheimer-Haus et al., 2014). This protocol was similar
to our LL protocol (45 Hz frequency, 0.3 g acceleration).
In addition, data in the present study demonstrates that
protocols with higher frequency and/or acceleration do not
improve skin healing. Related studies on the effect of LIV

with similar frequency (47 Hz) and acceleration (0.2 g) on
pressure ulcers (3.15 min treatments per day) demonstrated
that LIV can improve healing of stage I pressure ulcers in
elderly patients compared to standard care (Arashi et al.,
2010). Similar LIV treatment for 15 min per day also reduced
progression of pressure induced deep tissue injury associated
with downregulation of matrix metalloproteinase-2 and -9
activity in rats (Sari et al., 2015).

A number of studies have focused on the effects of
vibrations on skin blood flow in both rodents and humans,
which could influence wound healing along with other
physiological processes. LIV with frequency of 47 Hz and
unknown acceleration increased skin blood flow measured by
intravital microscopy of the mouse ear in what appears to
be a nitric oxide dependent manner (Nakagami et al., 2007;
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Ichioka et al., 2011). A series of studies has also shown that
vibrations can increase skin blood flow as measured by laser
Doppler flowmetry when vibrations were applied to the forearm
or lower leg in healthy human participants or diabetic patients
(Lohman et al., 2007; Maloney-Hinds et al., 2009; Johnson et al.,
2014). These latter studies used frequencies between 30 and
50 Hz and accelerations between 6 and 7 g, and found no
difference in skin blood flow response between 30 and 50 Hz
protocols (Maloney-Hinds et al., 2008). These protocols may
be considered high-intensity vibration, since LIV is typically
considered to utilize accelerations <1.0 g. We performed a
similar experiment using LIV with frequency of 30 Hz and
accelerations of 0.4 g and found that LIV signals also increase
lower leg skin blood flow in healthy human participants but
this effect only lasts while LIV is applied (Tzen et al., 2018).
A recent study compared LIV protocols with frequencies of 35
and 100 Hz and an amplitude of 1 mm and found that the 100 Hz
protocol produced larger increase in skin blood flow over the
first metatarsal head (Zhu et al., 2020). Finally, recent systematic
reviews have provided additional evidence that vibration can
increase blood flow in the lower extremities in diabetic patients
(Sa-Caputo et al., 2017; Gomes-Neto et al., 2019). These studies
support the translation of LIV into a treatment that can improve
wound healing in human patients.

Limitations of this study include the small number of
parameters tested; two frequencies and two accelerations.
However, our finding that only the 45 Hz, 0.3 g protocol
improved wound healing narrows the solution space for pro-
healing parameters. The parameters were measured at the surface
of the vibrating plate; the actual vibrations experienced by the
wound could be different and would be extremely difficult to
measure. In addition, although we have identified growth factors
that are increased by LIV and are associated with angiogenesis,
granulation tissue formation and closure, the precise mechanisms
involved remain to be elucidated. Along the same lines, although
we assessed effects of LIV on re-epithelialization, granulation

and angiogenesis, more detailed analysis of the effects of LIV on
wound cells, including keratinocytes, fibroblasts, endothelial cells
and inflammatory cells awaits further study.

In summary, our findings demonstrate parameter-dependent
effects of LIV for improving wound healing and only
LIV with 45 Hz frequency and 0.3 g acceleration levels
increased angiogenesis, granulation tissue formation and re-
epithelialization associated with increased wound levels of IGF-1.
Importantly, the LIV protocol could easily be translated to
clinical trials for diabetic patients with chronic wounds.
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Traumatic amputation has been one of the most defining injuries associated with
explosive devices. An understanding of the mechanism of injury is essential in order
to reduce its incidence and devastating consequences to the individual and their
support network. In this study, traumatic amputation is reproduced using high-velocity
environmental debris in an animal cadaveric model. The study findings are combined
with previous work to describe fully the mechanism of injury as follows. The shock wave
impacts with the casualty, followed by energised projectiles (environmental debris or
fragmentation) carried by the blast. These cause skin and soft tissue injury, followed by
skeletal trauma which compounds to produce segmental and multifragmental fractures.
A critical injury point is reached, whereby the underlying integrity of both skeletal and
soft tissues of the limb has been compromised. The blast wind that follows these
energised projectiles completes the amputation at the level of the disruption, and
traumatic amputation occurs. These findings produce a shift in the understanding of
traumatic amputation due to blast from a mechanism predominately thought mediated
by primary and tertiary blast, to now include secondary blast mechanisms, and inform
change for mitigative strategies.

Keywords: biomechanics, traumatic amputation, fracture, blast injury, military, mouse, soil, sand

INTRODUCTION

Recent conflicts have seen improvised explosive devices (IEDs) rise as the insurgents’ weapon
of choice, where they have been the primary cause of military deaths (Clasper and Ramasamy,
2013). Outside of the military setting, use of IEDs by terrorist organisations has increased steadily
over the last 40 years (Edwards et al., 2016). One of the most common and defining injuries
of an IED explosion is of blast-mediated traumatic amputation (Ramasamy et al., 2009a). This
injury represents a significant cause of morbidity and mortality. It is associated with fatality either
directly through haemorrhage, or indirectly as a marker of other severe blast trauma (Mellor
and Cooper, 1989). With regards to morbidity, a US-Army study showed only a 2.3% return-to-
duty rate for soldiers who had sustained a traumatic amputation (of whom most had suffered
only partial hand or foot loss) (Kishbaugh et al., 1995). The 2013 Boston Marathon bombing
caused 17 lower limb traumatic amputations and a further 10 severe soft tissue extremity injuries
(King et al., 2015); the morbidity in these civilian injuries is likewise extensive with reduced
mobility, phantom limb pain, and an overall reduced quality of life reported (Sinha et al., 2011;
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Azocar et al., 2020). To limit future morbidity and mortality
through mitigative strategies, an accurate understanding of the
mechanism of injury is essential.

The mechanisms of injury due to an explosion in general
can be separated into five distinct categories: primary (direct
effects of the shock front over-pressurisation), secondary (injury
caused by energised projectiles propagated by the blast), tertiary
(bodily displacement, either directly or indirectly as a result of
the blast wind), quaternary (a miscellaneous category of injuries,
including burns), and quinary (non-explosion related effects
resulting in a hyper-inflammatory state, including through the
use of biological, chemical or nuclear products). The mechanism
of injury by which blast results in traumatic amputation is not
clearly understood. Several mechanisms of injury have been
proposed. The first proposed mechanism was hypothesised to
occur due to a combination of primary and tertiary blast
mechanisms, whereby the shock front over-pressurisation causes
diaphyseal fracture through shear and axial stress, followed by the
blast wind completing the amputation (Hull and Cooper, 1996).
Other proposed mechanisms of injury include tertiary blast
injury in isolation, as rapid lower limb movement propagated
by the blast wind results in traumatic amputation (Singleton
et al., 2014). Secondary blast injury has also been linked to
traumatic amputation, where single large fragments propagated
by the blast have resulted in “guillotine type” injuries (Hull
and Cooper, 1996). More recently, we have shown secondary
blast injury as a result of energised environmental debris to
be linked to causing traumatic amputation in an animal model
(Rankin et al., 2020a). Whilst we showed that high velocity
environmental debris (sandy gravel soil) can cause a cohort of
injuries, including traumatic amputation, the exact mechanism
by which the traumatic amputation had occurred was not
examined specifically.

With regards to the type of environmental debris, North
Atlantic Treaty Organization (NATO) standards for testing
protection against a buried explosive device defines the testing
conditions as utilising a soil type which is of a sandy
gravel composition (Nato/PfP Unclassified, 2006). Whilst the
mechanism by which energised sandy gravel soil causes traumatic
amputation is not clear, the process by which it propagates
following an explosion is known. When a buried explosive is
detonated, the resultant shockwave compresses this surrounding
sandy gravel soil. Immediately following this, gas from the
explosion is released at high velocity and acts to eject this
compressed soil at supersonic speeds, which rapidly decelerate to
below 600 m/s before impacting with casualties (Bowyer, 1996;
Tremblay et al., 1998). The soil is carried upwards from the
ground by the gas flow to project, dependent upon the soil’s
characteristics, at an angle of between 45 and 120 degrees, in a
cone shape. With dry soil, easier venting of gaseous detonation
products results in a wider spread. In contrast, water saturated
soil resists gaseous venting to a greater degree; this results in
a tunnelling effect and concentration of the soil in a vertical
direction, which may result in increased injury at the point of
impact (Grujicic et al., 2008; Ramasamy et al., 2009b). This
injury mechanism has previously been referred to as “sand blast”
(Webster et al., 2018).

A further variable which may affect injury risk is the size of the
propagated soil. Typical sandy gravel soil granulometry has been
described, with ideally distributed particle sizes ranging from 0.1
to 40 mm (Nato/PfP Unclassified, 2006). The effect that variations
in soil size or moisture content may have on the injury risk of
traumatic amputation is not known.

The aims of this study were (1) to replicate isolated traumatic
amputation in a cadaveric small animal mouse model, caused
by propagated high velocity sandy gravel soil (subsequently
referred to as “sand blast”), (2) to investigate and describe
the mechanism of injury of sand blast mediated traumatic
amputation, through high-speed video recording and injury
documentation, and (3) to investigate the effect of changes in
sandy gravel soil size and moisture content on the risk for
sustaining traumatic amputation.

MATERIALS AND METHODS

The experimental design and procedures were carried out in
compliance with the UK Animal (Scientific Procedures) Act
1986. Testing was conducted using an established model on
fresh-frozen cadaveric male MF-1 (out-bred, ex-breeder, wild
type) murine specimens (8–9 weeks of age, Charles River
Ltd., United Kingdom) (Rankin et al., 2019). Specimens were
stored at −20◦C and thawed at room temperature (21 ± 2◦C)
prior to testing.

Sandy gravel soil sizes were chosen based upon NATO
unclassified AEP-55 recommendations for typical sandy
gravel soil granulometry (Nato/PfP Unclassified, 2006). This
was subsequently scaled to the murine model based upon
recommended animal scaling parameters in blast, where the
scale is equal to the length of a parameter of the human
species divided by that of the animal species used (λL = L1/L2)
(Panzer et al., 2014). The thigh circumference of each species
was taken as the representative parameter for scaling, in view
of traumatic amputation of the lower limb as the primary
outcome. Median mouse thigh circumference was calculated
as 2.7 cm (range 2.4–3.2 cm) from specimens (n = 59), whilst
human thigh circumference was taken from literature as 55 cm
(White and Churchill, 1971). From this, a downscaling of
20× for sandy gravel size was utilized (λL = 55 / 2.7 = 20).
A minimum sandy gravel size cut-off of 0.1 mm was taken to
avoid sublimation of sandy gravel particles smaller than this
at high velocity.

Testing with different sandy gravel soil size and moisture
content was performed to ascertain for any difference seen in
injury risk. Three sandy gravel soil size ranges were tested,
consisting of (1) ideally distributed, (2) minimum, and (3)
maximum sandy gravel soil size range. These groups were further
subdivided into dry, or saturated with water prior to testing. Sand
saturated with water was formed by first submerging a sample of
dry sand into a beaker of shallow water (with sufficient quantity
to cover the total sand mass). The sand was then removed from
the beaker by means of a laboratory micro spatula and transferred
to absorbent tissue paper, to remove excess water. The sand
was subsequently transferred from the tissue paper via micro
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spatula to the hollow polycarbonate sabot, for use immediately
in an experiment.

This gave a total of six different sandy gravel soil test groups.
The ideally distributed sandy gravel soil size range chosen
consisted of sandy gravel as closely representative to human
scaled values, ranging from the human ideal particle size median
value to the 85th centile value, consisting of 60% sandy gravel
sized 0.1 to 0.3 mm, 20% sized 0.3 to 0.5 mm, and 20% sized 0.5
to 1 mm. The minimum sandy gravel soil size group consisted
of 100% sandy gravel sized 0.1 to 0.3 mm. The maximum sandy
gravel soil size group consisted of 100% sandy gravel sized 0.5 to
1 mm. The experimental sand sizes and distribution used (scaled
to human values) are shown alongside those recommended in
NATO AEP-55, ideally distributed particle sizes in Figure 1
(Nato/PfP Unclassified, 2006).

The sandy gravel was housed within a hollow polycarbonate
sabot which was loaded into the firing chamber of a double-
reservoir gas-gun system (Nguyen et al., 2018). Within this
system, a 2-litre reservoir charged with air or helium and a
Mylar R© diaphragm firing mechanism was used to accelerate
the sabot-sand unit down a 3-m-long, 32-mm-bore barrel.
The output velocity was controlled by the thickness of the
Mylar R© diaphragm. The reservoir section of the gas gun was
charged to a predetermined firing pressure, to accelerate the
sabot-sand unit to the desired velocity. The pressure was
maintained within the reservoir section by a Mylar R© diaphragm
of appropriate thickness (ranging from 50 to 150 µm). The
system utilises a priming section, which is charged to a pressure
below the rupture pressure of the diaphragm. This reduces
the pressure gradient across the mylar diaphragm (containing
the reservoir system) and prevents it from rupturing early, as
the reservoir is filled. The pressure in the prime section is
vented at the point of initiating firing of the gas gun, resulting

FIGURE 1 | Experimental sandy gravel sizes used, scaled to human values,
shown alongside ideally distributed particle sizes. (A) = human median value.
(B) = human 85th centile. (A) = lower limit of experimental sandy gravel range.
(B) = upper limit of experimental sandy gravel range. % pass (combined)
describes the percentage of total volume of sandy gravel passing a specific
sieve size; sieve size (mm) relates to the diameter of each hole within the sieve.

in rupture of the diaphragm, with release of the pressurised
gas. The gas-gun system accelerates the sabot-sandy-gravel
unit down a barrel to exit into a target chamber, where the
sabot is separated from the sandy gravel by a sabot stripper.
The sabot is halted at this point, while the sandy gravel
continues to travel toward the mouse specimen at the intended
terminal velocity.

Mice were secured in an upright posture on a steel mount of
10 mm diameter fixed within the target chamber, 50 mm distal to
the gas-gun outlet. A single cable tie across the thorax was applied
to secure the specimens in position on the mount, whilst leaving
the lower limbs exposed and freely mobile (Figure 2). The right
lower limb was centred in the midpoint of the path of the focused
sand blast. Experiments were then repeated with re-positioning
of the mount to target the contralateral limb.

The speed of the sandy gravel particles at the point of
impact with the specimen was estimated using high-speed
photography (Phantom VEO710L, AMETEK, United States) at
68,000-fps. An average velocity for the sand blast was determined
based upon identifying and tracking four unique points evenly
distributed across the sandy gravel. From this, the mean with
standard deviation of the velocity of the sand blast as a
whole was calculated.

A single control test was performed utilising the maximum
gas-gun pressure used previously with the absence of any sandy
gravel ejecta. This was performed in order to ascertain whether
any injurious effects are caused by the pressurised air alone. This
control test was performed on a single mouse specimen.

Prior to and following each test, mouse specimens underwent
radiographic imaging using a mini C-arm (Fluoroscan R©

InSightTM FD system, United States) to identify any lower limb
fractures. Following this, the specimens were reviewed to identify
lower limb traumatic amputation. Where a lower limb open
fracture was present with extensive soft tissue loss, the injury was
classified as a traumatic amputation.

Statistical Analysis and Development of
the Risk Function
The NCSS statistical software was used for statistical analysis
(version 12, UT, United States). A likelihood-criteria best-fit
analysis, with the aid of probability plots, was performed to
choose the distribution that best fit the data for each injury
type. The Weibull distribution was shown to be the best fit in
the majority of cases; hence, it was chosen as the probability
distribution to represent the risk for all injury types observed
in this study. Weibull survival analysis was used to examine
the association between sandy gravel velocity and traumatic
amputation. The Weibull regression model is P(v) = 1−
e−(v/λ)κ , where P is the probability of injury, v (the average
velocity of the sandy gravel) is the predictor variable, and
λ and κ are the corresponding coefficients associated with
the predictor variable. To derive the injury-risk curves, data
were classified as left censored where injury was present and
right censored where there was no injury. A post hoc two-
sample Kolmogorov-Smirnov test was performed to assess
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FIGURE 2 | (A) Schematic illustrating the experimental setup showing the gas-gun outlet with mounting platform and mouse. The mouse represented with a model.
(B) Aerial view of schematic illustrating initial sandy gravel stream passing through distal outlet to impact with offset lower limb of mouse. The mouse is represented
with a model.

for significant differences between the distribution of injury-
risk curves across groups. A Bonferroni corrected α value
of 0.0083 was used to compensate for multiple comparisons
(0.0083 = 0.05/6).

RESULTS

Fifty-nine cadaveric mice were used across experiments,
comprising of a total of 117 lower limbs impacted by high-
velocity sandy gravel soil, and one lower limb control specimen.
No injuries were seen in the control specimen. A gas-gun system

was used to accelerate the sandy gravel; the average sand blast
velocity at the exit of the gun’s barrel ranged from 20 ± 5 to
136 ± 5 m/s. A radiograph showing a mouse which sustained a
traumatic amputation due to high velocity sand blast is shown
in Figure 3. Supplementary Material Video 1 shows a 68,000
frames per second (fps) recorded video with an aerial viewpoint,
played at 30 fps, capturing sandy gravel soil travelling at 64 m/s as
it impacts a specimen. Supplementary Material Video 2 shows
a 68,000-fps recorded video with a side-on viewpoint, played at
30 fps, capturing sandy gravel impact at 130 m/s. Images from
Supplementary Material Video 2, showing the sequential stages
of sand blast impact, can be seen in Figure 4.
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FIGURE 3 | Radiograph of mouse injured with high velocity sand blast, sustaining a right sided lower limb traumatic amputation.

Images showing exemplar injuries sustained are shown in
Figure 5. These images show increasing severity of injury: initial
skin lacerations and superficial wounding only (A), skin and
underlying soft tissue injury (B), associated open fracture with
extensive tissue loss (C), and complete limb avulsion (D).

Risk of traumatic amputation increased with increasing sand
blast velocity across all groups. The 50% risk of traumatic
amputation ranged from 70 m/s (95% CI 63–77 m/s) in the
0.1–0.3 mm wet sandy gravel group to 77 m/s (95% CI 69–86
m/s) in the 0.5–1.0 mm dry sandy gravel group. No significant
differences between the distribution of injury-risk curves for
sandy gravel soil groups were seen, including across size ranges
and moisture content (Table 1). Full injury risk curves with 95%
CIs are shown in Figure 6, with the 25, 50, and 75% risks of injury
presented in Table 2.

DISCUSSION

The first aim of this study was to reproduce isolated traumatic
amputation due to sand blast in a cadaveric mouse model,
utilising a gas-gun system. We showed that high velocity sand

blast is an independent mechanism of injury causing traumatic
amputation, with extensive soft tissue and skeletal disruption
seen at high velocities. The injury curves presented (Figure 4)
show a clear link between increasing sandy gravel velocity and
likelihood of injury. For example, ideally distributed dry sandy
gravel showed a 25, 50, and 75% risk of traumatic amputation at
sand blast velocities of 62, 71, and 79 m/s, respectively.

We have previously demonstrated traumatic amputation in
conjunction with pelvic fractures, perineal injury and open
abdominal trauma, due to impact with a widely dispersed cloud
of high velocity sandy gravel, from an under-body blast position
(Rankin et al., 2020a). High velocity sand blast was implicated
in the mechanism of injury for traumatic amputation, however,
from the injury outcome data alone a characterisation of the
process was not possible. In the present study, we have utilised
a focused sand blast to impact the lower limb in isolation. This
has allowed us to characterise the pattern and development
of injury and provide a detailed account of the underlying
mechanism of injury. Based on these findings, we describe in
detail and characterise the process of traumatic amputation
due to high velocity sand blast: an initial bolus of compressed
sandy gravel soil is propagated at high velocity toward the
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FIGURE 4 | Images illustrating the stages of traumatic amputation secondary to high velocity sand blast. (A) Immediately pre-impact. (B) Point of initial impact. The
sandy gravel has begun to move through and around the tissues of the lower limb at high velocity. Due to the experimental setup the foot has evaded the trajectory
of the sandy gravel, whilst the limb above has begun to fragment and displace relative to the foot below. (C) The foot has been pulled upward into the trajectory of
the sandy gravel, whilst the skeletal and soft tissue above are now significantly fragmented and displaced. (D) The lower limb has now been entirely shattered and
displaced, with soft tissue stripping on the periphery of the blast now evident as the muscle is seen moving outwards. (E) As the sand blast dissipates, the remaining
surrounding soft tissues can be seen more clearly to be stripped and displaced. (F) Completed traumatic amputation. (A schematic to provide context of the animal’s
position and orientation is provided in Figures 2A,B).

casualty (Figure 4A). The initial impact results in superficial burst
lacerations and tears to the skin of impacted limbs (Figure 5A).
As the soil continues to propagate (Figure 4B), it progresses
to infiltrate deep to the skin, spreading out both within and
through tissue planes; this occurs through a series of multiple
microtraumas to the underlying fascia and muscular tissue,
where the sand blast damages and displaces these soft tissues
(Figure 5B). With sufficient velocity, the soil progresses to cause
a series of microfractures to the underlying skeletal structures
which compound to cause segmented or multifragmentary
fractures to the long bones of the lower limb; the ongoing
impact of soil to the soft tissues of the limb has at this stage
resulted in extensive soft tissue loss in association with long
bone fractures (Figure 5C). The skeletal and soft tissue are now
seen to be fragmented and displaced (Figure 4C). A critical
injury point is reached, whereby the underlying integrity of
both skeletal and soft tissues of the limb has been compromised
(Figure 4D). These tissues progress to be avulsed, whilst tissues
in the periphery are injured and propagated outward from
the point of maximal impact (Figure 4E). At this stage, a
completed traumatic amputation of the limb has occurred
(Figures 4F, 5D).

Multiple mechanisms of injury for blast-related traumatic
amputation have been described. The initial accepted mechanism
of injury was hypothesised to be due to the initial blast shock front
causing a diaphyseal fracture of the limb, with the subsequent
blast wind separating and amputating the limb at the point
of fracture. This theory was based on laboratory work with
a goat hind limb model, which showed that a diaphyseal
fracture occurred when a long bone was impacted with a
shock front but shielded from the subsequent blast wind or
any associated secondary blast injury (Hull and Cooper, 1996).
Of note, diaphyseal fracture occurred at distances of 0.5 m
proximity to the explosive, but not at 1 m, suggesting the
requirement for the casualty to be in close proximity to the
explosive for this mechanism of injury to occur (Hull and
Cooper, 1996). Further underpinning this mechanism was the
clinical association at the time of traumatic amputation to fatal
traumatic blast-lung injury, and a lack of through-joint traumatic
amputations (Mellor and Cooper, 1989; Hull et al., 1994). More
recent military data have questioned this theory. Data from
the recent conflicts in Iraq and Afghanistan showed no link
between traumatic amputation and primary blast-lung injury,
with a high proportion of amputees surviving their injuries;
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FIGURE 5 | Four separate injuries of worsening severity sustained following
impact with high velocity sand blast. (A) Burst lacerations and skin tears seen
at I. (B) Involvement of the underlying subcutaneous and muscular layers, with
muscle tears and stripping seen at II. (C) Associated open segmental femoral
fracture seen at III, with extensive surrounding soft tissue damage and loss.
(D) Complete limb avulsion with traumatic amputation seen at IV.

TABLE 1 | Two sample Kolmogorov-Smirnov test to assess for significant
differences between the distribution of injury risk curves.

0.1–0.3 dry 0.5–1.0 dry Mix dry 0.1–0.3 wet 0.5–1.0 wet

0.1–0.3 dry

0.5–1.0 dry 0.591

Mix dry 1.000 0.358

0.1–0.3 wet 0.841 0.095 0.841

0.5–1.0 wet 0.591 0.841 0.358 0.194

Mix wet 0.591 0.841 0.358 1.000 0.194

P values shown.

furthermore, a substantially higher incidence of through-joint
traumatic amputation was seen, again questioning the shockwave
mediated diaphyseal fracture mechanism of injury (Singleton
et al., 2014). In that study, we hypothesised that the blast wind
played a far more substantial role in the mechanism of injury for
traumatic amputation and could itself be a mechanism of injury
independent of other factors (Singleton et al., 2014).

Our previous work investigating pelvic fracture and vascular
injury due to a shock-tube mediated blast wave (consisting of
both a shock front and subsequent blast wind) using a cadaveric
mouse model, showed traumatic amputation rates following
blast far lower than what would be expected to be present in
association with the pelvic fractures and vascular injury seen,
as compared to battlefield data (Rankin et al., 2019, 2020b).
We subsequently showed that when an initial injuring force to
the lower limb occurred prior to impact with the blast wind,
traumatic amputation occurred. We concluded that the lower-
than-expected traumatic amputation rates were likely due to the
absence of any secondary blast injury from the experimental
model, to cause this initial injury (Rankin et al., 2019). The

current study has shown that high velocity sand blast (a
secondary blast-injury mechanism) can be in and of itself, an
independent mechanism of injury causing traumatic amputation.
Both shock tube and gas-gun experimental models are surrogates
of the blast environment. Both platforms provide parts of the
blast injury in isolation: a shock-tube system allows focused
study of the shock front and blast wind (primary and tertiary
blast injury) whilst the gas-gun system allows focused study
of energised environmental debris (secondary blast injury).
Both platforms have produced traumatic amputation, of varying
incidence rates, in a cadaveric animal model. In a blast
environment, all of these mechanisms (the primary shock front,
the secondary energised environmental debris, and the tertiary
blast wind causing bodily displacement) occur together. As
such, whilst each is possible of causing traumatic amputation in
isolation, the reality likely is that traumatic amputation is caused
by all three of these described mechanisms synergistically, to
varying degrees of each, dependent upon the blast conditions.
These mechanisms acting synergistically are thought to be
the causative factors for both military and civilian blast-
mediated traumatic amputation, where in the civilian setting
the sand blast effect is replaced by explosive fragmentation and
any surrounding environmental debris. Whilst other authors
have linked energised environmental debris following blast to
infection and delayed amputation, we are the first to implicate
it as a causative mechanism of injury for traumatic amputation,
either independently or in association with the shock front
and blast wind (Khatod et al., 2003; Covey and Ficke, 2016;
Rankin et al., 2020a).

The second aim of the study was to ascertain differences
to the risk of injury from different loading conditions of the
energised environmental debris, with reference to size and
moisture content. No significant differences were seen across
groups when comparing sandy gravel size (ideally distributed,
small, large), moisture content (dry or saturated with water),
or both. Whilst a type II error of non-significance is possible,
the P values obtained were far from reaching significance, with
values ranging from 0.194 to 1.0. As such, the data leads us
to accept the null hypothesis that neither sandy gravel size nor
moisture content increase the risk of traumatic amputation as
occurs following high velocity sand blast in this model. Of note,
the mass of sandy gravel was standardised across all experiments,
irrespective of sandy gravel size. As such, it could be concluded
that failure to reject the null hypothesis highlights that the total
mass and dissipation of energy is the determinant factor in
causing injury, as opposed to the individual size of any one piece
of environmental debris.

In the present study, the 50% risk of traumatic amputation
ranged from 70 m/s (95% CI 63–77 m/s) in the 0.1–0.3 mm wet
sandy gravel group to 77 m/s (95% CI 69–86 m/s) in the 0.5–
1.0 mm dry sandy gravel group. This compares to our previous
work which showed the 50% risk of traumatic amputation in the
mouse model to occur, following impact with a widely dispersed
high velocity sand blast cloud, at 247 m/s (95% CI: 222–274 m/s).
The same gas-gun system and standardised mass of sandy gravel
was used in both experiments. In our previous work, the sandy
gravel ejecta was widely dispersed to encompass a whole-body
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FIGURE 6 | Traumatic amputation (as per Figures 5C,D) risk curves as a function of average sandy gravel velocity. (A) 0.1–0.3 mm dry sandy gravel.
(B) 0.1–0.3 mm wet sandy gravel. (C) 0.5–1.0 mm dry sandy gravel. (D) 0.5–0.1 mm wet sandy gravel. (E) Combined (ideally distributed) dry sandy gravel.
(F) Combined (ideally distributed) wet sandy gravel. 95% CI represented with dashed lines.

field of impact, as occurs following blast, to best recreate the
boundary conditions of a blast scenario. As the present work
focused on traumatic amputation in isolation, a proportionately
greater mass of sandy gravel impacted with the lower limb of the

specimen. As such, a greater amount of kinetic energy is expected
to be imparted upon the lower limb, where kinetic energy is equal
to half of an object’s mass multiplied by the velocity squared.
It is therefore not unexpected that traumatic amputation was
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TABLE 2 | The velocities (m/s) at 25, 50, and 75% risk of injury (V25, V50, and V75,
respectively) for traumatic amputation across all group.

V25 (95%
CI) m/s

V50 (95%
CI) m/s

V75 (95%
CI) m/s

0.1–0.3 mm, dry 64 (52–80) 72 (63–83) 78 (67–90)

0.5–1.0 mm, dry 71 (60–85) 77 (69–86) 81 (74–89)

Ideally distributed, dry 62 (50–75) 71 (63–80) 79 (70–89)

0.1–0.3 mm, wet 65 (55–77) 70 (63–77) 74 (67–82)

0.5–1.0, wet 71 (62–81) 75 (68–82) 78 (72–85)

Ideally distributed, wet 67 (58–77) 71 (65–77) 74 (68–79)

95% confidence intervals (CI) in parenthesis.

seen to occur at a lower velocity than our previous work, nor
that any difference in injury risk curve distribution across groups
was seen, where the sandy gravel mass across these experiments
was standardised.

The current study used a focused sand blast impacting
specimens from the front. This experimental setup was utilised as
it most accurately allowed for traumatic amputation secondary
to high velocity sand blast to occur in a reproducible manner
and allowed for accurate characterisation of the injury process.
It is more likely in the combat environment, however, that sand
blast is encountered below the casualty and that the sand blast
projectiles scatter outwards, rather than to focus on a specific
target (the lower extremity as in this study). As such, the velocity
values obtained from our previous work, utilising an under-body
dispersing blast wave, are thought to more accurately represent
the velocities required to cause traumatic amputation secondary
to high velocity sand blast.

A limitation of the present study is that it was not possible
to alter the standardised mass of sandy gravel, due to the
experimental setup and customised sabots used in the delivery
of the sand. Future work could address this limitation with
further customised sabots, of differing sizes and geometry, to
accommodate varying sand masses.

Whilst the current study’s findings have shown sand blast
to be a mechanism of injury for traumatic amputation, scaled
animal models cannot be expected to be exact replicates of what
occurs in humans (Bowen et al., 1968; Bowyer, 1996; Panzer
et al., 2014). Irrespective of scaling, however, this study has shown
that sand blast causes significant and progressively worsening
injury at high and increasing velocities, resulting in extensive
soft tissue and skeletal disruption in the mouse model, and a
similar effect therefore should be expected in the human. Future
work reproducing high velocity sand blast could utilise human
cadaveric tissue, with a focus on protective equipment which may
mitigate this mechanism of injury.

This work has now allowed us to describe in detail the
complete injury mechanism of traumatic amputation. Following
the energy imparted by the initial shock wave (which itself may
cause skeletal trauma, if the casualty is sufficiently close to the
explosive), energised projectiles (sand blast; or fragmentation and
other environmental debris in an urban setting) are propagated at
high velocity toward the casualty. This causes initial lacerations to
the skin followed by continued progression through tissue planes,

as a series of microtraumas to the underlying fascia and muscular
tissue occurs. With sufficient velocity the energised projectiles
cause multiple fractures to the underlying skeletal structures,
which compound to cause segmental and multifragmental
fractures to the long bones of the limb. A critical injury point
is reached, whereby the underlying integrity of both skeletal and
soft tissues of the limb has been compromised. The blast wind
that follows these energised projectiles completes the amputation
at the level of the disruption, and traumatic amputation occurs.
In cases of through-joint amputations, the energised projectiles
and subsequent blast wind results in failure of the supportive soft
tissues (including the ligamentous structures, but with integrity
of the skeletal structures intact) to result in limb avulsion and
through-joint amputation.
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The Role of Cutaneous
Microcirculatory Responses in Tissue
Injury, Inflammation and Repair at the
Foot in Diabetes
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Diabetic foot syndrome is one of the most costly complications of diabetes. Damage to the
soft tissue structure is one of the primary causes of diabetic foot ulcers and most of the
current literature focuses on factors such as neuropathy and excessive load. Although the
role of blood supply has been reported in the context of macro-circulation, soft tissue
damage and its healing in the context of skin microcirculation have not been adequately
investigated. Previous research suggested that certain microcirculatory responses protect
the skin and their impairment may contribute to increased risk for occlusive and ischemic
injuries to the foot. The purpose of this narrative review was to explore and establish the
possible link between impairment in skin perfusion and the chain of events that leads to
ulceration, considering the interaction with other more established ulceration factors. This
review highlights some of the key skin microcirculatory functions in response to various
stimuli. The microcirculatory responses observed in the form of altered skin blood flow are
divided into three categories based on the type of stimuli including occlusion, pressure and
temperature. Studies on the three categories were reviewed including: the microcirculatory
response to occlusive ischemia or Post-Occlusive Reactive Hyperaemia (PORH); the
microcirculatory response to locally applied pressure such as Pressure-Induced
Vasodilation (PIV); and the interplay between microcirculation and skin temperature
and the microcirculatory responses to thermal stimuli such as reduced/increased
blood flow due to cooling/heating. This review highlights how microcirculatory
responses protect the skin and the plantar soft tissues and their plausible dysfunction
in people with diabetes. Whilst discussing the link between impairment in skin perfusion as
a result of altered microcirculatory response, the review describes the chain of events that
leads to ulceration. A thorough understanding of the microcirculatory function and its
impaired reactive mechanisms is provided, which allows an understanding of the
interaction between functional disturbances of microcirculation and other more
established factors for foot ulceration.

Keywords: diabetic foot, foot ulcer, microvessels, post-occlusive reactive hyperaemia, pressure-induced
vasodilation, LDI flare, plantar soft tissues
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DIABETES IS A GLOBAL HEALTH ISSUE

Diabetes is a common condition which has a considerable
impact on the health and economy of nations around the
world. There is an annual upsurge in the number of patients
being diagnosed with diabetes. The International Diabetes
Federation estimates that total global health-care spending on
diabetes more than tripled over the period 2003 to 2013
(World Health Organization, 2016). The estimated direct
annual cost of diabetes to the world is more than US$ 827
billion and the projected losses in gross domestic product
(GDP) for the period 2011 to 2030 is a total of US$ 1.7 trillion
worldwide incurred by both the direct and indirect costs
(World Health Organization, 2016). This indicates that
diabetes imposes a large economic burden on the global
health-care system and the wider global economy. As
diabetes is a chronic condition, many complications arise
as the disease progresses.

DIABETES COMPLICATIONS AND THE
ROLE OF MICROCIRCULATION

Microcirculation is vital for the efficient exchange of gases and
nutrients and the removal of the waste products of metabolism. In
addition, the cutaneous microcirculation plays an important role
in thermoregulation (Flynn and Tooke, 1992). Some of the
common complications of diabetes are retinopathy,
neuropathy, nephropathy, peripheral vascular diseases, and
diabetic foot syndrome. One of the important aspects that
resonate with all these complications is microcirculation.
Endothelial damage and dysfunction of the microvasculature
have been observed in various parts of the body such as the
eyes, kidneys and the foot in people with diabetes (Goldenberg
et al., 1959; Flynn and Tooke, 1992; Hile and Veves, 2003;
Williams et al., 2004; Boulton et al., 2006; Schramm et al.,
2006; Körei et al., 2016). Both structural and functional
microvascular disturbances (known as microangiopathy or
disease to small blood vessels) are commonly observed in
people with diabetes as a result of glycation related changes
that occur due to the prolonged hyperglycaemic state (Boulton
et al., 2006; Singh et al., 2014; Stirban et al., 2014). Besides,
glycation related direct changes in the microvessels, both sensory
and autonomic neuropathies contribute to the functional changes
of the microvasculature (Schramm et al., 2006). As early as in
1983 Parving et al. introduced the “haemodynamic theory” to
explain microangiopathy in diabetes (Flynn and Tooke, 1992;
Veves et al., 2006; Chao and Cheing, 2009). The theory proposes
that the increased microvascular blood flow triggers endothelial
injury response, followed by microvascular sclerosis (Flynn and
Tooke, 1992; Veves et al., 2006). This, in turn, may lead to
functional abnormalities such as impaired maximum
hyperaemic response, reduced tissue response to injury or
trauma, autoregulation of blood flow and changes to vascular
tone (Flynn and Tooke, 1992; Boulton et al., 2006; Veves et al.,
2006).

DIABETIC FOOT DISEASE AS A
SIGNIFICANT COMPLICATION AND THE
ROLE OF MICROCIRCULATION
In the foot, the adverse complications of diabetes are ulceration
and amputation. The annual population-based incidence of
diabetic foot ulcers is estimated to be 1.9–2.2% (Levin et al.,
2008). Once the skin on the foot is ulcerated, it is susceptible to
infections leading to an urgent medical problem (Bakker et al.,
2016). It is estimated that only two-thirds of diabetic foot ulcers
will eventually heal, but approximately 28% may result in some
form of lower extremity amputation (Bakker et al., 2016). Hence,
understanding the risks associated with foot ulcer development
and its course is crucial. While the role of peripheral vascular
disease and neuropathy resulting in diabetic foot ulcers is well-
established, more research is needed to understand the
contribution of microcirculation (Schaper et al., 2016).

The role of microcirculation in diabetic foot ulcers is a
continuing area of research, where there are many theories put
forth by several studies on microcirculation and the concept of
“small vessel disease” was proposed (Goldenberg et al., 1959).
Although this theory of an exclusive microvascular disease is
widely debated, historical evidence for structural and functional
microcirculation and related disturbances exist (Boulton et al.,
2006). Also, studies have shown that capillary pressure is
increased in the foot of people with diabetes due to
arteriovenous shunting caused by sympathetic denervation
(Deanfield et al., 1980; Flynn and Tooke, 1992; Boulton, 2000;
Korzon-Burakowska & Edmonds, 2006). Collectively, these
studies outline a critical role for microcirculation in ulceration.

With respect to diabetic foot ulcers, it is proposed that the
impaired microcirculatory response may induce microcirculatory
failure, resulting in tissue necrosis and ulceration (Flynn and
Tooke, 1992; Korzon-Burakowska & Edmonds, 2006). Although
microvascular disease may not be the single cause of pathogenesis
of diabetic foot ulcers, the co-existence of abnormal
microcirculatory function with both peripheral arterial disease
and neuropathy may be associated with tissue damage (Flynn and
Tooke, 1990; Boulton et al., 2006). This is supported by the
evidence from studies that demonstrate the role of
microcirculation in the development of ulceration, gangrene,
necrosis and wound healing (Flynn and Tooke, 1992; Boulton
et al., 2006; Levin et al., 2008; Lanting et al., 2017). Therefore,
understanding functional abnormalities is of importance when
studying diabetic foot ulcers.

INJURY, INFLAMMATION AND
SOFT-TISSUES

To gain a better understanding of microcirculatory function and
recognise appropriate methods to evaluate it, it is important to
look at the bigger picture of the body’s defence, injury,
inflammation and repair mechanisms. In the host defence
mechanism, both lymphatic and blood vessels play an
important role in an inflammatory response (Granger and
Rodrigues, 2016; Parnham, 2016). Changes in the
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inflammatory mediators are known to correlate with the risk of
developing a diabetic foot ulcer and inflammation is one of the
earliest signs of ulcer (Lanys et al., 2021). Inflammation is a
microcirculation-dependent tissue response to extrinsic and
intrinsic stimuli (Granger and Rodrigues, 2016). During such
an inflammatory response, the cardinal signs of inflammation
that can be observed are heat (calor), pain (dolor), redness
(rubor), and swelling (tumor), which may eventually lead to the
loss of tissue function. In general, microcirculation is highly
reactive to inflammatory response and plays a pivotal role in it
as all components of the microvasculature such as the arterioles,
capillaries, and venules respond and work towards the delivery
of inflammatory cells to the injured or infected tissue/site
(Granger and Senchenkova, 2010). The microvasculature
isolates the infected or injured region from the healthy tissue
and the systemic circulation, to facilitate tissue repair and
regeneration (Johnson, 1973; Granger and Senchenkova,
2010; Bentov and Reed, 2014). The inflammatory responses
of microcirculation include impaired vasomotor function,
reduced capillary perfusion, leukocytes and platelets
adhesion, activation of the coagulation cascade, enhanced
thrombosis, increased vascular permeability, and an increased
proliferation rate of blood and lymphatic vessels (Granger and
Senchenkova, 2010). Other common microcirculatory changes
result in shunting and hypoxia (reduced oxygen capacity of the
tissues) caused by endothelial cell injury induced by a severe
form of infection like sepsis, stasis of red blood cells due to
vascular resistance, increased distances in oxygen diffusion in
case of oedema owing to capillary leak syndrome (Guven et al.,
2020).

In the foot, defence mechanisms (stimulation–response) plays
a vital role. The role of microcirculation in wound repair and
healing is well-realised (Shapiro and Nouvong, 2011; Ambrózy
et al., 2013). Evidence suggests that despite the reasons behind an
ulcer incident, the microcirculatory role in the process of healing
remains the same and that the subpapillary perfusion plays a
major role in the formation of granulation tissue, which was
studied through the use of Laser Doppler Flowmetry system in
patients with venous ulcers (Ambrózy et al., 2013).
Microvasculature aids with tissue perfusion, fluid homeostasis,
cutaneous oxygen delivery and recruiting collateral vessels to
facilitate healing process (Bentov and Reed, 2014).
Transcutaneous Oxygen Pressure (TcPo2) technique allows the
measurement of cutaneous oxygen supply, which is found to be
reduced in type 2 diabetic patients with the foot at risk of
ulceration (Zimny et al., 2001). This was related to an
impaired neurogenic blood flow regulation, which may
contribute to capillary hypertension, endothelial dysfunction
leading to oedema and skin damage (Zimny et al., 2001).
Other non-invasive methods such as the measurement of skin
perfusion pressure allow to assess healing (wound is likely to heal
if pressure is above 30 mmHg) and to determine amputation
levels (Sarin et al., 1991; Shapiro and Nouvong, 2011). Newer
technology such as Laser Speckle Perfusion Imaging allows
visualising the blood in the microvaculatore in and around the
ulcer area, which may indicate the ability to heal (Shapiro and
Nouvong, 2011). However, this device images cutaneous

circulation to a depth no greater than 1 mm (Shapiro and
Nouvong, 2011). While recent research focuses on assessing
microcirculation to predict ulcer outcomes, further studies are
needed to gain a deeper understanding of the microcirculatory
changes in the ulcers with respect to the stages of healing for
better prediction of wound healing.

Although the responses of the inflammatory system are
regarded as defence mechanisms (stimulation–response) it
may also be considered as a homeostatic system that operates
continually to maintain organ and organism function (Tracy,
2006). Based on the dual nature of inflammation,
stimulation–response and homeostatic, research suggest the
use of biomarkers such as C-reactive protein or interleukin-6
to assess the activity level of the inflammatory process (Tracy,
2006). These biomarkers may represent normal homeostatic
function, a response to a pathological condition or to both,
which can take place to varying degrees depending on the
differences in the person, time and condition (Tracy, 2006).
Whilst in younger, healthier people, the biomarkers may likely
represent the ongoing homeostatic activity, with increasing age
and in the presence of underlying pathology such as chronic
inflammatory changes due to diabetes or triggered atherosclerotic
changes in cardiovascular conditions, these biomarkers may
indicate a stimulation–response type inflammation (Payne,
2006; Tracy, 2006; Pahwa et al., 2020). Overall, there is
consensus that inflammation biomarkers are independent
predictors of the future occurrence of chronic disease
outcomes and events (Tracy, 2006). Similarly, physiological
markers such as skin temperature, galvanic skin response and
perfusion measurements that indicate homeostatic and
stimulation-response in relation to microcirculation may be
pertinent to predict the future occurrences of chronic disease
outcomes or events such as ulcers.

ASSESSMENT OF MICROCIRCULATION

Diabetic foot ulcers are multifactorial and there are new and
emerging technologies that enable the assessment of these factors
to aid prevention and management. Some of the methods are
various nerve function tests (quantitative sensory testing,
vibration perception, galvanic skin response and sudomotor
activity testing), temperature measurement (infrared
thermography), biomechanical properties measurements
(plantar pressure and ultrasound indentation tests/
elastography), macrovascular assessments (ankle-brachial index
and toe brachial index) and microvascular assessments (TCPO2,
laser doppler flowmetry, hyperspectral imaging and laser speckle
contrast imager) and such (Pham et al., 2000; Naemi et al., 2017;
Balasubramanian et al., 2020; Lung et al., 2020). However, in this
review the main focus would be to discuss the assessment of
microcirculation in tissue injury and inflammation to better
understand its role in ulceration.

In the past, the key signs of inflammation were predominantly
detected through mere observation. However, nowadays contactless
and pain-free non-invasive techniques have facilitated objective
assessment of inflammatory signs, tissue injury responses, repairs
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and healing. Laser Doppler flowmetry (LDF) technique is one such
non-invasive technique, which allows assessment of microvascular
blood flow when reflection and scattering of the laser light occurs due
to the movement of the red blood cells (Nakamoto et al., 2012;
Balasubramanian et al., 2020). Although the depth the laser penetrates
is relatively low (∼1mm), it is a useful device for the evaluation of
cutaneous microcirculation. This device is gaining popularity in the
field of research in diabetes, cerebrovascular conditions, Raynaud’s
phenomenon and others. The use of LDF is being explored in
dentistry as well, especially for perioperative procedures to gain a
better understanding of soft tissue diagnosis. Apart from LDF, other
non-invasive methods used to evaluate microcirculation are Laser
Speckle Contrast Imager (LSCI) and photo-plethysmography. At
times, since small fibre nerve functions and thermal changes
influence microcirculation, methods such as quantitative sensory
testing, skin electrodermal activity assessment and thermography
are also used in conjunction with microvascular testing.

SCOPE OF THIS REVIEW

This narrative review of literature focuses on keymicrocirculatory
responses in relation to diabetic foot in order to understand some
of the functional aspects of microcirculation. Firstly, search terms
such as “Post-Occlusive Reactive Hyperaemia”, “PORH”
“pressure-induced vasodilation”, “PIV” and “skin blood flow”
“local application of pressure”, “LDI flare” and “axon-mediated
flare” were listed and used to identify articles (the search was not
limited to these terms only). PubMed andMedline databases were
searched to identify relevant publications in journals. Secondly,
the reference lists of the selected articles were scrutinised to find
additional studies. However, the data sources were not limited to
articles published in journals, but also included grey literature.
The sources for grey literature included: 1) Reports from
International Diabetes Federation and Diabete UK 2) Websites
of equipment manufacturers (Perimed AB, Moor Instruments,
FLIR and Impeto Medical Solutions) 3) OpenGrey, and 4)
Google. The articles of interest from MEDLINE, PubMed, and
PubMed Central (PMC) included in the review were identified
through the initial phase of title and abstract sifting.
Subsequently, after the title and abstract sifting, relevant
articles that adequately described cutaneous microcirculatory
responses were retrieved for further study. Later, the data were
extracted from relevant articles. Specific insights generated from
the literature are presented and discussed below.

VARIOUS MICROCIRCULATORY
RESPONSES AND THEIR ASSOCIATION IN
DIABETES FOOT-RELATED
COMPLICATIONS

The foot is continuously under mechanical stress due to weight-
bearing activities of daily living such as walking, exercise, and
standing. It is exposed to various trauma, physical injury due to
sudden or violent action, exposure to dangerous toxins or

repetitive mechanical stress. Some of the extrinsic factors for
trauma are thermal (Example: hot surfaces), mechanical
(Example: repetitive damage from ill-fitted shoes), and
chemical (Example: corn treatments) (Boulton, 2000;
Armstrong and Lavery, 2005; Boulton et al., 2006; Vanderah,
2007; Hawke and Burns, 2009). On the other hand, some of the
intrinsic factors that contribute to the risk of trauma are foot
deformity and glycation related changes in case of diabetes.

Both neuro and vascular aspects are essential for healthy foot
function. The nerves of the feet can respond to the thermal,
mechanical and chemical stimuli, provoking a reflex withdrawal
from the respective harmful stimulus (Hawke and Burns, 2009).
For instance, jerking the foot away from a sharp object. This
protective mechanismmay be absent due to neuropathy in people
with diabetes (Boulton et al., 2006; Hawke and Burns, 2009). On
the other hand, microcirculation is important for tissue injury
response to stimuli such as local heat or pressure (Abraham et al.,
2001; Korzon-Burakowska & Edmonds, 2006). Such
neurovascular mechanisms of the foot appear to play a vital
role to prevent tissue injuries.

Previous research shows that there are certain protective
microcirculatory responses to stimuli, which are controlled by
neural mechanisms, metabolic aspects, hormones and chemicals
(Guyton, 1991). A microcirculatory hyperaemic response is
induced on the application of a stimulus. This transient
hyperaemic response to various stimuli, witnessed by an
increase in blood perfusion is one of the measures to assess
microcirculatory function known as reactive hyperaemia.
Reactive hyperaemia is an indicator of the intrinsic ability of
an organ or tissue to locally autoregulate its blood supply, which
is found to be impaired in people with diabetes (Flynn and Tooke,
1992; Korzon-Burakowska & Edmonds, 2006; Merrill, 2008;
Klabunde, 2012). For the purpose of this review, based on the
select stimuli, the microcirculatory responses observed are
stratified into:

1) Vasodilation in response to occlusive ischemia or Post-
Occlusive Reactive Hyperaemia (PORH)

2) Microcirculatory response to locally applied pressure;
(a) Pressure-induced vasodilation (PIV);
(b) Reduced skin blood flow;

3) Interplay between microcirculation and temperature
-vasodilation in response to local heating

The reviewed studies demonstrate the inability of cutaneous
microcirculation to respond normally to non-painful stimulation,
such as the application of pneumatic pressure, local pressure and
local heating in people with diabetes (Fromy et al., 2002). This
may be significant in understanding tissue response to injuries.
During incidents of prolonged pressure, injury or infection, more
demands are made upon the capillary circulation (Flynn and
Tooke, 1992; Abraham et al., 2001). Owing to the
microcirculatory dysfunction, the hyperaemic response may be
impaired and tissue demands are not met (Flynn and Tooke,
1992). Vascular insufficiency to the tissues that leads to
breakdown may contribute to adverse complications and
increase the risk of ulceration (Flynn and Tooke, 1992).
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Nevertheless, there are very limited studies that evaluate the
vasodilatory responses to stimuli in subjects with diabetes.
Furthermore, only a handful number of research articles
address these vasodilatory responses in diabetic foot
syndrome, including ulcerated and non-ulcerated cohorts. Key
articles on this subject were appraised and discussed in this
review.

Vasodilation in Response to Occlusion or
Post Occlusive Reactive Hyperaemia
(PORH)
Reactive hyperaemia to occlusion is the transient increase in
blood flow in the organ or tissue that occurs following a brief
period of arterial occlusion. During the process of occlusion, the
blood flow goes to a biological zero that is defined as the “no flow”
Laser Doppler signal during a PORH test. Following the release of
the occlusion, blood flow rapidly increases, which is reactive
hyperaemia (Klabunde, 2012). This process is known as post-
occlusive reactive hyperaemia (PORH). During the hyperaemia,
the tissue becomes re-oxygenated and reperfusion occurs.
Simultaneously, the vasodilator metabolites are removed from
the tissue, which restores the vascular tone of the resistant vessels
causing the blood flow to return to normal (Klabunde, 2012). The
longer the period of occlusion, the greater the metabolic stimulus
for vasodilation leading to an increase in peak reactive
hyperaemia and duration of hyperaemia (Guyton, 1991; Larkin
and Williams, 1993; Klabunde, 2012). Based on the time taken to
occlude the blood supply to the tissue from few seconds to several
hours, the blood flow post-occlusion increases four to seven times
in the tissue than normal and lasts from few seconds to hours in
relation to the initial occlusion time (Guyton, 1991). Additionally,
depending upon the organ or tissue, maximal vasodilation as
indicated by peak flow varies (Klabunde, 2012).

PORH is predominantly an endothelial-dependent process,
however, it also aids combined assessment of both endothelial-
dependent and independent function (Maniewski et al., 2014;
Lanting et al., 2017). Hyperaemia occurs because of the shear
stress, the tangential frictional force-acting at the endothelial cell
surface caused by arterial occlusion (Maniewski et al., 2014). A
mechanical stimulation occurs when the shear stress vector is
directed perpendicular to the long axis of the arterial vessel
(Maniewski et al., 2014). The endothelium responds to this
mechanical stimuli, thereby, releasing vasodilatory substances
(Maniewski et al., 2014). The factors that are known to
contribute to vasodilation are myogenic, neurogenic, and other
local factors, such as potassium ions, hydrogen ions, carbon
dioxide, catecholamines, prostaglandins, and adenosine
(Maniewski et al., 2014; Lanting et al., 2017). Few studies
mention that endothelial nitric oxide and other endothelium-
derived agents, such as prostaglandins and endothelium-derived
hyperpolarizing factors are known to be involved in the
mechanism of PORH (Maniewski et al., 2014; Carasca et al.,
2017; Marche et al., 2017). However, some researchers contend
that nitric oxide and prostaglandins may not be contributing to
the mechanism (Cracowski et al., 2011; Maniewski et al., 2014). It
is argued that whilst nitric oxide is known to play a major role in

the vasodilation of macrovessels, endothelium-derived
hyperpolarizing factors are found to play a substantial role in
the dilation of microvessels (Quyyumi and Ozkor, 2006;
Cracowski et al., 2011). Apart from these substances, the
sensory nerves make a vital contribution to the PORH
mechanism (Larkin and Williams, 1993; Lorenzo and Minson,
2007; Cracowski et al., 2011; Lanting et al., 2017; Marche et al.,
2017). To summarise, various studies have shown that PORH
response is elicited with temporary tissue hypoxia upon occlusion
through the accumulation of vasodilators (substances that cause
the blood vessels to dilate or expand) and other complex factors
that are myogenic, endothelial, neurogenic and metabolic
(Guyton, 1991; Klabunde, 2012; Lanting et al., 2017).

The PORH test has a wide range of applications. Previously,
PORH has been used to assess microcirculatory function in
people with arterial diseases, certain ophthalmologic
conditions and cardiovascular disorders (Morales et al., 2005;
Maniewski et al., 2014; Carasca et al., 2017). It is impaired in
people with peripheral arterial disease and has been associated
with increased cardiovascular risk (Morales et al., 2005). The test
was observed to be useful as an early marker of cardiovascular
damage (Busila et al., 2015). PORH test is also used to assess the
altered microvascular reactivity in patients with advanced renal
dysfunction (Busila et al., 2015). Besides, the use of the PORH test
has also been explored in the area of diabetes.

A limited amount of research has been conducted in people
with diabetes using PORHmeasures, both in type 1 and 2. PORH
vasodilation is significantly decreased in patients with type 1
diabetes (Marche et al., 2017). In 1986, Rayman et al.
demonstrated the impaired hyperaemic response to injury in
people with diabetes for the first time (Rayman et al., 1986).
Prolongation of the hyperaemic reaction and decrease in response
was observed in patients with insulin-dependent diabetes and
peripheral occlusive arterial disease (Maniewski et al., 2014).
PORH is known to be impaired not only in adults but also in
children with type 1 diabetes (Schlager et al., 2012). The results
from children in terms of diabetic foot complications is as
important as the studies conducted in adults because of two
main reasons. Firstly, although this segment of the population is
less likely to be vulnerable to foot complications at a younger age,
but they are likely to develop complications as they advance in
age. Therefore, understanding the microvascular reactivity from
an earlier period may prove to be useful. Secondly, this particular
study explored other less commonly assessed variables such as
biological zero and reperfusion time, which can shed more light
on understanding PORH. It was identified that peak perfusion
was higher and biological zero was lower in children with type 1
diabetes in comparison to the controls. A key implication from
this study was that higher peak perfusion might reflect a decline
in the vasoconstrictive ability of arteriolar smooth muscle cells
upstream of capillary beds in children with type 1 diabetes
(Schlager et al., 2012).

Few studies have explored PORH more specifically in diabetic
foot complications (Cheng et al., 2004; Barwick et al., 2016;
Lanting et al., 2017). The presence of peripheral sensory
neuropathy in people with type 2 diabetes is found to be
associated with altered PORH in the foot (Barwick et al.,
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2016). A study on the relationship between active or previous foot
complication and PORH measured by LDF in people with type 2
diabetes revealed that the increase in time to Peak, which is a
variable that shows the time taken for a maximum flux post
occlusion, increased the likelihood of a participant having a
history of foot complication by 2% (Lanting et al., 2017). This
association was not reflected in people with an active foot ulcer
(Lanting et al., 2017). These findings in a cohort with type 2
diabetes with a previous history or existing foot-related
complications support the need for further investigation into
the relationship between measures of microvascular function and
development of diabetic foot complications, prospectively
(Lanting et al., 2017). Considering this evidence, it seems that
PORH is an interesting microcirculatory mechanism that may be
useful to assess a foot at risk. In future, their application may be a
useful indicator for determining the future risk of diabetic foot
complications, especially with ulcer prediction and prevention of
amputation.

Microcirculation in Response to Local
Application of Pressure
In the foot, the areas prone to high pressure such as the heel, the
great toe and areas under the metatarsal heads are at risk of
ulceration (Veves et al., 1992; Ledoux et al., 2013). Based on this,
many weight-bearing activities were considered to be a
contraindication to people with neuropathy (Kluding et al.,
2017). However, this has recently changed as there is emerging
evidence of positive adaptations of the musculoskeletal and
integumentry system to overload stress (Kluding et al., 2017).
Literature suggests that peripheral neuropathy may no longer be a
hindrance to promoting weight-bearing activity as it did not lead
to significant increases in foot ulcers (LeMaster et al., 2008).
However, in people with diabetes various other factors may
interplay with pressure such as increased stiffness of tissues,
aging related changes, presence of other comorbidities,
mobility and vascular issues. Studies show that the
accumulated mechanical stimulus affected blood perfusion in
the foot and should be considered when assessing the risk of
developing ulcers (Ledoux et al., 2013; Pu et al., 2018). However,
more understanding on the relationship between pressure
stimulus and microvascular responses could shed more light
on the effect of different levels of accumulated mechanical
stimulus on microvascular response and their significance in
an ulcer incident.

Responses to local mechanical stresses are mediated through a
considerable number and variety of cutaneous receptors and
some of these receptors are connected to the small fibres
(Abraham et al., 2001). The vasodilation to pressure strains
not only occur for noxious stimuli but also non-noxious
stimuli applied over a period (Abraham et al., 2001). Local
pressure strain to the skin is recognised to play a vital role in
cutaneous microcirculatory impairment (Fromy et al., 2000;
Abraham et al., 2001). It is presumed that this may be linked
to the development of cutaneous lesions such as pressure sores
and diabetic foot ulcers (Abraham et al., 2001; Fromy et al., 2002).
Two important microcirculatory responses to locally applied

pressure identified through the literature review are
discussed below.

Pressure-induced Vasodilation
The transient increase in cutaneous blood flow initially before it
decreases in response to a progressive locally applied pressure strain
is known as pressure-induced vasodilation (PIV). This
microcirculatory response appears to be a protective cutaneous
response that relies on the excitation of unmyelinated afferent
nerve fibres (Fromy et al., 2002; Koïtka et al., 2004; Körei et al.,
2016). PIV is considered to be more than a transient phenomenon
and an important physiological response allowing the skin to
respond adequately to mechanical stimuli (Abraham et al., 2001).
Cutaneous receptors in the skin respond to local mechanical stresses
such as local pressure strain and these receptors are found to be of
mechanothermal nature (Fromy et al., 2002). This response is noted
to be compromised in the aging population (Fromy et al., 2010;
Fouchard et al., 2019). Furthermore, the impairment of PIV is
postulated to contribute to the development of lesions such as
pressure ulcers and diabetic foot ulcers (Abraham et al., 2001;
Saumet, 2005; Vouillarmet et al., 2019).

The interplay between biomechanical factors and
physiological responses is well-realised in the development of
pressure ulcers, including in people with diabetes. Current studies
highlight PIV in relation to the development of pressure ulcers or
decubitus ulcers in the sacral region. As discussed above, one of
the key implications from the studies on PIV is that it is a
protective mechanism without which certain pressure-associated
lesions may develop and plausibly this could explain the high risk
of decubitus and plantar ulcers in people with diabetes (Abraham
et al., 2001; Fromy et al., 2002; Bergstrand, 2014). Although
pressure ulcers and plantar ulcers may differ in many ways, one of
the key causal pathways to foot ulceration is somatic motor
neuropathy that leads to small muscle wasting, foot
deformities, loss of sensation, increased plantar pressure and
repetitive trauma resulting in neuropathic foot ulcer
(Armstrong and Lavery, 2005). This suggests that local
pressure strain increases the vulnerability of the foot to
ulcerate. Similar to pressure ulcer development, reduced
physiological responses may induce local ischaemia and
reperfusion injury in the foot (Flynn and Tooke, 1992;
Coleman et al., 2014). A similar role of reduced
microcirculatory responses in foot ulcer development is widely
discussed in the literature (Flynn and Tooke, 1992; Boulton et al.,
2006; Korzon-Burakowska & Edmonds, 2006). This knowledge
can potentially be translated to diabetic foot ulcer prediction to
see if the microcirculatory response to local pressure and plantar
pressure have any association. This also accords with other
observations, which showed that people with impaired or
absent PIV are known to be at a higher risk to develop
pressure ulcers (Fromy et al., 2002; Braden and Blanchard,
2007; Bergstrand, 2014). Evidence shows that decreased
hyperaemic response and absence of PIV is known to increase
the risk of pressure ulcers (Bergstrand et al., 2014). However, very
limited research is available on PIV in human hand and feet in
relation to diabetes (Abraham et al., 2001; Koïtka et al., 2004).
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A particular study by Koitka et al. (2004) observed PIV at the
foot level in people type 1 diabetes (Koïtka et al., 2004). Since low
skin temperature in people with diabetes is known to interfere
with microcirculation, this research was performed in warm
conditions of 29.5± 0.2°C (Koïtka et al., 2004). The cutaneous
blood flow was studied at warm conditions using laser Doppler
flowmetry on the first metatarsal head in response to applied
pressure at 5.0 mmHg/min and PIV was found to be absent at
foot level in people with type 1 diabetes whereas it existed in
healthy subjects at 29.5±0.2°C (Koïtka et al., 2004). These findings
were attributed to an interaction between functional changes in
C-fibres and the endothelium in people with diabetes (Koïtka
et al., 2004). A similar study found PIV to be absent at low skin
temperature even in healthy subjects (28.7±0.4°C) (Fromy et al.,
2002). It was explained that a skin temperature close to 34°C was
optimal for the evaluation of skin vasomotor reflexes in the lower
limb and the nervous receptors involved in the PIV development
are mechanothermal, and not only mechanical (Fromy et al.,
2002). The results from Koitka et al. (2004) revealed that in the
same subjects the non-endothelial-mediated response to sodium
nitroprusside was preserved, whereas the endothelial-mediated
response to acetylcholine was impaired (Koïtka et al., 2004).
Therefore, suggesting the relevance of endothelial dysfunction
to PIV. Also, a previous study on PIV found that the absence of
vasodilatory axon reflex response to local pressure strain when
the capsaicin-sensitive nerve terminals were pre-treated with
local anaesthetic or chronically applied capsaicin (Fromy et al.,
1998). The capsaicin-sensitive nerve fibres are the small nerve
fibres and their role in neuropathic pain and related
complications, especially in people with diabetes is well-
established (Boulton et al., 2006). Thus, the researchers
speculated that the PIV, which is associated with the
stimulation of small fibre nerves, could be a missing link
between neuropathy and foot ulcers in diabetes (Koïtka et al.,
2004). In support of this, several studies have demonstrated that
damage to C-fibres have a great impact on skin, with disrupted
blood flow predisposing to foot ulcers (Vinik et al., 2001; Caselli
et al., 2003; Boulton et al., 2006; Themistocleous et al., 2014). As
previously discussed, impaired microcirculatory response to local
pressure strain may potentially make people with diabetes more
vulnerable to pressure strains and explain the high prevalence of
foot ulcer that occurs in diabetic patients (Koïtka et al., 2004).

The insights from the above-discussed studies suggest that PIV
is absent at the foot level in people with diabetes. Identifying the
point or stage of the disappearance of PIV in the foot, during the
disease progression through prospective studies, may help in
understanding the progression of neurovascular dysfunction in
the foot. On the other hand, since PIV may be absent from an
earlier stage, its capability to indicate risk for ulceration is
disputable and needs further research. Also, the current study
has observed PIV only at two sites, which was the head of the first
metatarsus and the area over the internal ankle bone in a small
sample size. More research is required to explore various regions
of the plantar aspect of the foot, especially in areas subject to
increased plantar pressure. The findings from such research can
aid to comprehend the association between PIV and plantar
ulcers and help identify foot at risk. Furthermore, it may aid to

bridge the research gap to understand the role of microcirculation
in the development of diabetic foot ulcers.

Reduced Skin Blood Flow to Locally Applied Pressure
As discussed earlier, PIV allows the skin blood flow to increase in
response to locally applied pressure. In the absence of the
transient PIV response, the cutaneous blood flow is observed
to progressively decrease with the application of increasing local
pressure (Fromy et al., 2002). The observed cutaneous blood flow
in response to locally applied pressure is found to be impaired in
people with diabetes owing to the combined effects of low
cutaneous temperature and alterations in microcirculatory
function (Fromy et al., 2002). Additionally, the presence of
neuropathy may aggravate the condition (Fromy et al., 2002).
This study used a laser Doppler flowmetry system and applied
local pressure using a specially designed apparatus at the internal
anklebone allowing for a 5.0 mmHg/min rate of pressure increase
(Fromy et al., 2000; Fromy et al., 2002). The skin blood flow
decreased significantly from baseline at much lower applied
pressure of 7.5 mmHg in people with diabetes in groups
without neuropathy and with subclinical or clinical
neuropathy at 6.3 mmHg in comparison to the healthy
controls at 48.8 mmHg (Fromy et al., 2002). The large
difference between these pressures reported within this study
indicate a plausible association between decreased skin blood flow
to local pressure and the development of decubitus and plantar
ulcers (Fromy et al., 2002). This hypothesis is consistent with the
one proposed by Koitka et al. (2004) who suggested an association
between microcirculatory dysfunction and the high prevalence of
foot ulcer (Koïtka et al., 2004). They also postulate that the arterial
wall and surrounding tissues are very compressible in people with
diabetes making them vulnerable to the development of pressure
ulcers (Fromy et al., 2002; Coleman et al., 2014). The application
of this knowledge to understand the role of microcirculation in
foot ulceration may potentially be useful.

Although the collated findings reveal the possibility of
decreased skin blood flow and PIV to be associated with
pressure ulcer development, more research is needed to
understand the mechanism in relation to diabetic foot
complications. The aetiology for decubitus ulcer and plantar
ulcers may vary, nevertheless, pressure remains as a common
contributing factor in both the incidents. Studies suggest
pressure-induced local ischaemia and reperfusion injuries in
relation to both pressure ulcers and diabetic foot ulcers (Flynn
and Tooke, 1992; Korzon-Burakowska & Edmonds, 2006;
Coleman et al., 2014; Shahwan, 2015). Understanding PIV,
reduced skin flow and other microcirculatory responses in
various regions prone to diabetic foot ulcers and in relation to
plantar pressure during standing or walking are important. The
need for such a study is further supported by the evidence from a
study that identified subjects who lacked PIV and reactive
hyperaemia in response to locally applied pressure, to be
particularly vulnerable to pressure exposure (Bergstrand, 2014;
Bergstrand et al., 2014). These subjects were stratified to be at a
higher risk for pressure ulcer development (Bergstrand, 2014;
Bergstrand et al., 2014). Thereby, translating the knowledge
generated from the studies on microcirculatory responses in
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the development of pressure ulcers to diabetic foot ulcers can
prove to be useful.

Interplay Between Microcirculation and
Temperature - Vasodilation in Response to
Local Heating
While specific literature on the microcirculatory responses
and temperature changes in response to plantar skin tissue
injuries and healing are limited, previous studies reviewed
microcirculatory assessments in various organs in people
with diabetes. The knowledge of microcirculatory
responses to temperature changes in other organs, can
reveal that external stimuli causes an increased
microvascular demand. This showcases the role of
cutaneous microcirculatory response in tissue injuries and
healing.

When injuries and repair occur, monitoring the conditions
between the skin, soft tissues or even after skin grafts can aid
better prognosis. A study explored the proposed theory that
conducive interface conditions between soft tissue and
prostheses are necessary for a better outcome with
prosthodontic treatment. This study by Nakamoto et al. (2012)
focused on the gingiva and mucosa surrounding anterior
implants and both LDF and thermographs were concurrently
used to elucidate the relationship between temperature and blood
flow as peri-implant soft tissues are often portrayed to have
decreased blood flow because of the lack of blood supply from
the periodontal ligament. The study also analysed the
morphological changes of the cutaneous microvasculature and
temperature changes between participants with and without bone
grafting associated with implant placement. The findings
suggested that soft tissue around implants showed decreased
blood flow compared with periodontal tissue in adjacent
natural teeth, despite the absence of clinical signs such as
chronic inflammation. The study also highlighted the
significance of bone quality to maintain blood flow in the soft
as the area around implants with bone grafting showed
significantly reduced blood flow. Many research studies
suggest that microcirculatory blood flow is influenced by
thermal changes and reportedly increases in proportion to
temperature to an extent, which is not limited to dentistry but
also in studies on other cutaneous microcirculation (Molnár et al.,
2015). However, the observed results by Nakamoto et al. (2012)
were contrary to this popular idea. The suggested explanation for
this was the involvement of deeper structures that modified the
thermal properties and the usually observed increase in
temperature was often associated with inflammation due to
infection such as periodontitis but not in case of tissue
surrounding implants (Baab et al., 1990).

Although the skin and the oral mucosa have certain
similarities and differences anatomically, they have some
comparable physiological properties. For instance, they play a
crucial role in the prevention of infections and act as a barrier
against exogenous or endogenous substances, pathogens, and
mechanical stresses (Liu et al., 2010). The dysfunction of these
barriers can compromise the integrity of the underlying tissue as

well. The combination of findings from the study provides some
support for the conceptual premise that the simultaneous
measurements of blood flow and temperature are useful to
evaluate the microcirculation of soft tissue behaviour in injury
and healing, and its significane even in the absence of noticeable
signs chronic inflammation. A similar study compared the
peripheral blood flow in the lower limbs during the local
heating tests with different temperature protocols in people
with diabetes mellitus and healthy participants (Filina et al.,
2017). The LDF was used to evaluate the adaptive changes of
the microvascular bed during thermal tests and the detection of
the preclinical stage of trophic disorders owing to disruption in
nutritional or nerve supply (Filina et al., 2017). Research suggest
that in the feet of patients with diabetic neuropathy, total skin
blood flow is increased due to an increased shunt flow due to
denervation (Harpuder et al., 1940; Schaper et al., 2008). Further
study in the area has shown that the increased anastomotic shunt
flow lead to either under- or over perfused nutritive capillaries
(Netten et al., 1996). Skin temperature measurements and LDF
were performed to record mainly shunt flow and capillaroscopy
to study nailfold capillary blood flow (Netten et al., 1996). The
study showed that in insulin-dependent diabetic patients with
neuropathy, the baseline skin temperature and capillary blood-
cell velocity was higher in comparison to those without
neuropathy and healthy control subjects (Netten et al., 1996).
The findings from the study highlighted the presence of
hyperperfused nutritive capillary circulation in the feet of
patients with diabetic neuropathy favouring the previously
discussed hyperdynamic hypothesis and in contradiction to
the capillary steal phenomenon to explain the decreased
healing potential in diabetic neuropathic foot ulceration.

As suggested by previous research, microcirculatory and
temperature measurements might become useful techniques to
evaluate healthy, infected, injured, inflamed and treated skin and
soft tissues of the foot (Netten et al., 1996; Gatt et al., 2018; Gatt
et al., 2020). But, there is abundant room for further progress in
determining if these two measurements may be useful for the
diagnosis or prognosis of foot ulcers. Such research may aid to
draw a margin between the compromised tissue and the
surrounding healthy tissue when determining the course of
treatment, surgery or even amputation. Furthermore,
comparative studies conducted on healthy vs inflamed/injured
tissue in the foot can help to identify early signs of dysfunction,
inflammation and injury in a foot in order to effectively manage
the condition. For instance, Ren et al. (2021) explored the
stimulation of microcirculation using simple thermal stimuli
such as infrared and warm bath in healthy adults to explore
the options in hope to design interventions to promote better
circulation in the lower extremities of the body in the geriatric
population and those suffering from diabetes who are likely to
have impaired microcirculation (Ren et al., 2021).

The vasodilation in response to local heating and the
neurogenic flare response to nociceptive stimuli is mediated by
an axon reflex involving C-fibres. This is studied using the laser
Doppler imager (LDI) and the induced flare response is known as
the LDI flare. The LDI flare area which is the area with the
hyperaemic response is known to be reflective of the small fibre

Frontiers in Bioengineering and Biotechnology | www.frontiersin.org September 2021 | Volume 9 | Article 7327538

Balasubramanian et al. Cutaneous Microcirculatory Responses of the Foot

41

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
www.frontiersin.org
https://www.frontiersin.org/journals/bioengineering-and-biotechnology#articles


function. Therefore, the size of the LDI flare is known to be
dependent on the C-fibre function and the underlying skin small
fibre neural network and its extent (Green et al., 2010; Vas et al.,
2012). Whereas, the LDI max (perfusion) in the skin immediately
beneath the heating probe is shown to be mediated by non-
neurogenic means and to reflect the endothelial function (Green
et al., 2010; Vas et al., 2012). Therefore, the intensity of the
hyperaemic response depends on the microvascular ability to
vasodilate. The site commonly studied is the dorsum of the feet
because the underlying skin is less influenced by the
thermoregulatory blood flow due to the absence of
arteriovenous anastomoses (Braverman, 2000). The method
used to assess this reflex involves local skin heating to 44°C
for 20 min or 6 min in a stepwise fashion: 44°C for 2 min, 46°C for
1 min and finally 47°C for 3 min in a temperature-controlled
room to evoke the flare followed by scanning the site using an LDI
to measure the area (Krishnan and Rayman, 2004; Green et al.,
2010; Vas et al., 2012). Another technique is also known to be
used to observe the hyperaemic response to local heating. This
involves the use of a skin-heating probe filled with deionized
water and heating to 44 °C to assess heat-induced vasodilation. In
summary, the LDI flare test in subjects shows reduced
microcirculatory response as well as a neurogenic flare in
people with either type 1 or two diabetes (Krishnan and
Rayman, 2004; Vas et al., 2012). It facilitates early diagnosis
of C-fibre dysfunction even before its detection by other
available methods such as the quantitative sensory testing,
which focuses on the testing of sensory abnormalities in the
areas of temperature change sensation, vibration, and pain
threshold testing (Example: Using equipment named
Computer Aided Sensory Evaluator–IV - case IV) (Krishnan
and Rayman, 2004). Therefore, the heat provocation or LDI
flare test is commonly used with a focus on LDI flare for the
assessment of C-fibre function than with a concentration on the
LDI max for evaluating the microcirculatory function. However,
the test can be used to assess not only C-fibre function but also

microcirculation, and additionally investigate their association
in neuropathy (Vas et al., 2012; Marche et al., 2017). This can
further clarify the link between microcirculation impairment
and tissue damage in light of impaired sensation.

CONCLUSION

Microcirculation plays a vital role in homeostatic and defence
states during tissue injury and inflammation. Firstly, the most
obvious finding to emerge from this review is the protective
role of microcirculation. Secondly, the impairment of
microcirculation and the possibility of it being the missing
link in the chain of events that leads to foot ulceration in
people with diabetes is clearly supported by the current
findings. Thirdly, assessment of microcirculatory structural
damages might be complex, however, the insights emerged
from this review has shown that there are responses such as
post-occlusive reactive hyperaemia, pressure-induced
vasodilation and vasodilation to local heating (LDI flare)
that are simple to assess. In conclusion, a thorough
understanding of the microcirculatory function and its
impaired reactive mechanisms is imperative and will
contribute extensively to understanding the soft tissue
biomechanics and aid to devise strategies for
comprehensive assessment of the diabetic foot. This, in
turn, will aid in prevention and early diagnosis of ulcers,
thereby, reducing amputations.
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Morphology and Mechanical
Properties of Plantar Fascia in Flexible
Flatfoot: A Noninvasive In Vivo Study
Zhihui Qian1, Zhende Jiang1, Jianan Wu1, Fei Chang2, Jing Liu1*, Lei Ren1,3* and
Luquan Ren1

1Key Laboratory of Bionic Engineering, Jilin University, Changchun, China, 2Orthopaedic Medical Center, The Second Hospital of
Jilin University, Changchun, China, 3School of Mechanical, Aerospace and Civil Engineering, University of Manchester,
Manchester, United Kingdom

Plantar fascia plays an important role in human foot biomechanics; however, the morphology
and mechanical properties of plantar fascia in patients with flexible flatfoot are unknown. In this
study, 15 flexible flatfeet were studied, each plantar fascia was divided into 12 positions, and the
morphologies andmechanical properties in the 12positionsweremeasured in vivowithB-mode
ultrasound and shearwave elastography (SWE). Peakpressures under the first to fifthmetatarsal
heads (MH)weremeasuredwith FreeStep. Statistical analysis included 95%confidence interval,
intragroup correlation coefficient (ICC1,1), one-way analysis of variance (one-way ANOVA), and
least significant difference. The results showed that thickness and Young’s modulus of plantar
fasciawere the largest at the proximal fascia (PF) and decreased gradually from the proximal end
to the distal end. Among the five distal branches (DB) of the fascia, the thickness and Young’s
modulus of the second and third DBwere larger. The peak pressureswere also higher under the
second and third MH. This study found a gradient distribution in that the thickness and Young’s
modulus gradient decreased from the proximal end to the distal end of plantar fascia in the
longitudinal arch of flexible flatfeet. In the transverse arch, the thickness and Young’s modulus
under the second and thirdDBwere larger than those under the other threeDB in flexible flatfoot,
and the peak pressures under the second and third MH were also larger than those under the
other three MH in patients with flexible flatfoot. These findings deepen our understanding of the
changes of biomechanical properties and may be meaningful for the study of pathological
mechanisms and therapy for flexible flatfoot.

Keywords: flexible flatfoot, plantar fascia, shear wave elastography, morphology properties, mechanical properties

INTRODUCTION

Plantar fascia is a ligament that attaches the calcaneus to metatarsals (Orchard, 2012). It plays an
important role in passive force transmission (Stecco et al., 2013). Its main task is to stabilize the arch
of the foot and reduce the influence of ground reaction force on metatarsal heads (MH) and the
longitudinal foot arch (Hicks, 1954; Ker et al., 1987; McKeon et al., 2015). There is a close
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relationship between plantar fascia and foot function, and studies
have shown that when plantar fascia changes, it will produce
clinical problems, for example, heel pain (Wearing et al., 2006).
Thus, research on plantar fascia has a broad interest.

During the past decades, numerous studies on plantar fascia
have been conducted. Guo et al. (2018) found a certain
relationship between the mechanical tension of plantar fascia
and fiber morphology. Chen et al. (2019a,b) found that people
who used forefoot strike were more likely to suffer from plantar
fasciitis. Tas and Cetin (2019a) focused on the relationship
between plantar pressure distribution and the morphology and
mechanical properties of plantar fascia. Welte et al. (2021)
revealed the effect of plantar fascia extensibility on the
windlass mechanism of plantar fascia. Wang et al. (2019)
illustrated the morphology and mechanical properties of
plantar fascia in normal feet. These studies strengthen the
understanding of the mechanical properties of plantar fascia in
normal feet. However, to the author’s knowledge, themorphology
and mechanical properties of the whole plantar fascia of flexible
flatfeet have not been reported to date.

Flatfoot is a common foot posture abnormality, with the
highest incidence of 78% (Sung, 2016), and is characterized by a
low medial longitudinal arch (Pehlivan et al., 2009). Flatfoot can be
divided into rigid flatfoot and flexible flatfoot. Rigid flatfoot means
that the medial longitudinal arch is always missing in both load-
bearing and nonload-bearing positions. Flexible flatfoot means that
the medial longitudinal arch is missing only in the load-bearing
position, while in the nonload-bearing position, it is the same as that
of a normal foot (Carr et al., 2016). The abnormal structural changes
of the flexible flatfoot under load will gradually lead to changes in the
morphology and mechanical properties of the plantar fascia, which
may lead to plantar fasciitis and other diseases. The changes in the
morphology and mechanical properties of plantar fascia will in turn
affect the foot kinematics of patients with flatfoot, resulting in clinical
symptoms such as patellar tendinopathy and medial tibial stress
syndrome (Kohls-Gatzoulis et al., 2004; Van der Worp et al., 2011;
Hamstra-Wright et al., 2015). Studies have shown that the potential
cause of plantar fasciitis is the abnormal morphology and
mechanical properties of plantar fascia (Wearing et al., 2006; Wu
et al., 2011).

Therefore, the objective of this study was to investigate the
morphology and mechanical properties of plantar fascia of
patients with flexible flatfoot by B-mode ultrasound and shear
wave elastography (SWE) in vivo. A comprehensive analysis was
conducted combined with plantar pressure measurement. The
results of the study may provide a meaningful reference and basis
for analysis of the pathological mechanism and rehabilitation in
patients with flexible flatfoot as well as more accurate definitions
for foot finite element models.

METHODS

Ethics Statement
This study was based on the principles outlined in the Helsinki
Declaration, which was approved by the Ethics Committee of the
Second Hospital of Jilin University (No. 2020085). All volunteers

who participated in the study signed written informed consent
agreements.

Selection of Research Subjects
The subjects of this experiment were patients with flexible flatfeet.
They had the typical characteristics in that the medial longitudinal
arch was missing only in the load-bearing position, while in the
nonload-bearing position, it was the same as that of a normal foot
(Carr et al., 2016). An intelligent scanner was employed to confirm
the diagnosis and severity of flatfeet, of which the diagnostic
principle was the arch index proposed by Cavanagh et al.
(1987). The arch index was widely accepted and adopted
(Wearing et al., 2004; Wong et al., 2012; Nirenberg et al., 2020;
Wang et al., 2020). The inclusion criteria were as follows: 1) healthy
male, 20–30 years old; 2) the diagnosis being flexible flatfeet; and 3)
no history of other foot diseases. The exclusion criteria were as
follows: 1) rigid flatfeet; 2) a history of foot trauma or surgery; 3)
presence of systemic diseases that may affect plantar fascia, such as
rheumatoid arthritis, diabetes, and gout; and 4) the presence of
diseases that affect local plantar fascia, such as calcaneal spur or
nodular fasciitis and plantar fibromatosis. Finally, 10 volunteers
with 15 flexible flatfeet were included, and the basic characteristics
of the volunteers were age, 26.2 ± 1.6 years; weight, 65.2 ± 2.2 kg;
height, 175.2 ± 2.7 cm.

Test Device and Procedure
The subjects were asked to avoid intense sports 1 week before the
test. B-mode and SWE mode of an Aixplorer ultrasonic scanner
(Aixplorer ultrasonic imager, Aix-en-Provence, France) were
used to measure the thickness and Young’s modulus of plantar
fascia, respectively. The linear transducer frequency was 10–2MHz

FIGURE 1 | The experimental device and the position of the subjects.
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for this study. The sampling depth was adjusted according to the
positions of plantar fascia. It was set at 1.5–2.5 cm to include the
whole plantar fascia, and the mechanical index was 1.0 in this
study. During measurement, each subject lay prone on the
examination bed, with the lower limbs straight and the feet
hanging naturally (Haen et al., 2017) on the edge of the
examination bed (Figure 1). The upper body and legs were relaxed.

In order to observe the entire changes in the plantar fascia, it
was divided into four main regions: proximal fascia (PF), middle
fascia (MF), five branches of fascia (BF1-BF5), and five distal
branches (DB1-DB5), 12 positions in total (Figure 2). The PF was
measured at a point 1 cm away from the insertion to the
calcaneus. The location of the five DBs was defined as the
farthest end where the plantar fascia has not been fused with
joint capsule. The ultrasonic transducer was parallel to the plantar
fascia, and the thickness of plantar fascia was measured in the
middle of every position. Subsequently, the elastic measurement
via SWE was performed. The width of the square-shaped
elastography window (region of interest, ROI) was as large as
possible, and the height was set to include the complete plantar
fascia. Q-BoxTMTrace was used to measure Young’s modulus
(maximum, minimum, and average, in kPa) of plantar fascia with
a length of 1 cm at each position, and Young’s modulus scale was
adjusted to 0–600 kPa (Wang et al., 2019). Additionally, the mean
Young’s modulus value was used for the data analysis in the
study. At each position, Young’s modulus and thickness of
plantar fascia were measured three times.

Plantar Pressure Measurement
FreeStep (Sensor Medica, Italy) was employed to detect the plantar
pressure of the subjects during level walking. Subjects were requested
to walk normally, without rushing, acceleration, or deceleration.
Data were collected barefoot at a self-selected speed (Rao et al., 2011;
Hillstrom et al., 2013) along a 2mwalkway, and the walking velocity
was 1.33 ± 0.97 m/s. The peak pressures under the first to fifth MH
were measured during the push-off stage.

Statistical Analysis
IBM Statistical Package for the Social Sciences (SPSS) statistical
software version 26.0 (SPSS Inc., Chicago, IL, United States) was
used to analyze all the data. The 95% confidence interval (95% CI)
and intragroup correlation coefficient (ICC1,1) were used to measure
and evaluate the reliability of plantar fascia thickness and Young’s

modulus. Generally, the values of ICC1,1 in the ranges of 0–0.40,
0.41–0.6, 0.61–0.79, and 0.8–1.0, respectively, indicate poor,
medium, good, and excellent reliability. At the same time, the
one-way analysis of variance (one-way ANOVA) was used to
compare the differences between different positions of plantar
fascia. If the result of one-way ANOVA was p < 0.05, least
significant difference was used to compare the differences
between every two positions of plantar fascia. For least significant
difference, P values we used had been corrected by the number of
pairwise comparisons. Statistical difference was defined as p < 0.05.
In order to better understand the spatial distribution in thickness and
Young’s modulus of plantar fascia, an exponential function (first-
order exponential decay) was used to fit and analyze the variation
trend of plantar fascia from the calcaneal to the five DB.

RESULTS

Intragroup Correlation Results of Thickness
and Young’s Modulus
The intragroup correlation results of the thickness and Young’s
modulus of the 15 flatfeet are listed in Table 1. The ICC1,1 ranged

FIGURE 2 | The measuring positions of the plantar fascia.

TABLE 1 | Intragroup correlation results of thickness and Young’s modulus in 15
flexible flatfeet.

Foot identity Thickness Young’s modulus

ICC1,1 95%CI 95%CI ICC1,1 95%CI

#1 0.994 (0.984, 0.998) 0.999 (0.998,1.000)
#2 0.991 (0.977, 0.997) 0.995 (0.987,0.999)
#3 0.994 (0.985, 0.998) 0.996 (0.989,0.999)
#4 0.987 (0.964, 0.996) 0.999 (0.996,1.000)
#5 0.981 (0.950, 0.994) 0.998 (0.994,0.999)
#6 0.986 (0.963, 0.996) 0.997 (0.991, 0.999)
#7 0.977 (0.938, 0.993) 0.996 (0.989,0.999)
#8 0.995 (0.986, 0.998) 0.988 (0.968,0.996)
#9 0.988 (0.969, 0.996) 0.992 (0.979,0.998)
#10 0.979 (0.944, 0.993) 0.996 (0.990, 0.999)
#11 0.979 (0.945, 0.993) 0.995 (0.987, 0.999)
#12 0.976 (0.938, 0.993) 0.996 (0.989, 0.999)
#13 0.981 (0.950, 0.994) 0.985 (0.961, 0.995)
#14 0.981 (0.951, 0.994) 0.993 (0.980, 0.998)
#15 0.988 (0.969, 0.996) 0.999 (0.996,1.000)
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from 0.976 to 0.995 and the corresponding 95% CI was 0.938,
0.998 for thickness of plantar fascia. The ICC1,1 ranged from
0.985 to 0.999 and the 95% CI was 0.961, 1.000 for Young’s
modulus of plantar fascia.

Distribution Pattern of Thickness and
Young’s Modulus of Plantar Fascia
The results of thickness and Young’s modulus of plantar fascia of
15 flexible flatfeet are shown in Figure 3. The results showed that
both the thickness and Young’s modulus of plantar fascia
decreased gradually from the proximal end to the distal end.
Among the five DB, the thickness and Young’s modulus of the
second and third branches were larger than the other three.

The one-way ANOVA was used to compare the differences
between different positions of plantar fascia. If the result of one-
way ANOVA was p < 0.05, least significant difference was used to
compare the differences between every two positions of plantar
fascia. The one-way ANOVA results showed that the differences
in thickness and Young’s modulus between different positions
were statistically significant (p < 0.05). Least significant difference
results showed that, in terms of plantar fascia thickness, PF >MF
> all the five BFs > all the five DBs. Among the five DBs, DB2 and
DB3 > DB1 and DB4 > DB5. The differences were statistically
significant (p < 0.05). There was no statistical difference between
DB2 and DB3, and there was also no statistical difference between
DB1 and DB4 (Table 2). For Young’s modulus, PF >MF > all the
five BF > the corresponding position of DB. Among the five DBs,
DB2 >DB4 and DB5; DB3 >DB1 and DB4 and DB5; DB1 >DB5.
All the differences were statistically significant (p < 0.05). There
was no statistical difference between DB2 and DB3, and no
statistical difference was found between DB2 and DB1. There
was also no statistical difference between DB4 and DB5 (Table 3).

Peak Pressure Distribution Under Five MHs
The peak pressure under five MHs of 15 flexible flatfeet is shown in
Figure 4. The pressures under the second and thirdMHwere higher
than those under the other three MH, and the differences were

statistically significant (p < 0.05) (Table 4). This distribution pattern
is similar to the thickness and Young’s modulus in the five DBs.

Spatial Distribution of Plantar Fascia
Thickness and Young’s Modulus
In order to better understand the spatial distribution in thickness
and Young’s modulus of plantar fascia, an exponential function
(first-order exponential decay) was used to fit and analyze the
variation trend of plantar fascia from the calcaneal to the five DB.

The spatial distribution of plantar fascia thickness and
Young’s modulus of foot #1 is shown in Figure 5. The results
showed that the thickness and Young’s modulus of plantar fascia
were the largest at the calcaneus tubercle, and the thickness and
Young’s modulus of five fascial bundles gradually decreased as
plantar fascia extended from the calcaneus to the five toes. The
spatial distribution of thickness and Young’s modulus in the
other 14 flexible flatfeet also showed a similar tendency. The
thickness and Young’s modulus of plantar fascia of 15 flatfeet at
PF and five DBs are shown in Figure 6.

DISCUSSION

This study investigated the morphology and mechanical
properties of plantar fascia of patients with flexible flatfoot by
B-mode ultrasound and ultrasonic elastography in vivo. A
comprehensive analysis was conducted combined with plantar
pressure measurements.

In order to evaluate the accuracy of the data, the repeatability
of the thickness and Young’s modulus data was analyzed in all 15
flexible flatfeet. The results showed that all the values of ICC1,1

were more than 0.9, which indicated that the data of the study had
good reliability. At the same time, a previous study reported that
B-mode ultrasound was a reliable and reproducible method for
detecting the thickness of plantar fascia and SWE mode was a
reliable and reproducible method for detecting the elasticity of
plantar fascia (Wang et al., 2019).

FIGURE 3 | The thickness (A) and Young’s modulus (B) of plantar fascia of 15 flexible flatfeet.
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Plantar fasciitis is one of the most common foot
musculoskeletal diseases in primary diagnosis and treatment
institutions (Thing et al., 2012; Young, 2012), and it is more

likely to occur in patients with flatfoot than with normal foot
(Riddle et al., 2003). It is characterized by heel pain after rest
because it mainly affects the plantar fascia inserted into the

TABLE 2 | P value of least significant difference results between different positions in thickness of plantar fascia.

Position/
Thickness (mm)

MF BF1 BF2 BF3 BF4 BF5 DB1 DB2 DB3 DB4 DB5

PF (0.265 ± 0.045) 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a

MF (0.192 ± 0.018) — 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a

BF1 (0.146 ± 0.016) 0.000a — 0.33 0.024a 0.452 0.048a 0.000a 0.000a 0.000a 0.000a 0.000a

BF2 (0.150 ± 0.015) 0.000a 0.33 — 0.2 0.824 0.003a 0.000a 0.000a 0.000a 0.000a 0.000a

BF3 (0.155 ± 0.015) 0.000a 0.024a 0.2 — 0.133 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a

BF4 (0.149 ± 0.015) 0.000a 0.452 0.824 0.133 — 0.006a 0.000a 0.000a 0.000a 0.000a 0.000a

BF5 (0.138 ± 0.015) 0.000a 0.048a 0.003a 0.000a 0.006a — 0.000a 0.002a 0.003a 0.000a 0.000a

DB1 (0.114 ± 0.012) 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a — 0.003a 0.003a 0.942 0.000a

DB2 (0.126 ± 0.013) 0.000a 0.000a 0.000a 0.000a 0.000a 0.002a 0.003a — 0.96 0.004a 0.000a

DB3 (0.126 ± 0.012) 0.000a 0.000a 0.000a 0.000a 0.000a 0.003a 0.003a 0.96 — 0.003a 0.000a

DB4 (0.114 ± 0.012) 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.942 0.004a 0.003a — 0.004a

DB5 (0.103 ± 0.013) 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.006a 0.000a 0.000a 0.004a —

aDifference was statistically significant.
P values have been corrected (multiplied by k); k represents the number of pairwise comparisons. There were 12 positions; thus, k � 66.
“/” � the same position.

TABLE 3 | P value of least significant difference results between different positions in Young’s modulus of plantar fascia.

Position/
Young’s modulus (KPa)

MF BF1 BF2 BF3 BF4 BF5 DB1 DB2 DB3 DB4 DB5

PF (268.662 ± 65.970) 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a

MF (156.407 ± 35.046) — 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a

BF1 (96.302 ± 20.356) 0.000a — 0.399 0.126 0.015a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a

BF2 (101.060 ± 18.322) 0.000a 0.399 — 0.492 0.001a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a

BF3 (104.938 ± 21.512) 0.000a 0.126 0.492 — 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a

BF4 (82.553 ± 21.637) 0.000a 0.015a 0.001a 0.000a — 0.001a 0.000a 0.000a 0.013a 0.000a 0.000a

BF5 (63.860 ± 18.791) 0.000a 0.000a 0.000a 0.000a 0.001a — 0.09 0.613 0.404 0.001a 0.000a

DB1 (54.271 ± 15.303) 0.000a 0.000a 0.000a 0.000a 0.000a 0.09 — 0.233 0.011a 0.084 0.024a

DB2 (61.004 ± 16.479) 0.000a 0.000a 0.000a 0.000a 0.000a 0.613 0.233 — 0.18 0.004a 0.001a

DB3 (68.567 ± 16.750) 0.000a 0.000a 0.000a 0.000a 0.13 0.404 0.011a 0.18 — 0.000a 0.000a

DB4 (44.500 ± 8.578) 0.000a 0.000a 0.000a 0.000a 0.000a 0.001a 0.084 0.004a 0.000a — 0.598
DB5 (41.524 ± 10.270) 0.000a 0.000a 0.000a 0.000a 0.000a 0.000a 0.024a 0.001a 0.000a 0.598 —

aDifference was statistically significant.
P values have been corrected (multiplied by k); k represents the number of pairwise comparisons. There were 12 positions; thus, k � 66.
“/” � the same position.

FIGURE4 | The peak pressure under the fivemetatarsal heads (MH1–MH5) (A), the thickness (B), and Young’smodulus (C) in the five distal branches of the plantar
fascia in 15 flatfeet.
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calcaneus (Huang et al., 2000). The pain can also extend along the
length of the plantar fascia (Thomas et al., 2016; Babatunde et al.,
2019). In this study, the maximum Young’s modulus of proximal
plantar fascia was 387.1kPa, while that of a normal foot was about
300kPa (Wang et al., 2019). Studies showed that there was a
positive correlation between Young’s modulus and tendon force
(Yeh et al., 2013; Yeh et al., 2016). Thus, the increased Young’s
modulus of the proximal plantar fascia indicates that the plantar
fascia bears greater stress, leading more easily to the degeneration
of plantar fascia (Huffer et al., 2017). The increase of Young’s
modulus in plantar fascia near calcaneus attachment in patients
with flatfoot may provide a theoretical explanation for the high
incidence of plantar fasciitis in patients with flatfoot.

The results of the study showed that the plantar fascia of the
flexible flatfoot was spatially dependent from proximal to distal,
and the thickness and Young’s modulus of the five branches
decreased gradually from proximal to distal. The differences
between different parts were statistically significant. This feature
of gradient changes is consistent with the results in normal plantar
fascia (Wang et al., 2019). In the finite element model, the plantar
fascia is often regarded as a linear elastic material, and the whole
plantar fascia has the same Young’s modulus (Phan et al., 2021).
Thus, the spatial distribution feature (different Young’s modulus in
different regions) obtained in this study is helpful to define more
accurate material properties for flatfeet finite element models to
achieve more meaningful simulation results.

However, among the DB, Wang et al. (2019) showed that the
thickness and Young’s modulus between the five branches of the
normal plantar fascia were the greatest under the firstMH, while this
study showed that the thickness and Young’s modulus under the
second and third MH were greater in patients with flexible flatfoot.
At the same time, this study showed that the peak pressures under
the second and third MH were greater than that under the fourth
and fifth MH, which was consistent with the results of Buldt et al.
(2018) andHillstrom et al. (2013). It is speculated that this resultmay
be due to the difference in the degree of collapse of the medial and
lateral longitudinal arches in patients with flexible flatfoot. These
results indicate that, in patients with flexible flatfoot, the degree of
collapse of the medial longitudinal arch is more than that of the
lateral arch, resulting in higher force and higher pressure on the
medial side in the push-off phase. The stronger pressure stimulates
plantar fascia, leading to its degeneration (Wearing et al., 2006).
Shiotani et al. (2019) also noted that plantar fascia is mechanically

stretched, so the morphology and mechanical properties of plantar
fascia may be adapted to stress accumulation.

The center of pressure (COP) is defined as the centroid of the
pressure distribution at a series of moments in time as the ground
reaction is applied over the plantar surface of the foot (Cho and
Choi, 2005). It was found that the peak pressures under the

TABLE 4 | P value of least significant difference results between different positions
in peak pressure.

Position MH1 MH2 MH3 MH4 MH5

MH1 (1278.400 ± 258.050) — 0.000a 0.000a 0.411 0.000a

MH2 (1526.400 ± 338.292) 0.000a — 0.927 0.411 0.000a

MH3 (1531.200 ± 323.522) 0.000a 0.927 — 0.000a 0.000a

MH4 (1321.200 ± 243.951) 0.411 0.000a 0.000a — 0.000a

MH5 (1094.800 ± 246.413) 0.000a 0.000a 0.000a 0.000a —

aDifference was statistically significant.
P values have been corrected (multiplied by k); k represents the number of pairwise
comparisons. There were five positions; thus, k � 10.
“/” � the same position.

FIGURE 5 | The curve of the thickness and Young’s modulus of the plantar
fascia from the calcaneus to the five distal branches in foot #1: (A) thickness of the
first branch, (B) Young’s modulus of the first branch, (C) thickness of the second
branch, (D)Young’smodulus of the secondbranch, (E) thickness of the third
branch, (F) Young’s modulus of the third branch, (G) thickness of the forth branch,
(H) Young’s modulus of the forth branch, (I) thickness of the fifth branch, and (J)
Young’s modulus of the fifth branch.
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second and third metatarsals were higher than those under
the other metatarsals. Thus, the COP would move laterally
from the first MH. These results were the same as those of
Han et al. (2011). They found that, in the normal foot, the
trajectory of the COP moved from the lateral heel, moved
medially in forefoot, and then ended at the big toe. In flatfeet,
the COP moved straight from the heel to the toe without medial
shifting in the forefoot. There was a tendency for the COP in
flatfoot to shift laterally in the forefoot than the COP in normal
foot. These results also confirm our inference; that is, the medial
longitudinal arch collapses more than the lateral arch in flatfoot,
which leads to the higher force and higher pressure under the
second and third metatarsals and the COP moving outward.

Morphologic and mechanical properties of the plantar fascia
may be important factors affecting the plantar pressure
distribution because the primary task of the plantar fascia is to
stabilize the foot arches (McKeon et al., 2015). Studies (Tas and
Cetin, 2019a) also show that there is a significant positive
correlation between plantar pressure distribution and the
thickness of plantar fascia. Higher plantar pressure may lead
to plantar fascia hypertrophy. Foot orthoses could modify tissue
loading by altering kinematics, kinetics, muscle activity, and
sensory feedback (Mills et al., 2010), and they have been
demonstrated to have a good therapeutic effect in plantar
fasciitis (Buchbinder, 2004). The changes in morphology and
mechanical properties of plantar fascia and peak pressure of the
forefoot in patients with flexible flatfoot found in our study may
provide the basis for the development of new foot orthoses for
flexible flatfoot.

There were limitations in this study. Firstly, the sample size
was limited to 15 cases, and there was no grading according to
mild, moderate, and severe flexible flatfeet. However, the results
showed that although the sample size is small and there may be
some differences in disease degree among participants, the spatial
distribution characteristics of thickness and Young’s modulus of
plantar fascia in all 15 flexible flat feet were similar, which
indicated that the spatial distribution characteristics are less

affected by the disease severity, and the research results may
have broad representative significance. Secondly, this study did
not include the control group, but our group has previously
conducted and published one study on the morphology and
mechanical properties of plantar fascia in normal feet (Wang
et al., 2019). In addition, the age, height, and body weight of the
volunteers who participated in this study are similar to those in
our previous published work. Therefore, we cited and employed
the published data (normal foot data) as the healthy control
group in this study (Wang et al., 2019). Thirdly, though SWE has
been used to evaluate the material properties of plantar fascia
(Shiotani et al., 2019; Tas and Cetin, 2019b), studies have shown
that the shear wave velocity of layered tissue is affected by its
thickness and surrounding tissue properties (Helfenstein-Didier
et al., 2016; Martin et al., 2018, 2019; Sadeghi and Cortes, 2020);
especially when the thickness of the relevant tissue is equal to or
less than the wavelength, SWE is no longer applicable (Li et al.,
2018). The thickness of plantar fascia measured in this study is
millimeter, which is far greater than the wavelength. In addition,
the results of Helfenstein-Didier et al. (2016) in measuring the
human Achilles tendon show that there is a high correlation
between the shear modulus measured by SWE and the new
guided wave technology-phase velocity mode, even considering
the influence of thickness. Therefore, although the results of the
differences between different positions in plantar fascia as well as
between patients with flexible flat feet and healthy volunteers in
this study may not be affected, it is necessary to explore the
influence of thickness on the properties of plantar fascia materials
by using guided wave technology in the future.

CONCLUSION

This study found a gradient distribution in that the thickness and
Young’s modulus gradient decreased from the proximal end to
the distal end of plantar fascia in the longitudinal arch of flexible
flatfeet. In the transverse arch, the thickness and Young’s

FIGURE 6 | Distribution of plantar fascia thickness (A) and Young’s modulus (B) at proximal fascia (PF) and the five distal branches in 15 flatfeet.
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modulus under the second and third DB were larger than those
under the other three DB in flexible flatfoot, and the peak
pressures under the second and third MH were also larger than
those under the other three MH in patients with flexible
flatfoot. These findings deepen our understanding of the
changes of biomechanical properties and may be
meaningful for the study of pathological mechanisms and
therapy for flexible flatfoot.
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Effect of Exercise Volume on Plantar
Microcirculation and Tissue Hardness
in People With Type 2 Diabetes
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2Key Laboratory for Biomechanics and Mechanobiology of Chinese Education Ministry, Beijing Advanced Innovation Center for
Biomedical Engineering, School of Biological Science andMedical Engineering, Beihang University, Beijing, China, 3Rehabilitation
Engineering Laboratory, Department of Kinesiology and Community Health, University of Illinois at Urbana-Champaign,
Champaign, IL, United States, 4School of Engineering Medicine, Beihang University, Beijing, China

Objective: Exercise has been reported to be beneficial for people with type 2 diabetes
(T2DM), but exercise, especially weight-bearing exercise, may increase the risk of diabetic
foot ulcers (DFUs). This study aimed to explore the associations between different volumes
of weight-bearing physical activities and plantar microcirculation and tissue hardness in
people with T2DM.

Methods: 130 elderly people with T2DMwere enrolled for this cross-sectional study. They
were classified into the high exercise volume group and the low exercise volume group
based on their weekly energy expenditure (metabolic equivalents per week) in the past
year. Weekly energy expenditure was calculated using the International Physical Activity
Questionnaire and the Compendium of Physical Activities. The plantar oxygen saturation
(SO2) and soft tissue hardness of each participant’s right foot were measured.

Results: A total of 80 participants completed the trial. The average exercise energy
expenditure of the high exercise volume group and the low exercise volume group were
significantly different (p < 0.05). The results showed that the SO2 of the high exercise
volume group (67.25 ± 6.12%) was significantly higher than the low exercise volume group
(63.75 ± 8.02%, p < 0.05). The plantar tissue hardness of the high exercise volume group
was lower than the low exercise volume group in the big toe, midfoot and hindfoot regions
(p < 0.05).

Conclusion: This study demonstrates that higher volumes of exercise are associated with
better plantar microcirculation and lower plantar tissue hardness in people with T2DM. The
findings of this study indicate that weight-bearing exercise may not increase risk of
developing diabetic foot ulcers.

Keywords: diabetic foot, weight-bearing exercise, plantar microcirculation, tissue hardness, exercise volume
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INTRODUCTION

Diabetic foot ulcers (DFUs) are one of the most common and
serious complications of diabetes mellitus (DM). A global survey
on diabetes-related complications showed that one-third of
people with diabetes suffered complications in the lower
extremity (Zhang et al., 2020); and diabetes-related lower
extremity amputations accounted for 30–65% of all
amputations (Narres et al., 2017). DFUs can have a huge
negative impact on the physical health and quality of life of
people with diabetes.

Microvascular dysfunction (Greenman et al., 2005; Chao and
Cheing, 2009), abnormal plantar stress (Jan et al., 2013b; Pu et al.,
2018), increased plantar tissue hardness (Mithraratne et al., 2012;
Jan et al., 2013a) and peripheral neuropathy (Bowering, 2001;
Caselli et al., 2002) are major factors causing the development of
DFUs. Research studies have shown that people with diabetes
exhibit microvascular dysfunction, including a lower level of
oxygen saturation of plantar tissue (Greenman et al., 2005;
Chao and Cheing, 2009). Besides, the increased hardness of
plantar tissue causes an increase in peak plantar pressure (Jan
et al., 2013a; Teoh and Lee, 2020), which may gradually reduce
the capacity to attenuate the ground impact in diabetic plantar
tissue. Peripheral neuropathy can lead to a loss of protective
sensation in people with diabetes, and also further aggravates
microvascular dysfunction, as well as cause dry skin and
musculoskeletal deformities (Armstrong et al., 2017). Although
the relationships among oxygen saturation, plantar tissue
hardness, neuropathy, and the occurrence of ulcerations are
still unclear, these factors may play an important role in
predicting and assessing the risk of DFUs.

Exercise is one of the most effective methods for managing the
complications of diabetes, and has been shown to improve blood
glucose levels, ankle brachial index, cardiopulmonary endurance,
and muscle strength (Liao et al., 2019; Verboven et al., 2019).
Moreover, weight-bearing exercise has been reported to improve
tissue tolerance and significantly increase the achievable walking
distance and step count of people with diabetic peripheral
neuropathy (DPN) (Mueller and Maluf, 2002; Mueller et al.,
2013; Kluding et al., 2017). Diloreto et al. also found that daily
physical activity with an energy expenditure at 27 Mets·h/week
(more than 10 Mets·h/week recommended by the American
Diabetes Association) had a significant positive effect on the
physical fitness of people with type 2 diabetes (Di Loreto et al.,
2005; Association, 2020). However, the effects of exercise volumes
of weight-bearing exercise on the risk of developing DFUs remain
unclear (Liao et al., 2019). Exercise can improve endothelial
function and blood circulation in the lower extremity (Mueller
et al., 2013; Liao et al., 2019), which may be beneficial to improve
microvascular function in people with type 2 diabetes (Mueller
and Maluf, 2002; Kluding et al., 2017). On the other hand, the
greater accumulated stress on plantar soft tissues caused by high
volume of exercise, especially weight-bearing exercise, may
increase the degree of compression of plantar tissue, and the
occlusion duration of microvessels. The impaired plantar
microcirculation under the accumulated stimulation of
repeated mechanical loading may be more prone to cause

tissue damage to the fragile foot tissue in people with type 2
diabetes (Chao et al., 2011). Particularly in people with diabetes
and peripheral neuropathy, the dysfunction in the regulation of
microvascular system, dry skin and musculoskeletal deformity
caused by peripheral neuropathy can increase the vulnerability of
plantar tissue to compressed damage during these physical
activities (Mueller and Maluf, 2002; Jan et al., 2013b; Pu et al.,
2018). Therefore, exploring the long-term effects of weight-
bearing exercise with high exercise volume on the plantar
microcirculation and soft tissue hardness in the diabetic foot
may help to understand the risk of developing DFUs. This
information may be used to develop appropriate exercise plans
for people with type 2 diabetes.

The aim of this study was to compare the difference of plantar
microcirculation and tissue hardness in people with type 2
diabetes who performed long-term weight-bearing exercise at
high and low exercise volume. We hypothesized that participants
with type 2 diabetes in the high exercise volume group would
have better oxygen supply to the plantar foot and lower plantar
hardness compared to the low exercise volume group.

MATERIALS AND METHODS

This is a cross-sectional observation study designed to explore the
difference of plantar microcirculation and tissue hardness (the
important factors in the development of DFUs) of the foot of
people with diabetes who had habitual physical activity at high
and low levels of exercise volume.

This study was conducted in accordance with clinical
protocols approved by the institutional review board of
Affiliated Hospital of National Research Center for
Rehabilitation Technical Aids (20190101) and the Declaration
of Helsinki (2013 revision). All participants were briefed on the
study purposes and procedures and gave written informed
consent prior to participation.

Participants
A total of 130 people with diabetes confirmed their willingness to
participate in this study through a public recruitment drive in the
local communities and hospitals. The inclusion criteria were: 1)
diagnosed type 2 diabetes, 2) ≥40 ages, 3) no symptoms such as
redness, callus, inflammation, or wounds on the skin of the feet or
legs, and no history of amputation, 4) no diseases such as
systematic inflammation, lower extremity edema, malignant
tumor, and 5) performed regular physical activities over the
course of 1 year with at least 150 min/week, with no more
than two consecutive days without activity (Association, 2020)
before being enrolled in this study. A total of 104 participants met
the inclusion criteria and were enrolled in this study.

Physiological Information Recording and
Assessment
Demographics and medical history were discussed and recorded
at the initial assessment. In this study, 10 g Semmes-Weinstein
monofilament and vibration perception threshold testing were

Frontiers in Bioengineering and Biotechnology | www.frontiersin.org November 2021 | Volume 9 | Article 7326282

Ren et al. Exercise Volume and Diabetes Mellitus

55

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
www.frontiersin.org
https://www.frontiersin.org/journals/bioengineering-and-biotechnology#articles


used to evaluate whether participants had sensory neuropathy.
For this test, 10 g monofilament was compressed perpendicular to
the four areas of foot (1st, 3rd, and 5th metatarsal heads and distal
hallux) for 1 s and then removed. It was considered normal large-
fiber nerve function if the patient could feel the touch of the
monofilament at all four areas. Moreover, a biothesiometer was
placed over the dorsal hallux and the amplitude of vibration was
increased until participants could detect it. The protective
sensation was considered normal if a participant’s vibration
perception threshold was smaller than 25 V (Boulton et al.,
2008). No abnormal test would rule out diabetic peripheral
neuropathy. Otherwise, a participant was confirmed as a
diabetic with peripheral neuropathy (Boulton et al., 2008;
Schaper et al., 2020). Care was taken to avoid performing the
test on callous tissue.

Assessment of Physical Activity
The type, frequency and duration of weekly physical activity
performed over the course of 1 year was recorded for each
participant. This was assessed using the International Physical
Activity Questionnaire (IPAQ) that has been proven to be a
validated tool for physical activity assessment (Mynarski et al.,
2012). The level of metabolic equivalent (MET) rating was
determined based on the compendium of physical activities
(Ainsworth et al., 2011), including step counts, duration and
distance travelled, and the type of exercise described by the
participants (Mynarski et al., 2012; Lalli et al., 2013;
Ainsworth, 2014). All recorded activities and corresponding
MET values in this study were as follows: walking (2.5 mph-
2.8 mph, and 3 Mets), brisk walking (3.5–4.0 mph, 4.3 Mets),
square dancing (5 Mets), table tennis (4 Mets), tennis
(4.5 Mets), golf (4.8 Mets), billiards (2.5 Mets), cycling
(4 Mets), and Tai Chi (3 Mets) (Ainsworth et al., 2011).

The weekly sum of each participant’s energy expenditure
through physical activity was calculated using the Eq. 1
(Knowler et al., 2002). Diloreto et al. recommended that
27Mets·h/week can be a reasonable target of energy
expenditure for sedentary people with diabetes due to its great
benefits associated with HbA1c, BMI, heart rate, and 10-years
coronary heart disease risk (Di Loreto et al., 2005). Therefore,
people with diabetes in this study were classified into the high
exercise volume (HEV) group and the low exercise volume (LEV)
group according to whether their energy expenditure exceeded
27 Mets·h/week.

Energy Expenditure � ∑Meti × Ti (1)

In which, i represents different activity models, Meti represents
the metabolic equivalent rating corresponding to different
activities, and Ti represents the time spent in different activities.

Assessment of Plantar Microcirculation and
Tissue Hardness
All tests were performed in a climate-controlled room at 24°C
with participants in a supine position. Every participants started
with a 30 min resting period before measurements. A Shore

durometer (Model 1,600, Type OO, Rex Co., Buffalo Grove,
United States) was used to measure the tissue hardness in the
plantar regions (big toe, little toes, medial metatarsal, middle
metatarsal, lateral metatarsal, medial arch, lateral arch, medial
heel, and lateral heel) of each participant’s right foot. It was
designed to test the hardness of soft materials such as animal
tissue, foams, sponge rubber, and gels. The similar durometer has
been used in several studies to assess plantar hardness in people
with diabetes (Thomas et al., 2003; Periyasamy et al., 2012).

During measurement, the durometer was pressed
perpendicular to the plantar skin surface and expresses the
hardness in degrees of Shore (unit: °shore). A lower Shore
value indicates a softer material. Each region was measured
5 times sequentially and the mean was calculated for
comparisons. Care was taken to avoid testing areas with
prominent bones or callus tissue. The tissue hardness of the
little toes was the average of the four little toes. The tissue
hardness of the forefoot region was the average of the medial
metatarsal, middle metatarsal and lateral metatarsal. The tissue
hardness of the midfoot region was the average of the medial arch
and lateral arch. The tissue hardness of the hindfoot region was
the average of the medial heel and lateral heel (Figure 1).

After measuring the plantar tissue hardness, a moorVMS-
OXY monitor (Probe OP17-1,000, Moor Instruments,
Axminster, United Kingdom) was used to monitor the plantar
microcirculation. This device uses a white light spectroscopy
method and transmits the 6 mW white light (400–700 nm
wave length) into tissue via fiber optics in order to assess
tissue oxygen saturation and temperature. The probe was
attached to the skin surface of the right plantar big toe area
with adhesive tapes to limit movement artefacts during the
measurement. The plantar tissue oxygen saturation (SO2) and
skin temperature (Temp) of each participant in the supine
position were recorded for 2 min (Newton et al., 2005;
Ladurner et al., 2009).

Sample Size
The required sample size was calculated using Power Analysis
and Sample Size (PASS 15) software set for t test. This study
assumed that the mean and standard deviation (SD) of cutaneous
oxygen saturation in people with diabetes was equivalent to that
of a prior study (64.1 ± 4.0%) (Kabbani et al., 2013), and the mean
difference between two groups was equivalent to that of Charles
et al.’s study (3.9%) (Ezema et al., 2019). A minimum of 24
participants per group was needed at a power of 90% and an alpha
level of 0.05. This study assumed a drop-out rate of 20%, and
considered that more than half of the participants may not
regularly perform physical activities over the course of 1 year
with at least 150 min/week (one of the inclusion criteria) (Wen
et al., 2011). Therefore, at least 120 participants were recruited for
this study.

Data and Statistical Analyses
The mean values of SO2 and Temp from each participant’s right
plantar big toe region, and the mean values of tissue hardness in
five plantar regions (big toe, little toes, forefoot, midfoot, and
hindfoot) of each participant’s right foot, were calculated.
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Considering that peripheral neuropathy is an important factor in
contributing to the development of diabetic foot ulcers
(Armstrong et al., 2017), this study also preliminarily observed
differences in the mean values of SO2, Temp and plantar soft
tissue hardness between people with diabetic peripheral
neuropathy and people without diabetic peripheral
neuropathy. In addition, plantar soft tissue may be subjected
to different levels of accumulated pressure stimuli under various
exercise types, which may be related to the occurrence and
development of diabetic foot ulcers (Burnfield et al., 2004;

Lam et al., 2019). This study conducted a preliminary
comparison of the mean values of SO2, Temp and plantar soft
tissue hardness among people with different exercise types.

An independent t test or Mann-Whitney U test (based on the
normality of the variables, as tested by a Shapiro-Wilk test) was
used to evaluate differences in microcirculation and plantar
hardness between the HEV group and LEV group. A
Spearman or Pearson correlation analysis (based on the
normality of the variables, as tested by a Shapiro-Wilk test)
was used to test the relationship between tissue hardness and

FIGURE 1 | (A) Division of the foot. (B) Results of tissue hardness of plantar tissue in participants (Mean with SEM). The tissue hardness of the little toes was the
average of area 8 and area 9; the tissue hardness of the forefoot was the average of area 5, area 6 and area 7; the tissue hardness of themidfoot was the average of area 3
and area 4; the tissue hardness of the hindfoot was the average of area 1 and area 2. HEV: High Exercise Volume (≥27 Mets·h/week); LEV: Low Exercise Volume (<27
Mets·h/week); SEM: standard error of mean. * indicates a significant difference between the HEV group (n � 45) and LEV group (n � 35) (p < 0.05).

FIGURE 2 | Enrollment diagram of all participants.
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microcirculation. The results were expressed as mean ± SD. A
statistical significance level of 0.05 was used. All statistical
analyses were performed in SPSS (Version 26.0, IBM,
Armonk, NY, United States).

RESULTS

A total of 80 participants completed all tests (Figure 2). Among
them, 45 people with diabetes were classified as the HEV group,
including eight people with DPN. The remaining 35 participants
were classified as the LEV group, including five people with DPN.
Participant characteristics are shown in Table 1. There was no
significant difference in these parameters (age, body mass index,
systolic blood pressure, diastolic blood pressure, heart rate,
duration of diabetes, fasting blood glucose, and ankle brachial
index) between the HEV group and LEV group. The average
exercise energy expenditure of the HEV group and the LEV group
were 51.69 ± 21.51 Mets·h/week and 18.34 ± 4.55 Mets·h/week
(p < 0.05), respectively (Table 1).

In the HEV group, in addition to walking, 14 of the
participants without DPN routinely engaged in one or more of

the following weight-bearing activities; brisk walking, square
dancing, ball games (table tennis, tennis, golf, and billiards),
cycling, and Tai Chi. Among them, one participant did brisk
walking at about 3.7 mph every day; five participants engaged in
square dancing every week; four participants engaged in ball
games every week; two participants went cycling daily; and two
participants did Tai Chi every day. For the other 31 participants
in this group, the only routine daily physical activity was walking.
Similarly, in the LEV group, the only routine physical activity was
walking, but with a lower energy expenditure.

Effects of Weight-Bearing Exercise on
Plantar Microcirculation
The plantar oxygen saturation (SO2) and skin temperature
(Temp) of both groups were recorded and analyzed (Figures
3, 4). The results showed that the plantar SO2 (67.25 ± 6.12%) and
plantar Temp (29.22 ± 2.44°C) in the HEV group were
both significantly higher than the LEV group (SO2: 63.75 ±
8.02%, p � 0.030; Temp: 26.72 ± 3.47°C, p � 0.001), respectively.

Table 2 shows the SO2 andTemp for participants without diabetic
peripheral neuropathy (Non-DPN) and DPN. The mean SO2 and
Temp of participants in the HEV group was higher than the LEV
group. In the HEV group, themean SO2 of the DPN participants was
lower than the Non-DPN participants. From Table 2, it can be seen
that the mean SO2 and mean Temp (except for Tai Chi) for
participants in the sub-group “Walking + other weight-bearing
activities” was higher than participants with “Only walking”.

Effect of Weight-Bearing Exercise on
Plantar Tissue Hardness
Figure 1 compares the plantar tissue hardness between the
HEV and LEV group. The results showed that the mean tissue
hardness in the HEV group was lower than that of the LEV
group, with a significant difference at the big toe region (HEV:
27.89 ± 7.72°Shore, LEV: 32.25 ± 9.94°Shore; p � 0.030), midfoot
(HEV: 26.59 ± 7.59°Shore, LEV: 31.20 ± 9.30°Shore; p � 0.034),

TABLE 1 | Demographic and physiological information of participants in HEV and
LEV groups (Mean ± SD).

Variables HEV group LEV group

Gender (Male/Female) 21/24 14/21
Age (years) 66.67 ± 4.55 65.85 ± 8.09
BMI (kg/m2) 25.57 ± 3.22 26.49 ± 3.80
SBP (mmHg) 136.17 ± 14.05 132.04 ± 14.73
DBP (mmHg) 72.51 ± 8.78 72.11 ± 9.32
Heart rate (bpm) 72.94 ± 10.91 72.54 ± 9.53
Duration of diabetes (years) 13.19 ± 9.05 11.68 ± 7.61
Fasting blood glucose (mmol/L) 7.31 ± 1.51 7.63 ± 1.60
ABI 1.08 ± 0.16 1.07 ± 0.11
Diabetic peripheral neuropathy 8 (17.8%) 5 (14.3%)

HEV: high exercise volume; LEV: low exercise volume; BMI: body mass index; SBP:
systolic blood pressure; DBP: diastolic blood pressure; ABI: Ankle brachial index. There
was no significant difference in all parameters between the HEV, group and LEV, group.

FIGURE 3 | Results of oxygen saturation of plantar tissue in participants
(Mean with SEM). HEV: High Exercise Volume (≥27 Mets·h/week); LEV: Low
Exercise Volume (<27 Mets·h/week); SEM: standard error of mean.
* indicates a significant difference between the HEV group (n < 45) and
LEV group (n < 35) (p < 0.05).

FIGURE 4 | Results of skin temperature of plantar tissue in participants
(Mean with SEM). HEV: High Exercise Volume (≥27 Mets·h/week); LEV: Low
Exercise Volume (<27 Mets·h/week); SEM: standard error of mean. * indicates
a significant difference between the HEV group (n < 45) and LEV group
(n < 35) (p < 0.05).
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and hindfoot (HEV: 36.08 ± 10.17°Shore, LEV: 42.70 ± 12.23°Shore;
p � 0.010).

It was also found that SO2 and Temp were negatively
correlated with the tissue hardness of the big toe region (SO2:
R � −0.299, p � 0.007; Temp: R � −0.311, p � 0.005).

Within the HEV group, the mean plantar tissue hardness of all
regions of the foot for the DPN participants was higher than that
of the Non-DPN participants. For DPN participants, the mean
plantar tissue hardness in the HEV group was higher than the
LEV group. Also, the plantar tissue hardness in the Non-DPN
participants in the HEV group varied depending on the type of
routine physical activities typically performed. Four participants
who played ball games and one participant who did brisk walking
had a higher tissue hardness in the forefoot region than other
participants, while two participants who routinely cycled had the
lowest tissue hardness (Table 3).

DISCUSSION

This study analyzed the association between exercise volume and
plantar microcirculation and soft tissue hardness in people with
type 2 diabetes. The results showed that participants with higher

volume of habitual exercise had better oxygen supply and basal
skin temperature and lower soft tissue hardness of the foot,
compared to participants with lower volume of habitual
exercise. These findings suggest that weight-bearing exercise
with high exercise volume might be associated with better
microcirculation function and softer plantar tissue, which may
not increase the risk of developing foot ulcers.

Previous studies reported that exercise can increase insulin
sensitivity in people with diabetes and promote the production of
endothelium-dependent vasodilator nitric oxide, thus improving
endothelial and microvascular function and promoting
metabolism in the lower extremities (Kluding et al., 2017).
Studies have also shown that a high stress stimulus can
increase vessel diameter and arterial compliance, and was
beneficial for the cardiopulmonary and vascular function
(Huonker et al., 1996; Mueller and Maluf, 2002). Charles et al.
also found that people with diabetes who engaged in an eight-
week aerobics programme (bicycle) had a 3.9% increase in
peripheral oxygen saturation compared to the control group
(Ezema et al., 2019). Demachi et al. reported that skin
temperature gradually increases with the duration of exercise
(Demachi et al., 2013). Similarly, this current study found that the
high exercise volume group (≥27 Mets·h/week) had higher

TABLE 2 | Plantar SO2 and Temp for Non-DPN and DPN participants in the HEV and LEV groups, and for Non-DPN participants performing different physical activities in the
HEV group (Participants in LEV group did not engage in any form of exercise other than walking; Mean ± SD).

HEV group LEV group

Non-DPN (n = 37) DPN (n = 8) Non-DPN (n = 30) DPN (n = 5)

SO2 (%) 67.69 ± 6.37 65.23 ± 4.52 63.78 ± 8.30 63.56 ± 6.83
Temp (°C) 29.13 ± 2.57 29.62 ± 1.76 26.77 ± 3.54 26.40 ± 3.33

Only walking in
HEV group (n = 23)

Walking + other weight-bearing activities in HEV group

Brisk walking (n = 1) Square dancing (n = 5) Ball games (n = 4) Cycling (n = 2) Tai Chi (n = 2)

SO2 (%) 66.07 ± 6.33 70.90 68.28 ± 8.14 70.90 ± 5.93 73.07 ± 2.77 71.38 ± 1.81
Temp (°C) 28.87 ± 2.83 31.07 29.38 ± 2.59 29.32 ± 2.11 31.57 ± 0.03 28.02 ± 1.39

DPN: diabetic peripheral neuropathy; HEV: high exercise volume; LEV: low exercise volume; SO2: plantar oxygen saturation; Temp: skin temperature.

TABLE 3 | Plantar soft tissue hardness for Non-DPN and DPN participants in the HEV and LEV groups, and for Non-DPN participants performing different physical activities
in the HEV group (Participants in LEV group did not engage in any form of exercise other than walking; Mean ± SD).

HEV group LEV group

Non-DPN (n = 37) DPN (n = 8) Non-DPN (n = 30) DPN (n = 5)

Soft tissue (°shore) Big toe 26.01 ± 6.47 36.60 ± 7.34 32.19 ± 10.43 32.60 ± 7.15
Little toes 24.62 ± 8.78 35.68 ± 13.90 27.55 ± 8.36 27.76 ± 7.56
Forefoot 31.41 ± 7.65 40.83 ± 6.48 34.45 ± 8.85 34.37 ± 7.93
Midfoot 24.84 ± 6.39 34.69 ± 7.80 31.53 ± 9.71 29.20 ± 6.73
Hindfoot 33.90 ± 9.19 46.15 ± 8.66 42.81 ± 12.84 42.04 ± 8.77

Only walking in HEV group
(n = 23)

Walking + other weight-bearing activities in HEV group

Brisk walking
(n = 1)

Square dancing
(n = 5)

Ball games (n = 4) Cycling (n = 2) Tai Chi (n = 2)

Soft
tissue
(°shore)

Big toe 25.29 ± 6.94 29.40 28.64 ± 6.54 28.40 ± 5.93 20.10 ± 4.38 27.10 ± 1.27
Little toes 23.94 ± 8.83 35.60 29.16 ± 8.54 27.15 ± 9.64 15.50 ± 0.99 19.60 ± 3.11
Forefoot 30.81 ± 8.09 34.47 31.84 ± 6.19 36.03 ± 8.01 25.33 ± 4.81 32.57 ± 10.98
Midfoot 24.76 ± 6.92 27.30 21.80 ± 4.08 28.48 ± 6.54 21.80 ± 5.23 27.85 ± 7.14
Hindfoot 34.39 ± 10.24 28.60 30.64 ± 6.30 38.75 ± 7.24 28.90 ± 10.32 34.30 ± 8.91

DPN: diabetic peripheral neuropathy; HEV: high exercise volume; LEV: low exercise volume.
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plantar SO2 and basal Temp in comparison with the low exercise
volume group (<27 Mets·h/week) (Figures 3, 4). Moreover,
participants in the sub-group “Walking + other weight-bearing
activities” had a higher mean SO2 and Temp than participants
with “Only walking”. This may be due to the higher energy
requirements when performing more than one routine exercise
(Walking + other weight-bearing activities: 67.66 ± 29.55 Mets·h/
week; Only walking: 41.54 ± 8.06 Mets·h/week). Sivanandam et al.
demonstrated that the foot temperature of people with diabetes
was significantly lower than that of healthy people (Sivanandam
et al., 2012). Decreased skin temperature may be related to poor
microvascular perfusion of the lower extremity in people with
diabetes, which further aggravates microvascular dysfunction and
leads to the occurrence of DFUs. The results of this study suggest
that weight-bearing exercise with high exercise volume has a
more positive effect on circulation and the nutrient supply to the
plantar microvasculature, implying that the active weight-bearing
exercise may be associated with lower risk of DFUs.

Some studies reported that the abnormal increase of plantar
skin temperature may indicate the occurrence of some pathologic
factors (e.g., peripheral neuropathy (Yavuz et al., 2019) and
inflammation responses (van Netten et al., 2014)). However,
the study of Kokate et al. demonstrated that the damage of
deep tissue would occur under the pressure stimulus at
temperature above 35°C in a reliable porcine model, and no
damage was observed in the superficial or deep tissues with a
temperature of 25°C under the pressure stimulus (Kokate et al.,
1995). In this study, we compared the basal foot temperature of
people with diabetes with different exercise volumes, none of the
participants had a diabetic foot ulcer history and their plantar
temperature did not exceed 35°C. Therefore, the mean
temperature of the high exercise volume group was higher than
that of the low exercise volume group, which may be due to the
improvement of lower extremity microvascular perfusion in
people with diabetes caused by higher volume of habitual exercise.

In this study, a OO Shore durometer was used to assess the
plantar soft tissue hardness in people with diabetes. The results
showed that compared to the low exercise volume group, people
with diabetes in the high exercise volume group who actively
engaged in weight-bearing exercise had a significantly lower
plantar tissue hardness (Figure 1). According to the Physical
Stress Theory proposed byMuller et al. (Mueller andMaluf, 2002;
Kluding et al., 2017), tissues have different adaptive responses to
external physical stress stimulation, including decreased
tolerance (e.g., atrophy), maintenance, increased tolerance
(e.g., hypertrophy), injury, and death. Maintenance seems to
be a tissue homeostasis, physical stress stimulus below the
maintenance range may result in tissue atrophy, and physical
stress stimulus above the maintenance range may result in
increased tolerance (Mueller and Maluf, 2002; Kluding et al.,
2017). Therefore, people with diabetes in the high exercise
volume group who showed a lower plantar tissue hardness
may be due to the enhanced tissue adaptability under suitable
repeated stress stimulus among the maintenance range.
Decreased tolerance (e.g., atrophy) in the low exercise volume
groupmay be more prone to tissue damage and cuticle thickening
under mild external stress stimulus, which further leads to callus

formation and an increased risk of DFUs. Some studies also
reported that higher and long-term repetitive physical stress can
increase collagen content and the diameter of collagen fibers,
thicken skin and increase skin strength, which is beneficial to
distribute plantar pressure and decrease the risk of skin
breakdown (Sanders et al., 1995; Mueller and Maluf, 2002).
Therefore, the mechanical stress stimulation during weight-
bearing exercise in the high exercise volume group examined
in this study could be expected to increase the stress tolerance
threshold of plantar tissue and improve skin health.

The lower plantar tissue hardness of people with diabetes in
the high exercise volume group could also be due to the improved
blood circulation in the foot and enhanced protective response of
tissue microvessels under stress. Mithraratne et al. demonstrated
a negative correlation between the hardness of plantar tissue and
the level of blood supply in the arteries of the foot (Mithraratne
et al., 2012). Exercise can improve blood flow and oxygen
saturation levels, which has been shown to reduce local
hypoxia and waste accumulation in the foot tissue of people
with diabetes (Kluding et al., 2017; Reis et al., 2019), and improve
the plantar tissue viability and tolerance under an external
stimulus (Jan et al., 2013b). From this study, it is evident that
tissue hardness of the foot is negatively correlated with SO2 and
Temp, which further confirms the above interpretation. It
indicates that weight-bearing exercise with habitual high
exercise volume can improve the biomechanical properties and
microcirculation in the feet of people with diabetes, which can
interact to play a positive role in protecting overall foot health.

In this study, eight participants were confirmed as diabetic
peripheral neuropathy in the high exercise volume group (17.8%),
and five participants were confirmed as diabetic peripheral
neuropathy in the low exercise volume group (14.3%). This
study found that the plantar SO2 of DPN participants was
slightly lower than the Non-DPN participants in the high
exercise volume group (65.23 ± 4.52 vs 67.69 ± 6.37; unit: %),
and the DPN participants had the highest plantar tissue hardness
value (Big toe: 36.60 ± 7.34; Little toes: 35.68 ± 13.90; Forefoot:
40.83 ± 6.48; Midfoot: 34.69 ± 7.80; Hindfoot: 46.15 ± 8.66; unit:
°shore). This may be due to the reduced tissue deformability and
perception to external mechanical stress caused by diabetic
neuropathy. For people with diabetes and neuropathy, the loss
of protective sensations in the foot, dysfunction in sweat glands,
bone deformities and abnormal stress distribution would further
accelerate plantar tissue stiffening (Bowering, 2001; Sun et al.,
2011). The impaired microvascular regulation caused by
neuropathy can hinder the oxygenation capacity and waste
removal capability of foot tissue under mechanical stress. This
may be the reason for the decreased SO2 and increased tissue
hardness in DPN participants in the high exercise volume group
(Edmonds et al., 1982; Stevens et al., 1991). Although it has been
reported that moderate walking speed does not increase the
incidence and recurrence of foot ulcers in people with DPN
(LeMaster et al., 2008), a higher tissue hardness and lower SO2 are
thought to increase the risk of developing foot ulcers (Murray
et al., 1996; Jan et al., 2013a). Therefore, neuropathy may be an
important consideration when people with diabetes engage in
exercise, and it is necessary for people with DPN to carefully
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choose the type and intensity of weight-bearing exercise. In the
future, it is still necessary to expand the sample size and conduct a
similar study on people with diabetic peripheral neuropathy to
clarify the impact of weight-bearing exercise on the risk of
diabetic foot ulcers in people with diabetic peripheral neuropathy.

In addition, the results of this study showed that participants
who regularly went for brisk walk and participated in ball games
had higher plantar tissue hardness in the forefoot region.
Participants with brisk walking had the highest plantar tissue
hardness in the hindfoot region (Table 3). Burnfield et al. found
that faster walking increased the plantar pressure around the toes,
medial metatarsal heads and heel when healthy elderly people
walked at different speeds (57, 80, 97 m/min) (Burnfield et al.,
2004). Similarly, Lam et al. reported that playing table tennis
produced higher peak pressure in the total foot during side-step
and cross-step footwork in comparison with one-step footwork
(Lam et al., 2019). This suggests that the high hardness in
participants of this study who routinely participated in brisk
walking and ball games (table tennis, tennis, golf, and billiards)
may be related to the repetitive high plantar pressure acting on the
plantar soft tissues during exercise. Such a high-magnitude
pressure stimulus for a brief duration may cause excessive
physical stress to plantar tissue, and further cause callus
formation and tissue damage (Murray et al., 1996; Mueller and
Maluf, 2002). However, the effect of different types of exercise on
the risk of developing DFUs needs further exploration.

There are some limitations to this study that should be noted.
Firstly, the durometer works on the principle of indentation to
characterize the plantar tissue hardness, ignoring the non-linear
viscoelastic behaviour and tissue thickness. Subsequent studies can
use ultrasound imaging to explore the biomechanical properties of
plantar tissue in more detail. Secondly, this study only considered
a limited number of physical activities with moderate intensity,
and the predominant exercise performed across all participants
was walking. The influence of accumulated stress and different
activity patterns on the risk of developing DFUs needs further
study. Thirdly, the impact of exercise on other DFUs risk factors
such as transcutaneous oxygen tension (TcPO2), the
microvascular response to mechanical stress, musculoskeletal
deformities and callus formation of the foot may be considered
in future studies. Fourthly, participants in this study had not yet
developed foot ulcers. Because the relationships between foot
ulcers and tissue hardness, and oxygen saturation are still
unclear, follow-up studies should determine whether lower
oxygen saturation and higher plantar tissue hardness in the low
exercise volume group with diabetic peripheral neuropathy is
associated with higher incidence of diabetic foot ulcers.

CONCLUSION

In conclusion, this study found that higher volumes of habitual
weight-bearing exercise in people with type 2 diabetes are
associated with better plantar tissue oxygenation and lower
plantar tissue hardness. These changes may decrease the risk
of developing diabetic foot ulcers.
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Aim: The goals of this study were 1) to identify the relationship between adipose
(subcutaneous and intramuscular) characteristics and pressure injury (PrI) history in
wheelchair users and 2) to identify subject characteristics, including biomechanical risk,
that are related to adipose characteristics.

Materials andMethods: The buttocks of 43 full-time wheelchair users with and without a
history of pelvic PrIs were scanned in a seated posture in a FONAR UPRIGHT® MRI.
Intramuscular adipose (the relative difference in intensity between adipose and gluteus
maximus) and the subcutaneous adipose characteristics (the relative difference in intensity
between subcutaneous adipose under and surrounding the ischium) were compared to PrI
history and subject characteristics.

Results: Participants with a history of PrIs had different subcutaneous fat (subQF)
characteristics than participants without a history of PrIs. Specifically, they had
significantly darker adipose under the ischium than surrounding the ischium (subQF
effect size � 0.21) than participants without a history of PrIs (subQF effect size � 0.58).
On the other hand, only when individuals with complete fat infiltration (n � 7) were excluded
did individuals with PrI history have more fat infiltration than those without a PrI history. The
presence of spasms (μ intramuscular adipose, 95% CI with spasms 0.642 [0.430, 0.855],
without spasms 0.168 [−0.116, 0.452], p � 0.01) and fewer years using a wheelchair were
associated with leaner muscle (Pearson Corr � −0.442, p � 0.003).

Conclusion: The results of the study suggest the hypothesis that changes in adipose
tissue under the ischial tuberosity (presenting as darker SubQF) are associated with
increased biomechanical risk for pressure injury. Further investigation of this hypothesis,
and the role of intramuscular fat infiltration in PrI development, may help our understanding
of PrI etiology. It may also lead to clinically useful diagnostic techniques that can identify
changes in adipose and biomechanical risk to inform early preventative interventions.

Keywords: adipose, pressure injury, pressure ulcer, MRI, biomechanical risk, wheelchair, spinal cord injury
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INTRODUCTION

Full-time wheelchair users are at a higher risk for pressure injuries
(PrIs) due to continuous, high magnitude loading and lack of
sensation (Bergstrom et al., 1995; Salzberg, et al., 1996). Disability
categories with the highest PrI prevalence include paraplegia/
quadriplegia, spina bifida, Alzheimer disease, hemiplegia,
cerebral palsy, Parkinson disease, and multiple sclerosis
(Sprigle et al., 2020). Previous research has identified many
risk factors such as age, poor nutrition, and shearing, which
significantly add to an individual’s PrI risk (Braden and
Bergstrom, 1987; European Pressure Ulcer Advisory Panel,
National Pressure Injury Advisory Panel and Pan Pacific
Pressure Injury Alliance, 2019). Investigation into the role of
adipose and its relationship to tissue tolerance and PrI risk has
been limited, despite considerable evidence on the effect of
adipose on an individual’s health (Garcia and Thomas 2006;
Lemmer, Alvarado et al., 2019; Bogie, Schwartz et al., 2020).

There are multiple kinds of adipose depots, such as visceral,
intramuscular, and subcutaneous, that differ in adipose
characteristics. Intramuscular adipose tissue (IMAT) is the
sum of the fat that lies underneath the fascia and between
muscle groups and the fat that is infiltrated between and/or
within the muscle fibers. Subcutaneous fat (SubQF), by
definition, exists deep to the epidermis and dermis and
represents the majority of body fat.

The majority of research about adipose is not focused on
pressure injuries but on obesity, diabetes, and related disciplines.
IMAT in obese and glucose-tolerant individuals has been found
to be associated with decreased muscle quality and increased
insulin resistance, which increases the risk for type 2 diabetes
(Goodpaster, Thaete et al., 2000; Addison, Marcus et al., 2014).
Like IMAT, previous research has shown that SubQF located in
the abdominal region has been correlated with insulin resistance.
However, in the gluteal–femoral region, the SubQF tissue has
been shown to protect against metabolic dysregulation and
insulin resistance (Patel and Abate 2013; Addison, Marcus
et al., 2014). Additionally, lower body SubQF has been found
to protect systemic glucose homeostasis and inhibit obesity-
induced muscle pathophysiology (Booth, Magnuson et al.,
2018). Previous research suggested that the protection might
be due to fat storage capacity (Grundy 2015; Booth,
Magnuson et al., 2018). As a result, this would increase blood
flow, since an increased insulin resistance is correlated to
decreased skin blood flow regulation (Snijder et al., 2005; Yim,
Heshka et al., 2008; Liao, Burns et al., 2013; Bhattacharya and
Mishra 2015; Lambadiari, Triantafyllou et al., 2015).

In early studies, IMAT has been found to be directly correlated
with PrI history in individuals with a spinal cord injury (Ogawa,
Lester et al., 2017; Lemmer, Alvarado et al., 2019). A follow-up
study on individuals with spinal cord injuries found that IMAT
was correlated with circulatory adipogenic and myogenic
biomarkers (Bogie, Schwartz et al., 2020). Although IMAT is
common, the mechanisms for its development and effects remain
unknown. Therefore, understanding the individual
characteristics that predict IMAT for a wheelchair user (e.g.,
age, years of immobility, spasticity, etc.) may inform the

physiology behind the infiltration process. With this
knowledge, future interventions may target improvement of
muscle quality. Furthermore, it would be beneficial to confirm
previous results regarding the relationship between IMAT and
PrI development in a larger population of wheelchair users.

Contrary to the role of IMAT, a loss of subcutaneous fat
(SubQF) has been shown to increase PrI risk (Garcia and Thomas
2006; Sonenblum, Seol et al., 2020). Obesity, exercise, and
hypoxia can all change the characteristics of adipose (Alkhouli,
Mansfield et al., 2013; Frayn and Karpe 2014; Lempesis et al.,
2020). Furthermore, adipogenesis is a mechanosensitive process
(Hara, Wakino et al., 2011; Levy, Enzer et al., 2012). Therefore,
the constant loading experienced by wheelchair users who sit
nearly 12 h/day (Sonenblum and Sprigle 2011; Sonenblum,
Sprigle et al., 2012) has significant potential to change the
characteristics of the SubQF of wheelchair users. To date,
these changes have not been studied.

Biomechanical risk is an intrinsic characteristic of an individual’s
soft tissue to deform in response to extrinsic applied forces, and it is
associated with PrI risk (Sonenblum, Seol et al., 2020).
Understanding biomechanical risk is critical for assessing PrI
risk and optimizing PrI prevention, but changes that occur in
SubQF and how they influence biomechanical risk have not yet
been studied. Furthermore, understanding what subject
characteristics are associated with change in SubQF
characteristicsmay help identify factors that assist in PrI prevention.

This study sought to accomplish two goals: (1) to identify the
relationship between adipose (SubQF and IMAT) characteristics
and PrI history in wheelchair users and 2) to identify subject
characteristics, including biomechanical risk, that are related to
adipose (SubQF and IMAT) characteristics. Because the changes
in adipose are poorly understood, we also investigated whether
IMAT was associated with SubQF characteristics.

METHODS

Subjects
Forty-three individuals who use wheelchairs as their primary
mobility device were included in this exploratory secondary
analysis. Participants were recruited from either the New
York, Colorado, Georgia, or New Jersey area. This study was
approved by institutional review boards at a primary research site
and multiple clinical sites. All participants reviewed and signed
the informed consent form as approved by their local institutional
review board prior to participation in the study. Inclusion criteria
required that the participants must have been using a wheelchair
for at least 2 years and were able to remain stable while seated on
flat foam in the MRI environment. If the participants had a
current PrI, they could not be on restricted sitting time or be
considered at risk from sitting on the test cushions or performing
additional transfers. A subset of this population has been
published previously in Sonenblum, Seol et al. (2020).

Study Protocol
Each subject had their characteristics, such as age, body mass
index (BMI), PrI history, and presence of spasticity, collected via
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a self-reported health form. Participants reported a PrI history if
they had experienced at least one prior PrI at an ischium or in the
sacral/coccygeal region, and at which location(s) they had
experienced the PrIs. Participants’ buttocks were scanned
while they sat in a FONAR UPRIGHT® MRI. Since these
scans were originally taken for the purpose of measuring
seated tissue deformation, a FONAR UPRIGHT® MRI was used,
and T1-weighted (RF spoiled) 3D in-phase gradient echo scans were
takenwith participants seated. Scans had a 280-mm field of viewwith
3.0 mm contiguous slices in the sagittal plane. The field of view was
centered on the right ischial tuberosity for most participants, unless
participants had an active pressure ulcer on that side or any hardware
that would cause an artifact in the MRI (such as a hip implant), in
which case the left ischial tuberosity was the center of the field of
view. Most participants were scanned while seated on an 18″ × 18″
cushion made with flat 3″ HR45 foam. However, five participants
were not studied in this condition. Therefore, for this analysis, scans
collected on aMatrx Vi (Invacare, n � 4), or Embrace (Permobil, n �
1) were used. Both the Embrace and Matrx Vi are contoured foam
cushions, as opposed to flat foam, but they created a similar loaded
condition to study the adipose characteristics of the buttocks.

Expert clinicians assisted with seating the subjects to have their
pelvis in a neutral posture. The footrest was also adjusted to
properly load the thighs and to keep the knees and hips close to
90° of flexion (Sonenblum, Seol et al., 2020).

An additional subject characteristic was measured with
subjects seated on the same reference foam on which they
were imaged. Compressible hip breadth was measured by
measuring the bi-trochanteric distance twice: once with no
tissue compression and once with maximum compression
(i.e., until the tissue could not be compressed any farther), and
the difference between the two was computed.

Data Processing
MRI Image Processing
The raw DICOM scans were imported into MRI analysis
software, AnalyzePro (AnalyzeDirect, Overland Park, KS), for
review and segmentation of the pelvis, gluteus maximus, and the
subcutaneous fat of the side of the buttocks included in the MRI.
Trained researchers under the supervision of an experienced
radiographer (Cathcart) performed the segmentations for a
single slice of the MRI scans located at the peak of the ischial
tuberosity in the sagittal plane. Skin was included within the
subcutaneous fat segmentation when visible since the scan
resolution did not allow for separate segmentation of the two.
The region pixel intensities and the coordinate location points
from the adipose and gluteus maximus segmentations from the
sagittal slice were extracted and interpreted using MATLAB
R2020a (MathWorks, Natick, MA).

Measures associated with biomechanical risk included bulk
tissue thickness and sagittal radius of curvature, and their
calculations have been described previously (Sonenblum et al.,
2020). Briefly, bulk tissue thickness is defined as the average tissue
thickness under the ischial tuberosity measured in an oblique
plane in a region 50 mm long. The radius of curvature is
computed in a 50-mm region centered at the peak of the
ischial tuberosity in the sagittal plane.

Because the scans were taken with a planar surface coil (Quad-
Z Planar) located in the axial plane under the wheelchair cushion,
there was an image intensity gradient along an axis orthogonal to
the coil, i.e., in the superior–inferior direction. Therefore, it was
necessary to correct for this gradient to allow for accurate
comparison between the gluteus maximus and adipose
intensities when calculating intramuscular fat infiltration.

To correct for the image intensity gradient, we used a control
MRI scan of a basketball filled with dilute nickel chloride (to mimic
human tissue) that was placed on top of the Quad-Z Planar coil at its
center (Figure 1) with the same sequence parameters used to scan
participants. Because the basketball was filled with a homogenous
fluid, the smooth variation in pixel brightness from point to point
(voxel to voxel) can be attributed to voxel distance from the
conductive elements of the receiver coil. Therefore, a
normalization curve was defined to represent the variation in
intensity of the image using the power function through
MATLAB’s Curve Fitting Tool as a function of distance across
the vertical axis of the scan (the superior–inferior direction). Sagittal
voxel intensities in the buttocks scans were corrected by subtracting
the normalization curve from the original scan intensities.

Intramuscular Adipose Tissue
To study the IMAT within the gluteus maximus, which resides
predominantly posterior to the gluteus maximus (Sonenblum,
Seol et al., 2020), adipose included in IMAT analysis was
constrained to the region posterior to the ischial tuberosity
and inferior to the gluteus maximus (Figure 2).

Several approaches were considered to quantify IMAT in the
gluteus maximus. Methods like the midpoint method and the
Otsu Method (Gorgey, Ogawa et al., 2017; Ogawa, Lester et al.,
2017) rely on identifying adipose and gluteus intensities within
the gluteus maximus and computing a cutoff threshold. While
this is effective in many cases, for subjects with very lean gluteus

FIGURE 1 | The control scan of a basketball filled with dilute nickel
chloride that was used to find the power function (i.e., normalization curve) for
normalizing the intensity gradient in scans of the buttocks.
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maximi (i.e., no IMAT) or fully adipose infiltrated muscle (i.e., no
discernable muscle tissue), identifying separate tissue types and
therefore an intensity cutoff threshold is not effective.

Instead, we reported an effect size for each participant. The
IMAT effect size is a standardized magnitude of difference
between the corrected intensities of the gluteus maximus and
the SubQF inferior to the gluteus (Eq. 1). Higher IMAT effect
sizes indicated less IMAT within the gluteus maximus, while
values closer to zero or even negative IMAT effect sizes indicate
significant amounts of IMAT in the gluteus maximus.

Equation 1. IMAT effect size is the relative difference in
intensity between adipose and gluteus maximus.

IMAT effect size �
mean intensity of the adipose

−mean intensity of the gluteusmaximus
pooled standard deviation of

intensities in both tissues
(1)

This approach was correlated (Pearson Corr � −0.601, p �
0.003) with the midpoint method for participants not at the
extremes of low or high IMAT (e.g., the interquartile range).

Furthermore, MRI scans were subjectively categorized based on
who had low, medium, and high fat infiltration, and the effect size
accurately predicted these categorizations.

Subcutaneous Adipose (SubQF) Tissue
Since the adipose under the pelvis is themost susceptible area to PrIs,
we evaluated the SubQF under the ischium and compared it with the
segmented SubQF surrounding the ischium in the sagittal plane
(Figure 3). First, we located all SubQF inferior to a location 10mm
superior to the peak of the ischium. Then, we further divided this
segment of SubQF into two regions: 1) under the ischium included
5mm anterior and posterior of the ischium from 10mm superior to
the most inferior aspect of the ischial tuberosity, and 2) surrounding
the ischium included regions anterior and posterior to the region
under the ischium. This constrained the adipose included in analysis
and avoided unintentional inclusion of visceral adipose. To describe
the characteristics of the SubQF for each individual, we quantified
the standardized magnitude of the difference in intensity under the
ischium versus surrounding the ischium using the effect size (Eq. 2).

Equation 2. SubQF effect size is the relative difference in
intensity between SubQF under and surrounding the ischium.

SubQF effect size �

mean intensity of adipose surrounding
the ischium−mean intensity of adipose under the
ischium

pooled standard deviation of
intensities in both regions

(2)

Data Analysis
The goals of this study were to identify the relationship between
adipose characteristics and PrI history in wheelchair users and to
identify subject characteristics that are related to adipose
characteristics. To accomplish these goals, one-way ANOVA
tests were run comparing adipose characteristics across
individuals with and without a history of PrIs. Statistics were
computed using Minitab 18.1. Four subject characteristics were
considered: BMI, years using a wheelchair, presence of spasticity,
and compressible hip breadth. All but hip breadth were assessed
via self-report. The relationship between adipose characteristics

FIGURE 2 | IMAT is calculated using the gluteus maximus and SubQF
intensities posterior to the ischial tuberosity.

FIGURE 3 | SubQF effect size is calculated using adipose under and surrounding the ischium in the sagittal plane.
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(SubQF effect size and IMAT effect size) and continuous
characteristics—BMI, years using a wheelchair, and compressible
hip breadth—were investigated with a correlation, while the
presence of spasticity was studied with a one-way ANOVA.

To understand if adipose characteristics played a role in
deformation of the seated buttocks, correlations were calculated
between adipose characteristics (i.e., SubQF effect size and IMAT
effect size) and bulk tissue thickness and sagittal radius of curvature.
Finally, a correlation was calculated to investigate a relationship
between subcutaneous adipose and intramuscular adipose
characteristics.

RESULTS

Participants
Participants were predominantly men (81%) with spinal cord
injuries (84%) (Table 1). The remaining participants had spinal
cord disorders such as spinal bifida (n � 4) and spinal cord stroke
(n � 1), while one participant had multiple sclerosis and one had
fronto-temporal degeneration. They ranged in age from 18 to
73 years old and had between 2 and 46 years of experience using a
wheelchair as their primary mobility device. Additional
characteristics are presented in Table 1 for all participants
where responses and/or measurements were available.

Adipose Characteristics and Pressure
Injuries
Subcutaneous Adipose
Characteristics of the adipose tissue underneath the ischium were
different than the surrounding adipose in some people, leading to

larger SubQF effect sizes. Larger, positive SubQF effect sizes
indicate that the adipose under the ischium is darker than
surrounding adipose (Table 2; Figure 4). Greater negative
SubQF effect sizes indicate that the tissue under the ischium is
brighter than the tissue surrounding the ischium.

Participants with a history of PrIs had a significantly greater
SubQF effect size than participants without a history of PrIs
(difference in effect size μ [95% CI] � −0.370 [−0.684, −0.555], p �
0.022).

A closer look at participants with a history of ischial PrIs
(i.e., 12 of the overall 22 participants with pelvic PrIs, excluding
the 10 that had sacral/coccygeal PrI) revealed darker tissue
surrounding the ischium (Figure 5). Among participants with
bright adipose surrounding the ischium (e.g., >2,200), only three
had a history of ischial PrIs. Specifically, participants with a
history of PrIs had darker adipose under the ischium relative to
the surrounding ischium.

Intramuscular Adipose Tissue
Intramuscular adipose tissue varied, including very lean subjects
with high effect sizes, such as the example on the left in Figure 6
(IMAT effect size � 0.689, gluteus maximus intensity darker
than SubQF intensity), subjects with some IMAT present in the
gluteus maximus (IMAT effect sizes >0), and subjects with
complete fat infiltration. For these subjects with no muscle
visible given all the adipose infiltration, IMAT effect size
varied from −0.275 to −1.059 because the gluteus maximus
intensity was brighter than the SubQF intensity (e.g., Figure 6,
right).

One-way ANOVA showed that there was no relationship
between fat infiltration and PrI history (Table 2). However,
when individuals with complete fat infiltration (n � 7)

TABLE 1 | Participant characteristics.

All WC user No Hx (n = 21) WC user PrI Hx (n = 22)

Mean (SD) Median (min–max) Mean (SD) Median (min–max) Mean (SD) Median (min–max)

Age (years, n � 43) 46.8 (11.3) 47.0 (18.0–73.0) 44.8 (13.5) 46.0 (18.0–73.0) 48.8 (8.7) 48.5 (34.0–66.0)
BMI (n � 43) 23.9 (4.8) 23.1 (14.6–34.5) 24.5 (5.0) 23.9 (14.6–34.5) 23.3 (4.6) 21.5 (14.9–33.5)
Years using wheelchair (n � 43) 15.3 (12.2) 10.0 (2.0–46.0) 10.7 (9.3) 6.5 (2.0–37.0) 19.6 (13.3) 16.3 (3.0–46.0)
Compressible hip breadth (inches) (n � 39) 1.4 (0.8) 1.3 (0.3–3.0) 1.7 (0.8) 1.8 (0.5–3.0) 1.1 (0.8) 0.8 (0.3–3.0)
Sex N % N % N %
Female 8 19% 6 29% 2 9%
Male 35 81% 15 71% 20 91%

Diagnosis
SCI 36 84% 17 81% 19 86%
Other 7 6% 4 19% 3 14%

Injury completeness (n � 41)
Complete 22 54% 10 48% 12 60%
Incomplete 19 46% 11 52% 8 40%

Spasms (n � 38)
Yes 24 63% 10 56% 14 70%
No 14 37% 8 44% 6 30%

Race
Asian American 1 2% 1 5%
Black/African American 2 5% 1 5% 1 5%
White 33 77% 16 76% 17 77%
Hispanic or Latino 5 12% 2 9% 3 14%
Two or More Races 1 2% 1 5%
Other 1 2% 1 5% 74"> 86">
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(i.e., their muscle is indistinguishable from the adipose) were
excluded, individuals with PrI history had more fat infiltration
than those without a PrI history (IMAT effect size with PrIs n �

19 and µ, 95% CI � 0.56 [0.428, 0.693] vs. without n � 17 and µ �
0.86 [0.716, 0.997], difference in IMAT effect size µ, 95% CI �
0.29 [0.102, 0.471], p � 0.004).

TABLE 2 | Adipose characteristics.

Variable All (n = 43) No PrI (n = 21) Yes PrI (n = 22) p-value

Mean (SD) Mean (SD) Mean (SD)

Adipose intensity surrounding the ischium 2,022 (671) 2,019 (657) 2,026 (700) 0.974
Adipose intensity under the ischium 1,707 (783) 1,873 (842) 1,548 (704) 0.176
SubQF effect size 0.40 (0.53) 0.21 (0.56) 0.58 (0.45) 0.022
Adipose intensity posterior to the ischium 1,517 (387) 1,586 (388) 1,451 (383) 0.258
Gluteus Maximus Intensity 1,324 (306) 1,313 (239) 1,334 (364) 0.831
IMAT effect size 0.50 (0.55) 0.59 (0.60) 0.41 (0.51) 0.280
Average bulk thickness (mm) 14.8 (6.1) 17.1 (7.1) 12.5 (3.9) 0.012
Sagittal radius of curvature (mm) 83.7 (38.1) 93.9 (44.7) 73.6 (27.5) 0.085

FIGURE 4 | Examples of subjects with different SubQF effect sizes. Subject A had a SubQF effect size of 0.7, indicating darker adipose under the ischium than
surrounding the ischium, while subject B had a SubQF effect size of 0.22, indicating adipose under the ischiumwas only slightly darker than surrounding ischium. Subject
C (SubQF effect size of −0.69) actually had brighter adipose under the ischium.

FIGURE 5 | Adipose under the ischium was darker than surrounding adipose (larger SubQF effect size) for people with a history of PrIs, indicating changes to
adipose characteristics under the ischium. People with ischial PrIs were also less likely to have bright surrounding adipose.
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Adipose Characteristics and Individual
Characteristics
Subcutaneous Adipose
Patient characteristics were not predictive of subcutaneous
adipose characteristics. Specifically, there was no significant
correlation between the differences in adipose inferior to the
ischium versus surrounding the ischium (SubQF effect size)
and BMI, years using wheelchair, or compressible hip breadth.
Furthermore, one-way ANOVA tests revealed no differences
in subcutaneous effect sizes according to the presence of
spasms.

Intramuscular Adipose Tissue
Some patient characteristics were associated with intramuscular
adipose (Figure 7). Specifically, the presence of spasms was
associated with a greater IMAT effect size, or leaner muscle (μ,
95% CI with spasms 0.642 [0.430, 0.855], without spasms 0.168
[−0.116, 0.452], p � 0.01). BMI was not associated with

intramuscular adipose (Pearson Corr � −0.148, p � 0.339)
nor was compressible hip breadth (Pearson Corr � −0.193,
p � 0.239), but years using a wheelchair was negatively
correlated with IMAT effect size (Pearson Corr � −0.442, p �
0.003), suggesting more fat infiltration with more years in the
wheelchair.

Adipose Characteristics and Biomechanical
Risk
Subcutaneous Adipose
Subcutaneous effect size was negatively correlated with tissue
thickness (Pearson Corr � −0.489, p < 0.01) and sagittal radius of
curvature � −0.564, p < 0.01). That is, as SubQF effect size goes up
(darker adipose under IT), tissue thickness goes down, and the
radius of curvature goes down or the shape becomes more
peaked. In other words, darker adipose under the IT is
associated with a higher biomechanical risk.

FIGURE 6 | Examples of IMAT effect sizes varying from lean (IMAT effect size � 0.689) to full fat infiltration (IMAT effect size � −0.850).

FIGURE 7 | Intramuscular fat vs. years of wheelchair use per spasticity.
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Intramuscular Adipose
Intramuscular adipose (IMAT effect size) was not related to either
tissue thickness or radius of curvature of the seated buttocks
(Pearson Corr � 0.092 and � −0.073 respectively).

Intramuscular Adipose vs. Subcutaneous
Adipose
SubQF effect size was not related to IMAT effect size (Pearson
Corr � −0.100).

DISCUSSION

This study is the first to integrate an assessment of both
subcutaneous and intramuscular adipose in wheelchair users
and to assess how adipose relates both to PrI risk and
biomechanical risk (i.e., the tissue response to loading).

Tissue with darker subcutaneous adipose under the IT
compared with surrounding adipose measured with an MRI
was associated with a higher biomechanical risk when seated.
These individuals were also more likely to have a history of PrIs,
but not necessarily at the ipsilateral ischial tuberosity that was
studied. The relationship between adipose and tissue tolerance
likely evolves over time in response to load. Buttocks with good
structural integrity and low biomechanical risk, such as the
buttocks of an able-bodied adult, provide ample protection
from development of PrIs.

There are a number of physiological reasons why changes to
adipose characteristics might occur over time for wheelchair users
and consequently influence tissue tolerance and biomechanical
risk. Studies have shown that exposure to mild, prolonged
hypoxia increases fat storage and decreases proinflammatory
gene expression. In contrast, acute exposure to severe hypoxia
decreases fat storage and increases proinflammatory expression
(Lempesis et al., 2020). Loading over time will also bring about
changes to the mechanical structure of the subcutaneous adipose
(Edsberg, Cutway et al., 2000; Edsberg, Natiella et al., 2001). For
example, omental adipose has a higher proportion of fibrous
proteins than subcutaneous adipose (Alkhouli et al., 2013). Thus,
if the tissue were to differentiate in response to load, the
distribution of fibrous proteins might change. Additionally, the
extracellular matrix of adipose is composed primarily of collagen,
yet elastin provides greater distensibility (Alkhouli et al., 2013).
Therefore, a change in the distribution of collagen and elastin
would result in a change in mechanical properties and
biomechanical risk. Finally, lipid formation is known to
change in response to load (Hara et al., 2011), and this may
also affect the mechanical properties and, thus, the biomechanical
risk (Ben-Or Frank et al., 2015).

Clinically, the association between adipose characteristics and
biomechanical risk presents an opportunity both for assessment
and intervention. For years, clinicians have been assessing tissue
quality via palpation. The results of this study suggest that
palpation may be augmented with an objective assessment of
SubQF adipose quality to understand biomechanical risk and

tissue tolerance. As MRI is not practical for regular clinical use,
this would require clinically viable tools to assess SubQF quality,
whether via imaging, assessment of mechanical properties, or an
alternative approach. Furthermore, if changes in mechanical
structure of the adipose increases risk, improving the SubQF
quality could be an interventional goal. Lastly, combined with the
finding that there is little gluteus maximus coverage of the
ischium while seated (Sonenblum et al., 2020), these results
provide further evidence that adipose plays an important role
in PrI development.

In terms of intramuscular adipose tissue, our results
contrasted with the studies of Lemmer, Alvarado et al. (2019)
and Wu and Bogie (2013). Our study found that there was no
relationship between the amount of fat infiltration and PrI
history, which was unanticipated. It is possible that when
studying such small sample sizes as done in Lemmer,
Alvarado et al. (2019) (n � 38, but only n � 11 did not have a
PrI history) and Wu and Bogie (2013) (n � 10 wheelchair users),
IMAT was serving as a proxy for other effects such as time since
injury, or in the present study, time since injury could be
confounding the effect of IMAT. It is also worth noting that
the methodology used to measure IMAT was different between
these studies. Lemmer, Alvarado et al., (2019) and Wu and Bogie
(2013) used CT scans to measure IMAT, which allowed for a
more precise calculation of the ratio of adipose andmuscle than is
possible using MRI. On the other hand, CT scans come with
increased radiation exposure and a supine posture that was
undesirable for the present data collection approach.

However, when the completely fat-infiltrated subjects (IMAT
effect size <0, or gluteus maximus intensity > adipose intensity)
were excluded in our study, subjects with a higher amount of fat
infiltration were more likely to have a history of PrI. Fat
infiltration increases insulin resistance (Kalyani et al., 2014),
which may be associated with decreased microvascular flow to
the skeletal muscle and could explain the increased risk in this
subset of the population. The difference in findings between
people with partial fat infiltration and full fat infiltration may
indicate that people who are fully fat infiltrated may have a
different pathology of fat infiltration, making fat infiltration
contribute less to their risk for PrI. For example, one
participant experienced fat infiltration secondary to
chemotherapy. Another possibility is that the properties and
oxygen demand of the fully infiltrated muscle are different
than that of the partially infiltrated muscle. Previous research
has shown that in the abdominal region, subcutaneous fat has
been correlated with insulin resistance (Patel and Abate, 2013).
However, in the gluteal–femoral region, subcutaneous adipose
tissue has been shown to increase insulin, which would increase
blood flow (Snijder et al., 2005; Yim et al., 2008; Lambadiari et al.,
2015). If the IMAT properties conformed to properties similar to
SubQF upon full fat infiltration, then this could explain a change
in perfusion and risk. At the same time, oxygen requirements are
lower with enlarged fat cells, which may be the phenotype present
in a fully infiltrated muscle (Frayn and Karpe, 2014). However,
additional research would need to be conducted to confirm these
new hypotheses.
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Since BMI is a common method used to measure an
individual’s body fat, one would expect that the amount of
fat infiltration and BMI would be directly correlated.
However, there was no relationship between fat infiltration
and BMI. This is consistent with Bogie et al. (2020). Time
since injury is a much stronger predictor of IMAT, suggesting
that the process occurs at some point after injury, likely as a
result of disuse and atrophy, in response to myogenic and
adipogenic markers identified in (Bogie et al., 2020). BMI
(i.e., body weight and height) was self-reported in this study,
so the accuracy of BMI values is unknown. However, our
findings were similar when analyzed as SCI-adjusted BMI
category, which would be less sensitive to precise weight
measurements.

Limitations
The MRI scans used in this study were not optimized for
studying intramuscular or SubQF adipose. There are imaging
protocols that would provide more detailed information
about the adipose, such as a Dixon protocol. Furthermore,
the characteristics and etiology of the darker presentation of
SubQF observed would be more thoroughly investigated
using histology and mechanical testing as opposed to
MRI. However, we believe that the results of this
investigation provide important preliminary results to
drive future work, in which histology and mechanical
testing will relate the imaging results to specific changes
in adipose characteristics.

While this study explored a large group of individuals with
and without PrI history, there was a difference in the years of
wheelchair use between the two groups that may have
impacted IMAT analysis. Additional factors and
comorbidities, such as chemotherapy or diabetes, were
also not analyzed but may have influenced IMAT. Further
studies that will include longitudinal analysis and
consideration of additional factors and comorbidities
would be beneficial to better understand the natural
history of fat infiltration.

The few participants who used a wheelchair for reasons other
than a spinal cord injury may expect a different adipose and
muscle presentation given the differences in autonomic nervous
system function. However, variability in nervous system function
among individuals with SCI also exists, and this is best addressed
by studying a larger population.

CONCLUSION

The results of the study suggest a hypothesis that changes in
adipose tissue under the ischial tuberosity are associated with
increased biomechanical risk for pressure injury. Further
investigation of this hypothesis is warranted, including
histology to understand the specific changes in tissue
characteristic associated with darker fat, mechanical testing
to identify changes in mechanical properties, and
measurement of blood flow responses in regions with dark

adipose. Further investigation of this hypothesis may lead to
clinically useful diagnostic techniques that can identify changes
in adipose and biomechanical risk to inform early preventative
interventions.

DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be
made available by the authors, without undue reservation.

ETHICS STATEMENT

The studies involving human participants were reviewed and
approved by institutional review boards at the Georgia Institute of
Technology and multiple clinical sites. The patients/participants
provided their written informed consent to participate in
this study.

AUTHOR CONTRIBUTIONS

SES and SHS designed the original study methods including
research questions and data collection approach, and secured
funding. SES provided study oversight and the analysis plan for
this manuscript. SES drafted, revised, and submitted the
manuscript. MM conducted the data analysis for this
manuscript and contributed significantly to the initial
manuscript draft and revisions. SHS provided critical insights
to data analysis and revised the draft manuscript. JG was
instrumental in developing the MRI data collection protocols
and the gradient correction approach, participated in data
collection, and revised the manuscript. JC supervised MRI
analysis, provided expertise as a radiographer, and revised the
manuscript.

FUNDING

This study was completed as part of a Field Initiated Project
(grant 90IF0120), which was funded by the National Institute on
Disability, Independent Living, and Rehabilitation Research
(NIDILRR). This work was also supported by donations from
Ride Designs and the Robert H. Graebe Foundation.

ACKNOWLEDGMENTS

The authors acknowledge and thank the clinical team, Kelly
Waugh, PT, MAPT, ATP, Mary Shea, MA, OTR, ATP, and
Trevor Dyson-Hudson, PhD for their efforts collecting high
quality data for this study. Finally, the authors also
acknowledge our research participants, who contributed their
time, along with patience and enthusiasm, and without whom
this work could not have been completed.

Frontiers in Bioengineering and Biotechnology | www.frontiersin.org November 2021 | Volume 9 | Article 7538979

Sonenblum et al. Adipose Characteristics

72

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
www.frontiersin.org
https://www.frontiersin.org/journals/bioengineering-and-biotechnology#articles


REFERENCES

Addison, O., Marcus, R. L., LaStayo, P. C., and Ryan, A. S. (20142014).
Intermuscular Fat: A Review of the Consequences and Causes. Int.
J. Endocrinol. 2014, 309570. doi:10.1155/2014/309570

Alkhouli, N., Mansfield, J., Green, E., Bell, J., Knight, B., Liversedge, N., et al. (2013).
The Mechanical Properties of Human Adipose Tissues and Their Relationships
to the Structure and Composition of the Extracellular Matrix. Am. J. Physiology-
Endocrinology Metab. 305 (12), E1427–E1435. doi:10.1152/ajpendo.00111.2013

Ben-Or Frank, M., Shoham, N., Benayahu, D., and Gefen, A. (2015). Effects of
Accumulation of Lipid Droplets on Load Transfer between and within Adipocytes.
Biomech. Model. Mechanobiol 14 (1), 15–28. doi:10.1007/s10237-014-0582-8

Bergstrom, N., Braden, B., Boynton, P., and Bruch, S. (1995). Using a Research-
Based Assessment Scale in Clinical Practice. Nurs. Clin. North. Am. 30 (3),
539–551.

Bhattacharya, S., and Mishra, R. K. (2015). Pressure Ulcers: Current
Understanding and Newer Modalities of Treatment. Indian J. Plast. Surg. 48
(1), 4–16. doi:10.4103/0970-0358.155260

Bogie, K. M., Schwartz, K., Li, Y., Wang, S., Dai, W., and Sun, J. (2020). Exploring
Adipogenic andMyogenic Circulatory Biomarkers of Recurrent Pressure Injury
Risk for Persons with Spinal Cord Injury. J. Circ. Biomark 9, 1–7. doi:10.33393/
jcb.2020.2121

Booth, A. D., Magnuson, A. M., Fouts, J., Wei, Y., Wang, D., Pagliassotti, M. J., et al.
(2018). Subcutaneous Adipose Tissue Accumulation Protects Systemic Glucose
Tolerance and Muscle Metabolism. Adipocyte 7 (4), 261–272. doi:10.1080/
21623945.2018.1525252

Braden, B., and Bergstrom, N. (1987). A Conceptual Schema for the Study of the
Etiology of Pressure Sores. Rehabil. Nurs. J. 12 (1). doi:10.1002/j.2048-
7940.1987.tb00541.x

Edsberg, L. E., Cutway, R., Anain, S., and Natiella, J. R. (2000). Microstructural and
Mechanical Characterization of Human Tissue at and Adjacent to Pressure
Ulcers. J. Rehabil. Res. Dev. 37 (4), 463–471.

Edsberg, L. E., Natiella, J. R., Baier, R. E., and Earle, J. (2001). Microstructural
Characteristics of Human Skin Subjected to Static versus Cyclic Pressures.
J. Rehabil. Res. Dev. 38 (5), 477–486.

European Pressure Ulcer Advisory Panel, National Pressure Injury Advisory Panel
and Pan Pacific Pressure Injury Alliance (2019). Prevention and Treatment of
Pressure Ulcers/Injuries: Clinical Practice Guideline. Editor E. Haesler (EPUAP/
NPIAP/PPPIA).

Frayn, K. N., and Karpe, F. (2014). Regulation of Human Subcutaneous Adipose
Tissue Blood Flow. Int. J. Obes. 38 (8), 1019–1026. doi:10.1038/ijo.2013.200

Garcia, A. D., and Thomas, D. R. (2006). Assessment and Management of Chronic
Pressure Ulcers in the Elderly. Med. Clin. North America 90 (5), 925–944.
doi:10.1016/j.mcna.2006.05.018

Goodpaster, B. H., Thaete, F. L., and Kelley, D. E. (2000). Thigh Adipose Tissue
Distribution Is Associated with Insulin Resistance in Obesity and in Type 2
Diabetes Mellitus. Am. J. Clin. Nutr. 71 (4), 885–892. doi:10.1093/ajcn/71.4.885

Gorgey, A., Ogawa, M., Lester, R., and Akima, H. (2017). Quantification of
Intermuscular and Intramuscular Adipose Tissue Using Magnetic
Resonance Imaging after Neurodegenerative Disorders. Neural Regen. Res.
12 (12), 2100. doi:10.4103/1673-5374.221170

Grundy, S. M. (2015). Adipose Tissue and Metabolic Syndrome: Too Much, Too
Little or Neither. Eur. J. Clin. Invest. 45 (11), 1209–1217. doi:10.1111/eci.12519

Hara, Y., Wakino, S., Tanabe, Y., Saito, M., Tokuyama, H., Washida, N., et al.
(2011). Rho and Rho-Kinase Activity in Adipocytes Contributes to a Vicious
Cycle in Obesity that May Involve Mechanical Stretch. Sci. Signal. 4 (157), ra3.
doi:10.1126/scisignal.2001227

Lambadiari, V., Triantafyllou, K., and Dimitriadis, G. D. (2015). Insulin Action in
Muscle and Adipose Tissue in Type 2 Diabetes: The Significance of Blood Flow.
Wjd 6 (4), 626–633. doi:10.4239/wjd.v6.i4.626

Lemmer, D. P., Alvarado, N., Henzel, K., Richmond, M. A., McDaniel, J., Graebert,
J., et al. (2019). What Lies beneath: Why Some Pressure Injuries May Be

Unpreventable for Individuals with Spinal Cord Injury. Arch. Phys. Med.
Rehabil. 100 (6), 1042–1049. doi:10.1016/j.apmr.2018.11.006

Lempesis, I. G., van Meijel, R. L. J., Manolopoulos, K. N., and Goossens, G. H.
(2020). Oxygenation of Adipose Tissue: A Human Perspective. Acta Physiol.
(Oxf) 228 (1), e13298. doi:10.1111/apha.13298

Levy, A., Enzer, S., Shoham, N., Zaretsky, U., and Gefen, A. (2012). Large, but Not
Small Sustained Tensile Strains Stimulate Adipogenesis in Culture. Ann.
Biomed. Eng. 40 (5), 1052–1060. doi:10.1007/s10439-011-0496-x

Liao, F., Burns, S., and Jan, Y.-K. (2013). Skin Blood Flow Dynamics and its Role in
Pressure Ulcers. J. Tissue Viability 22 (2), 25–36. doi:10.1016/j.jtv.2013.03.001

Ogawa, M., Lester, R., Akima, H., and Gorgey, A. S. (2017). Quantification of
Intermuscular and Intramuscular Adipose Tissue Using Magnetic Resonance
Imaging after Neurodegenerative Disorders. Neural Regen. Res. 12 (12),
2100–2105. doi:10.4103/1673-5374.221170

Patel, P., and Abate, N. (2013). Body Fat Distribution and Insulin Resistance.
Nutrients 5 (6), 2019–2027. doi:10.3390/nu5062019

Salzberg, C. A., Byrne, D. W., Cayten, C. G., van Niewerburgh, P., Murphy, J. G.,
and Viehbeck, M. (1996). A New Pressure Ulcer Risk Assessment Scale for
Individuals with Spinal Cord Injury1. Am. J. Phys. Med. Rehabil. 75 (2), 96–104.
doi:10.1097/00002060-199603000-00004

Snijder, M. B., Visser, M., Visser, M., Dekker, J. M., Goodpaster, B. H., Harris, T. B.,
et al. (2005). Low Subcutaneous Thigh Fat Is a Risk Factor for Unfavourable
Glucose and Lipid Levels, Independently of High Abdominal Fat. The Health
ABC Study. Diabetologia 48 (2), 301–308. doi:10.1007/s00125-004-1637-7

Sonenblum, S. E., Sprigle, S., and Lopez, R. A. (2012). Manual Wheelchair Use:
Bouts of Mobility in Everyday Life. Rehabil. Res. Pract. 2012, 753165.
doi:10.1155/2012/753165

Sonenblum, S. E., Seol, D., Sprigle, S. H., and Cathcart, J. M. (2020). Seated Buttocks
Anatomy and its Impact on Biomechanical Risk. J. Tissue Viability 29 (2),
69–75. doi:10.1016/j.jtv.2020.01.004

Sonenblum, S. E., and Sprigle, S. (2011). Distinct Tilting Behaviours with Power
Tilt-In-Space Systems. Disabil. Rehabil. Assistive Techn. 6 (6), 526–535.
doi:10.3109/17483107.2011.580900

Sprigle, S., McNair, D., and Sonenblum, S. (2020). Pressure Ulcer Risk Factors in
Persons with Mobility-Related Disabilities. Adv. Skin Wound Care 33 (3),
146–154. doi:10.1097/01.asw.0000653152.36482.7d

Wu, G. A., and Bogie, K. M. (2013). Not just Quantity: Gluteus Maximus Muscle
Characteristics in Able-Bodied and SCI Individuals - Implications for Tissue
Viability. J. Tissue Viability 22 (3), 74–82. doi:10.1016/j.jtv.2013.03.003

Yim, J.-E., Heshka, S., Albu, J. B., Heymsfield, S., and Gallagher, D. (2008).
Femoral-gluteal Subcutaneous and Intermuscular Adipose Tissues Have
Independent and Opposing Relationships with CVD Risk. J. Appl. Physiol.
104 (3), 700–707. doi:10.1152/japplphysiol.01035.2007

Conflict of Interest: Author JG is employed by FONAR Corporation.

The remaining authors declare that the research was conducted in the absence of
any commercial or financial relationships that could be construed as a potential
conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated organizations, or those of
the publisher, the editors, and the reviewers. Any product that may be evaluated in
this article, or claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Copyright © 2021 Sonenblum, Measel, Sprigle, Greenhalgh and Cathcart. This is an
open-access article distributed under the terms of the Creative Commons Attribution
License (CC BY). The use, distribution or reproduction in other forums is permitted,
provided the original author(s) and the copyright owner(s) are credited and that the
original publication in this journal is cited, in accordance with accepted academic
practice. No use, distribution or reproduction is permitted which does not comply
with these terms.

Frontiers in Bioengineering and Biotechnology | www.frontiersin.org November 2021 | Volume 9 | Article 75389710

Sonenblum et al. Adipose Characteristics

73

https://doi.org/10.1155/2014/309570
https://doi.org/10.1152/ajpendo.00111.2013
https://doi.org/10.1007/s10237-014-0582-8
https://doi.org/10.4103/0970-0358.155260
https://doi.org/10.33393/jcb.2020.2121
https://doi.org/10.33393/jcb.2020.2121
https://doi.org/10.1080/21623945.2018.1525252
https://doi.org/10.1080/21623945.2018.1525252
https://doi.org/10.1002/j.2048-7940.1987.tb00541.x
https://doi.org/10.1002/j.2048-7940.1987.tb00541.x
https://doi.org/10.1038/ijo.2013.200
https://doi.org/10.1016/j.mcna.2006.05.018
https://doi.org/10.1093/ajcn/71.4.885
https://doi.org/10.4103/1673-5374.221170
https://doi.org/10.1111/eci.12519
https://doi.org/10.1126/scisignal.2001227
https://doi.org/10.4239/wjd.v6.i4.626
https://doi.org/10.1016/j.apmr.2018.11.006
https://doi.org/10.1111/apha.13298
https://doi.org/10.1007/s10439-011-0496-x
https://doi.org/10.1016/j.jtv.2013.03.001
https://doi.org/10.4103/1673-5374.221170
https://doi.org/10.3390/nu5062019
https://doi.org/10.1097/00002060-199603000-00004
https://doi.org/10.1007/s00125-004-1637-7
https://doi.org/10.1155/2012/753165
https://doi.org/10.1016/j.jtv.2020.01.004
https://doi.org/10.3109/17483107.2011.580900
https://doi.org/10.1097/01.asw.0000653152.36482.7d
https://doi.org/10.1016/j.jtv.2013.03.003
https://doi.org/10.1152/japplphysiol.01035.2007
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/bioengineering-and-biotechnology
www.frontiersin.org
https://www.frontiersin.org/journals/bioengineering-and-biotechnology#articles


Hypertension and Stroke
Cardiovascular Control Evaluation by
Analyzing Blood Pressure, Cerebral
Blood Flow, Blood Vessel Resistance
and Baroreflex
Shoou-Jeng Yeh1, Chi-Wen Lung2,3, Yih-Kuen Jan3, Fang-Chuan Kuo4 and Ben-Yi Liau5*

1Section of Neurology and Neurophysiology, Cheng-Ching General Hospital, Taichung, Taiwan, 2Department of Creative Product
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Science and Engineering, University of Illinois at Urbana-Champaign, Champaign, IL, United States, 4Department of Physical
Therapy, Hungkuang University, Taichung, Taiwan, 5Department of Biomedical Engineering, Hungkuang University, Taichung,
Taiwan

Cardiovascular diseases have been the leading causes of mortality in Taiwan and the
world at large for decades. The composition of cardiovascular and cerebrovascular
systems is quite complicated. Therefore, it is difficult to detect or trace the related signs
of cardiovascular and cerebrovascular diseases. The characteristics and changes in
cardiopulmonary system disease can be used to track cardiovascular and
cerebrovascular disease prevention and diagnosis. This can effectively reduce the
occurrence of cardiovascular and cerebrovascular diseases. This study analyzes the
variability in blood pressure, cerebral blood flow velocity and the interaction
characteristics using linear and nonlinear approaches in stroke, hypertension and
healthy groups to identify the differences in cardiovascular control in these groups. The
results showed that the blood pressure and cerebral blood flow of stroke patients and
hypertensive patients were significantly higher than those of healthy people (statistical
differences (p < 0.05). The cerebrovascular resistance (CVR) shows that the CVR of
hypertensive patients is higher than that of healthy people and stroke patients (p < 0.1),
indicating that the cerebral vascular resistance of hypertensive patients is slightly
higher. From the patient’s blood flow and vascular characteristics, it can be observed
that the cardiovascular system is different from those in healthy people. Baroreflex
sensitivity (BRS) decreased in stroke patients (p < 0.05). Chaotic analysis revealed that
the blood pressure disturbance in hypertensive patients has a higher chaotic behavior
change and the difference in initial state sensitivity. Cross-correlation (CCF) analysis
shows that as the course of healthy→hypertension→stroke progresses, the maximum
CCF value decreases significantly (p < 0.05). That means that blood pressure and
cerebral blood flow are gradually not well controlled by the self-regulation mechanism.
In conclusion, cardiovascular control performance in hypertensive and stroke patients
displays greater variation. This can be observed by the bio-signal analysis. This analysis
could identify a measure for detecting and preventing the risk for hypertension and
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stroke in clinical practice. This is a pilot study to analyze cardiovascular control variation
in healthy, hypertensive and stroke groups.

Keywords: cardiovascular control, hypertension, stroke, blood pressure, cerebral blood flow, blood vessel
resistance, baroreflex

1 INTRODUCTION

Cardiovascular diseases (CVD) have become a leading health care
burden in many areas of the world. It was reported that high
blood pressure is the main risk factor to induce CVD.Most deaths
are caused by ischemic heart disease and ischemic stroke (Roth
et al., 2020). Therefore, systolic blood pressure variability could be
assessed as a stroke and CVD risk predictor in the hypertensive
population (Pringle et al., 2003). Because CVD is common in
most areas of the world, WHO established a CVD risk prediction
chart to reduce the medical burden (WHO CVD risk chart
working group, 2019). Moreover, blood pressure is highly
related to CVD (Fuchs and Ethlton, 2020). Hypertension is
high blood pressure in the blood vessels. In the brain, high
blood pressure induces hypertrophy and remodels smooth
muscle cells in the cerebral arteries (Yu et al., 2011). The
changes in blood vessel wall composition leads to greater
cerebral artery stiffness. Aortic stiffness could be an
independent predictor of hypertensive-stroke patient
(Baumbach et al., 1988; Laurent et al., 2003, Laurent et al.,
2005; Benjo et al., 2007). The change in blood pressure is the
earliest sign of abnormal cardiopulmonary circulation. The
change in blood pressure causes considerable variation in the
physiological feedback mechanism. The relationship between
blood pressure and cerebral blood flow in the brain is cerebral
autoregulation (CA). Cerebral autoregulation maintains cerebral
blood flow to protect the brain by reducing the effect of blood
pressure variation. Previous studies reported that impaired CA
may be associated with higher stroke risk (Shekhar et al., 2017;
Castro et al., 2018). Therefore, CA assessment is also important to
predict and reduce CVD risk. CA measurement and evaluation
may obtain a predictive value for the development of delayed
cerebral ischemia and radiographic vasospasm (Tiecks et al.,
1995; Aoi wt al., 2012; Oeinck et al., 2013; Ma et al., 2016;
Crippa et al., 2018). Although some non-invasive approaches (ex.
Cross-correlation function, chaotic analysis etc.) and devices (ex.
Near-infrared spectroscopy, transcranial Doppler etc.) have been
developed to assess CA, measuring CA is difficult and standard
measurement is not currently available (Tiecks et al., 1995; Liau
et al., 2010; Rivera-Lara et al., 2017; Xiong et al., 2017). On the
other hand, few studies revealed the differences in physiological
signals and properties between hypertension and stroke. The
changes in the cardiovascular disease physiological parameter
development process (healthy→hypertension→stroke) are not
clear. The objective of this study was to apply linear and
nonlinear physiological signal analysis methods to assess
multiple blood pressure signal correlation effects on cerebral
blood flow signals, blood vessel properties, baroreflex and CA
in healthy people, hypertension and stroke patients. To the best of
our knowledge, this is the first study to investigate bio-signal

performance and differences. The findings from multiple views
could be used to better understand the effects of various
cardiovascular diseases on bio-signal variation and tissue
properties as assessed using multi-correlation approaches.

2 MATERIALS AND METHODS

2.1 Subjects and Measurement
In this study, 3 groups were enrolled: 1) 11 healthy subjects
(57.4 ± 8.4 years) that have no history of related cardiovascular
diseases. 2) 11 hypertensive patients (50.8 ± 10.3 years) from the
Neurology Section of Cheng-Ching General Hospital, Taiwan.
Hypertension was according to WHO, 2003 that clinic blood
pressure ≥140/90 mmHg (WHO, 2003). 3) 10 hypertensive stroke
outpatients (56 ± 10.16 years) from the Neurology Section of
Cheng-Ching General Hospital were enrolled in this study. These
stroke patients have to qualify blood pressure level defined as a
clinic blood pressure ≥140/90 mmHg (WHO, 2003). National
Institutes of Health Stroke Scale, NIHSS <15. Stroke more than
7 days. The subjects in 3 groups were age-matched and none of
the subjects were receiving any medication during the study
period. Informed consent was received from all subjects prior
to entry into the study. This study was approved by the Research
Ethics Committee of Cheng-Ching General Hospital, Taiwan.
Continuous arterial blood pressure signals were acquired via
using the Finapres (Model 2,300, Ohemda, Englewood, CO,
United States). Cerebral blood flow velocity signals were
obtained through TCD (transcranial Doppler ultrasound, EME
TC 2020, Nicolet instrument, Warwick, United Kingdom) in
conjunction with a 5-MHz transducer fixed over the temporal
bones by an elastic headband. Subjects lied down on a tilt-table
that enabled a motor-driven change from a supine to an upright
position at 75° within 4 s. Data acquisition was started after a 10-
min relaxation period in the supine position. After that,
continuous arterial blood pressure and cerebral blood flow
velocity signals were acquired during both supine and 75°

head-up tilt positions and then returned to supine and rest for
5 minutes. The experimental devices included a general-purpose
data acquisition board with a computer and LabVIEW program
for acquiring signal processing. This equipment was developed in
our previous study (Chiu et al., 2007; Liau et al., 2010).

2.2 BP and CBFV Signals
Mean value estimation is based on every waveform peak and
valley location. The mean arterial blood pressure (MABP) value
was calculated using each pulse as follows:

MABPi � 1
Pi+1 − Pi

∑
Pi+1

k�P
BP(k) (1)

Frontiers in Bioengineering and Biotechnology | www.frontiersin.org December 2021 | Volume 9 | Article 7318822

Yeh et al. Cardiovascular Control in Hypertension and Stroke

75

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
www.frontiersin.org
https://www.frontiersin.org/journals/bioengineering-and-biotechnology#articles


where BP(‧)in Eq. 1 is the arterial blood pressure pulse signal
acquired by Finapres continuously. Pi is the wave-through time
index in the ith BP pulse beat. Therefore, MABPi is the mean BP
value calculated by the ith pulse beat. Representation of the BP
signal is shown as Figure 1.On the other hand, mean cerebral
blood flow velocity (MCBFV) could be obtained using Eq. 2 as
follows.

MCBFVi � 1
Vi+1 − Vi

∑
Vi+1

k�V
CBFV(k) (2)

where CBFV(‧) is the CBFV pulse signal continuously acquired
by the TCD.Vi is the time index of the wave-through in the CBFV
signal corresponding to the ith pulse beat. MCBFVi is the mean
CBFV value for the ith pulse beat. The CBFV signal
representation is shown as Figure 2.

2.3 Methodology
2.3.1 Resistance Index
Resistance index is a measure of peripheral blood flow resistance.
Low vascular resistance has a higher diastolic blood flow velocity
characteristic, and will have a lower RI. A high vascular resistance
has a lower diastolic blood flow velocity characteristic, and will

produce a higher RI. RI can be calculated using the following
formula, SCBFV is the systolic blood flow velocity, and DCBFV is
the diastolic blood flow velocity. RI can be obtained by Eq. 3 as
below (Hilz et al., 2004).

RI � SCBFV −DCBFV

SCBFV
(3)

2.3.2 Pulsatility Index
The pulsation index is a measurement that describes the type of
signal waveform. Low intracranial vascular resistance will reduce
PI, and rising intracranial pulsations have been found to be
related to rising intracranial pressure. The normal PI range is
between 0.5 and 1.4, less than 0.5 may be an ischemic flow pattern
under vascular dilation, and greater than 1.5 may be a decrease in
vascular compliance or an increase in intracranial pressure. PI
can be calculated using the following formula, SCBFV is the
systolic blood flow velocity, DCBFV is the diastolic blood flow
velocity, and MCBFV is the average blood flow velocity. PI can be
obtained by Eq. 4 (Hilz et al., 2004)

PI � SCBFV − DCBFV
MCBFV

(4)

FIGURE 1 | Representation of the ABP signal.

FIGURE 2 | Representation of the CBFV signal.
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2.3.3 Cerebrovascular Resistance
The cerebrovascular resistance can be expressed as the ratio of the
average pressure to the average cerebral blood flow rate. The unit
is mmHg/(cm/s). CVR can be calculated using the following
formula, where MABP is the average blood pressure and MCBFV
is the average cerebral blood flow. CVR can be obtained using Eq.
5 (Hilz et al., 2004)

CVR � MABP

MCBFV
(5)

2.3.4 Cross-Correlation Analysis
Cross-correlation analysis mainly observes the correlation
between the two signals in the time domain. Taking the
average cerebral blood flow signal and the average blood
pressure signal as an example, the correlation and phase
relationship between the average cerebral blood flow signal
and the average blood pressure signal can be determined by the
brain. The phase relationship between blood flow and blood
pressure is used to explore the blood flow regulation
mechanism using the cardiovascular system. Let the cross-
correlation function be expressed as CCF(k), W is the length of
the window, k is the number of peak-to-peak displacement
points, N is the total length of the signal, and the MABP time
series normalized with the average value is expressed as x(n),
MCBFV time series is expressed as y(n), the time series of x(n)
after band-pass filtering is expressed as, and the time series of
y(n) after band-pass filtering is expressed as, then cross-
correlation The analyzed formula is as follows (Chiu et al.,
2001; Chiu et al., 2005; Liau et al., 2010; Fan et al., 2019):

CCFi(k) �
Ri
x̂ŷ(k)

[Ri
x̂x̂(0)Ri

ŷŷ(0)]
1
2
, k � 0, ± 1, ± 2, . . . ,

i � 1 toN −W + 1

(6)

where

Ri
x̂ŷ(k) �

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

1
W

∑
i+W

j�i
x̂(j)ŷ(j + k), k � 0, 1, 2, . . .

1
W

∑
i+W

j�i
x̂(j − k)ŷ(j), k � 0,−1,−2, . . .

Ri
x̂x̂(0) �

1
W

∑
i+W

j�i
[x̂(j)]2, andRi

ŷŷ(0) �
1
W

∑
i+W

j�i
[ŷ(j)]2

2.3.5 Baroreflex Sensitivity
The index is used to evaluate the pressure-sensitive reflex. In
order to observe the changes in heart rate and blood pressure
at the same time, the baroreflex sensitivity index observes the
relationship between the heart rate signal and the blood
pressure signal. Assuming that the systolic blood pressure
sequence SBP is S(n), and the heartbeat interval RR interval is
R(n), the baroreflex sensitivity (BRS) T(n) can be expressed
as: (Karemaker and Wesseling, 2008):

T(n) � ∑
n

k�1

R(k)
S(k) (7)

2.3.6 Correlation Dimension
The correlation dimension (CD) can quantify the properties of
the attractors from the time series and determine the singularity
of the attractors, which is estimated by the correlation function by
calculating the pairs of points where the attractors fall on the
radius of the “sphere”. The correlation function Cd(R) is defined
as (Grassberger and Procaccia, 1983; Liau et al., 2008; Gao et al.,
2011; Bolea et al., 2014):

Cd(R) � lim
N→∞

⎡⎢⎢⎣ 1
N2

∑
i,j�1,i≠j

HE(R − ∣∣∣∣Xi −Xj

∣∣∣∣)⎤⎥⎥⎦ (8)

N:number of points
HE:Heaviside step function
HE � 1, if R-| Xi- Xj | S 0
HE � 0, otherwise
(Xi, Xj)The Euclidean distance of an attractor in 1 dm
dimension is:

∣∣∣∣Xi −Xj

∣∣∣∣ � [(xi,1 − xj,1)
2 + (xi,2 − xj,2)

2 +/(xi,dm − xj,dm)
2
]
1/2

The relationship between the correlation integral and R is:
Cd(R)∼Rdc, the logarithm of both sides can be obtained:

logCd(R) � dc logR + constant

2.3.7 Lyapunov Exponent
The Lyapunov exponent (LE) is used to quantitatively analyze the
chaotic behavior by measuring the sensitivity of the attractor initial
state. Its physicalmeaning is the exponential rate of the divergence of
adjacent trajectories in the attractor. It is used to measure the degree
of attraction or separation between two adjacent trajectories in phase
space. For example: the initial distance between two points of
adjacent trajectories is dL (0), and then the distance becomes
dL(t) due to the trajectory divergence at time t,
sodL(t) � dL(0)eλt. A positive LE value indicates that the system
dynamic behavior is chaotic, and a negative value or zero indicates
regular behavior. For an N-dimensional attractor, there will be N LE
values. The algorithm for calculating LE is to obtain the maximum
positive LE (that is, λ1) in the time series. This method calculates the
divergence rate of the reference trajectory and adjacent trajectories in
the attractor. The maximum positive LE of the time series can be
expressed as (Eckhardt and Yao, 1993; Rozenbaum et al., 2017):

λ1 � lim
N→∞

1
tm − t0

∑
m

i�1
ln

d’
L(ti)

dL(ti−1) (9)

t0:initial timetm:the mth time.

2.3.8 Kolmogorov Entropy (K2)
Kolmogorov entropy is a quantitative method for measuring the
degree of chaotic behavior. It can also be used to distinguish the
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characteristics of dynamic systems: chaotic or non-chaotic.
“Entropy” is adopted from the concept of thermodynamics as
a method for expressing information characteristics, that is, the
prediction of an uncertain system. The Kolmogorov entropy
concept can be expressed as:

S(t2) � S(t1) +K(t2 − t1) (10)

K stands for Kolmogorov entropy. The unit is bit/s. S(t1,t2) is
the amount of change in the time development information
predicted by the initial information S(t1) after one (t2—t1)
time. Assume that the initial entropy information is S(t1), after
a time interval t2—t1, the information change to become S(t2).
The change difference information is K(t2—t1). Thus, it can be
derived: S(t2) � S(t1) + K(t2—t1).When S(t1) > S(t2), so K(t2—t1)
� S(t1)—S(t2). Assume S(t1) � lnCd(R), S(t2) � lnCd+1(R). Cd(R) is
the signal correlation function. The equation for K2 is derived as
below (Grassberger 1983; Zhang 2017):

K2 � ln
Cd(R)
Cd+1(R) (11)

t-testwas used to determine the significance of difference between
healthy group and patient groups. The significance level was set to
0.05. All statistical tests were performed using SPSS 26 (IBM,
Somers, NY, United States).

3 RESULTS

3.1 Blood Pressure and Cerebral Blood Flow
Figure 3 showed the comparison of differences in blood
pressure and cerebral blood flow while in supine position
among groups. From the systolic arterial blood pressure
(SABP) and mean arterial blood pressure (MABP), it can
be observed that stroke patients (SABP:177.0 ± 21.25 mmHg;
MABP: 127.95 ± 18.66 mmHg)>hypertension patients
(SABP:146.07 ± 26.04 mmHg; MABP: 106.55 ±
19.72 mmHg)>healthy people (SABP:120.94 ± 7.74 mmHg;
MABP: 88.11 ± 7.76 mmHg). Both of these differences were
significant (p < 0.05). Diastolic arterial blood pressure
(DABP) is statistically different in stroke patients (DABP:
101.69 ± 18.02 mmHg) as opposed to hypertensive patients
(DABP: 87.01 ± 18.16 mmHg) (p < 0.05). It can be seen that
cardiovascular diseases (hypertension, stroke) do have
obvious changing factors and trends to increase blood
pressure. The systolic cerebral blood flow velocity (SCBFV)
and mean cerebral blood flow velocity (MCBFV) showed that
the value of stroke patients (SCBFV: 118.37 ± 60.42 cm/s;
MCBFV: 73.99 ± 39.20 cm/s) was significantly higher than
that of hypertension patients (SCBFV: 67.19 ± 21.84 cm/s;
MCBFV: 36.84 ± 16.55 cm/s) and healthy people (SCBFV:
58.73 ± 9.62 cm/s; MCBFV: 38.82 ± 7.84 cm/s), and there was
a statistical difference (p < 0.05). Diastolic cerebral blood flow
velocity (DCBFV) is statistically different between stroke
patients (DCBFV: 45.12 ± 24.78 cm/s) and healthy people
(DCBFV: 23.69 ± 6.90 cm/s) (p < 0.05), and there is no
significant difference in diastolic cerebral blood flow

between hypertensive patients and stroke patients.
Figure 3 indicated the significant differences in blood
pressure and cerebral blood flow while in supine position
among healthy people, hypertensive patients, and stroke
patients.

Figure 4 revealed the blood pressure and cerebral blood flow
differences comparison in healthy people, hypertensive patients,
and stroke patients in head-up tilt position. After interference
induced by the tilting table, it can be seen that the SABP, MABP,
and DABP values of stroke patients are significantly (p < 0.05)
higher than those in healthy people (SABPstroke:163.97 ±
19.55 mmHg; MABPstroke:116.90 ± 12.78 mmHg; DABPstroke:
94.71 ± 12.38 mmHg; SABPhealthy:128.83 ± 18.18 mmHg;
MABPhealthy:95.0 ± 11.79 mmHg; DABPhealthy:76.30 ±
11.49 mmHg). On the other hand, the BP values of
hypertensive patients between healthy and stroke patients were
without significant difference and this might indicate an
increasing BP trend toward abnormal. The cerebral blood flow
velocity of stroke patients is higher than that of healthy people.
The systolic cerebral blood flow velocity values revealed a
significant statistical difference (SCBFVstroke:114.18 ±
60.65 cm/s; SCBFVhealthy:60.87 ± 14.05 cm/s, p < 0.05).

3.2 Resistance Index, Pulsation Index) and
Cerebrovascular Resistance
Figures 5, 6 show the resistance index (RI), pulsation index (PI),
and cerebrovascular resistance (CVR) analysis results of the three
groups in both supine and tilting positions, respectively. There is
no obvious difference in movement and progress in RI and PI
during position change. The CVR values indicated a slight
statistical difference between healthy people and hypertensive
patients (CVRhealthy: 2.32 ± 0.32; CVRhypertension: 3.9 ± 2.78),
hypertensive patients vs. stroke patients (CVRhypertension: 3.9 ±
2.78; CVRhypertension: 2.13 ± 1.03) while in supine position (p <
0.1). There was no significant difference in PI in the subjects
tested this time. Only the PI values of hypertensive patients and
stroke patients tended to be slightly higher than normal. The
cerebrovascular resistance index CVR shows that the CVR of
hypertensive patients is higher than that of normal people and
stroke patients (p < 0.1), which shows that the cerebral vascular
resistance of hypertensive patients is higher, but it is speculated
that once a stroke develops, the cerebral vascular lesions Instead,
it reduces the vascular resistance in the brain.

3.3 Analysis of Baroreflex
The pressure-sensitive reflex degree—baroreflex sensitivity (BRS)
(also known as the pressure-sensitive reflex gain) is used as a
measure of the autonomous control of the cardiovascular system.
Usually BRS is a measure of the response of autonomic effectors
to a given change in arterial pressure. When the position of a
person changes from supine to a head-up position, blood pressure
drops. This decreasing blood pressure can be compensated by the
baroreflex through the conduction of the vagus nerve reflex. The
sensory signal caused by the pressure receptor can inhibit the
activity of the parasympathetic nerve and promote the activity of
the sympathetic nerve, which increases the heart rate and
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vasoconstriction, helping to maintain proper blood pressure
when standing. Figure 7 shows the baroreflex sensitivity
analysis results of healthy people, hypertensive patients, and
stroke patients. It shows that as the course of

healthy→hypertension→stroke progresses, BRShealthy >
BRShypertension > BRSstroke, and BRS decreases accordingly.
Healthy people vs. hypertension (supine: BRShealthy: 7.29 ±
0.88, BRShypertension: 6.1 ± 1.49; tilting: BRShealthy: 6.43 ± 0.98,

FIGURE 3 | Comparison of differences in blood pressure and cerebral blood flow while in supine position among groups.

FIGURE 4 | Blood pressure and cerebral blood flow differences comparison in healthy people, hypertensivepatients, and stroke patients in head-up tilt position.
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FIGURE 5 | Comparison of differences in vascular resistance indexes between healthy people, hypertension patients, and stroke patients in supine position.

FIGURE 6 | Comparison of differences in vascular resistance indexes of healthy people, hypertensive patients, and stroke patients in tilting position.
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BRShypertension: 5.57 ± 0.86), healthy people vs. stroke (supine:
BRShealthy: 7.29 ± 0.88, BRSstroke: 5.37 ± 1.33; tilting: BRShealthy:
6.43 ± 0.98, BRSstroken: 5.32 ± 1.22), there are significant
differences in both supine and tilting positions (p < 0.05).

3.4 Nonlinear Blood Pressure and Cerebral
Blood Flow Analysis
There are three main parameters in chaotic analysis: 1.
Correlation dimension (CD) represents the complexity of a
system, and the higher the CD value, the higher the system
complexity. 2. Lyapunov exponent (LE) represents the sensitivity

of the initial system state. A positive LE value indicates that the
system dynamic behavior is chaotic, and a negative value or zero
indicates regular behavior. 3. Kolmogorov entropy (K2) is a
quantitative method for the degree of chaotic behavior. It is
used to predict the information loss rate of future behavior, that
is, the degree of unpredictability. For a regular system, K2 is zero.
For a completely random system, the K2 value is infinite. For a
chaotic system, the K2 value is finite and positive. Figure 8 is a
comparison chart of the differences in blood pressure chaos
analysis between healthy people, hypertensive patients, and
stroke patients. It can be observed that the change trend
between supine and head-up positions is close. After head-up

FIGURE 7 | Comparison of the differences in pressure reflex between healthy people, hypertensive patients, and stroke patients.

FIGURE 8 | Differences in blood pressure chaotic analysis of healthy people, hypertensive patients, and stroke patients.
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tilting, the K2 value of stroke patients is greater than that of
hypertension patients and healthy people (K2stroke:3.04 ± 0.28,
K2hypertension:2.58 ± 0.39, K2healthy:2.59 ± 1.11), and there are
statistical differences (p < 0.05) as shown in Figure 8. On the
other hand, when the LE value changes posture in hypertensive
patients, there is a statistically significant difference (Supine-
LEhypertension:1.28 ± 0.67,Tilt-LEhypertension:0.69 ± 0.43p < 0.05),
such as shown in Figure 9.

Figure 10 is a comparison chart of the chaotic analysis of
cerebral blood flow in healthy people, hypertensive patients,
and stroke patients. It can be observed that there is a
significant difference (p < 0.05) in the K2 index between
supine and tilting positions. While in supine position, the K2
value of stroke was higher than that of healthy people, with a
statistical difference (K2stroke: 3.74 ± 0.42, K2healthy: 3.14 ±
0.59, p < 0.05). After head-up tilting, the K2 values of
stroke patients were higher than those in hypertension
patients and healthy people, and there was a statistical
difference (K2stroke:3.87 ± 1.03; K2hypertension:3.24 ± 0.3;
K2healthy:2.80 ± 0.46, p < 0.05) as shown in Figure 10.
When the LE value during changes posture in

hypertensive patients, there is a statistically significant
difference (supine LEhypertension:1.11 ± 0.43; tilting
LEhypertension:0.64 ± 0.25, p < 0.05).

3.5 Cross-Correlation Function Analysis
3.5.1 Blood Pressure and Cerebral Blood Flow
Table 1 shows the correlation analysis results for blood
pressure and cerebral blood flow in healthy people,
hypertensive patients, and stroke patients. Figure 11 shows
the comparison of the maximum CCF differences between
blood pressure and cerebral blood flow in healthy people,
hypertensive patients, and stroke patients. The results show
that as the course of healthy→ hypertension → stroke
progresses with the maximum CCF value decreases
indicated significantly differences (Healthy vs.
Hypertension; Healthy vs. Stroke, p < 0.05). That means the
relationship between blood pressure and cerebral blood flow
decreased, reaching a statistical difference (p < 0.05). Figures
12–14 show the correlation analysis between blood pressure
and cerebral blood flow in typical healthy people, hypertensive
patients, and stroke patients.

4 DISCUSSION

The time domain analysis results indicate that high blood
pressure is one of the most important factors influencing the

FIGURE 9 | Comparison of blood pressure Lyapunov exponent (LE)
analysis of healthy people, hypertension patients, and stroke patients.

FIGURE 10 | Comparison of differences in cerebral blood flow chaos analysis among healthy people, hypertensive patients, and stroke patients.

TABLE 1 | Correlation analysis results for blood pressure and cerebral blood flow
in each group.

Supine Tilting

Max CCF Index SD Max CCF Index SD

Healthy 0.57 −1.9 015 0.53 −1.6 0.18
Hypertension 0.43* −2.2 0.16 0.40̂ −2.5 0.19
Stroke 0.40** −0.11 0.20 0.34̂̂ −3.52 0.22

Max CCF, in supine (Healthy vs. Hypertension, *p < 0.05; Healthy vs. Stroke, **p < 0.05);
max CCF, in tilting (Healthy vs. Hypertension, p̂ < 0.05; Healthy vs. Stroke, ^̂p < 0.05).
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stroke process. Higher blood pressure and blood flow increase
the risk for stroke (Fuchs and Ethlton, 2020). Although there
is no statistical difference between the average cerebral blood
flow and the diastolic cerebral blood flow, it can be clearly
observed that the CBFV value of stroke patients is higher than
those in healthy and hypertensive patients. Therefore, it can
also be inferred that the increase in blood pressure and blood
flow is accompanied by a high risk for hypertension and stroke
due to hypertrophy and smooth muscle cells remodeling (Yu
et al., 2011). On the other hand, the blood vessel resistance
index (RI) is a measure of peripheral blood flow resistance.
Low vascular resistance has a higher diastolic blood flow
velocity characteristic, and will have a lower RI value, and
a high vascular resistance has a lower diastolic blood flow
velocity characteristic and will induce a higher RI value (Hilz

et al., 2004). The results showed that there was no significant
difference in RI among the groups in this study. The pulsation
index (PI) is a measurement that describes the type of signal
waveform. Low intracranial vascular resistance will reduce PI,
and rising intracranial pulsations have been found to be
related to rising intracranial pressure. The general PI range
is between 0.5 and 1.4, less than 0.5 may be an ischemic flow
pattern under vascular dilation. PI range greater than 1.5 may
indicate a decrease in vascular compliance or an increase in
intracranial pressure (Hilz et al., 2004). Because the CVR
value in the hypertension group is higher than those in other
groups, it would indicate that blood vessel resistance
increased and blood vessel characteristics were changed.
Moreover, average PI value in hypertension group is 1.37
close to 1.4, it may reveal high blood pressure decrease

FIGURE 11 | (A) Comparison of Lyapunov exponent (LE) analysis of cerebral blood flow in healthy people, hypertensive patients, and stroke patients. (B)
Comparison of maximum CCF differences between blood pressure and cerebral blood flow in healthy people, hypertensive patients, and stroke patients.
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FIGURE 12 | A typical healthy person’s blood pressure and cerebral blood flow correlation analysis. (A) 3D representative CCF figures in supine position. (B) 2D
representative figures of CCF in supine position. (C) 3D representative figures of CCF in head-up tilt position. (D) 2D representative figures of CCF in head-up tilt position.
CCF(k) is the CCF value in the time indices. The mean (–×–) and standard deviation (–■–) of CCF value in each time index k.

FIGURE 13 | Analysis results of correlation between blood pressure and cerebral blood flow in a typical hypertensive patient. (A) 3D representative figures of CCF in
supine position. (B) 2D representative figures of CCF in supine position. (C) 3D representative CCF figures in head-up tilt position. (D) 2D representative CCF figures in
head-up tilt position. CCF(k) is the CCF value in the time indices. The mean (–×–) and standard deviation (–■–) of CCF value in each time index k.
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vascular compliance or increase intracranial pressure (Hilz
et al., 2004). From the baroreflex results, it can be inferred that
the BRS receptor sensitivity in patients with hypertension and
stroke is reduced, and it is unable to effectively sense the
changes in blood pressure and regulate the cardiovascular
system. If high blood pressure occurs, hypertension exceeds
the normal pressure reflex receptor operating range (The
average blood pressure is 60–120 mmHg), the individual
cannot adjust their heartbeat, blood vessel radius and other
factors through the autonomic nervous system to maintain
normal cardiovascular system regulation. Therefore,
dysfunctional baroreflex and hypertension would lead to
stroke risk according to the results and previous studies
(Kuusela et al., 2002; Yu et al., 2011; Fuchs et al., 2020).

Chaotic analysis can extract hidden behavior in a system. The K2
value is finite and positive for a chaotic system. Using the BP K2
results in chaotic analysis, it can be speculated that the changes in
blood pressure in stroke patients are more unpredictable than in
healthy people and hypertensive patients (Grassberger 1983; Zhang
2017). According to previous studies (Eckhardt and Yao, 1993;
Rozenbaum et al., 2017), the difference in LE indicated that the
blood pressure disturbance in hypertensive patients has a higher
change in chaotic behavior and a difference in initial state sensitivity.
On the other hand, nonlinear analysis of cerebral blood flow infers
that the changes in cerebral blood flow in stroke patients is more
unpredictable than in healthy people and hypertensive patients. This
revealed that cerebral blood flow disturbance in hypertensive
patients has a higher change in chaotic behavior and a difference

in initial state sensitivity. Summarizing the chaotic analysis and
baroreflex results, due to lower BRS value mean dysfunction
baroreflex and it would induced circulation system to be more
complicated (Kuusela et al., 2002), it can be inferred that changes in
blood pressure and cerebral blood flow in patients with hypertension
and stroke lead to higher chaotic behavior and changes in initial state
sensitivity. CCF analysis indicated the interaction of circulation
subsystems and it showed maximum CCF value decreasing
significant in hypertension and stroke group respect to healthy
group. This means that blood pressure and cerebral blood flow
are gradually not affected by the autoregulationmechanism, and that
the buffer between blood pressure and cerebral blood flow is
dysfunctional. It can also be speculated that the incidence of
stroke is increased.

5 CONCLUSION

This study demonstrated the results from assessing the link
change in linear and nonlinear analysis in healthy, hypertensive
and stroke groups. The significant differences might indicate
high blood pressure would be a critical factor that affects
cardiovascular control with regulation function and blood
vessel properties in hypertension and stroke subjects. The
results from this study revealed the time domain analysis
included BP and BFV levels, BRS, CVR and CCF. The
nonlinear measures included LE, and K2, which are suitable
parameters to explore the hidden components of circulation

FIGURE 14 | Analysis results for the correlation between blood pressure and cerebral blood flow in a typical stroke patient. (A) 3D representative figures of CCF in
supine position. (B) 2D representative figures of CCF in supine position. (C) 3D representative CCF figures in head-up tilt position. (D) 2D representative CCF figures in
head-up tilt position. CCF(k) is the CCF value in the time indices. The mean (–×–) and standard deviation (–■–) of CCF value in each time index k.

Frontiers in Bioengineering and Biotechnology | www.frontiersin.org December 2021 | Volume 9 | Article 73188212

Yeh et al. Cardiovascular Control in Hypertension and Stroke

85

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
www.frontiersin.org
https://www.frontiersin.org/journals/bioengineering-and-biotechnology#articles


characteristics and performance in hypertensive and stroke
patients. We speculate that an irregular cardiovascular system
would tend toward dysfunction in various sub-systems and less
predictable behavior. This could be as a measure for detecting
and preventing the risk for hypertension and stroke in clinical
practice (Faure and Korn, 1998; Rivera-Lara et al., 2017).
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Predicting Forefoot-Orthosis
Interactions in Rheumatoid Arthritis
Using Computational Modelling
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Foot orthoses are prescribed to reduce forefoot plantar pressures and pain in people with
rheumatoid arthritis. Computational modelling can assess how the orthoses affect internal
tissue stresses, but previous studies have focused on a single healthy individual. This study
aimed to ascertain whether simplified forefoot models would produce differing
biomechanical predictions at the orthotic interface between people with rheumatoid
arthritis of varying severity, and in comparison to a healthy control. The forefoot
models were developed from magnetic resonance data of 13 participants with
rheumatoid arthritis and one healthy individual. Measurements of bony morphology
and soft tissue thickness were taken to assess deformity. These were compared to
model predictions (99th% shear strain and plantar pressure, max. pressure gradient,
volume of soft tissue over 10% shear strain), alongside clinical data including body mass
index and Leeds Foot Impact Scale–Impairment/Footwear score (LFIS-IF). The predicted
pressure and shear strain for the healthy participant fell at the lower end of the rheumatoid
models’ range. Medial first metatarsal head curvature moderately correlated to all model
predicted outcomes (0.529 < r < 0.574, 0.040 < p < 0.063). BMI strongly correlated to all
model predictions except pressure gradients (0.600 < r < 0.652, p < 0.05). There were no
apparent relationships between model predictions and instances of bursae, erosion and
synovial hypertrophy or LFIS-IF score. The forefoot models produced differing
biomechanical predictions between a healthy individual and participants with
rheumatoid arthritis, and between individuals with rheumatoid arthritis. Models capable
of predicting subject specific biomechanical orthotic interactions could be used in the
future to inform more personalised devices to protect skin and soft tissue health. While the
model results did not clearly correlate with all clinical measures, there was a wide range in
model predictions andmorphological measures across the participants. Thus, the need for
assessment of foot orthoses across a population, rather than for one individual, is clear.
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INTRODUCTION

Rheumatoid arthritis (RA) is frequently characterized by
deformities at the metatarsophalangeal (MTP) joints,
frequently with erosion and subluxation of the first and fifth
MTP joints (Bowen et al., 2011). Where RA has resulted in hallux
valgus deformities, lateral displacement of the sesamoid bones is
common (Nix et al., 2012). The surrounding soft tissues are also
affected, with the plantar fat pad migrating distally from under
the metatarsal heads increasing their vulnerability (Jaakkola and
Mann, 2004). Bursae also pose problems, through inflammation
or adventitial bursae formation as a response to friction and high
pressures (Bowen et al., 2010; Van Hul et al., 2011). Associated
with these morphological changes are pain, reduced foot
function, and risk of soft tissue wounds (van der Leeden et al.,
2006; Bowen et al., 2011). The most common sites of ulceration in
the RA foot are the dorsal aspect of hammer toes (48%), the
metatarsal heads (32%), and the medial aspect of the first MTP
joint, with many ulcers reoccurring (Firth et al., 2008).

Generally, people with RA experience increased forefoot peak
pressures compared to healthy individuals during weightbearing
(Rosenbaum et al., 2006; Bowen et al., 2011; Carroll et al., 2015).
Increased pressure has been shown to correlate to joint erosion
and damage (Tuna et al., 2005; van der Leeden et al., 2006), but
not pain, swelling or disability measures (van der Leeden et al.,
2006; Konings-Pijnappels et al., 2019). Additionally, there may be
limited associations between external pressures, which are easily
measured, and internal tissue stresses, which are more indicative
of injury (Linder-Ganz et al., 2007). Using Finite Element (FE)
Analysis in other scenarios, elevated internal soft tissue stresses
have been predicted around bony prominences with low soft
tissue coverage, where compression also generates shear stresses
(Takahashi et al., 2010). Many studies comparing plantar
pressures to RA-related factors, such as pain or disability, are
limited by measuring pressures barefoot rather than shod. Shoe
choice is important in treating RA, as poorly-fitting footwear
cause high pressures at the bony prominences of the metatarsal
heads, particularly where joints are deformed (Woodburn and
Helliwell, 1996).

Foot orthoses (FOs) are also prescribed to improve quality of
life (QoL) by offloading painful regions. However, literature on
the effectiveness of FOs in RA treatment is unclear. The effects of
several footwear and orthosis variables upon plantar/forefoot
pressure and pressure-time integrals (PTIs) have been studied
experimentally, including shoe choice (Hennessy et al., 2007), FO
customization (Hennessy et al., 2012), orthosis stiffness/rigidity
and adaptations including metatarsal bars and domes (Tenten-
Diepenmaat et al., 2019), and optimizing FOs based on pressure
measurements (Tenten-Diepenmaat et al., 2020). These
interventions typically reduced pressure but did not have a
clear effect on pain or disability scores. One study found that
FOs only significantly reduced peak pressures in a sub-group who
had high in-shoe pressures without an FO (Tenten-Diepenmaat
et al., 2020). Thus far, no single FO design is considered best
practice to reduce pain and improve QoL in RA treatment, and
the focus has primarily been on plantar pressure reductions even
though other factors are involved (Hooper et al., 2012).

Computational modelling provides additional understanding
of how loading affects the soft tissue and joints internally.
Modelling studies have assessed the effectiveness of FO
designs, though the studies tend to assess healthy individuals
rather than those who would use the FOs (Chen et al., 2003;
Cheung and Zhang, 2005; Goske et al., 2006). These models vary
in configuration, using 2D or 3D geometry, linear elastic or
hyperelastic properties for the soft tissue and orthosis, and a
single bulk soft tissue group or including ligaments and tendons
(Cheung et al., 2009). Another consideration is inclusion of the
shoe. Despite evidence that shoe uppers also affect soft tissue
loading (Woodburn and Helliwell, 1996; Dahmen et al., 2020),
most studies only include the sole (Chen et al., 2003; Spirka et al.,
2014; Chen et al., 2015; Telfer et al., 2017). Other studies have
evaluated FO behavior without including the shoe (Cheung and
Zhang, 2005; Zhang et al., 2020). As most of these models were
based on a single healthy individual, the results relate only to that
individual and may not apply to symptomatic populations, such
as people with RA. There have been some exceptions where
studies have assessed a pathological individual or multiple people.
One study modelled a person with midfoot arthritis (Zhang et al.,
2020), and another optimized FO design for 18 people with
diabetes (Telfer et al., 2017). However, no studies have
assessed people with RA, whose pathology, and thus orthotic
requirements, differ from those with diabetes or post-traumatic
midfoot arthritis.

In the present study, models were developed for people with
RA affecting the forefoot. The aim was to ascertain whether
simplified forefoot models would produce differing
biomechanical predictions depending on RA severity, and
relevant anatomical measures from magnetic resonance (MR)
imaging. The RAmodel predictions were also compared to model
predictions from a healthy individual for contrast. Such models
would provide advantages over experimental studies where it is
difficult to examine internal effects of loading, and pave the way
for FO and footwear choices tailored to the requirements of
individuals with RA.

MATERIALS AND METHODS

This study involved secondary analysis of patient imaging and
clinical outcome data sets from established studies (FeeTURA)
(Cherry et al., 2014) by image-based computational modelling.

Participants
MR and questionnaire data were obtained, which had been
collected from participants with RA during FeeTURA (Cherry
et al., 2014), including assessments of condition severity through
subjective means such as the Leeds Foot Impact Scale. The scale
consists of two subsections: the impairment/footwear section
(LFIS-IF) includes pain and footwear choices, while the second
section covers activity limitation and participation restriction
(LFIS-AP) (Helliwell et al., 2005). Instances of bursae between
and beneath the MTP joints were also recorded, along with joint
erosion and synovial hypertrophy. Detailed methodology for how
these parameters were determined was published previously by
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Cherry et al. (2014). Of the original 30 participants for whomMR
data were available, 13 (aged 29-73, all female) were selected for
the present study, purposively sampled to represent a range of
LFIS-IF scores. These participants will henceforth be referred to
as P1-13. The purpose of this study was to assess the performance
of the models across a range of condition presentations. As such,
the selection of participants was not controlled in any other way,
so that potentially influencing factors would not be excluded.

A healthy individual, with no known medical conditions or
history of musculoskeletal injuries to the foot and ankle, was
assessed for comparison (female, aged 31 years). MR data for this
individual had been collected in a previous study at the Cardiff
University Brain Research Imaging Centre (CUBRIC, Dr Bethany
Keenan). Ethical approval was granted by the relevant
institutional and local authority committees for the original
studies and secondary analysis purposes.

The participant selection and subsequent segmentation,
measurement and FE modelling processes were completed by
different researchers (ASD and ESK respectively) so that the
study could be carried out blinded to the participants’ reported
condition severities.

MR Segmentation and Morphological
Measurements
MR data for the RA participants had been collected specifically
for the FeeTURA study in 2010–2011. The MR sequencing is
detailed in the FeeTURA study in full (Cherry et al., 2014). The
T1-weighted spin echo sequence taken in the coronal plane was
used for this study (repetition time/echo time (TR/TE): 656 ms/
15 ms, slice thickness: 3mm, in-plane resolution: 0.52 ×
0.52 mm). The distal slices consisting of only the toes were
removed, leaving only the metatarsal and MTP joint regions.
MR data for the healthy volunteer had been collected with a Dual
Echo Steady State (DESS) sequence in the sagittal plane (TR/TE:
13.48 ms/4.79 ms, resolution: 0.6 × 0.6 × 0.6 mm). This was
carried out using a 3T scanner (Magnetom Prisma, Siemens,
Erlangen, Germany) with a foot/ankle and four-channel flex coil
with the plantar forefoot rested against a flat support.

The MR data were segmented using ScanIP (Simpleware
ScanIP N-2018.03-SP2 Build 55, Synopsys, Mountain View,
United States). The RA participants’ MR data had been
collected using a standardized foot position, with the coronal
slices perpendicular to the metatarsal parabola. However, as the
data were not originally collected for modelling purposes, the
images were not orientated within the coronal plane, in positions
appropriate for gait. Thus, the data were rotated in the coronal
plane using ScanIP to ensure all the forefoot sections were
appropriately and similarly orientated, using the metatarsal
heads as references. Masks were created for the skin,
underlying soft tissue and bone using greyscale thresholds.
The same threshold values were used across all participants
except for the healthy volunteer, where the values were
adapted to suit the different MR sequencing that had been
used. Where the scans included the proximal phalanges, these
were fused to the metatarsals. A 2 mm thick sock was generated
by dilating the skin mask in-plane. This was repeated to form a

footwear model, representing a simplified leather shoe. This was
given a 3 mm thick upper and 6 mm sole, allowing space for a
total contact FO with a 3 mm minimum depth (Figure 1A). The
simplified foot anatomy present in these models was deemed
appropriate as the study purpose was comparison between
models built using the same methods, rather than
determination of absolute values.

Morphological measurements were taken using ScanIP’s
linear measurement tool, to be used as potential indicators of
condition severity (Figure 1B). The first metatarsal head (MH1)
region was investigated as a key bony prominence, potentially
increasing the risk of damage to the surrounding tissue.
Assessments were made regarding the sesamoid bone
orientations, observing whether they were neutrally positioned
under MH1 (normal position) or shifted laterally beyond MH1
(displaced position) (Figure 1C), and measuring the lateral
distance from the medial edge of MH1 to the medial edge of
the sesamoid. This measure was presented as a percentage of
MH1 width. The depth of tissue under MH1 was measured to
indicate tissue migration. Surface meshes of MH1 were exported
to MATLAB (R2020b, MathWorks, Massachusetts, USA), to
calculate the average principal curvature of the medial plantar
quarter of MH1, using code sourced from MathWorks File
Exchange (Rusinkiewicz, 2004; Ben Shabat and Fischer, 2015).

FE Model
The segmented geometries were imported into COMSOL
Multiphysics v.5.5 (COMSOL Inc., Stockholm, Sweden) for FE
analysis (Figure 2). Material properties of the shoe upper, sock
and bone were assumed to be linear elastic (Table 1). The skin
and soft tissue were modelled using a first order Ogden
hyperelastic model for incompressible materials, using the
following strain energy function Ws:

Ws � µ
α
(λα1 + λα2 + λα3 − 3) (1)

The orthosis and shoe sole materials were modelled using
Storakers model for highly compressible foam:

Ws � 2µ
α2

(λα1 + λα2 + λα3 − 3 + 1
β
(J−αβeτ − 3)) (2)

For both equations, µ represents the shear modulus, α the
deviatoric exponent, β the volumetric exponent, Jel the elastic
volume ratio, and λi the principal stretches in each direction.

A fixed constraint was applied to all bones except the
sesamoids, which were allowed to move freely as they would
anatomically where they are embedded within the flexor hallucis
brevis. The cut boundaries of the modelled foot section were
assigned a fixed displacement perpendicular to the cutting plane.
Friction was applied between the orthosis and upper and the sock
with a static coefficient of 0.55 (Carlson, 2006). The orthosis, shoe
sole and upper were bonded together, as were the bones, soft
tissue and skin.

Vertical and medial ground reaction forces (GRF) were
applied to the external boundary of the shoe sole in contact
with the ground, to represent midstance of gait. The medial force
was 5% of the participant’s body weight (Jung et al., 2016). The
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FIGURE 1 | (A) Segmentation of bones, skin, soft tissue from P3MRI, with addition of sock, shoe upper, orthosis, shoe sole, indicating minimum orthosis depth (1.)
(B) Morphological measurements for P3 showing sesamoids in a normal position, with 2. Lateral distance from MH1 edge to sesamoid, 3. MH1 width, 4. Tissue depth
under MH1 (C) P1 MRI showing example of sesamoids in a displaced position.

FIGURE 2 | P3 model, indicating vertical loading and boundary conditions.

TABLE 1 | Material Properties for linear elastic shoe sides, sock, bone and hyperelastic soft tissue, orthosis, shoe sole.

Material Elastic parameters Hyperelastic parameters References

Young’s modulus (MPa) Poisson’s ratio µ (kPa) α β

Shoe upper (leather) 200 0.3 — — — Goske et al. (2006)
Sock (cotton) 1.8 0.4 — — — Zhou et al. (2010); Tian et al. (2019)
Bone 7,300 0.3 — — — Cheung and Zhang, (2005)
Skin — — 452 5.6 — Ahanchian et al. (2017)
Soft Tissue (exc. skin) — — 36 4.5 — Ahanchian et al. (2017)
Orthosis (Poron) — — 144 4.013 0.057 Petre et al. (2006)
Shoe sole — — 1,588 7.708 0.292 Petre et al. (2006)
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vertical force was scaled, using the participant weight and
comparative length of forefoot section:

GRFvertical(N) � ParticipantWeight(kg) × 9.81

× Forefoot section length

Full foot length
× 1.4 (3)

The multiplier of 1.4 represented the proportion of load
distributed to the forefoot during midstance (van der Leeden
et al., 2006). This single load value was adjusted across the
forefoot’s width, using multipliers of 1.05, 1.26, 1.06, 0.88 and
0.75 for the load under the first to fifth metatarsal heads,
respectively (Figure 2). This distribution was determined using
gait pressure data of healthy individuals, collected with F-scan in-
shoe sensors (Tekscan, Massachusetts, USA), and agreed with
literature for people with RA (van der Leeden et al., 2006).

A second order tetrahedral mesh was used with local
refinement in the narrow skin and sock domains, and at the
orthosis/sock boundary (Appendix 1). Mesh convergence was
assessed using P1 models. For the mesh used, percentile shear
strain and pressure results were within 2.5% of the finest mesh
results. Similarly, a sensitivity analysis was performed to ensure
that the proximity of the forefoot section’s cut edges to the region
of interest would not affect the model results (Appendix 2).

Data Analysis
Four parameters were used to provide indications of tissue
damage risk, that had been used previously in literature
(Oomens et al., 2013; Bader and Worsley, 2018; Steer et al.,
2021). Data from the models were processed in MATLAB to
calculate the following:

1. 99th percentile shear strain (calculated from Green-Lagrange
strain tensor) in the soft tissues,

2. volume of tissue above 10% shear strain,
3. 99th percentile plantar pressure,
4. maximum plantar pressure gradient.

The percentile calculations were based on soft tissue volume
for shear strain and orthosis/limb interface area for pressure. 99th
% values were used rather than maximums so that outliers due to
highly localized peaks were excluded and so did not affect the
model comparisons. The percentile value itself (99th) was chosen
based on examination of the relevant histograms, so that the
majority of the pressure or strain was included. For the pressure
gradient calculations, the plantar pressure data was resampled to
a 5 × 5mm resolution to reflect experimental F-scan sensor
measurements. The pressure results along the cut edges of the
forefoot sections were omitted from this resampling process as
they were affected by the boundary conditions. The maximum
pressure gradient was then found by calculating the pressure
difference between each point and its neighbours, divided by the
distance between points. Alongside these model results, clinical
data for the participants were assessed including body mass index
(BMI), LFIS-IF scores, instances of bursae, erosion and synovial
hypertrophy at the joints, and the MRI-based anatomical
measures mentioned above. For some analyses, the BMI was

grouped into normal BMI (18.5 ≤ BMI <25 kg/m2) and high BMI
(BMI ≥25 kg/m2).

SPSS Statistics (v.27, IBM Corp., Armonk, NY, United States)
was used to carry out statistical analyses of the model results and
participant data. Shapiro-Wilk normality tests were performed to
determine whether parametric or non-parametric tests were
appropriate. Disease duration, lateral sesamoid offset and
volume of tissue over 10% shear strain were found to be non-
parametric. The remaining FE model predictions, morphological
measurements and clinical data were found to be parametric.
Pearson correlation analyses were performed to determine the
relationships between parametrically distributed variables, and
where variables were skewed, Spearman’s correlations were used.

RESULTS

Demographic and Morphological
Comparisons
All 13 RA participants selected for this secondary analysis had
relatively established disease, of duration over 1year and varying
morphological presentations (Figure 3). Longer disease
duration was correlated with sesamoid bones offset (r �
0.698, p � 0.008) (Figure 4A). The sesamoid offset also
correlated with soft tissue depth under MH1 (r � -0.721, p �
0.005). Longer disease duration did not correlate significantly
with reduced soft tissue depth, potentially due to the
confounding effects of foot size and BMI (Figure 4B).
Despite this, longer disease duration was not necessarily
associated with a worse clinical presentation (Figure 4C, D).
For example, in participants with RA for over 10 years, there was
an even split of people with low vs moderate to high foot
impairment (LFIS-IF threshold of 7 (Turner et al., 2006)). P6
and P10 had low LFIS-IF scores and instances of bursae, erosion
and hypertrophy despite their longer disease durations and thus
higher sesamoid offset and lower tissue depth under MH1. The
opposite was observed for P1 and P8.

RA and Healthy Model Comparisons
The healthy participant had a normal BMI and sesamoid bones in
a neutral position, confirming their suitability as a control. The
healthy participant’s FE model predictions generally fell at the
lower end of the RAmodels’ range, either just within or below the
inter-quartile range (IQR) (Table 2). The exception was the
pressure gradient predictions where the healthy participant fell
towards the upper end of the IQR. Note that n � 12 for instances
of bursae, erosion, and synovial hypertrophy, as data was
unavailable for P12.

FE Model Predictions Across Participants
With RA
Across all participants, the highest plantar pressures were located
under the first or second metatarsal heads (Figure 5). Peak shear
strains were concentrated in the soft tissue around the bones,
particularly the medial first metatarsal head aspect and
sesamoid bones.
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The model results displayed differences between participants
with RA for some parameters, with BMI and MH1 curvature
appearing to have the greatest impact (Figure 6). The four
participants with the highest BMIs all produced model
predictions above the median values (P3, P7, P11, P13). There
was no discernible trend in model results for the participants with
the four lowest BMIs (P5, P6, P8, P9). Overall, there were strong
significant correlations between BMI and 99th% shear strain,
volume of tissue over 10% shear strain, and 99th% plantar
pressure (0.600 < r < 0.652, p < 0.05) (Table 3).

Similarly, three of the four participants with the lowest MH1
curvature (i.e., highest radius) accounted for three of the four

lowest model predictions for strain and pressure gradient metrics
(P1, P10, P12). Those with the four highest curvatures also had
two to three of the highest pressure and strain predictions, with a
clear distinction between those with high curvature and high BMI
(P3, P7) and high curvature but normal BMI (P5, P6). Overall,
MH1 curvature was moderately correlated with borderline
significance to all four model predictions (0.529 < r < 0.574,
0.040 < p < 0.063). This was the only parameter to produce a
significant correlation with the pressure gradients.

Sesamoid offset and tissue depth under MH1 also displayed
moderate to strong correlations with the shear strain variables and
to a lesser extent the 99th% plantar pressure (-0.578 < r < -0.758,

FIGURE 3 |Modelled forefeet (skin, encapsulated bulk soft tissue, bones) of the 13 participants with RA and one healthy participant, with age and disease duration
indicated.
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p < 0.05 and 0.464 < r < 0.627, 0.022 < p < 0.110 respectively). This
would suggest that higher pressure and strain results stemmed
from reduced sesamoid offset and higher tissue depths, which
would be associated with more normal anatomy. However, it
should be noted that the four participants with the lowest
sesamoid offsets (P2, P3, P11, P13) all had BMIs in the top five
of the group, and those with the highest sesamoid offsets (P1, P6,
P10, P12) all had either MH1 curvature or BMI within the lowest
four of the group. Similar trends were found with the tissue depth
variable.

Neither the LFIS-IF score or instances of bursae, erosion and
synovial hypertrophy correlated with model predictions. Where

there were potential trends for low or high rankings within the
dataset, these could also be attributed toMH1 curvature and BMI.
Full results for each participant, indicating the highest and lowest
ranked participants for each variable, can be found in the
Supplementary Data–Section A.

DISCUSSION

The aim of this study was to determine whether simplified
computational forefoot models would produce differing
biomechanical predictions depending on condition severity in

FIGURE 4 | Correspondence of disease duration to: (A) Lateral offset of the sesamoid bones (B) Tissue depth under MH1 with groupings for normal vs high BMI
using marker colors and convex hull boundaries (C) LFIS-IF score with quadrants indicating short vs long duration and low vs moderate/high LFIS score (D) Instances of
bursae, erosion and synovial hypertrophy at the MTP joints, with quadrants showing short vs long duration and low vs high instances. Note: data for P12 wasmissing for
instances of bursae, erosion and hypertrophy and so n � 12.
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people with RA, e.g. LFIS-IF score and morphological measures,
or other relevant factors such as BMI. These predictions were also
compared to model predictions from a healthy individual to
determine any differences. Models capable of producing different

predictions between these individuals would allow for
personalised FO design to improve treatment. The model
predictions differed between the foot MR data for a healthy
individual and the data for those with RA, as seen in the

TABLE 2 |Median (IQR) results for the clinical data, morphological measurements and model predictions. The healthy participant rank indicates where they fell within the RA
dataset, with one being lowest and 14 highest. X � denotes where rankings where tied.

Measure RA participants (n = 13) Healthy participant (n = 1)

Median (IQR) Median (IQR) Rank (out of 14)
Clinical Data BMI 24.8 (22.3–28.4) 22.3 4 �

Disease duration (years) 8 (4–22) NA NA
LFIS-IF (0-21) 13 (7–15) NA NA
Instances of bursae (0-9), erosion (0-5), synovial hypertrophy (0-5) 5 (3–8) NA NA

Morphological Measurements Depth of tissue under MH1 (mm) 15.6 (12.9–18.1) 16.7 9
Unloaded lateral offset of sesamoid from MH1 edge (% of MH1 width) 22.1 (17.3–32.9) 14.4 2 �
Average principal curvature of MH1 (mm−1) 0.149 (0.128–0.163) 0.079 1

Model Predictions 99th% shear strain in limb (%) 13.7 (12.3–16.7) 12.3 5
Volume of tissue over 10% shear strain (mm3) 3,214 (2,359–6,407) 1,418 4
99th% plantar pressure (kPa) 62.9 (59.3–65.6) 55.6 4
Maximum plantar pressure gradient (kPa/mm) 3.1 (2.6–3.4) 3.4 10

FIGURE 5 | Plantar pressure and shear strain (taken from slice through sesamoid center) distributions, for (A,B) P8 with sesamoids in neutral position, BMI � 21.7,
MH1 curvature � 0.144 mm−1, and (C,D) P1 with displaced sesamoids, BMI � 26.7, MH1 curvature � 0.112 mm−1, and (E,F) Healthy participant, BMI � 22.3, MH1
curvature � 0.079mm−1.
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pressure and strain results (Table 2). Comparing to a single
healthy individual does not confirm the models would distinguish
between cohorts of healthy vs RA, but the results do provide
another point of comparison for condition severity. Within the
RA group, higher BMIs corresponded to higher model
predictions of soft tissue shear strain and plantar pressure, as
did higher medial plantar MH1 curvature (indicating a less
rounded, more sharply curved bone contour). The models
could not distinguish between LFIS-IF score or instances of
bursae, erosion and synovial hypertrophy. RA prevalence is
significantly higher in women than men (Symmons et al.,
2002), and all participants in this study were female. However,
this does mean the findings are only applicable to womenwith RA
and may not apply to men with RA. The predicted pressure and
strain varied considerably across the participants, emphasizing
the importance of evaluating multiple individuals. Previous
studies using single cases or healthy cohorts are unlikely to
provide a robust assessment of interventions.

The plantar pressures predicted by the models (median:
63kPa, IQR: 59–66kPa) fell within the expected bounds of
forefoot pressures during midstance in the presence of an FO.
Experimental testing of in-shoe midstance pressures of five
healthy participants recorded median peak forefoot pressures
of 131kPa (IQR: 95–151kPa), see Supplementary Data–Section B
for details of the testing. Though higher than the pressure results
in the present study, the experimental pressures were measured
without an FO. FOs have been shown to reduce plantar pressures

by 56% during stance (Kato et al., 1996), which would bring the
experimental results far more in line with the model predictions.
A recent study by Simonsen et al. (Simonsen et al., 2021)
measured in-shoe plantar pressures for people with RA
wearing orthoses, and found that at 50% of the stance phase,
peak pressures ranged from approximately 17–54kPa, with a
mean of around 29kPa with a custom FO. Previous studies of
healthy individuals have found mean midstance forefoot
pressures of approximately 70kPa (Aliberti et al., 2011) and
132kPa (s.d. 65kPa) (Kanatli et al., 2008), though these values
were obtained barefoot which causes higher plantar pressures
than when shod. Additionally, the shear strains in the present
models were concentrated around the bones, with lower tissue
strains elsewhere (Figure 5). These strain distributions are a well-
established occurrence in the foot (Luboz et al., 2014), and
correspond to common sites of ulceration due to RA (Firth
et al., 2008). The models predicted results within the expected
range, and produced trends based on participant clinical and
morphological data. This is a promising sign that the models
would be suitable for assessing FO and footwear choices across at
least a female population, as the group represented in the
present study.

One of the clearest trends observed was the effect of BMI on
pressure and shear strain predictions, with high BMI (≥25 kg/m2)
posing more risks. The differences in model results between
participants were not just due to the applied loading
conditions, which were based on participant weight. Three

FIGURE 6 | Average medial plantar MH1 curvature results, separated into normal vs high BMI groups, for: (A) 99th% shear strain in the limb (B) volume of tissue in
the limb over 10% shear strain (C) 99th% plantar pressure (D) maximum plantar pressure gradient. Groups identified by marker color and convex hull boundaries.
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participants (P1, P3, P7) had identical weights and thus similar
applied loads, but their BMIs differed as did the model results.
Individuals with both RA and increased BMI experience
increased pain, MTP joint swelling, activity limitation, and in-
shoe pressures but little change to barefoot pressures (Dahmen
et al., 2020). Thus, restricting the foot within a shoe caused more
issues for those with higher BMIs, who may already be adversely
affected due to higher loads going through the foot (Mickle and
Steele, 2015). Additionally, people with high BMI may have
different requirements for an FO to provide the necessary
shock absorption. The importance of including the shoe in
modelling of this nature is clear, and the present approach
could be adapted for future FO design research in different
groups at high risk of soft tissue injury in the foot, because
the models can assess the effects of varying morphology, disease
presentation and footwear choice.

The curvature of the medial plantar MH1 was also related to
the model predictions. Individuals with a more rounded MH1
tended to produce lower model results and vice versa. The highest
shear strains were also observed in the tissue surrounding this
region. This was likely due to a combination of the medially
skewed loading, and compression of the tissue between the bony
prominence and orthosis/shoe. This parameter is not currently
considered during FO or footwear assessments, but could provide
additional information for such a use, particularly in identifying
individuals with higher bone curvatures who may require more
protection.

MH1 curvature was the only parameter that significantly
correlated with the model pressure gradient predictions.
Again, this likely relates to it being a bony prominence, where
pressure gradients are higher and indicative of shear strain
(Mueller et al., 2005; Lung et al., 2019). The lack of
relationship between pressure gradients and other variables is
understandable, particularly for BMI, given that the measure is
not magnitude-based. Additionally, the FO may have reduced
pressure gradients across all participants, including the healthy
individual, limiting differences between them.

Increased tissue depth under MH1 and reduced sesamoid
offset were also connected to increased pressure and shear strain
predictions. However, this may have been an indirect effect due
to BMI and MH1 curvatures. The majority of participants with
longer disease durations had normal BMIs, while most with
shorter durations had high BMIs (Figure 4B). Sesamoid offset
increased with duration, so trends observed for normally
positioned sesamoid bones may have been due to high BMIs
instead, through artefacts of the small population. Similar
overlaps were found with high sesamoid offset and low MH1
curvature. It should also be noted that the participants with
highly displaced sesamoid bones (P1, P6, P10, P12) did not
necessarily have worse conditions according to LFIS-IF scores
and instances of bursae, erosion and synovial hypertrophy
(Figure 4C, D).

The strength of this study was the consideration of these
inhomogeneities and variations within the study population,

TABLE 3 |Correlations for model predictions with the clinical data andmorphological measurements. Moderate to strong correlations (>0.4) are bolded. *indicates significant
(p < 0.05) correlation.

Variable 1 Variable 2 Correlation (p value)

99th% Shear strain in limb BMI 0.600 (0.030)*
Unloaded lateral offset of sesamoid -0.662 (0.014)*
Tissue Depth under MH1 0.623 (0.023)*
LFIS-IF 0.271 (0.370)
Disease Duration -0.601 (0.030)*
Instances of bursae, erosion, synovial hypertrophy 0.284 (0.372)
Average principal curvature of MH1 0.574 (0.040)*

Volume of tissue over 10% shear strain BMI 0.652 (0.016)*
Unloaded lateral offset of sesamoid -0.758 (0.003)*
Tissue Depth under MH1 0.627 (0.022)*
LFIS-IF 0.222 (0.467)
Disease Duration -0.709 (0.007)*
Instances of bursae, erosion, synovial hypertrophy 0.157 (0.627)
Average principal curvature of MH1 0.543 (0.055)

99th% Plantar pressure BMI 0.644 (0.018)*
Unloaded lateral offset of sesamoid -0.578 (0.038)*
Tissue Depth under MH1 0.464 (0.110)
LFIS-IF 0.323 (0.281)
Disease Duration -0.621 (0.023)*
Instances of bursae, erosion, synovial hypertrophy 0.128 (0.691)
Average principal curvature of MH1 0.529 (0.063)

Max. plantar pressure gradient BMI 0.452 (0.121)
Unloaded lateral offset of sesamoid -0.485 (0.093)
Tissue Depth under MH1 0.374 (0.208)
LFIS-IF 0.126 (0.681)
Disease Duration -0.335 (0.264)
Instances of bursae, erosion, synovial hypertrophy -0.206 (0.520)
Average principal curvature of MH1 0.557 (0.048)*
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however a few limitations should be acknowledged, which arise
because the images used to develop the models were not originally
collected for the purposes of simulation. First, the MR data used
for the RA models had been collected in unloaded positions.
Thus, the shape of the plantar foot varied considerably between
participants, affecting the thickness of orthotic present in
different forefoot regions, including where reduced tissue
depth may have resulted in increased FO thickness (Figure 3).
Given that FO thickness may influence pressure and strain
(Goske et al., 2006; Chen et al., 2015), inter-participant
comparisons may have been affected by differing FO
thicknesses due to the varying plantar profiles. These
limitations in the dataset make it difficult to draw conclusions
on the effect of sesamoid offset and tissue depth under MH1 in
these models. Further work with imaging collected in stance
position but low, nominal loading, or a larger sample size, would
be required to ascertain if these two RA-related variables were
truly identifiable in participants’model results. The small sample
size in the present study may also have affected the other
correlations, and so assessment of a larger cohort would
confirm those results.

The models were not capable of distinguishing between
participant’s LFIS-IF scores or instances of bursae, erosion or
synovial hypertrophy, though there are possible explanations.
First, the LFIS-IF score is a subjective measure, based on each
individual’s perception of their experience and pain threshold. A
clear example of this was P5, who’s LFIS-IF score was highest at
18 despite having no instances of bursae, erosion or synovial
hypertrophy visible on ultrasound (Figure 4). Second,
simplifications in the model geometries may not have allowed
for distinguishing these parameters. Any bursae present were not
included in the models, nor was detailed anatomy of the MTP
joints. More complex models including these features may show
relationships between the model results and the above
parameters. The model simplifications, such as use of a bulk
soft tissue group and fused MTP joints, were thought suitable for
the purpose of this study and future purpose of the models which
centers on comparisons between FO design, for which the
absolute values of pressure and strain are not necessary.
However, the simplifications may have limited the differences
in predictions between the models.

Other model limitations stemmed from the loading
conditions, such as the ground reaction forces that were
applied to the models. As previously mentioned, a key
improvement would be the use of forefoot MR data with
the soft tissues and bones in a loaded position, as well as
collecting kinetic data for the participants being modelled. In
the present study, the GRFs applied to the models were based
on a set load distribution across the forefoot, albeit scaled to
the participant’s weight and relative locations of the
metatarsal heads. Thus, the pressure and strain predictions
may be inaccurate, particularly given that some individuals
with RA adapt their gait to off-load painful or affected
forefoot regions (Bowen et al., 2011; Carroll et al., 2015).
To use these models to assess FO design on a personalised
level, load distributions based on the individual’s gait pattern
would be beneficial.

Additionally, using static midstance loads does not
encompass the peak pressures experienced by the forefoot
during toe-off, or the full sesamoid bone movement as would
occur during dynamic gait influencing pressure and strain
distributions. However, as conditions were consistent across
participants, comparisons were still valid. Another drawback
of using static models was that PTI differences between
participants could not be examined. Given the importance
of sustained loading and how it can relate to pain experienced
by those with RA (van der Leeden et al., 2006), and risk of
tissue damage (Gefen, 2009; Lung et al., 2016), dynamic
modelling should also be explored.

CONCLUSION

The model predictions for those with RA were highly
influenced by the participant’s BMI and the medial plantar
MH1 curvature. Due to limitations of the dataset, it was
unclear whether the tissue depth under MH1 and the
unloaded lateral offset of the sesamoids bone directly
impacted model results. No relation was found between
the model’s pressure or strain predictions and LFIS-IF
score or instances of bursae, erosion and synovial
hypertrophy. The wide ranges observed in the model
predictions emphasizes the importance of modelling
interventions across multiple pathological individuals
rather than a single healthy case.

The simplified forefoot models produced differing
biomechanical predictions between people with RA, with
the variation relating to some condition-related factors but
not to others. The models also produced differing results for a
healthy individual and people with RA. Thus, with the
limitations from the present study addressed, the models
could provide a suitable basis for comparing FO designs
based on individual requirements, particularly as they
relate to BMI and alleviating internal tissue strains around
bony prominences.
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APPENDIX 1: COMSOL INPUT
PARAMETERS USED FOR MESHING THE
FOREFOOT MODELS

This appendix details the mesh input parameters that were used
to develop the FE models in the study (Table A1).

APPENDIX 2: SENSITIVITY ANALYSIS

A sensitivity analysis was performed to ensure that the proximity
of the forefoot section’s cut edges to the region of interest would
not affect the model results. Example models were run, removing
a coronal MR slice at a time from both edges of the data. It was
determined that as long as there was a slice between the region of
interest (e.g., the sesamoid bones) and the section edge, the results
were unaffected by the edge proximity (<0.5% difference in
percentile strain and pressure, Table A2).

TABLE A1 | Mesh input parameters.

Mesh input
parameter

Region 1:
Sock, skin

Region 2:
Soft tissue
and bone

Region 3:
Orthosis upper

boundary

Region 4:
Orthosis and
shoe sides

Region 5:
Shoe sole

Maximum element size (mm) 1.68 4 1 5 5.5
Smallest element size allowed (mm) 1.68–1.68/3 4–4/3 1–1/3 5–5/3 5.5–5.5/3
Maximum element growth rate 1.3 1.3 1.3 1.3 1.3
Curvature factor 0.3 0.3 0.3 0.3 0.9
Resolution of narrow regions 1.2 1.2 1.2 1.2 0.4

TABLE A2 | Results from the sensitivity analysis of removing coronal MR slices from the forefoot section model.

Model prediction parameter Original model Model with 1
slice removed from

edges

Model with 2
slices removed from

edges

99th% shear strain in limb (%) 12.28 12.33 11.88
Volume of limb over 10% shear strain (mm3) 2,359 2,392 1,406
99th% plantar pressure (kPa) 63.47 63.63 62.65
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Thermal Analysis of Blood Flow
Alterations in Human Hand and Foot
Based on Vascular-Porous Media
Model
Yue-Ping Wang, Rui-Hao Cheng, Ying He* and Li-Zhong Mu

School of Energy and Power Engineering, Dalian University of Technology, Dalian, China

Microvascular and Macrovascular diseases are serious complications of diabetic mellitus,
which significantly affect the life quality of diabetic patients. Quantitative description of the
relationship between temperature and blood flow is considerably important for non-
invasive detection of blood vessel structural and functional lesions. In this study,
thermal analysis has been employed to predict blood flow alterations in a foot and a
cubic skin model successively by using a discrete vessel-porous media model and further
compared the blood flows in 31 diabetic patients. The tissue is regarded as porous media
whose liquid phase represents the blood flow in capillaries and solid phase refers to the
tissue part. Discrete vascular segments composed of arteries, arterioles, veins, and
venules were embedded in the foot model. In the foot thermal analysis, the
temperature distributions with different inlet vascular stenosis were simulated. The local
temperature area sensitive to the reduction of perfusion was obtained under different inlet
blood flow conditions. The discrete vascular-porous media model was further applied in
the assessment of the skin blood flow by coupling the measured skin temperatures of
diabetic patients and an inverse method. In comparison with the estimated blood flows
among the diabetic patients, delayed blood flow regulation was found in some of diabetic
patients, implying that there may be some vascular disorders in these patients. The
conclusion confirms the one in our previous experiment on diabetic rats. Most of the
patients predicted to be with vascular disorders were diagnosed as vascular complication
in clinical settings as well, suggesting the potential applications of the vascular-porous
media model in health management of diabetic patients.

Keywords: thermal analysis, vascular disorder, blood flow estimation, diabetic foot, porous media model

INTRODUCTION

Due to lifestyle changes, reduced physical activity, and increased obesity, the prevalence of diabetes
has increased from 4.7% in 1980 to 8.5% in 2014. It is estimated that there will be more than
629 million adult diabetic patients in 2045 (Glovaci et al., 2019). Diabetic foot is one of the common
and dangerous complications of diabetes mellitus, with an incidence rate of 6.3% worldwide (Zhang
et al., 2017). All layers of tissues from the skin to bones will be affected by ulcers. In severe cases,
amputations are required and even contralateral foot wound or repeated amputations may be
induced, which not only reduces the life qualities of patients but also causes huge medical pressure
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and economic losses. Therefore, early detection of diabetic foot is
of vital importance. Diabetic complications are always
accompanied with structural and functional disorders of the
peripheral vascular system. Orchard and Strandness, (1993)
found that calcification occurs in the posterior tibial artery,
anterior tibial artery, and the arteries at the plantar level
among diabetic patients through X-ray. The atherosclerotic
plaque leads to occlusion of blood vessels. The vascular
occlusion may reduce blood flow and further obstruct the
transport of active substances which induce the onset of foot
ulceration. Additionally, abnormal hemodynamic and metabolic
dysfunctions contribute to the autoregulation of vasomotion
disorders and eventually result in ischemia which would
intensify ulceration. Therefore, the key factor of early
diagnosis of diabetic foot is to detect the dysfunctions of
macro/microvasculature as early as possible.

The methods for clinical evaluation of the lower extremity
arterial disease include intermittent claudication observation,
foot arterial pulsation measurement, ankle-brachial blood
pressure index measurement, and so on. Among them, the
ankle-brachial index (ankle-brachial index, ABI) is a proven
reproducible inspection method. A hand-held Doppler probe
can be used to measure the systolic blood pressure of the ankle
and arms, and then calculate the ratio of the two. This operation is
simple and non-invasive, and the results have been verified in the
lesions confirmed by angiography. However, in some elderly
patients, calcium deposition in the middle arteries and poor
vascular compressibility may occur, resulting in an increase in
the ABI, leading to false normals. The mainstream non-invasive
methods for detecting the microcirculation blood perfusion rate
include the Doppler effect–based laser Doppler flowmetry (laser
Doppler flowmetry, LDF) direct detection and the transcutaneous
oxygen content that indirectly reflects the perfusion rate through
the partial pressure of oxygen. The high price of the
abovementioned instruments and poor portability limit their
wide application. On the other hand, plethysmograph
(Schürmann et al., 2001), laser speckle imager (Briers, 1996),
and other blood perfusion rate detection methods based on
mechanical and ultrasound technology are still immature.
Therefore, effective methods for non-invasive detection of
vascular disease in diabetic patients still need further study.

Skin temperature variation is closely associated with the blood
perfusion rate, suggesting that monitoring temperature
alterations may be employed to study vascular reactivity.
Through wavelet cross-correlation analysis of laser Doppler
flowmetry (LDF) and skin temperature signal in healthy
subjects, Frick et al. pointed out skin temperature monitoring
can be used as a tracer of microvessel tone (Frick et al., 2015). The
response to the cold pressor test in patients with type 2 diabetes
differs essentially from that of healthy subjects in the endothelial
frequency range (Smirnova et al., 2013). Podtaev et al. analyzed
the correlation degree and phase shift between skin temperature
fluctuations and periodic changes of the blood flow caused by
oscillations in vasomotor smooth muscle tone (Podtaev et al.,
2008). Thermography can be conveniently transformed into skin
blood flow through a new developed spectral filter approach
(Sagaidachnyi et al., 2017). Nieuwenhoff et al. (2016) also found

the time constant expressing skin temperature variation rate can
reflect the blood flow of the skin through the skin temperature
heating test and heat transfer modeling. Reproducibility was
confirmed in the assessment of axon reflex-related
vasodilation. Coupling with thermography of tongue and
bioheat transfer analysis, the state of the lingual circulation
system can be assessed, which provides evidence for the
traditional diagnosis method via observing the tongue surface
state in Chinese medicine (Zhang and Zhu, 2010).

In the past 2 decades, various medical instruments for
detecting pathological conditions in the circulatory system
have been developed based on the correlation between
temperature and blood flow, some of which are listed in
Table 1 showing the devices, experimental thermal
environment, experimental subjects, and analytical models.
Haga et al. (2012) developed an instrument and algorithm for
estimation of blood perfusion from the measured skin
temperature. A similar fingertip temperature measurement
instrument has been also designed, which can record the
temperature change within 75 s after the fingertip touches the
sensor (Nagata et al., 2009). The developed heat transfer model
was in analogy with the circuit where the thermal conductivity
corresponds to the electrical resistance. As blood flow of
capillaries affect the effective thermal conductivity of the skin,
blood perfusion could be further inferred from the resistance
value in the circuit model. In Wang et al.’s heating experiments
on diabetic rats implemented by a microtest device, the blood
perfusion before and after heating was evaluated by coupling a 1D
bioheat transfer model and genetic algorithm (Wang et al., 2020).
Apart from the conventional genetic algorithm, the
Box–Kanemasu method (Ricketts et al., 2008) was also
employed for prediction of blood perfusion from measured
temperatures in Rickettes et al.’s study. It is seen a common
feature from the abovementioned studies that various
optimization algorithms have been used to estimate the blood
perfusion rate or thermophysical parameters based on the surface
temperature. This approach can be categorized as inverse analysis
which is distinguished from the forward one to compute the
surface and depth temperature distributions by using the given
boundary conditions. In order to estimate these parameters,
choosing a suitable heat transfer model for matching the
added surface heating source is a key factor as well.

With the development of thermal imaging technology, a lot of
research practices have been carried out around computer-aid
diagnosis of diabetic foot by infrared thermography (Hernandez-
Contreras et al., 2016; Muhammad et al., 2017). Comparing with
other imaging modalities such as MRI, CT, and ultrasound,
infrared thermal imaging is safer and more convenient
(Bandalakunta Gururajarao et al., 2019). In the circumstance
of critical ischemia, as a non-invasive method, thermal imaging is
more effective than the toe brachial pressure index (Kevin et al.,
2019). Sivanandam et al. (2012) collected the infrared thermal
image of plantar among healthy people and diabetic patients with
and without early signs of ulceration. It is found that the foot
temperature of a diabetic subject without the complication of
ulceration was 2°C lower than that of the healthy subjects. The
average foot skin temperature in diabetic patients with early signs
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of ulceration decreased by 0.5°C when compared with control
subjects. The results suggest that diabetic patients with vascular
complications and early signs of ulceration present different
variation mechanisms in temperature distribution, of which
one is mainly due to blood flow rate decreasing, but another
may be caused by the occurrence of inflammation.
Bagavathiappan et al. (2008) observed temperature gradients
in the influenced regions of patients with vascular disorders
and ischemic gangrene from thermal imaging. It was also
displayed that diabetic subjects with neuropathy had higher
mean foot temperature than non-neuropathic subjects
(Bagavathiappan et al., 2010). The thermal imaging analyses
show that there is usually a rapid rise about 0.7°C in skin
temperature when a local wound occurs. If an inflammation
occurs, the skin temperature will increase by 2.2°C (Chen et al.,
2021). Van Netten et al. (2013) explored the applicability of
infrared thermal imaging for detection of signs of diabetic foot by
comparing the mean temperature between the lateral and the
contralateral foot and found that the mean temperature
difference of the feet in diabetic patients with diffusive
complications is larger than 3°C.

Astasio et al. obtained thermograms of the sole in 277 diabetics
and analyzed the temperature distribution patterns in four areas
of the soles (Astasio et al., 2018) Additionally, they found a much
lower mean temperature of soles in diabetics by further
comparisons of the thermal maps with those of nondiabetics
(Astasio-Picado et al., 2020). Using combined discrete wavelet
transform and higher order spectra techniques (Muhammad
et al., 2018a) or double density-dual tree-complex wavelet
transform (Muhammad et al., 2018b), original foot thermal
images can be decomposed for providing various valuable
information in the diagnosis of the diabetic foot. The

application of machine learning into infrared image processing
can improve the accuracy and speed for classification of diabetic
foot thermograms (He et al., 2021). In the future, a neural
network model can be inserted into mobile phones for early
detection of diabetic ulcers after training by using numerous foot
temperature data for diabetic ulcer patients and healthy subjects
(Serlina et al., 2020) (Amith et al., 2021). New techniques
continuously appear to help identifying risk zones of diabetic
foot, such as using a retrained MASK-R-CNNmode (Maldonado
et al., 2020). In choosing the training data, it is pointed out that
the temperatures of toes and the upper half of foot are better than
those in other regions (Carlos Padierna et al., 2020) Although
average skin temperature is ameaningful index for early diagnosis
of diabetic foot in diabetic patients, it is rather insufficient to
distinguish different stages of early signs. The foot temperature of
diabetic patients with only vascular disease is frequently lower
than that of healthy people. However, when it further develops
into neuropathy, there will be an increase in the local foot
temperature, which is associated with early inflammation in
some places. Moreover, multiple vascular stenoses will have
varying degrees of impact on each local foot temperature.
Therefore, spatial variations of skin temperature should be
more concerned. It is without doubt to see that the
thermography-based diagnosis technique is powerful for
detection of early stages of diabetic foot. However, few
research studies concern with the underlying mechanisms
associated with diabetic foot, such as the coherence between
the altered foot vasculatures and tissue wound or the influence
of arterial occlusion on blood perfusion in tissues. It has been
known that skin temperature variations are closely associated
with the variations of blood perfusion. Despite that detailed
temperature changes can be detected using current

TABLE 1 | Experimental study on the thermal method of vasomotor function.

Experimental device Thermal environment Experimental subject Analytical method References

Holdable heat-stimulated blood flow
test instrument

Temperature measurement
with local heating and
recovery

Healthy people’s hand 2-D cylindrical tissue model
in a cylindrical coordinate
system

Haga et al. (2012)

Fingertip temperature dual sensor No external thermal
stimulation

Healthy people’s
finger tip

0-D parametric model
analogous to a circuit

Nagata et al. (2009)

Microtest Temperature measurement
with local heating and
recovery

Healthy and diabetic SD
rats’ paw

1-D vascular-porous media
bioheat transfer model

Wang et al. (2020)

A laminated flat thermocouple sensor No external thermal
stimulation

Healthy rats’ liver tissue 2-D finite difference tissue
heat transfer model

Ricketts et al. (2008)

14-node thermal mapping sensors Temperature measurement
with local heating and
recovery

Healthy people’s arm 2-D finite element bioheat
transfer model

Webb et al. (2015)

Coupling of the optical probe with the
Peltier element

Temperature measurement
with local heating and
recovery

Healthy and diabetic
people’s lower limb

Spectral analysis by using a
wavelet transform

Mizeva et al. (2018)

Infrared thermography and
photoplethysmography

No external thermal
stimulation

Healthy people’s
fingertip

Morelet wavelet transfrom Sagaidachnyi et al. (2014)

Temperature sensorHRTS-5760,
Honeywell International, Inc.,
United States

Temperature measurement
with local heating and
recovery

Healthy and diabetic
people’s palm

Wavelet analysis of
temperature

Podtaev et al. (2014)

Microtest Temperature measurement
with local heating and
recovery

Healthy people’s/
diabetic patients’
finger tip

Wavelet analysis of
temperature

Zubareva et al. (2019), Parshakov et al.
(2016), Parshakov et al. (2017),
Antonova et al. (2016)
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thermography-based techniques, it is still difficult to define the
serious degrees of the diseased vascular system simply based on
thermal images.

In this regard, bio-heat transfer modeling is helpful for
establishment of a quantitative relationship between blood
flow rates and temperature distribution. This kind of work has
been extensively explored in numerous available literature
reports. Ma et al. (2015) simplified foot tissue as a three-layer
structure of skin, fat, and a core zone and gave an analytical
mathematical solution for the simplified one-dimensional case. In
Copetti et al.’s study (Copetti et al., 2017), thermal analysis on the
foot was carried out by using a two-dimensional finite element
model. However, dimensionality reduction results in the loss of
complete three-dimensional (3D) temperature information.
Rafael et al. (2016) presented a 3D-finite element simulation
to predict the temperature variations of the foot with 5 ulcers at
the depth of 5 mm away from the sole of the foot. Although the
remarkably higher temperatures in ulcers have been achieved, the
influence of altered blood flow and vasculatures on tissue
temperatures has not been taken into account. No matter the
above 2D or 3D heat transfer computation, they were all
performed by using a one Pennes equation, and the thermal
effect of blood phase is reflected in the blood perfusion term
(Pennes, 1998). Due to the simplicity of the Pennes equation, it
has been widely used in macroscale bio-heat transfer
computation such as hand (Shao et al., 2014) and even
thermal characteristics of the whole body (Tang et al., 2016)
which has clinical significance such as the treatment of breast
tumor by using hyperthermia therapy (Barrios et al., 2019).
However, determination of the local blood perfusion rate in
the tissue is always a challenging work, especially in
pathological conditions when the blood perfusion rate
becomes non-uniform. Another limitation of the Pennes
equation is that the influence of blood flow directions is
neglected, resulting in over or under estimations of blood
perfusion in some conditions. The discrete vascular bioheat
transfer model provides an alternative method to compute the
non-uniform local blood perfusion.

The important feature of the discrete vascular bioheat transfer
model is to consider the vessels as a separate domain and calculate
the heat exchange between the surrounding tissues. Among them,
embedded 1D/3D multiscale modeling has been extensively
employed to deal with heat transfer between vessels and
tissues. By using this kind of model, Tang et al. (2020)
computed the distribution of oxygen and temperature
distribution in microcirculation. The influence of the red
blood cell on oxygen transport can be further addressed in the
work of Wang et al. (2021). He and Liu, (2017) proposed a
coupled continuum-discrete model (CCD) for thermal analysis.
They classified the blood vessels as visible vessels and invisible
vessels. The thermal effect of visible vessels includes blood heat
transfer and the conduction between the blood vessel and the
surrounding tissue. The effect of invisible vessels was converted to
the blood perfusion term corresponding to the continuum parts.
The CCD model can well capture a richer and complex thermal
interaction of the vascular network and solid tissue compared to
the conventional bioheat transfer model. Stephen studied the

effect of surface cooling on the internal temperature of the brain
by inserting a one-dimensional vascular structure into the brain
region (Blowers, 2018; Blowers et al., 2018). The 1D vascular
model contains the arteries, arterioles, veins, and venules. The
capillaries were represented by the liquid phase of porous media
whose solid phase corresponds to the white or gray matter of the
brain. It is found from their study that due to the inclusion of the
directional flow, scalp cooling has a larger impact on cerebral
temperatures than the predictions by previous bioheat transfer
models. Although the discrete vascular-porous media model is
more complex than the Pennes equation, it can describe the
biological heat transfer process more realistically, and the
inversion of the blood flow is more reliable. Image-based voxel
mesh generation provides an easy-implemented way to apply the
discrete vascular-porous media model in the analysis of the real
geometric structure.

In this study, the discrete vascular-porous media bioheat
transfer model has been applied in thermal analysis on a cubic
tissue model and a foot to evaluate the influence of the blood flow
with various vasculatures. The tissue is regarded as a porous
media, while the embedded vasculature includes arteries,
arterioles, venules, and veins. The conductive and convective
effects of blood flow in multi-scaled blood vessels on tissue
temperature are well-addressed in the model. The temperature
distributions for various degrees of foot vascular stenosis were
simulated, and the relationship between the foot temperature
distribution and blood flow was quantitatively correlated. A cubic
porous media model embedded with the vessel network was also
coupled with the measured skin temperature data for analysis of
blood flow regulation in diabetic patients. The blood flow in the
conditions of skin heating and power off were estimated
according to the test setting, and comparisons of the predicted
blood flow were made between healthy people and diabetic
patients.

METHODS

The Developed Portable Thermal Sensor for
Skin Temperature Measurement
In order to compare the automatic regulation of the blood flow
between diabetic patients and healthy people, a programmable
heating and temperature measurement device using a flexible
material has been developed which is named by the superficial
perfusion assessment system (SPAS). As shown in Figure 1A, the
substrate of the SPAS is made of a double-layer flexible printed
circuit (FPC) board, which is formed by 3 layers of polyimide, 2
layers of copper foil, and 4 layers of adhesive bonding. The top
layer is welded with a high-precision temperature sensor chip
si7051 and FPC connector. The circuit that is coiled into a loop
near the center of the bottom layer generates heat when
energized, which thermally stimulates the surface of the skin.
The detailed content about the production and debugging of the
film can be obtained from Cheng’s master thesis (Cheng, 2020).

In the measurement, a medical tape was used to fix the SPAS
on the skin of a hand, as shown in Figure 1B. Since the movement
of a hand may cause the deviation of the flexible sensor, the
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subject should remain as stable as possible during the test. After
manually turning on the device, the measurement will start and
end automatically when the setting period is reached. The
duration of an experiment is set to 2,750 s including 3 stages.
In the first 750 s, the heating power is 0 W/m2, which is called the
resting phase. Then, it comes to the heating phase by heating the
skin with a power of 150W/m2 for 1,000 s. After the power is
switched off, the SPAS continues to record the temperature for
another 1,000 s referring to the recovery phase.

Geometric Models and Mathematical
Descriptions of the Vascular Porous Media
Model
According to the shape and size of the SPAS equipment, a
cubic tissue model was designed, as shown in Figure 2A which
could describe the heat exchange between the skin surface and
deeper tissue. The volume of the tissue model is 1.8 × 1.8 ×
0.9 cm3, and the voxel size is set as 0.3 mm. The upper surface
of the model is the skin and conducts convective heat exchange
with the surrounding environment. As shown in Figure 2B,
the red area corresponds to the heating ring of the SPAS whose
inner radius is 3.5 mm, and the outer one is 6.9 mm. An input

heat flux as 150 W/m2 is imposed on the red region at the
heating phase, and zero is set in resting and recovery phases.

The subcutaneous tissue includes a large number of blood
vessels to satisfy material and energy transport. As it is difficult to
determine the specific structure of the blood vessels under the
skin, an angiogenesis algorithm was used to generate blood
vessels to fill the tissue area. In this tissue model, an inlet
artery and an outlet vein were assumed inside the tissue
model, as shown in Figure 3A. Then, the rapidly exploring
random tree (RRT) algorithm was implemented as that in the
work by Blowers et al. (Blowers, 2018) where it was used to
generate brain vasculature. The procedures of the algorithm are as
follows:

1) A new node is generated randomly inside the target
tissue space.

2) Previous nodes are searched completely to find the closest
segment or node.

3) A new segment is created by linking the created node with the
closest point or with the nearest node of the nearest segment.

4) If the generated segment is connected to an existing segment
(not at a node), a new node will be generated on the existing
segment and will be divided in two segments.

FIGURE 1 | (A) Display of the SPAS sensor and (B) its temperature measurement process during fixed at a hand.

FIGURE 2 | (A) Three-dimensional cubic tissue model with voxel meshes and (B) its bottom view.
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5) The procedures 1–4 are repeated until the set number of
iterations is completed.

The structures of the generated vessels after 100, 500, and
2,000 iterations of the RRT algorithm are shown in Figures
3B–D, respectively, where red lines represent arteries and
arterioles, and blue lines represent veins and venules. As the
number of iterations increased, blood vessels filled the entire
space gradually so that blood could be perfused adequately to
each part of the target tissue. In the generation of smaller vessels
from the main arteries, two iteration criteria were set to end the
RRT computation. If the numbers of vessels have no significant
changes and the blood flow rate in the smallest vessel equals to a
known value in the arteriole or venule, the computation will stop.
In Figure 3D, the diameter of the smallest size of the vessel is
34 μm, which matches the size of the smallest arteriole.
Additionally, to incorporate the thermal effects of capillaries,
the voxel volume is regarded as a porous medium, whereby the
liquid phase represents the blood in capillaries and the solid phase
represents the solid tissue. Using this method, a complete multi-
scale vascular and porous media model is formed. In the work, a
cubic tissue and real geometric foot model have been constructed
for the applications of the vascular porous media model.

Computation of Flow Rates in the 1D Vessel Network
Blood flow in 1D vessels is described by Poiseuille’s law. The
relationship between blood velocity and pressure is described by
Eq. 1:

ub � −R
2

8μ
zPb

zs
, (1)

where R is the vessel radius, Pb is the blood pressure, s is the
direction of the blood flow, μ is the blood viscosity, and ub is the
blood velocity. The continuity equation of blood in 1D blood
vessels is:

πR2∇ · ub � −qa + qv, (2)

where qa and qv denote the arterial outflow and venous
inflow of blood. As blood can flow across the vessel
wall and exchange with tissue at the capillary scale, qa and
qv are set as 0 for non-terminal branches and assigned
some values according to actual situations for terminal
branches.

Computation of Flow Rates in Porous Media
In porous media, the capillary blood flow is assumed to occur via
several thin capillaries. As such, the momentum equation can be
simplified as the Darcy equation, which can be expressed as
follows:

∇P � − μ
K
VDarcy, (3)

where K is the permeability of porous media, and VDarcy is
the Darcy velocity. The Darcy velocity is related to the
actual velocity V by: VDarcy � εV and ε represents the
liquid volume fraction in the porous media.
The continuity equation for the porous media is given as
follows:

ρb∇ · VDarcy � Qa − Qv, (4)

where Qa and Qv are the exchanged blood flows between tissue
and arteries/veins, respectively. There is no velocity
perpendicular to the skin. Therefore, the boundary pressure
for skin can be given as:

zP

zn

∣∣∣∣∣∣∣skin
� 0. (5)

The blood flow at the interconnection between the discrete
vascular and porous media are determined by the outflow of the
arteries (qa) and the inflow of veins (qv) into the total ones into the

FIGURE 3 | Structure of arteries (red) and veins (blue) (A) at the initial state and after (B) 100 iterations, (C) 500 iterations, and (D) 2,000 iterations of the RRT algorithm.
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tissue (Qa) and out of the tissue (Qv). The relationship between
them could be written as:

qa � Qa/n; qv � Qv/m,

where n and m are the number of nodes that the peripheral
arteries and peripheral veins intersect with a voxel. Outflow or
inflow from the surrounding blood vessels are evenly distributed
to each coupling node in this study.

Computation of Blood and Tissue Temperature
For simplicity, the 1D arterial vessel network, the 3D solid tissue
phase, the 3D capillary phase, and the 1D venous vessel structure
are denoted 1, 2, 3, and 4, respectively. The heat transfer processes
in these four regions are expressed as follows:

V1ρbcb
zT1

zt
� V1Kb(∇2T1) − V1ρbcbU 1(∇T1) + β1−2(T2 − T1)

+ β1−3(T3 − T1),
(6)

V2ε2ρc
zT2

zt
� V2ε2Kc(∇2T2) + β1−2(T1 − T2) + β2−3(T3 − T2)

+ β2−3(T3 − T2) + β2−4(T4 − T2) + V2Qgen,

(7)

V3ε3ρbcb
zT3

zt
� V3ε3Kb(∇2T3) − V3ρbcbU 3(∇T3) + β1−3(T1 − T3)

+ β2−3(T2 − T3) + β3−4(T4 − T3)
+ cbM1−3(T3 − T1),

(8)

V4ρbcb
zT4

zt
� V4Kb(∇2T4) − V4ρbcbU 4(∇T4) + β2−4(T2 − T4)

+ β3−4(T3 − T4) + cbM3−4(T4 − T3),
(9)

where V1–4 denotes the volume of the domain, and U1, 2, 4 are the
blood velocities in different regions. As the soft tissue is the solid
phase in the porous media, U3 does not exist. ε2 is the volume
fraction of the tissue within the porous domain, and ε3 is the
volume fraction of the blood; therefore, ε2 + ε3 � 1. K and Kb are
the conduction coefficients for the tissue and blood phases,
respectively. cb and c are the heat capacities for blood and
tissue. The tissue parameters include two components which
are the soft tissue and bone. M1–3 and M3–4 represent the mass
exchange from domain 3 to domain 1 and from domain 3 to
domain 4, reflecting convective heat transfer from arteries to
voxels and from voxels to veins, respectively. Qgen represents
tissue metabolic heat generation. Heat exchange between the
blood and the surrounding tissue through the vessel wall is
described by the heat exchange coefficient βx-y which is
defined as follows:

βx−y � εhAsurf, (10)

where h is the convection coefficient of the blood and vessel wall,
and Asurf is the surface area of the blood vessels. Vascular blood
flow can be approximated as the laminar flow in a rigid pipe, so

this convection coefficient can be deduced from the Nusselt
number:

Nu � hDv

2Kb
. (11)

It is well established that for a laminar flow in a pipe,Nu can be
approximated to be a constant with the value of 4 (Blowers, 2018).
At the surface of the foot model and the top surface of the cubic
model, there is heat exchange with the environment and a Robin
boundary condition can be prescribed as:

−Kc
zT

zn
� h(T − T∞), (12)

where T∞ is the environment temperature, and h is the
convective heat transfer coefficient. The adiabatic boundary
condition was set for the plane connecting the foot to the leg
in the foot model and the other surface of the cubic model:

−Kc
zT

zn
� 0. (13)

Having set the boundary conditions for the heat and mass
transfer equations, the temperatures of the four domains could be
solved with the given flow rates within domains 1, 3, and 4. A
MATLAB program was developed based on an open-source code
on GitHub [https://github.com/sblowers/VaPor] for the
implementation of numerical computation. The physical
parameters used in this computation are described in Table 2.

In this model, ub represents the velocities in blood vessels
including the velocities in arteries (U1) and veins (U4) which are
solved by Eqs 1 and 2. The vessel network model used in this
work is a 1-dimensional one with the information of radii and
lengths. In the computation of the blood flow of the 1Dmodel, the
velocity in every segment is computed by Eq. 1, while the
velocities at the bifurcation nodes should be computed by
combining Eqs 1, 2 to satisfy the continuity condition of mass
flow at these points. The direction of the blood flow in every
segment depends on the known position of every vessel segment
generated by the RRT algorithm. The direction of vector ub refers
to the one in the 3D information of the network. Similar
implementation can be found in the works of Pozrikidis
(Pozrikidis, 2009) and Blowers, (2018) for blood flow
simulation through vascular networks. On the other hand, U3

can be obtained by solving Eqs 3, 4. VDarcy represents the Darcy
velocity in the porous medium model which is related to the
velocity of the blood flow in a capillary (U3).

Since voxel-based meshes are employed, the finite difference
method (FDM) can be easily employed for the discretization of
Eqs 6–9. The real geometric 3D model reconstructed from
medical images can also be directly transformed into a voxel
mesh for the computation by the FDM. Currently, the steady-
state temperature is considered; thus, the discretization of the
time derivative term is not needed. The convection term is
discretized using the first-order upwind difference scheme.
The diffusion terms of the equations are discretized using the
central difference scheme. The discrete governing equation can be
then written as a stiffness-matrix form as:
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Ax � B, (14)

where x is the temperature matrix, A is the coefficient matrix of
temperature, and B is the loading term derived from the known
terms in the governing equations. Through the built-in Gaussian
elimination algorithm in MATLAB, the above algebraic equation
can be solved. It takes about 10 min in MATLAB on a PC with an
Intel i7 6700k QuadCore processor and 32 GB of RAM for a foot
model with a 1.5 mm-voxel size and 50,000 generated vessels.

RESULTS

The process of the thermal analysis on the cubic tissue and foot model
are basically the same, among which the heating source should be
taken into account for the cubicmodel. Since themeasurement period
is sufficiently long, the stable heating and power-off instance were
chosen for the analysis in the cubic tissue model. The blood
temperature of the inlet artery is constant at 37°C. The convective
and radiative boundary condition is assigned at the skin of which the
total heat transfer coefficient was set to be 8.0W/m2 K. The
environmental temperature was set as 23°C, following the same
environmental condition of Sivanandam et al. (2012). The results
of the heat transfer computation in the two models are presented in
Tissue Temperature Distributions Under Heating and Power-Off
Condition and Temperature Distributions for Different Vasculatures
on Foot sections, respectively. The inversion of blood flow for healthy
people and diabetic patients is illustrated in Inverse Analysis of Skin
Blood Flow in Healthy People and Diabetic Patients section.

Tissue Temperature Distributions Under
Heating and Power-Off Condition
When there is no external heat stimulation on the skin (resting
and recovery stage), the computed tissue temperature
distribution is shown in Figure 4A, and the temperature
distribution of internal tissue sections coupling with vessels is
displayed in Figure 4B. In this phase, blood flow is the heat
source; thus the highest temperature is located at the arterial
entrance. As illustrated in Figure 4B, the temperatures of blood
vessels gradually decrease along the flow direction due to the heat
exchange between the blood vessel and the surrounding tissue. At

the skin surface, it is seen that the skin temperature in the
upstream is slightly higher than that in the downstream position.

When the skin surface is heated by the SPAS (heating stage),
the temperature of the heated ring zone at the skin surface
increases significantly, as shown in Figure 4C. At this time,
blood plays a role of heat dissipation; thus, the coolest area is
located at the arterial inlet. Figure 4D shows the temperature
distribution of the inner section and blood vessels. As the blood is
heated during flowing, the temperature of blood at the
downstream is increasing; thus, the cooling effect of the blood
flow in the downstream is weaker than that in the upstream of the
blood flow. This effect is also reflected in the skin surface that the
surface skin temperature in the downstream area of the heating
ring is higher than that in other areas.

Temperature Distributions for Different
Vasculatures on the Foot
The vascular—porous media model has been applied in the
thermal analysis on the foot and for establishing a quantitative
relationship between the blood flow and temperature
distribution. The foot model in this study was reconstructed
from sequential medical images. Simpleware software (Exeter,
United Kingdom) was used to identify the bone and soft tissue
automatically from CT images. The structure of the basic blood
vessel of this foot model was obtained from the available website
(https://human.biodigital.com). and further developed by using
the RRT algorithm. Figure 5 shows the foot skin temperature
distribution from a dorsal, side, and plantar view. The
temperature ranges from 24.28°C to 32.12°C. In Figure 5A, it
can be observed that the temperature of the skin near the large
blood vessels is higher, and it decreases gradually to the distal end.
In Figure 5C, the computed average temperature of the foot
plantar region is 29.42°C, which is 0.5°C higher than the
experimental data (Sivanandam et al., 2012). In addition, the
computed temperature distribution shows the temperature of the
arch is higher than that of the sole and heel, and the toes are the
coldest area of the whole foot. Specifically, the 1st and 5th toes are
warmer than the 2nd, 3rd, and 4th toes. The computed temperature
values closely approach the experimental data, and the
abovementioned characteristics for the temperature
distribution are consistent with the standard thermographic

TABLE 2 | Physical parameters used in the foot model.

Physical parameter Value Unit References

Blood viscosity, μ 3.5 mPa s Bagavathiappan et al. (2008)
Permeability of porous media, K 1.5 × 10−13 m2 Bagavathiappan et al. (2008)
Blood density, ρb 1,050 kg/m3 Bagavathiappan et al. (2008)
Specific heat capacity of blood, cb 3,800 J/(kg K) Bagavathiappan et al. (2008)
Thermal conductivity of blood, Kb 0.50 W/m3 Bagavathiappan et al. (2008)
Tissue density, ρsoft tissue 1,270 kg/m3 Antonova et al. (2016)
Specific heat capacity of the soft tissue, csoft tissue 3,768 J/(kg K) Antonova et al. (2016)
Thermal conductivity of the soft tissue, Ksoft tissue 0.35 W/m3 Antonova et al. (2016)
Bone density, ρbone 1,418 kg/m3 Antonova et al. (2016)
Specific heat capacity of the bone, cbone 2,409 J/(kg K) Antonova et al. (2016)
Thermal conductivity of the bone, Kbone 2.21 W/m3 Antonova et al. (2016)
Metabolism, Qgen 368 W/m3 Antonova et al. (2016)
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patterns of feet (Alfred et al., 2015), confirming the validity of the
vascular porous media model.

Figures 6A–C show the distribution of arterial blood flow
when occlusion occurs in the anterior tibial artery, posterior
tibial artery, and peroneal artery, respectively. The occlusion
positions in the three inlet arteries were specifically marked,
wherein the anterior tibial artery supplies blood to the dorsal
part of the foot, the posterior tibial artery supplies blood to the
plantar region, and the peroneal artery supplies blood to the
lateral areas. The vasculature in the foot model can be also seen
clearly. As the total number of vessels is more than 1 × 106, it is
difficult to visualize all vessels concurrently; only the vessels
with diameter >100 μm are displayed. It is observed that the
blood flow in the non-blocked inlet vessels and its downstream

vessels gradually decreases along with the bifurcation
generations. Apart from the blood flow in the major blood
vessels, the arteriole and venule flow rates are <0.01 ml/s,
indicating that the blood had been perfused to all parts of
the foot. In contrast, no blood flows through the downstream
area of the blocked vessel which will affect the distribution of
the foot temperature.

The temperature distributions on the surface of the foot when
the three inlet vessels are blocked, as shown in Figure 7, where the
rows indexed (a–c), (d–f), and (g–i) correspond to the
temperature contours for the occlusion of the anterior tibial
artery, posterior tibial artery, and peroneal artery, respectively.
When the anterior tibial artery is occluded, the temperature of the
upper surface of the foot decreases considerably, especially in the

FIGURE 4 | Temperature distribution of (A)model surface with no input heating power; (B) internal tissue and vessel temperature distribution with no extra heating
power; (C) model surface temperature under heating and (D) internal tissue and vessel temperature under heating.

FIGURE 5 | Temperature distribution of a foot from (A) dorsal, (B) side, and (C) plantar view.
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central region more influenced by the occluded feeding artery. If
observed from the lateral side and foot sole, as shown in Figures
7B,C, there are no remarkable changes in the temperature
compared to the healthy case. As the blood flow in the
peroneal artery is at the normal state, the temperature
decreases in the heel are small. This means when occlusion
occurs in the anterior tibial artery, the most affected area in
the skin temperature is the plantar surface. Moreover, in the
middle and lower part of the foot, especially the toes, the lower
temperature areas are enlarged which can even be seen from the
dorsal and side view. Similarly, as seen in Figures 7D–I, the
occlusions of the posterior tibial and peroneal artery have the
impacts on the sole and lateral side of the foot. Meanwhile, it is
noted that the occlusion in the posterior tibial artery seems to
result in the largest lower temperature area, suggesting that the
occlusion in the posterior tibial artery should be paid more
attention to.

Inverse Analysis of the Skin Blood Flow in
Healthy People and Diabetic Patients
The vascular porous media model has applied in the thermal
analysis of blood flow regulation in the SPAS test. The
measurements by using the SPAS were implemented on five
healthy people denoted by N1∼N5 and 31 diabetic patients
denoted by DM1∼DM31. The experiments have been approved
by the Biological and Medical Ethics Committee of Dalian
University of Technology. The data collection of diabetic
patients was performed in the First Affiliated Hospital of
Anhui Medical University. The ages, BMI indices, and blood
glucose levels of the subjects are shown in Table A1 as an
Appendix. The temperature curves of a typical diabetic patient
(DM1) and healthy people (N2) are shown in Figure 8. In each
phase, the temperature of the diabetic patient is higher than that
of the healthy person. In the heating phase, both the
temperature rises rapidly and then stabilizes for a sufficiently
long period. However, after heating is over, the temperature of
the healthy person returns to the level before heating, but the

temperature of the diabetic patient has not declined to the
resting stage range.

The ambient temperature varies slightly in different tests, as
shown in Figure 8, since the tests were carried out during a short
period of several days. In order to estimate the blood flow in each
test, the temperature distributions of the cubic tissue model were
computed for various inlet flow rates from 0 to 0.01 ml/s, and the
ambient temperature was set to 20 to 24°C, respectively. The skin
temperature at the center point surrounded by the heating ring
was subsequently extracted. A set of curves for the relationships
between the skin temperature, blood flow, and ambient
temperature were achieved and could be fitted as a two-
dimensional graph by using the surface fitting tool toolbox in
MATLAB. Figures 9A,B give the temperature variations at the
recovery and heating phase. It is clear to see that the skin
temperature increases with the input blood flow rate without
external heating; meanwhile, the increase of the environmental
temperature can also lead to the slight increase of the skin
temperature. If an external constant heat is added, the center-
point skin temperature decreases with the input blood flow rate.
Temperature varies significantly when the input blood flow
changes from 0 to 0.002 ml/s and then tends to vary slowly
when the blood flow is further increased. Having the set of fitted
curves, the input arterial blood flow rate could be determined
from the measured environmental and skin temperatures.

In order to analyze the blood flow during the stable period of
each stage, the measured temperature data of the last 100 s in each
stage were extracted to evaluate the average blood flow during
resting, heating, and recovery stages. The obtained results for the
healthy people are displayed in Figure 10. The typical blood flow
variation pattern for the healthy subjects is the blood flow rates at
the resting and recovery phases, which are distinctly lower than
that at the heating stage although there are slight differences
among the healthy subjects. The blood flow increases at the
heating stage since the blood vessels dilate for heat dissipation
when the skin is heated. The smallest blood flow at the heating
phase is 0.32 ml/s which is larger than the largest blood flow rate
of 0.23 ml/s at the resting phase among healthy people. At the

FIGURE 6 | Dorsal view of the blood flow in arteries when stenosis occurs in (A) anterior tibial artery, (B) posterior tibial artery, and (C) peroneal artery, respectively.
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recovery phase after the power is off, the blood flow returns to the
resting level before heating with the difference of less than 10%.

However, the blood flow variation patterns of individuals with
diabetes vary greatly, especially at the recovery stage. According
to the blood flow alteration patterns at the resting and recovery
stage, the estimated results can be classified into three groups
shown in Figures 11A–C, respectively. In Figure 11A, the blood
flow rate during heating is greater than that of the resting phase,
but the increment is smaller compared to that of healthy people. It
is noticeable that the blood flow rate at the recovery stage is even
larger than that at the heating stage. In Figure 11B, the variation
pattern of the blood flow rate at the resting and heating stage is
close to that of healthy subjects; however, the blood flow rate at
the recovery stage is only slightly reduced from the value at the
heating stage, whose value is close to the average one of the resting
and heating stage. Seven sets of data in the third group are shown

in Figure 11C. The pattern of the blood flow variation for the
group of diabetic patients is similar to that of healthy subjects that
the blood flow rate at the resting and recovery stage are
remarkably lower than the one at the heating stage.

DISCUSSION

In this study, thermal analysis of blood flow was performed in a
cubic tissue and a real geometric foot model by using a discrete
vascular-porous media model. The discrete vascular-porous
media model was first put forward by Blowers et al. in
analyzing the effect of therapeutic hypothermia of the human
brain. It is our opinion that the advantage of the model is to take
into account the influence of the vasculature more precisely.
Hence, a MATLAB program was further extended to allow the
model to calculate more complex conditions with a ring-mounted
vessel structure and a vascular stenosis. The blood flow rates in
vasculatures and temperature distributions have been achieved
under various thermal conditions, providing the possibilities to
analyze blood flow conditions in the tissue from the surface
temperature.

In analyzing the thermal responses measured by the SPAS, the
inlet arterial blood flow of the three stages was estimated and
compared between healthy subjects and diabetic patients. It is
seen that the blood flow rate at the recovery phase fell back to the
level at the resting phase for healthy subjects. However, in the
diabetic group, the blood flow in the recovery phase is close to the
blood flow rate at the heating phase and even larger than it, which
manifests that the vasodilation under a thermal stimulation is
delayed in some of the diabetic patients. The results further
support our previous studies (Wang et al., 2020) on SD rats
that the blood flow drops rapidly after thermal stimulation for all
healthy rats, but the delay of the declination occurs in some
diabetic rats. Compared to the 2nd blood flow variation pattern in
diabetic patients, the 1st blood flow variation pattern suggests
more delayed time to thermal response. It is implied that the
diabetes with delayed autoregulated vasomotion may be suffering

FIGURE 7 | Temperature distribution of the foot model when stenosis
occurs in (A–C) anterior tibial artery occlusion, (D–F) posterior tibial artery, and
(G–I) peroneal artery.

FIGURE 8 | Measured temperature curves by the SPAS for a healthy
person and a diabetic patient.
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from peripheral vascular diseases and needs to be more
concerned. By comparing the analytical results to the clinical
diagnoses by the First Affiliated Hospital of Anhui Medical
University for the 15 diabetic subjects, it is found that except
one patient, the other patients are suffering different kinds of
complications, including hypertension, peripheral vascular
disease, or peripheral neuropathy.

Both the skin temperature variation in diabetic patients and
rats in our experiments show the similar pattern that the severe
the diabetic mellitus is, the faster the skin temperature increases.
Although constant thermal conductivity and the same
vasculature were assigned in the work, it will not affect the
estimated blood flow pattern in healthy and diabetic patients.
Nonetheless, the possibility still exists that some estimated
healthy blood flow patterns may have some abnormalities due
to neglecting the impacts of aging and fat thickness.

Aging may cause the decrease of the microvasculature
density and increase of vessel stiffness, leading to the
increase of peripheral resistance. This kind of alteration
can be also reflected in the change of effective
conductivity. If microvasculature density decreases, the
effective thermal resistance will increase. Similarly, fat
thickness increasing will increase the thermal resistance as
well. These factors can lead to faster temperature increasing
in the heating stage of the test and reinforce the predicted
blood flow variation pattern, which is with a higher ratio of

the blood flow in the recovery phase to that in the heating
phase. In addition, the increase of thermal resistance can
result in a damping of the magnitude of the skin temperature
oscillation and a larger phase lag to the blood flow (Tang et al.,
2017).

It is commonly known that the foot temperature of diabetic
patients is lower which is caused by the lower blood perfusion rate
(Uraiwan et al., 2018). Equations 6–9 have the similar form of the
Pennes equation, but they describe the heat transfer process of
arteries, tissue, capillaries, and veins more in detail rather than
using a lumped source/sink term in the Pennes equation. The
vascular-porous media model captures the thermal effect of heat
conduction and convection within their regions and between
blood vessels and their surrounding tissues. The alterations of
blood vessel structures could also be explored. The Pennes
equation could be applied in thermal analysis of foot, but it
needs more assumptions for blood perfusion. The computed
temperature of the foot via the vascular-porous media model
is in a favorable agreement with thermography, showing the
prospective applications in the assessment of vascular alterations
for a diabetic foot.

With the development of medical imaging technology such as
laser speckle flowmetry or thermography, it has been possible to
directly obtain structural lesions of the blood vessels of body
parts. However, early detection of the diabetic foot needs to be
performed at a high frequency. Medical imaging testing is not yet
suitable for daily inspections due to the high cost. Thermography
is a prospective way for screening the microvasculature, but a
more reliable algorithm for converting the temperature to blood
flow is needed. The voxel-based vascular-porous media model
provides a useful way for the conversion. Additionally, the
medical image could only reflect the structural lesions but not
functional lesions. It is found that the diabetic vascular functional
lesions may appear before structural lesions through rat
experiments (Wei et al., 2021). Coupling with thermography
and the porous media model, the stenosis degree of peripheral
vessels, vascular density variation, or vasodilation dysfunction
may be detected, which are meaningful for the early diagnosis of a
diabetic foot.

In our previous study, we measured the foot and finger
temperature simultaneously and found that the foot skin

FIGURE 9 | Fitted curves to express the relationships of the blood flow, ambient temperature, and skin temperature in the (A) recovery and (B) heating phase.

FIGURE 10 | Average blood flow rate of healthy subjects during rest,
heating, and recovery phases.
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temperature is more sensitive to reflect the endothelial
dysfunction, but finger temperature can also give the same
information (Tang, 2017). Since vascular abnormalities
frequently occur in a similar fashion (Abularrage et al., 2005),
abnormal vasomotion of hand could reflect the foot vascular
disease to a certain extent. Compared to foot, hand is more
accessible for measurement. Despite that, we did not focus on the
coherence between the data in the hand and foot; there are three
patients suffering peripheral neuropathy among the screened
abnormal blood flow patients through the thermal analysis of
SPAS data. This reveals that the hand skin temperature can also
be a tracer for the early detection of the diabetic foot. More data
from hand and foot should be collected simultaneously and
compared for showing the coherence between them in
detecting the endothelial dysfunction.

Additionally, although the relationship between the temperature
and blood flow distribution was established in the foot model, the
inversion of the blood flow of inlet arteries of the foot is not as simple
as the process in the cubic model. Different inlet blood vessels or
intermediated blood vessels own their respective temperature
influencing areas, and the abnormal temperature distribution is a

combined result of multiple blood flow under different degrees of
stenosis. Therefore, in the future, it is necessary to divide the foot into
several areas and apply available optimization methods to
comprehensively investigate the coupling effect of various vascular
disorders on temperature.

In generation of the foot vasculature, the nodes of the main
blood vessels of the foot were manually set with reference to the
physiological model obtained from the website, where the
distance between the vessel and bone can be determined from
the slices of the foot. After setting the arterial and venous nodes,
the vessel network was compared to the physiological model
again. Although the website provides the detailed structure of the
foot including all tissues, the specific data could not be obtained.
Thus, we manually made a vessel network according to the
relative distance and size of the physiological model and
inserted into the voxel-based model. The names and positions
of the foot blood vessels in our model are also in agreement with
the ones in the literature (Manzi et al., 2011).

The RRT algorithmwas implemented to generate the blood vessels
so that the blood is perfused into various regions of the tissue.
Figure 12 shows the number of vessel elements and relative

FIGURE 11 | Average blood flow rate of diabetic patients in three groups (A) DM1–DM3, (B) DM4–DM9, and (C) DM10–DM15 during resting, heating, and
recovery phases.
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temperature errors along with the increasing RRT iterations. The
number of iteration steps increases by 1,000 step each time, and the
mean square error of the surface temperature between the newly
computed temperature and original one was computed. The initial
average error reached 3°C and gradually reduced as the iteration
number increases. It is seen that the more iteration steps are used, the
smaller blood vessels can be included and larger computational
burden is resulted in. At the 50,000 s′ step, the average
temperature error has been reduced to 0.01°C, and temperature
distribution has hardly changed even with more iteration steps.
Therefore, the iteration of this foot model is set as 50,000. In the
computation for the cubic tissuemodel, the iteration step is set as 2,000
due to the smaller model size.

Despite of the reasonable structure and sizes of the vessels, it should
be noted that the model has not reflected the individual differences in
the foot structure. Our rat experimental study has shown that the
microvasculature alteration occurs after the endothelial dysfunction
(Wei et al., 2021). In the current study, it is assumed that the
microvasculature has not been changed since the blood flow
alterations due to the change of vasodilation is the first aim of the
work. On the other hand, the iteration number of the RRT algorithm
may give an impact on the structure of the vascular network and
further influence the blood flow in a one-dimensional straight tube
model. In the futurewemay optimize the RRT algorithm in the setting
of the bifurcation angle of blood vessels and fractional dimensions so
that various altered vasculatures in pathological conditions can be
generated. Using MR angiography for showing the main vessels is an
alternative way as well.

CONCLUSION

In this study, a vascular-porous media model has been applied in
the thermal analysis of foot and a cubic tissue. Since the blood
flow and the heat exchange within tissues during the flow process
was considered by using a multiscale model, the temperature
distributions under various thermal and blood flow conditions
can be achieved so that the non-linear relationship between the

blood flow and skin temperature can be further deduced. The
computed results in the foot model reveals that the stenosis of
feeding arteries can lead to temperature decreases in the
downstream for different degrees, among which the occlusion
of the posterior tibial artery has the largest lower-
temperature area.

Then, analysis of the thermal response test imposed on type
2 diabetic patients and healthy subjects show that for a healthy
subject, the blood flow rate after heating power is off at the
recovery stage decreases to the level as that of the resting
condition, whereas in some diabetic patients, the blood flow
rates solely decrease slightly or even increase further at this
stage. This implies that the vasodilation function to the
thermal stimulus is delayed in the subject, which verifies the
conclusions in our previous studies on diabetic rats. Most of
the screened diabetic patients with peripheral vascular or
neuropath disease are in agreement with those diagnosed
clinically. It is believed that the discrete vascular-porous
media model may have more applications, especially to
studies of the diabetic foot by coupling with thermography
imaging.
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APPENDIX

TABLE A1 | Information on healthy people and diabetic patients in the
experiments.

Number of subject Age BMI

N1 52 22.0
N2 23 20.55
N3 23 18.21
N4 25 25.09
N5 28 28.34
DM1 35 20.99
DM2 48 33.14
DM3 44 25.0
DM4 32 25.69
DM5 57 28.88
DM6 64 28.7
DM7 47 26.85
DM8 49 29.39
DM9 50 30.0
DM10 34 28.53
DM11 37 32.57
DM12 50 26.9
DM13 51 22.14
DM14 66 27.9
DM15 57 25.25
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Hardness and Plantar Pressure
Distributions in People With Diabetic
Peripheral Neuropathy
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Objective: People with diabetic peripheral neuropathy (DPN) are usually accompanied with
increased plantar pressure. Such high plantar loading during daily activities may cause
changes in the biomechanical properties of plantar soft tissue, whose viability is critical to
the development of foot ulcers. This study aimed to investigate the relationship between
plantar tissue hardness and plantar pressure in people with andwithout DPN, and preliminarily
explore the influence of plantar loading patterns on the plantar pressure and tissue hardness.

Methods: The study was conducted on 14 people with DPN and 14 diabetic people without
DPN. The Shore durometer and MatScan System were used to measure the plantar tissue
hardness and plantar pressure, respectively. The plantar loading level was evaluated by the
duration of daily weight-bearing activity and was used to group diabetic participants with and
without DPN into two subgroups (lower loading group and higher loading group).

Results: The plantar tissue hardness was significantly correlated with static peak plantar
pressure (PPP,p< 0.05) and dynamic pressure-time integral (PTI,p< 0.05) in the forefoot region
in people with DPN. Results of variance analysis showed a significant interaction effect between
peripheral neuropathy and plantar loading on tissue hardness (p < 0.05), but not plantar
pressure. For people with DPN, significant differences in tissue hardness between the higher
loading group and lower loading group were observed in the forefoot, midfoot and hindfoot
regions. In the higher loading group, people with DPN had significantly greater tissue hardness
than that in people without DPN in the toes, forefoot, midfoot and hindfoot regions (p < 0.05).

Conclusions: There is a significant correlation between tissue hardness and PPP, and
between tissue hardness and PTI in people with DPN. Plantar loading associated with daily
activities plays a significant role on the plantar tissue hardness in peoplewith DPN. The findings
of this study contribute to further understand the relationship between increased plantar tissue
hardness and high plantar pressure in people with diabetic peripheral neuropathy.

Keywords: diabetic peripheral neuropathy, foot ulcers, plantar soft tissue hardness, plantar pressure, plantar
loading
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INTRODUCTION

Diabetic foot ulcers (DFUs) are one of the most serious
complications of diabetes, with a global prevalence of 6.3%
(Zhang et al., 2017). Studies have shown that the amputation
rate in diabetics is much higher than non-diabetics (Ahmad et al.,
2016; Claessen et al., 2018; Gurney et al., 2018), which seriously
affects the physical health and imposes additional financial
burden for people with diabetes.

Peripheral neuropathy is an important risk factor for DFUs
(Monteiro-Soares et al., 2012; Armstrong et al., 2017), which may
lead to foot deformities, biomechanical abnormalities, and the
loss of protective sensation (Volmer-Thole and Lobmann, 2016).
Several studies demonstrated that people with diabetic peripheral
neuropathy (DPN) have a higher peak plantar pressure (Sacco
et al., 2014; Halawa et al., 2018) and show an imbalance in plantar
pressure distribution (Caselli et al., 2002; Kernozek et al., 2013;
Al-Angari et al., 2017), compared with people without DPN. The
loss of protective sensation caused by neuropathy also prevents
people with DPN from responding promptly to abnormal
mechanical stress during daily activities (Armstrong et al.,
2017). These factors may affect their ambulatory function.

Plantar soft tissue is the first contact with the ground during
daily activities, such as standing and walking, and plays a key role
in shock-absorbing and protecting foot from external mechanical
damage. The accumulation of advanced glycation end-products
in people with diabetes can lead to histological changes in plantar
soft tissue (Ramasamy et al., 2005). Abnormal microvascular
function and dysfunctional secretion of sweat caused by
peripheral neuropathy may further aggravate histological
changes (Volmer-Thole and Lobmann, 2016). Several studies
have found that plantar soft tissue of people with DPN was
thinner and stiffer than healthy people (Klaesner et al., 2002;
Chao et al., 2011; Sun et al., 2011; Jan et al., 2013). Periyasamy
et al. further reported significant differences in plantar tissue
hardness between diabetic people with and without DPN using a
shore durometer (Periyasamy et al., 2012a; Periyasamy et al.,
2012b). Increased tissue hardness in people with DPN may be
accompanied by stress concentration during daily activities
(Klaesner et al., 2002; Chatzistergos et al., 2014). Over time,
the dry skin and abnormal plantar pressure may cause
hyperkeratosis under repeated and elevated plantar pressure
loading (Volmer-Thole and Lobmann, 2016), which may affect
the biomechanical properties of the soft tissue, and increase the
vulnerability of plantar tissue to trauma and ulceration.

Several studies have shown the potential link between plantar
pressure and the biomechanical properties of soft tissue (Gefen,
2003; Jan et al., 2013; Helili et al., 2021). Jan et al.’s study
demonstrated a correlation between the soft tissue
biomechanical properties and plantar pressure gradient in the
first metatarsal region in people with DPN (Jan et al., 2013). Helili
et al. also reported a correlation between plantar soft tissue
hardness and average dynamic pressure in healthy people
(Helili et al., 2021). However, the whole plantar regions and
more plantar pressure characteristics (both peak plantar pressure
and pressure-time integral (Duckworth et al., 1985; Patry et al.,
2013; Chatwin et al., 2020) in static and dynamic conditions) need

to be considered, in order to better understand the relationship
between the biomechanical properties of soft tissue and plantar
pressure distribution in people with DPN.

In daily activities, plantar loading may be an important factor
affecting the plantar pressure and tissue hardness of people with
DPN. Limited joint mobility, muscular alterations and foot
deformities associated with peripheral neuropathy may altered
the postural control and balance function during gait (Simoneau
et al., 1994; Periyasamy et al., 2012a; Volmer-Thole and
Lobmann, 2016), which results in an insecure gait. Such deficit
of balance and posture may exacerbate their plantar
biomechanical abnormalities under the excessive mechanical
stress stimulus. In addition, studies showed that different
levels of plantar loading have an effect on microvascular
regulation (Wu et al., 2020; Duan et al., 2021). Excessive
plantar pressure load may increase the degree of compression
of plantar tissue and the occlusion duration of microvessels,
which leads to an insufficient blood perfusion and a lack of
nutrients in soft tissue. These factors may jointly influence the
biomechanical properties of plantar soft tissue. It is of great
significance to explore the effects of plantar loading on plantar
pressure and tissue hardness for understanding the changes of
soft tissue biomechanical properties on the development of
ulceration in people with DPN.

Therefore, this study aimed to investigate the relationship
between plantar tissue hardness and plantar pressure in people
with and without DPN, and preliminarily explore the influence of
plantar loading on plantar pressure and tissue hardness. This
study hypothesized that the increased plantar tissue hardness was
related to plantar pressure, and the plantar loading associated
with daily activities has an effect on the plantar pressure and
tissue hardness.

MATERIALS AND METHODS

Participants
People with type 2 diabetes were recruited from nearby hospitals
and communities. The inclusion criteria were: 1) diagnosed type 2
diabetes mellitus, 2) no symptoms such as redness, inflammation,
or wounds on the skin of the feet or legs, 3) no history of
amputation, and 4) performed regular moderate-intensity
physical activities at least 150 min/week over the course of one
year on the basis of self-report (American Diabetes Association,
2021). Moderate-intensity physical activity was defined as a
metabolic equivalent (MET) of 3–5.9 Mets, according to the
compendium of physical activities (Ainsworth et al., 2011).

The 10 g Semmes-Weinstein monofilament was used to
identify peripheral neuropathy in people with diabetes.
Participants who were unable to sense the touch of the 10 g
monofilament at all four areas on the plantar surface (1st, 3rd and
5th metatarsal heads and distal hallux) were assigned to the
diabetic peripheral neuropathy group (DPN group) (Boulton
et al., 2008), otherwise, the participant was assigned to the
non-diabetic peripheral neuropathy group (Non-DPN group).

The criterion of physical activities is the minimum weekly
physical activity level recommended by ADA guidelines for
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people with diabetes (American Diabetes Association, 2021). The
type, frequency and duration of daily physical activities of each
participant were firstly recorded using the International Physical
Activity Questionnaire (IPAQ) (Mynarski et al., 2012), which has
been proven to be a validated tool for physical activity assessment.
The median duration of weight-bearing physical activity per day
of all participants (LeMaster et al., 2003) was used to divided
participants of each group into two subgroups (lower loading
group and higher loading group).

This study was conducted in accordance with clinical
protocols approved by the institutional review board of
Affiliated Hospital of National Research Center for
Rehabilitation Technical Aids (20190101) and the Declaration
of Helsinki (2013 revision). All participants were briefed on the
study purposes and procedures and gave written informed
consent prior to participation.

Measurement of Plantar Tissue Hardness
and Plantar Pressure
All tests were performed in a climate-controlled room at 24°C.

A Shore durometer (Model 1600, Type OO, Rex Co., Buffalo
Grove, USA) was used to measure the plantar tissue hardness,
which has been used in several studies (Periyasamy et al.,
2012b; Helili et al., 2021). During measurement, the durometer
was pressed perpendicular to the plantar skin surface and
expresses the hardness in degrees of Shore (unit: °Shore). A
lower Shore value indicates a softer material. The plantar
surface was divided into four regions: toes, forefoot,
midfoot and hindfoot. Ten sites were selected for each of
four regions of interest. Plantar tissue hardness over these
sites were measured and mean values of tissue hardness were
calculated for comparisons to investigate the relationship
between plantar tissue hardness and plantar pressure. All

measurements were performed by one skilled experimenter.
Figure 1 shows the measurement sites of plantar tissue
hardness by using the Shore (OO) durometer. The locations
and area of callus were special recorded.

A MatScan System (HR Mat, Tekscan, Inc., Boston, USA) was
used to measure plantar pressure. It has a spatial resolution of 4
Sensels™/cm

2 (25 Sensels/in2) with 8,448 individual pressure
sensing locations. After calibration based on the manufacturer
recommendations, the pressure was recorded at static conditions
(standing) and dynamic conditions (taking one step on the
MatScan) (Sacco et al., 2014). Recordings were made at 50 Hz
for 30 s, and the analysis was made using the FootMat Research
software. Plantar pressure parameters included static peak
plantar pressure (PPP), dynamic peak plantar pressure (PPP)
and dynamic pressure-time integral (PTI).

Data and Statistical Analyses
The plantar foot was divided into four regions, including toes,
forefoot, midfoot, and hindfoot. The plantar tissue hardness
of the whole foot was the average value of the tissue hardness
in the regions of toes, forefoot, midfoot and hindfoot. Static
PPP, dynamic PPP and PTI of corresponding area (toes,
forefoot, midfoot, hindfoot, and whole foot) were
calculated to assess plantar pressure distribution. The
average values of tissue hardness and plantar pressure in
the corresponding regions of the left and right feet were
calculated and compared.

The correlations between tissue hardness and plantar pressure
in each plantar region were determined using Pearson correlation
analysis. When taking the plantar loading into consideration,
two-way analysis of variance (ANOVA) was used to compare the
plantar tissue hardness and plantar pressure between four
subgroups to investigate the effect of plantar loading and
neuropathy on tissue hardness and plantar pressure in people
with diabetes. If there was a significant interaction between
neuropathy and plantar loading, the simple effect (examined
through univariate ANOVA) was used to assess the effect of
neuropathy with restricted levels of plantar loading and vice
versa. If no interaction was found, the main effects of neuropathy
and plantar loading on tissue hardness and plantar pressure were
assessed, respectively. The main effect is defined as an integrated
effect of neuropathy, which disregard the levels of plantar loading,
and vice versa.

The significant level was set as 0.05. All statistical analyses
were performed in SPSS (Version 26.0, IBM, Armonk, NY, USA).

RESULTS

A total of 28 people with diabetes volunteered in this study,
including 14 people with DPN (DPN group) and 14 people
without DPN (Non-DPN group). Participants’ characteristics
are shown in Table 1. The median duration of daily weight-
bearing activities of all participants was 2 h per day. In the
DPN group, nine participants were divided into the higher
loading group, and five participants were divided into the
lower loading group. In the Non-DPN group, eight

FIGURE 1 | Measurement of plantar soft tissue hardness by using the
Shore (OO) durometer. The black dots indicate the measurement site of
plantar tissue hardness.

Frontiers in Bioengineering and Biotechnology | www.frontiersin.org April 2022 | Volume 10 | Article 8360183

Duan et al. Plantar Pressure and Tissue Hardness

121

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
www.frontiersin.org
https://www.frontiersin.org/journals/bioengineering-and-biotechnology#articles


participants were divided into the higher loading group, and
six participants were divided into the lower loading group.
Except for one participant in the Non-DPN group engaged in
square dancing and walking, the other participants only
performed walking during daily activities. The daily
weight-bearing physical activities duration of DPN group

and Non-DPN group was 1.93 ± 0.92 h/day and 1.75 ±
0.80 h/day, respectively.

In DPN group, three participants had callus over the forefoot
region, two participants had callus over the big toe, and one
participant had callus over both forefoot region and big toe. In the
Non-DPN group, none of them had callus in their feet.

Relationships Between Soft Tissue
Hardness and Plantar Pressure
For all participants, tissue hardness in the forefoot region was
significantly correlated with static PPP and dynamic PTI
(Static PPP: r = 0.556, p = 0.002, and Dynamic PTI: r =
0.447, p = 0.017). No significant correlations between tissue
hardness and plantar pressure in other plantar regions were
observed (p > 0.05).

Figure 2 shows the correlations between the soft tissue
hardness and plantar pressure in each plantar region of
people with DPN. The tissue hardness of the forefoot region
was significantly correlated with static PPP and dynamic PTI
(tissue hardness and static PPP: r = 0.599, p = 0.024, tissue
hardness and Dynamic PTI: r = 0.573, p = 0.032). No
significant correlations between the soft tissue hardness and

TABLE 1 | Demographic and physiological information of participants in DPN
group and Non-DPN group (Mean ± SD).

Variables DPN Group Non-DPN Group

Gender (Male/Female) 5/9 7/7
Age (years) 67.93 ± 5.72 67.86 ± 6.20
BMI (kg/m2) 25.95 ± 2.77 25.91 ± 2.77
Systolic blood pressure (mmHg) 136.92 ± 11.54 132.43 ± 11.88
Diastolic blood pressure (mmHg) 71.38 ± 6.47 69.29 ± 7.39
Heart rate (bpm) 71.15 ± 7.94 73.36 ± 7.69
Duration of diabetes (years) 17.64 ± 11.88 14.82 ± 6.52
Fasting blood glucose (mmol/L) 7.90 ± 1.79 8.09 ± 1.65
ABI (left) 1.08 ± 0.12 1.03 ± 0.08
ABI (right) 1.00 ± 0.13 1.08 ± 0.06

There was no significant difference in all parameters between the DPN group and Non-
DPN group (p > 0.05). BMI: body mass index; ABI: Ankle-brachial index. DPN: people
with diabetic peripheral neuropathy; Non-DPN: people without diabetic peripheral
neuropathy.

FIGURE 2 | Correlation coefficients between plantar tissue hardness and plantar pressure in people with DPN. * indicates a significant correlation (p < 0.05). (A-E)
represent the correlation coefficients between plantar tissue hardness and static peak plantar pressure in the whole foot, toes region, forefoot region, midfoot region and
hindfoot region, respectively. (F-J) represent the correlation coefficients between plantar tissue hardness and dynamic peak plantar pressure in the whole foot, toes
region, forefoot region, midfoot region and hindfoot region, respectively. (K-O) represent the correlation coefficients between plantar tissue hardness and pressure-
time integral in the whole foot, toes region, forefoot region, midfoot region and hindfoot region, respectively.
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plantar pressure in other plantar regions were observed
(p > 0.05).

Figure 3 shows the correlations between the soft tissue
hardness and plantar pressure in each plantar region of people
without DPN. The correlations between the soft tissue hardness
and plantar pressure both did not reach statistical significance in
each plantar region (p > 0.05).

Effect of Plantar Loading and Neuropathy
on Tissue Hardness and Plantar Pressure
The interaction and main effect of peripheral neuropathy and
plantar loading on tissue hardness and plantar pressure was
showed in Table 2.

There was an interaction between the peripheral neuropathy and
plantar loading on tissue hardness, with a statistical significance over
the whole foot, forefoot, midfoot, and hindfoot region (p < 0.05). The
results of simple effect on tissue hardness showed that people with
DPN and higher loading had significantly higher tissue hardness,
compared with people without DPN and higher loading (p < 0.05,
Table3). Similarly, significant differences were also found between
people withDPN and higher loading and people withDPN and lower
loading, and between peoplewithDPNandhigher loading people and

people without DPN and lower loading (p < 0.05). No significant
differences in tissue hardness were observed among other subgroups
(p > 0.05).

There was no significant interaction between the
peripheral neuropathy and plantar loading on plantar
pressure (p > 0.05). Peripheral neuropathy and plantar
loading caused a significant main effect on plantar
pressure, respectively (Table 2). The static PPP of
participants in the DPN group was higher than Non-DPN
group, with a significant difference over the whole foot, toes,
forefoot, and hindfoot region (p < 0.05). The PTI of
participants in the DPN group was significantly higher
than Non-DPN group over the toes region (p < 0.05). In
comparison to participants in lower loading group, people
with higher loading showed significantly higher static PPP,
dynamic PPP and PTI over the midfoot region and lower
dynamic PPP over the toes region (p < 0.05).

In addition, people with callus over the forefoot region had
significantly greater values of tissue hardness compared people
without callus in the DPN group (50.94 ± 7.37 vs. 31.87 ± 6.19
Shore, p < 0.05). Their plantar pressure also higher than people
without callus (static PPP: 232.18 ± 39.33 vs. 149.99 ± 36.69 kPa,
p < 0.05, dynamic PPP: 764.69 ± 123.29 vs. 569.73 ± 179.61 kPa,

FIGURE 3 | Correlation coefficients between plantar tissue hardness and plantar pressure in people without DPN. (A-E) represent the correlation coefficients
between plantar tissue hardness and static peak plantar pressure in the whole foot, toes region, forefoot region, midfoot region and hindfoot region, respectively. (F-J)
represent the correlation coefficients between plantar tissue hardness and dynamic peak plantar pressure in the whole foot, toes region, forefoot region, midfoot region
and hindfoot region, respectively. (K-O) represent the correlation coefficients between plantar tissue hardness and pressure-time integral in the whole foot, toes
region, forefoot region, midfoot region and hindfoot region, respectively.
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p < 0.05, dynamic PTI: 124.25 ± 48.15 vs. 96.32 ± 27.66 kPa*s, p =
0.188).

DISCUSSION

This study investigated the relationship between plantar tissue
hardness and plantar pressure in people with and without DPN,
and preliminarily explored the influence of plantar loading
associated with daily activities on plantar pressure and tissue
hardness. The results showed significant correlations between
tissue hardness and static PPP, and between tissue hardness and
dynamic PTI in the forefoot region in people with DPN.
Peripheral neuropathy and plantar loading caused a significant
interaction effect on tissue hardness, but not plantar pressure.

The plantar pressure distribution was independently associated
with peripheral neuropathy and plantar loading. In comparison
to people without DPN, significant differences in tissue hardness
were only found in people with DPN and higher loading.

The results of this study showed that plantar tissue hardness of
people with DPN was significantly correlated to static PPP and
dynamic PTI over the forefoot region. This suggested the
potential relationship between increased plantar tissue
hardness and high plantar pressure. This study is an
important supplement to Jan et al.’s study (Jan et al., 2013)
that did not pay attention to the static plantar pressure. Static
plantar pressure, reflecting the contact force of the foot with the
ground during standing, is as important as dynamic plantar
pressure in assessing the risk of DFUs (Duckworth et al., 1985;
Patry et al., 2013). Thus, both static plantar pressure (during

TABLE 2 | The interaction and main effects of peripheral neuropathy and plantar loading patterns on plantar tissue hardness and plantar pressure (Mean ± SD).

DPN Non-DPN Lower Loading Higher Loading ANOVA p Value

PI PN PL

Tissue hardness (°Shore) Whole foot 35.39 ± 8.81 26.12 ± 5.72 27.24 ± 5.61 33.03 ± 9.67 0.019 0.006 0.043
Toes 31.94 ± 10.29 23.44 ± 5.61 24.39 ± 6.17 29.82 ± 10.35 0.261 0.026 0.127
Forefoot 37.32 ± 10.91 27.51 ± 7.24 28.25 ± 6.05 35.11 ± 11.78 0.019 0.022 0.053
Midfoot 30.34 ± 8.14 21.94 ± 5.44 23.31 ± 6.21 27.97 ± 8.7 0.045 0.009 0.099
Hindfoot 41.58 ± 10.19 31.5 ± 7.74 33.86 ± 8.99 38.27 ± 10.9 0.016 0.018 0.225

Static PPP (kPa) Whole foot 224.15 ± 79.87 139.61 ± 30.56 177.22 ± 41.92 184.9 ± 89.14 0.170 0.003 0.918
Toes 82.49 ± 48.01 45.68 ± 26.56 78.55 ± 49.51 54.72 ± 35.64 0.473 0.009 0.075
Forefoot 173.47 ± 52.67 123.79 ± 33.64 140.16 ± 41.24 154.11 ± 55.76 0.060 0.018 0.497
Midfoot 43.75 ± 28.75 37.79 ± 24.92 28.03 ± 6.77 49.01 ± 31.29 0.777 0.703 0.049
Hindfoot 173.98 ± 97.63 105.15 ± 31.32 137.65 ± 51.78 140.79 ± 94.52 0.541 0.035 0.961

Dynamic PPP (kPa) Whole foot 716.27 ± 162.5 616.08 ± 92.34 658.84 ± 109.2 670.92 ± 158.93 0.712 0.062 0.941
Toes 471.09 ± 138.3 437.01 ± 153.78 547.55 ± 95.13 393.54 ± 140.38 0.568 0.306 0.004
Forefoot 625.43 ± 184.92 546.46 ± 108.96 521.65 ± 151.07 627.55 ± 145.65 0.472 0.283 0.087
Midfoot 170.56 ± 120.44 154.94 ± 100.86 107.66 ± 21.81 198.39 ± 128.16 0.809 0.865 0.037
Hindfoot 380.85 ± 222.22 327.43 ± 63.78 331.2 ± 106.24 368.98 ± 192.42 0.686 0.394 0.618

Dynamic PTI (kPa*s) Whole foot 122.24 ± 36.23 108.36 ± 12.07 107.02 ± 14.73 120.65 ± 32.49 0.243 0.326 0.217
Toes 94.08 ± 26.41 74.09 ± 26.46 92.87 ± 20.78 78.41 ± 30.88 0.993 0.048 0.127
Forefoot 104.3 ± 35.16 82.67 ± 17.69 85.16 ± 21.19 98.88 ± 33.22 0.053 0.121 0.218
Midfoot 44.09 ± 18.72 37.77 ± 16.82 32.17 ± 7.16 46.6 ± 20.32 0.645 0.484 0.042
Hindfoot 92.2 ± 46.09 82.86 ± 20.97 83.68 ± 22.44 90.02 ± 42.31 0.573 0.621 0.683

PI, is the interaction between plantar loading and peripheral neuropathy; PN, is the main effect of peripheral neuropathy; PL, is the main effect of plantar loading. P value in bold text indicate
the significant interaction or main effect. DPN: people with diabetic peripheral neuropathy; Non-DPN: people without diabetic peripheral neuropathy.

TABLE 3 | The effect of peripheral neuropathy and plantar loading patterns on plantar tissue hardness (Mean ± SD).

DPN Group Non-DPN Group ANOVA p Value

Lower Loading Higher Loading Lower Loading Higher Loading PLH PHH PHL

Whole foot 27.92 ± 6.47 39.54 ± 7.13a,b,c 26.68 ± 5.35 25.7 ± 6.31 0.011 0.001 0.002
Toes 26.46 ± 6.72 34.98 ± 10.96b,c 22.67 ± 5.67 24.01 ± 5.89 0.144 0.024 0.026
Forefoot 28.15 ± 5.96 42.41 ± 9.69a,b,c 28.34 ± 6.68 26.89 ± 8.02 0.012 0.003 0.009
Midfoot 24.31 ± 7.7 33.69 ± 6.53a,b,c 22.48 ± 5.27 21.54 ± 5.9 0.032 0.001 0.004
Hindfoot 33.76 ± 10.35 45.92 ± 7.46a,b,c 33.95 ± 8.72 29.66 ± 6.92 0.025 <0.001 0.014

PLH, is the significance test between people with DPN and lower loading, and people with DPN and higher loading; PHH, is the significance test between people with DPN and higher
loading, and people without DPN and higher loading; PHL, is the significance test between people with DPN and higher loading, and people without DPN and lower loading.
aIndicates a significant difference between people with DPN and lower loading, and people with DPN and higher loading (p< 0.05).
bIndicates a significant difference between people with DPN and higher loading, and people without DPN and higher loading (p< 0.05).
cIndicates a significant difference between people with DPN and higher loading, and people without DPN and lower loading (p< 0.05). P value in bold text indicate the significant difference.
DPN: people with diabetic peripheral neuropathy; Non-DPN: people without diabetic peripheral neuropathy.
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standing) and dynamic plantar pressure (during walking) were
measured in this study. However, except the forefoot region, no
significant correlation was observed between tissue hardness and
plantar pressure in other plantar regions, which may be due to the
fact that the forefoot is the main load-bearing area during daily
activities. There was no significant correlation in the heel region
may be related to the imbalanced plantar pressure distribution
(Caselli et al., 2002; Kernozek et al., 2013; Al-Angari et al., 2017),
which may lead to change of plantar load-bearing position.
Besides, the different correlation trend between plantar
pressure and tissue hardness in different plantar regions may
be related to different injury thresholds, which should be explored
in future studies. It should also be mentioned that no significant
correlation between plantar pressure and tissue hardness was
observed in people without DPN. This may be due to their
relatively normal plantar pressure distribution and postural
control during walking. The changes of the soft tissue
biomechanical properties in diabetic people without DPN may
be more influenced by the accumulation of advanced glycation
end-products. Therefore, foot deformities, postural control and
balance function may be considered in future studies. In this
study, a significant correlation between increased plantar tissue
hardness and plantar pressure could contribute to understand the
changes of soft tissue biomechanical properties in people
with DPN.

The findings of this study also found that increased plantar tissue
hardness associated with peripheral neuropathy was affected by
plantar loading level. People with DPN and higher loading had
higher tissue hardness compared with people with DPN and lower
loading in the forefoot, midfoot and hindfoot regions. It indicated a
low shock-absorbing capacity to distribute mechanical stress during
daily activities, especially weight-bearing activities (e.g. walking) in
people with DPN. Excessive and repetitive plantar pressure loading
may aggravate the stiffness of plantar soft tissue due to their weak
ability to evenly distribute abnormal plantar pressure (Chatzistergos
et al., 2014) during daily activities. Klaesner et al. demonstrated that
the plantar soft tissue of people with DPN over the metatarsal heads
was stiffer than healthy people using an indentor system (Klaesner
et al., 2002). Several studies have also reported consistent findings
using ultrasound palpation system (Sun et al., 2011). However, none
of these studies involved diabetic people without DPN, which makes
it difficult to determine the changes in biomechanical properties of
plantar soft tissue associated with pure neuropathy. Only one study
reported a significant difference in tissue hardness between diabetic
people with and without DPN (Periyasamy et al., 2012b), which was
consistent with the results in this study. Increased plantar tissue
hardness in people with DPN and higher loading indicated a warning
that excessive plantar loading during weight-bearing activities may
increase the burden of fragile soft tissue caused by peripheral
neuropathy (Sun et al., 2011) and make a negative effect on
plantar soft tissue.

However, no significant difference was observed in plantar
tissue hardness between people without DPN and lower
loading and people without DPN and higher loading,
which indicated the specificity and importance of the safe
threshold for plantar loading during daily activities. The
Physical Stress Theory (PST) proposed by Muller and his

group assumes a window of “increased tolerance” between
function maintenance threshold and injury threshold of
plantar soft tissue. Physical stress within this window may
be beneficial to enhance the adaptability of plantar soft tissue
to external stress stimulus (Mueller and Maluf, 2002; Kluding
et al., 2017) for people with DPN. The most important and
challenging thing, however, is how to determine this safe
threshold. In addition, Chao et al. showed that the stiffness of
plantar soft tissue was increased in all diabetic people
(diabetics with foot ulceration group, diabetics with
neuropathy group, and pure diabetics group) compared
healthy people, but no significant difference was reported
between people with neuropathy and pure diabetics (Chao
et al., 2011). This may be due to a lack of consideration of
various plantar loading levels on soft tissue. In this study, no
significant differences in tissue hardness were found between
people with DPN and lower loading and people without DPN
and lower loading. It indicated that appropriate plantar
loading (e.g. performing weight-bearing physical activities)
may be useful to improve the soft tissue biomechanical
properties in people with DPN (Otterman et al., 2011;
Mueller et al., 2013). Otterman et al. demonstrated the
benefits of a 12-weeks exercise programme, consisting
30 min of aerobic exercise (e.g. cycling, walking, etc.) per
day for people with DPN (Otterman et al., 2011). Mueller
et al.’s study conducted a 12-weeks exercise programme for 1-
h exercise sessions with 3 times per week (Mueller et al.,
2013), and demonstrated the benefits of weight-bearing
exercise in ambulatory function. Future studies may need
to clarify the effects of different levels of plantar loading on
plantar soft tissue, in order to seek the safety thresholds in
people with and without DPN and guide physicians to
develop exercise program for people with diabetes.

In addition, the static PPP of people with DPN were
significantly higher than people without DPN, which was
consistent with previous studies (Sacco et al., 2014; Halawa
et al., 2018). However, no significant difference in dynamic
PPP between people with and without DPN was observed in
this study. Such differences may be influenced by different patient
characteristics such as severity stages of diabetic peripheral
neuropathy (Sacco et al., 2014) and skin health characteristics
(i.e. callus presence). Because Sacco et al. found that plantar
pressure gradually increased with the aggravation of neuropathy
(Sacco et al., 2014). People with higher loading had higher plantar
pressure in the midfoot region and lower plantar pressure in the
toes region, suggesting changes of plantar pressure distribution
under repeated mechanical stress stimulus. Therefore, the
influence of such changes of plantar pressure distribution on
diabetic foot ulcers still needs to be further studied.

In people with DPN, the forefoot region with callus had higher
peak plantar pressure compared with people without callus. Studies
suggested high shear stress near callus could cause abnormal peak
plantar pressure and plantar pressure gradient in plantar soft tissues
(Chao et al., 2011). Plantar soft tissue in callus area has impaired
shock-absorbing function, which may result in tissue inflammation,
skin breakdown and ulceration (Sun et al., 2011). Therefore, callus
presence should be noticed immediately for people with DPN. It is
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necessary to ensure proper footwear and perform weight-bearing
physical activities selectively.

The power analysis was performed to validate the
statistical results of comparisons. There are large different
effects for the comparisons of plantar tissue hardness in the
whole foot and forefoot region between people with DPN and
higher loading and people without DPN and higher loading
(whole foot: 97.91%, forefoot region: 92.49%). In addition,
the power of the difference in plantar tissue hardness in the
whole foot and forefoot region between people with DPN and
lower loading and people with DPN and higher loading was
80.77 and 88.55%, respectively. This may suggest an
important influence of plantar loading level (i.e. weight-
bearing physical activity duration) on the biomechanical
properties of plantar soft tissue in people with DPN.

This study has some limitations. Firstly, plantar loading
caused by exercise may result in different plantar pressures
between people with and without DPN. It is necessary to
examine the relationship between plantar loading and plantar
pressure in a larger cohort of participants with DPN. Besides,
plantar loading patterns were only divided into two levels based
on the duration of daily weight-bearing activities, due to the
limited sample size. More groups of plantar loading levels should
be explored in the future. Secondly, this study explored the
influence of plantar loading caused by exercise on plantar
tissue hardness and plantar pressure in people with DPN.
Future research should perform longitudinal studies to further
explore the changes in the soft tissue biomechanical properties
under long-term physical activities. Thirdly, walking was the
main type of weight-bearing activities among the participants
enrolled in this study. Other types of physical activities should be
considered in future studies. Fourthly, the shore durometer has
limitations in characterizing nonlinear viscoelastic behavior and
tissue thickness of soft tissue. Ultrasound imaging may provide
additional information on the biomechanical properties of
plantar soft tissue (e.g. skin thickness). In addition, body
weight and duration of diabetes may affect the results
observed in our study (Abouaesha et al., 2001; Pirozzi et al.,
2014; Jeong et al., 2021). Thus, our finding may not be generalized
to people with DM who have different durations of diabetes and
BMI. The influence of other covariates on plantar pressure and
tissue hardness should be investigated in the future, such as body
weight and skin quality on different regions of foot. Fifthly, the
plantar surface was divided into four regions in order to explore
the potential relationship between tissue hardness and plantar
pressure in the whole plantar region in people with diabetes.
Subdivision of plantar regions (e.g. the five metatarsal regions of
the forefoot, big toe and little toes) should be considered in future
studies.

CONCLUSION

In conclusion, this study found that the plantar tissue
hardness was correlated to plantar pressure in people with
DPN. Peripheral neuropathy and plantar loading patterns
associated with various physical activities are important
factors affecting the biomechanical properties of plantar
soft tissue. The findings of this study contribute to further
understand the relationship between increased plantar tissue
hardness and high plantar pressure in people with diabetic
peripheral neuropathy.
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