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approaches, and neural pathway-selective inactivation techniques that have recently been 
developed in Japan.
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Diagram for the pathway-selective and reversible blockade 
by double injection of the viral vectors.  The interaction 
of NeuRet-TRE-EGFP.eTeNT injected into the medial 
pontine reticular formation, and AAV2-CMV-rtTAV16 
injected into the superior colliculus, selectively blocks the 
tectoreticular neurons (cTRNs).
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This Frontiers Research Topic on “Neural Circuits: Japan”
explores the diversity of innovative neural circuit research occur-
ring across Japan. This issue brings together papers revealing
the development, structure, and physiology of neuronal circuits
involved in sensory perception, sleep and wakefulness, behavioral
selection, and motor command generation in a range of species,
from nematode to primate.

One area of interest includes cerebellar local and efferent cir-
cuits, as well as mechanisms underlying synaptic plasticity in
Purkinje cells, which have been a focus of intensive investigation
by many Japanese researchers. Long-term depression at connec-
tions between parallel fibers and Purkinje cells is thought to play
a critical role in motor learning. In mice without Cbln1, delay eye
blink conditioning, as well as LTD at the parallel fiber to Purkinje
cell synapse, were impaired, even as previously formed condi-
tioning responses were retained, suggesting a necessity for LTD
selectively in conditioning formation (Emi et al., 2013). The cere-
bellar cortex is composed of functionally different microzones.
Investigation of microzonal organization in glutamate receptor δ2
knockout mice revealed that proper innervation by individual
climbing fibers is necessary for functional microzone formation
(Hashizume et al., 2013). In dystonia, the cerebellum as well as
the basal ganglia may be involved in its pathogenesis. Deletion
of type 1 inositol 1,4,5-trisphosphate receptors in the cerebellum
induced dystonic movements and abnormal movement-coupled
firing in Purkinje cells, while inactivation of the inferior olive sup-
pressed abnormal movements. These results suggest the involve-
ment of the olivo-cerebellar pathway in dystonia (Hisatsune et al.,
2013).

For analysis of synaptic plasticity in the cerebral cortex, diverse
imaging techniques and optical probes have been used. Among
them, Förster resonance energy transfer (FRET), combined with
newly developed probes, will greatly contribute to our under-
standing of synaptic plasticity mechanisms at the molecular
level (Ueda et al., 2013). During normal formation of corti-
cal circuits, axons and dendrites need to generate boutons and
spines at proper locations, respectively. In the cerebral cortex,
collateralization of thalamocortical fibers depends on concen-
trations of brain-derived neurotrophic factor (BDNF), and this
BDNF-dependent collateralization was absent after suppression
of synaptic vesicle recycling (Granseth et al., 2013). In hippocam-
pal CA3 neurons, application of corticosterone increased the den-
sity of dendritic thorny excrescences in pyramidal cells for short
time. Similarly, acute stress increases the connectional strength of

dentate gyrus to CA3 synapses (Yoshiya et al., 2013). Neocortical
pyramidal cells are composed of multiple subtypes that differ in
their subcortical projection targets. The subtype composition of
layer 5 pyramidal cells connecting cortical areas is also variable,
and depends on the target area (Ueta et al., 2013). These obser-
vations suggest that cortical neurons are selectively connected
according to their individual identities. Further, the temporal pat-
tern of spike discharges may reflect the connectional selectivity of
cortical neurons. Large scale activity recordings in the CA3 region
of the hippocampus have revealed that temporal firing sequences
among a given group of pyramidal cells are repeated among spon-
taneous spikes of hippocampal neurons ex vivo (Matsumoto et al.,
2013).

Compared to projections from the retina to primary visual
cortex (V1), connections between higher visual centers are less
understood. In mice, axons from V1 respond differently to visual
input depending on their projection to higher visual areas (Matsui
and Ohki, 2013). These results suggest that different V1 cells
with distinct visual responses project to different higher visual
areas. In Drosophila, analysis of visual stimuli-dependent behav-
iors revealed visual response differences among higher visual
centers (Otsuna et al., 2014). On the other hand, in the olfac-
tory system, newly generated neurons are continually integrated
into neuronal circuits, and the survival of new neurons is depen-
dent on sleep following food consumption. The olfactory bulb
and cortex are suitable for the analysis of sleep-dependent plastic
mechanisms in the brain (Yamaguchi et al., 2013).

To understand the switching mechanism between sleep and
wakefulness, it is necessary to understand the synaptic inter-
actions between hypothalamic nuclei participating this pro-
cess. Optogenetic analysis has revealed inhibitory connections
from GABAergic cells in the preoptic area to Orexin cells in
the lateral hypothalamic area (Saito et al., 2013). The plan-
ning and execution of behavior require computation in the
basal ganglia and frontal cortex, as well as cortical output to
the spinal cord. Conventional electrophysiological and anatom-
ical methods have proven insufficient to clarify these com-
plex circuits. On the other hand, the combined use of local
transfection and retrograde transport of viruses were able to
block synaptic outputs in the crossed tecto-reticular pathway
to suppress motor function (Sooksawate et al., 2013). The
combination of retrogradely-transported virus and immunotox-
ins have also successfully blocked synaptic transmission from
motor-related cortical areas to the subthalamic nucleus (Takada
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et al., 2013). Pathway-selective inhibition using retrogradely-
transported viruses will continue to be a critical tool for eluci-
dating the functions of individual projection systems. The con-
nection loops formed by the basal ganglia and frontal cortex
participate in selection of proper movements depending on sen-
sory information. The globus pallidus and frontal areas, such as
the dorsal premotor cortex, the dorsolateral prefrontal cortex, and
the ventrolateral prefrontal cortex, participate in setting behav-
ioral goals according to cues in the external environment (Hoshi,
2013).

On the other hand, C. elegans is an excellent model organ-
ism for circuit function analysis because its neuronal organization
has been well-characterized, and diverse genetic manipulations
are easily achievable. Using C. elegans, Japanese researchers have
made significant contributions to the understanding of neural
circuit that generate behaviors in response to sensory informa-
tion such as odor and temperature (Sasakura et al., 2013). Thus,
as in the USA and Europe, researchers in Japan are now focus-
ing efforts to elucidate the function of neural circuits in diverse
organisms by taking advantage of optogenetics, genetic manipu-
lations, and traditional physiological and anatomical approaches,
as well as neural pathway-selective inactivation techniques that
have recently been developed in Japan.
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Plastic changes in neuronal circuits often occur in association with specific behavioral
states. In this review, we focus on an emerging view that neuronal circuits in the olfactory
system are reorganized along the wake-sleep cycle. Olfaction is crucial to sustaining
the animals’ life, and odor-guided behaviors have to be newly acquired or updated to
successfully cope with a changing odor world. It is therefore likely that neuronal circuits
in the olfactory system are highly plastic and undergo repeated reorganization in daily
life. A remarkably plastic feature of the olfactory system is that newly generated neurons
are continually integrated into neuronal circuits of the olfactory bulb (OB) throughout life.
New neurons in the OB undergo an extensive selection process, during which many
are eliminated by apoptosis for the fine tuning of neuronal circuits. The life and death
decision of new neurons occurs extensively during a short time window of sleep after
food consumption (postprandial sleep), a typical daily olfactory behavior. We review recent
studies that explain how olfactory information is transferred between the OB and the
olfactory cortex (OC) along the course of the wake-sleep cycle. Olfactory sensory input is
effectively transferred from the OB to the OC during waking, while synchronized top-down
inputs from the OC to the OB are promoted during the slow-wave sleep. We discuss
possible neuronal circuit mechanisms for the selection of new neurons in the OB, which
involves the encoding of olfactory sensory inputs and memory trace formation during
waking and internally generated activities in the OC and OB during subsequent sleep.
The plastic changes in the OB and OC are well coordinated along the course of olfactory
behavior during wakefulness and postbehavioral rest and sleep. We therefore propose
that the olfactory system provides an excellent model in which to understand behavioral
state-dependent plastic mechanisms of the neuronal circuits in the brain.

Keywords: olfactory bulb, olfactory cortex, adult neurogenesis, cell elimination, behavioral state, slow-wave sleep,

sharp waves, sensory experience

INTRODUCTION
We sleep every night after experiencing a variety of events and
happenings during the day. Recent studies on neuronal activi-
ties during sleep have begun to elucidate the adaptive value of
postbehavioral sleep. For example, accumulating evidence has
shown that the hippocampus and neocortex actively undertake
the reorganization of their neural circuitry during postbehav-
ioral sleep (Buzsaki, 1989; Diekelmann and Born, 2010). In the
rodent hippocampus, synchronized activities of CA1 pyramidal
cells occur in association with sharp wave (SPW)/ripple events
during postbehavioral rest and sleep periods (Buzsaki, 1989).
These self-organized activities during rest and sleep represent the
replay of place cell activities in the CA1 region based on memory
traces stored in the CA3–CA1 regions of the hippocampus during
the preceding behavioral stage (Wilson and McNaughton, 1994;
Lee and Wilson, 2002; Foster and Wilson, 2006). The SPW/ripple-
associated replay activities of hippocampal neurons are thought
to play an important role in spatial and episodic memory con-
solidation and concomitant reorganization of neuronal circuitry
not only in the hippocampus but also in the neocortex, the target

of hippocampal SPW/ripple activities (Buzsaki, 1989; Hasselmo,
1999).

Recent studies have shown that neuronal circuitries in the cen-
tral olfactory system are reorganized during postbehavioral rest
and sleep (Yokoyama et al., 2011). Here, we review accumulat-
ing evidence that support the idea that neuronal circuitries of the
olfactory cortex (OC) and olfactory bulb (OB) undergo substan-
tial reorganization during the rest and sleep periods subsequent
to eating. In particular, we focus on the reorganization of the OB
circuitry that involves incorporation or elimination of newly gen-
erated adult-born neurons into or from the preexisting neuronal
circuitry in the OB.

Neuronal circuitry in the rodent central olfactory system
mediates a vast variety of odor-guided behavioral responses,
including approaching behaviors to the odor of foods or to the
odor (or pheromone) of partners, and flight behaviors to predator
odors (Doty, 1986). Although innately determined neuronal cir-
cuits mediate some of the basic odor-induced behaviors, includ-
ing freezing response to the fox odor trimethylthiazoline (TMT)
(Morrow et al., 2000; Kobayakawa et al., 2007), a majority of
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odor-guided behaviors are heavily dependent on previous expe-
rience of the odor and memory of the odor objects or odor
environments. It is therefore likely that neuronal circuits in the
central olfactory system are highly plastic, and reorganized on a
daily basis according to the experiences of odor-guided behav-
iors and their consequences with the aim of improving behavioral
responses to the ever-changing external odor world. It is also likely
that a culminating feature of the high plasticity of the olfactory
neuronal circuitry is that new neurons are continually integrated
into the circuitry throughout life (Lledo et al., 2006).

Because knowledge of structure is prerequisite to an under-
standing of function (Crick and Koch, 2005), we first summarize
the structural features of neuronal circuits in the olfactory sys-
tem. We then discuss the life and death decision of adult-born
new neurons along the course of the wake-sleep cycle and possible
underlying mechanisms. The olfactory system consists of two par-
allel olfactory pathways, the main olfactory system and accessory
olfactory system; in this review we focus on the main olfactory
system.

NEURONAL CIRCUITRY OF THE MAIN OLFACTORY SYSTEM
Olfaction is mediated by odor molecules, small volatile com-
pounds with a molecular weight of around 25–300 daltons. To
enable reception of a huge variety of odor molecules, the rodent
olfactory system has developed ∼1,000 types of odorant receptors
(ORs), each encoded by distinct gene (Buck and Axel, 1991). ORs
are G-protein-coupled seven-transmembrane proteins expressed
on the cilial surface membrane of olfactory sensory neurons
(OSNs) in the olfactory epithelium (OE). Individual ORs respond
to a range of odor molecules that share specific molecular features
(Malnic et al., 1999). Individual odor molecules bind to and are
received by a specific combination of ORs.

Individual OSNs in the OE express a single type of OR (called
“one cell-one receptor rule”) (Chess et al., 1994). Each OSN
projects a single axon to a single glomerulus at the surface of
the OB, the first relay center in the central olfactory system
(Figure 1). Each OB contains about 1,800 glomeruli in mice.
OSNs expressing a given OR project and converge their axons to
a few topographically fixed glomeruli (“glomerular convergence
rule”). Because of this axonal convergence of OSNs, individual
glomeruli represent a single type of OR (“one glomerulus-one
receptor rule”). Accordingly, the spatial arrangement of glomeruli
in the OB can be viewed as a sensory map which represents
numerous types of ORs (Mori et al., 2006; Mori and Sakano,
2011). It should be noted that OSNs are continuously turning
over. Despite this, however, the “one glomerulus-one receptor
rule” is maintained throughout life in rodents (Gogos et al.,
2000).

Within glomeruli, OSN axons form excitatory synaptic con-
nections on primary dendrites of mitral and tufted cells, the
glutamatergic projection neurons in the OB (Figure 1C) (Mori,
1987; Shepherd et al., 2004). Each mitral/tufted cell projects a
single primary dendrite to a single glomerulus, and thus each
glomerulus and its associated mitral and tufted cells form a struc-
tural and functional module which represents a single OR. Cell
bodies of mitral cells are aligned in the mitral cell layer (MCL),
while those of tufted cells distribute in the external plexiform

FIGURE 1 | Neuronal circuit of the olfactory system. (A) A picture of the
mouse olfactory system. The olfactory epithelium (OE), olfactory bulb (OB),
and olfactory cortex (OC) are shown. (B) Layer structure of the OB.
A nissl-stained coronal section is shown. ONL, olfactory nerve layer; GL,
glomerular layer; EPL, external plexiform layer; MCL, mitral cell layer; IPL,
internal plexiform layer; GCL, granule cell layer. (C) Schematic diagram of
the neuronal circuit of the olfactory system. Connectivity of olfactory
sensory neurons (OSNs) in the OE, projection neurons and local
interneurons in the OB, and pyramidal cells in the anterior olfactory nucleus
(AON) and anterior piriform cortex (APC) are shown. sEPL, superficial EPL;
dEPL, deep EPL; M, mitral cell; T, tufted cell; GC(T), tufted cell-targeted GC;
GC(M), mitral cell-targeted GC; PII, pyramidal cell in layer II of the AON; PIIb,
pyramidal cell in layer IIb of the APC; PIII , pyramidal cell in layer III of the
APC; PPC, posterior piriform cortex.

layer (EPL) (Figures 1B,C). A single glomerulus is estimated to
receive primary dendrites from several tens of mitral and tufted
cells (Allison and Warwick, 1949).

Mitral and tufted cells project their axons to the OC and make
excitatory synapses with apical dendrites of pyramidal cells in the
OC (Figure 1C). The OC is divided into several areas (Neville
and Haberly, 2004). The largest of these is the piriform cortex,
which is further subdivided into the anterior piriform cortex
(APC) and posterior piriform cortex (PPC). In addition, the OC
includes small areas of the olfactory peduncle (anterior olfac-
tory nucleus (AON), tenia tecta and dorsal peduncular cortex),
olfactory tubercle, cortical amygdaloid nuclei, lateral entorhinal
cortex, and agranular insula.

Tufted cells project axons to focal targets within the rostral
areas, including the AON, tenia tecta, rostrolateral part of the
olfactory tubercle, and rostroventral part of the APC (Nagayama
et al., 2010; Igarashi et al., 2012). In striking contrast, individ-
ual mitral cells project axons in a dispersed manner to nearly
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all areas of the OC (Nagayama et al., 2010; Ghosh et al., 2011;
Sosulski et al., 2011; Igarashi et al., 2012). While mitral cells send
signals directly to the piriform cortex, signals conveyed by tufted
cells are relayed via pyramidal cells in the olfactory peduncle areas
(e.g., AON) and then sent to the piriform cortex via Ib association
fibers of pyramidal cells in the olfactory peduncle areas.

Each area of the OC has a pyramidal cell-based cortical struc-
ture with three distinct layers (Figure 1C). Pyramidal cells in layer
IIb and III of the OC extend apical dendrites superficially into
layer I and receive glutamatergic excitatory synaptic inputs from
mitral/tufted cell axons (in layer Ia). Pyramidal cells give rise to
association fibers that terminate in layers Ib, II and III of the
same or other areas of the OC. The OC pyramidal cells send
axons within the OC and outside the OC, including to the ventral
agranular insular cortex, orbitofrontal cortex, amygdaloid com-
plex, thalamus and hypothalamus (Shipley and Ennis, 1996). In
addition, pyramidal cells in the AON and APC project axon col-
laterals massively back to the OB. The top-down centrifugal axons
of the pyramidal cells distribute mostly to the GCL of the OB
and terminate on inhibitory interneurons such as GCs and short
axon cells (Luskin and Price, 1983; Boyd et al., 2012; Markopoulos
et al., 2012).

The local neuronal circuitry in the OB is unique among corti-
cal regions in that inhibitory interneurons outnumber excitatory
projection neurons. The two most abundant populations of local
interneurons in the OB are granule cells (GCs) and periglomeru-
lar cells (PGCs) (Mori, 1987; Shepherd et al., 2004). Both GCs
and PGCs are continually generated even in adulthood. The num-
ber of GCs is about one order larger than that of PGCs. The
total number of GCs in the adult rat OB is calculated to be
around ten million, which is two orders of magnitude larger
than that of mitral/tufted cells (Kaplan et al., 1985; Parrish-
Aungst et al., 2007). GCs are axonless inhibitory interneurons.
They have soma in the granule cell layer (GCL), and extend api-
cal dendrites into the EPL and basal dendrites within the GCL
(Figures 1B,C). Apical dendrites of GCs form dendrodendritic
reciprocal synapses with lateral dendrites of mitral/tufted cells
in the EPL. The dendrodendritic reciprocal synapse consists of
a mitral/tufted-to-granule glutamatergic excitatory synapse and a

granule-to-mitral/tufted GABAergic inhibitory synapse. A given
GC makes such dendrodendritic reciprocal synapses with sis-
ter mitral/tufted cells belonging to the same glomerulus and
with mitral/tufted cells belonging to different glomeruli, thereby
modulating OB output through the synchronization and lateral
inhibition of mitral/tufted cells (Yokoi et al., 1995; Kashiwadani
et al., 1999).

A subset of GCs preferentially forms dendrodendritic synapses
with mitral cells (mitral cell-targeted GCs) in the deep sublam-
ina of the EPL (Figure 1C). Another subset of GCs preferentially
forms dendrodendritic synapses with tufted cells (tufted cell-
targeted GCs) in the superficial EPL. Soma of mitral cell-targeted
GCs tend to distribute to the deep portion of the GCL while those
of tufted cell-targeted GCs distribute to the MCL and superficial
portion of the GCL.

Another type of major interneuron in the OB, PGCs, have
soma in the glomerular layer (GL), and typically extend dendrites
into a single glomerulus. Within the glomerulus, PGC dendrites
receive excitatory inputs from the OSNs and mitral/tufted cell pri-
mary dendrites, and send output via dendrodendritic inhibitory
synapses to mitral/tufted cell primary dendrites (Shepherd et al.,
2004). PGCs modulate the activity of mitral/tufted cells belong-
ing to the same glomerulus and those belonging to different
glomeruli. Thus, these two types of OB local interneurons sub-
stantially modulate responses of mitral/tufted cells to olfactory
sensory input. The OB also contains other types of inhibitory
neurons called short axon cells, whose function has attracted
recent interest but remains largely unknown (Schneider and
Macrides, 1978; Eyre et al., 2008; Arenkiel et al., 2011; Boyd et al.,
2012; Deshpande et al., 2013).

REMARKABLE PLASTICITY IN THE OLFACTORY SYSTEM:
ADULT NEUROGENESIS
The two major types of inhibitory interneuron in the OB,
GCs and PGCs, are continually generated in the adult brain
(Lledo et al., 2006). Precursors of these inhibitory interneu-
rons are produced in the subventricular zone (SVZ) of the
lateral ventricle (Figure 2A), to which ganglionic eminence-
and neocortex-derived embryonic precursors for interneurons

FIGURE 2 | Adult neurogenesis in the OB. (A) Neuronal precursors are
generated in the subventricular zone (SVZ) around the lateral ventricle and
migrate to the OB via a specific route called the rostral migratory stream
(RMS). (B) In the OB, neuronal precursors differentiate into GCs. Their apical

dendrites form synaptic contacts with lateral dendrites of mitral cells.
(C) Adult-born GCs are visualized by retrovirus-mediated GFP expression
(green). GFP-expressing retrovirus was injected in the SVZ and the OB was
analyzed 28 days after the injection. Blue, nuclear staining with DAPI.
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immigrate (Young et al., 2007). The newly generated neuronal
precursors migrate along a specific route called the rostral migra-
tory stream (RMS) to the OB (Figure 2A), where they mature
to become GCs and PGCs (Figures 2B,C). While the produc-
tion of mitral/tufted cells is limited only during the mid- to late
embryonic period (Hinds, 1968; Bayer, 1983), GCs and PGCs are
generated extensively during the late embryonic and early neona-
tal periods, with substantial production continuing in adulthood.
The number of adult-born OB interneurons is very large. In
rodents, at least several tens of thousands of neurons enter the
OB each day (Alvarez-Buylla et al., 2001; Winner et al., 2002;
Lledo et al., 2006), corresponding to roughly one percent of the
total number of OB interneurons. Thus, a simple calculation sug-
gests that adult-born interneurons will outnumber preexisting
interneurons within 100 days. Although the exact percentage of
adult-born interneurons in the entire interneuron population has
been unclear, recent advances in molecular and developmental
biology provide an estimated figure (Lagace et al., 2007; Ninkovic
et al., 2007; Imayoshi et al., 2008). One report indicates that
roughly 70% of GCs in the adult OB are adult-born (Imayoshi
et al., 2008), suggesting that odor information processing in the
adult OB is heavily dependent on adult-born GCs.

An outstanding feature of adult neurogenesis is that new
neurons are synaptically integrated into preexisting neuronal cir-
cuits. Similar to embryonic- and neonatal-born GCs, adult-born
GCs receive glutamatergic synaptic contact from the same two
major sources, namely mitral/tufted cells via dendrodendritic
synapses in the EPL and pyramidal cells in the OC via axoden-
dritic synapses in the GCL (Figure 1C). Such synaptic incorpo-
ration of adult-born GCs occurs roughly within a month after
their generation (Petreanu and Alvarez-Buylla, 2002; Carleton
et al., 2003; Whitman and Greer, 2007; Kelsch et al., 2008,
2010; Katagiri et al., 2011). Axodendritic synaptic contacts from
axons of OC pyramidal cells occurs earlier, at around day 14.
Synaptic contacts from mitral/tufted cell dendrites become appar-
ent later, at around day 21, and by day 28, all synaptic struc-
tures become indistinguishable from those of preexisting mature
GCs. Both types of glutamatergic synapse appear to be cru-
cial to the proper selection of new GCs for incorporation or
elimination.

ADULT-BORN GCs ARE UNDER A SELECTION PROCESS, AND
EITHER INCORPORATED INTO OR ELIMINATED FROM THE
NEURONAL CIRCUITRY
Although a majority of adult-born GCs initially enter into the
bulbar circuitry by forming immature synaptic contacts, many
of these GCs are eliminated during maturation. Under normal
conditions only half of new GCs succeed in living longer than
one month after generation, while the other half are eliminated
by apoptosis (Petreanu and Alvarez-Buylla, 2002; Winner et al.,
2002; Yamaguchi and Mori, 2005). Initial excess neurogenesis
and subsequent apoptotic elimination occur in both embryonic
and adult neurogenesis. This selection process during embryonic
development is crucial to ensuring that the neuronal circuitry
has been appropriately tuned to the provision of proper infor-
mation processing (Buss et al., 2006). This process also appears
crucial for adult neurogenesis. When apoptotic elimination of

adult-born neurons is suppressed by a caspase inhibitor, odor dis-
crimination ability is disturbed (Mouret et al., 2009), presumably
because of the presence of inappropriately incorporated adult-
born GCs. However, the cellular and molecular mechanisms by
which adult-born GCs are selected to survive or die is not well
understood.

Survival and death of adult-born GCs depends on olfactory
sensory experience. An increased survival rate of adult-born GCs
was observed in those mice that were repeatedly exposed to novel
odors (odor-enriched environment) (Rochefort et al., 2002).
Conversely, the survival rate of adult-born GCs was decreased
in anosmic mice lacking a cyclic nucleotide-gated channel in
OSNs (Petreanu and Alvarez-Buylla, 2002) and in the ipsilateral
OB of mice with unilateral sensory input deprivation (Corotto
et al., 1994; Saghatelyan et al., 2005; Yamaguchi and Mori, 2005;
Mandairon et al., 2006). GC elimination appears to be driven by
an apoptotic pathway. Olfactory sensory deprivation by nostril
occlusion remarkably increased apoptotic GCs, as immunohisto-
chemically detected by the activation of caspase-3 (Figures 3A,B)
(Yamaguchi and Mori, 2005).

Sensory experience-dependent plastic change in the develop-
ing central nervous system occurs during specific time windows,
called critical periods. For example, ocular dominance plasticity

FIGURE 3 | Sensory experience-dependent life and death decision of

adult-born GCs. (A) Deprivation of olfactory sensory input by single-nostril
occlusion. Olfactory sensory input is conducted from an open nostril (left)
to the same side of the OE and OB, while input is not conducted to the
occluded side (right) of the OE and OB. (B) Caspase-3-activated apoptotic
GCs in the OB (green). Compared to the control (sensory input-intact) OB, a
large number of apoptotic GCs are seen in the sensory-deprived OB. (C)

Number of BrdU-labeled new GCs at various periods after labeling in the
control OB (black triangles), sensory input-intact OB of mice under
unilateral sensory deprivation (open circles), and sensory input-deprived OB
(closed circles). Sensory deprivation remarkably decreased the number of
new GCs during days 14–28 after labeling. (D) Effect of sensory deprivation
for 14 days at various periods after BrdU labeling on the survival of
BrdU-labeled new GCs. Sensory deprivation during day 14–28 decreased
survival, while deprivation before or after this period showed no significant
effect on survival. Modified from Yamaguchi and Mori (2005).
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in the primary visual cortex occurs selectively during the critical
period after birth (Hensch, 2005). We examined whether there is
a critical period for adult-born GCs during which their survival
and death is strongly influenced by olfactory sensory experience.
Newly generated GCs in adult mice were labeled by systemic BrdU
injection, and the mice were then deprived of olfactory sensory
input by nostril occlusion at various time periods after labeling.
The results showed that sensory deprivation during days 14–28
after GC generation greatly reduced the survival of GCs, whereas
deprivation before or after this period had no significant effect
(Figures 3C,D) (Yamaguchi and Mori, 2005). Consistent with this
observation, most apoptotic GCs showing caspase-3 activation
were aged 14–28 days. These observations indicate that the sen-
sory experience-dependent life and death decision of new GCs
occurs during a critical time window at days 14–28 after their
generation.

Importantly, this time window corresponds to the period when
adult-born GCs make and maturate synaptic contacts with preex-
isting neurons (Petreanu and Alvarez-Buylla, 2002; Carleton et al.,
2003; Whitman and Greer, 2007; Kelsch et al., 2008, 2010; Katagiri
et al., 2011), suggesting that synaptic input plays a crucial role in
the selection of adult-born GCs. Morphological examination of
adult-born GCs in anosmic mice showed that young GCs destined
for later elimination had already developed many synaptic struc-
tures in the EPL (Petreanu and Alvarez-Buylla, 2002). Thus, the
basic strategy for GC selection appears to be that most new GCs
temporally establish immature synaptic contacts with preexisting
neurons before their life or death decision is made. Subsequent to
the formation of immature synapses, they may undergo a “qual-
ity check” by the activity of the synapses they have made with
preexisting neurons. Some are successfully incorporated for long-
term function while others are eliminated by apoptosis. Although
apoptotic cells are found throughout the neurogenic routes in
the SVZ, RMS and OB (Biebl et al., 2000; Mandairon et al.,
2003), close to 80% of apoptotic cells are found within the OB
(Biebl et al., 2000). This observation further supports the notion
that selection of adult-born GCs is primarily conducted at their
final destination, namely neuronal circuits in the OB, where their
usability might be determined by interaction with preexisting
neuronal circuits.

SELECTION OF ADULT-BORN GCs DURING A BEHAVIORAL
STATE-DEPENDENT TIME WINDOW
Neuronal plasticity is tightly linked to the behavioral state of
animals. A conspicuous alteration in behavioral state is the
wake-sleep cycle. Neuronal plasticity is well organized along the
wake-sleep cycle and sleep plays a critical role in the long-
lasting neuronal plasticity that accompanies memory consolida-
tion (Buzsaki, 1989; Diekelmann and Born, 2010).

Temporal incorporation and later elimination of newly gen-
erated GCs in the OB are accompanied by substantial structural
reorganization of the neuronal circuitry. Because olfactory sen-
sory experience determines the magnitude of the elimination and
survival of new GCs (Corotto et al., 1994; Petreanu and Alvarez-
Buylla, 2002; Rochefort et al., 2002; Saghatelyan et al., 2005;
Yamaguchi and Mori, 2005; Mandairon et al., 2006), we hypoth-
esized that structural reorganization of the OB circuitry occurs

during the time course of olfactory sensory experience followed
by sleep. To examine the time course of this reorganization, we
thus looked for typical and appropriate behaviors of rodents that
included olfactory experience and sleep.

Finding and eating foods are typical daily olfactory behaviors
(Doty, 1986). Olfactory memory of a food encoded during the
search and eating plays a key role in subsequent odor cue-based
decision making as to the whether the animal will eat or reject the
food. We therefore selected feeding behavior and subsequent sleep
as a candidate behavioral sequence which accompanies structural
reorganization of the OB circuitry, including the elimination of
newly generated GCs.

Under ad libitum feeding conditions, mice show sporadic eat-
ing behavior which is unsuitable for experimental analysis. We
therefore controlled feeding behavior using a restricted feed-
ing paradigm. Food pellets were available only during a fixed
4-h time window (11:00–15:00) (Figure 4A). After habituation
to this schedule for 9 days, all mice showed extensive eating
behavior followed by postprandial (after-meal) behaviors such as
grooming, resting and sleeping. During the first hour of food
availability (11:00–12:00), mice were mostly devoted to con-
suming behavior, namely food eating and water drinking. In
this eating period, no increase in apoptotic GCs was observed

FIGURE 4 | GC elimination is promoted during the postprandial period.

(A) Apoptotic GCs increase during the feeding and postprandial periods.
Mice were under restricted feeding in which food is supplied for only 4 h
(11:00–15:00; an orange bar) per day. On day 10 of restricted feeding, mice
were analyzed at various circadian time points for caspase-3-activated
apoptotic GCs in the OB. Each dot represents the number of
caspase-3-activated GCs in one animal (average of left and right OBs), and
bars indicate the average number at respective time points. (B)

Postprandial behaviors including sleep are crucial to the increase in GC
elimination. After food delivery, mice were allowed to behave freely (blue)
for 1 or 2 h and then analyzed for caspase-3-activated apoptotic GCs. At 1 h
after food presentation (No disturb: 1h), the number of apoptotic GCs was
not increased compared to just before food delivery (pre). In contrast, at 2 h
after food presentation (No disturb: 2 h), the apoptotic GC number was
considerably increased. When postprandial behaviors including rest,
grooming and sleep were disturbed during the postprandial period
(between 1 and 2 h after food delivery) (red, Disturb: 2 h), the apoptotic GC
number was significantly suppressed. In (A) and (B), each dot represents
the number of caspase-3-activated GCs in one animal (average of left and
right OBs), and bars indicate the average number at respective time points.
∗∗, p < 0.01; ∗∗∗, p < 0.001; n.s., not significant; One-Way ANOVA with
post-hoc Bonferroni test. Modified from Yokoyama et al. (2011) with
permission.
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(Figure 4B). During the subsequent hour (12:00–13:00), mice
appeared to be satiated with food, and instead showed groom-
ing, resting and sleeping. Surprisingly, the number of apoptotic
GCs increased ∼2-fold during this time window of postpran-
dial behaviors (Figure 4). Most of the apoptotic GCs were newly
generated GCs aged 14–28 days after generation, which cor-
responded to the critical period for the sensory experience-
dependent survival and death decision. Perturbation of these
postprandial behaviors by gently touching the mouse’s body
remarkably suppressed the GC apoptosis, suggesting the impor-
tance of these postprandial behaviors to the increased GC
elimination.

Sleep is the most characteristic behavior during the post-
prandial period and includes various stages (light sleep, slow-
wave sleep and REM sleep). We then asked during which
sleep stage does the increase in the number of apoptotic GCs
occur. To address this question, we examined the correla-
tion between the length of each sleep stage and the mag-
nitude of the GC apoptosis (Figure 5). Mice showed several
tens of minutes of slow-wave sleep during the first one hour
of the postprandial period, and the length of the slow-wave
sleep roughly correlated with the number of apoptotic GCs
in the OB (Figure 5, middle). In contrast, REM sleep was
rarely observed during this period, and the length of REM
sleep when it did occur showed no significant correlation
with the magnitude of GC apoptosis (Figure 5, right). These
observations suggest that postprandial slow-wave sleep plays
an important role in promoting GC elimination. It should
be emphasized that the length of slow-wave sleep during the
first one hour of the postprandial period is only 10–30 min
in total, indicating that short time periods of slow-wave sleep
in the range of a “nap” can nevertheless strongly promote GC
elimination.

Does the increase in GC apoptosis occur during all sleep
episodes or only during postprandial sleep? Of course, food-
restricted mice sleep not only during the feeding time but
also without preceding feeding. We observed that GC apoptosis
did not increase during sleep periods outside the feeding time
(Yokoyama et al., 2011). Thus, the increased GC apoptosis is

dependent not on the sleep alone, but on the combination of
feeding and subsequent sleep episodes.

OLFACTORY SENSORY EXPERIENCE INFLUENCES
THE EXTENT OF GC ELIMINATION DURING
THE POSTPRANDIAL PERIOD
The above findings indicate that the survival and death of adult-
born GCs are regulated by olfactory sensory experience. We then
asked whether olfactory sensory experience influences the extent
of GC elimination during the postprandial period. Mice received
unilateral sensory deprivation by chronic occlusion of one nos-
tril, and were then subjected to restricted feeding. As expected, the
number of apoptotic GCs increased dramatically in the sensory-
deprived OB during the postprandial period, at about 7-fold
larger than that in the sensory input-intact OB of the same mice
(Figure 6, 13:00). Intriguingly, the number of apoptotic GCs just
before feeding time (11:00) was comparable to that in the con-
trol OB without sensory deprivation. Moreover, the number of
apoptotic GCs at any period outside the feeding time did not dif-
fer from that in the OB without sensory deprivation, in spite of
the fact that sensory deprivation was continuously maintained by
chronic occlusion of the nostril. These results indicate that (1)
olfactory sensory experience influences the extent of GC elimi-
nation during the postprandial period, and that (2) the increase
in GC apoptosis in the sensory-deprived OB is restricted to a
specific time window of feeding and subsequent sleep period
in food-restricted mice. The sensory experience-dependent life
and death decision of new GCs does not appear to be a “pas-
sive” phenomenon which is present at any behavioral period, but
rather an “active” phenomenon which is tightly regulated by the
sequence of olfactory sensory experience during feeding followed
by postprandial sleep.

TWO-STAGE MODEL FOR SENSORY
EXPERIENCE-DEPENDENT GC SELECTION
The majority of apoptotic GCs observed during postpran-
dial sleep were newly generated GCs aged days 14–28 after
generation, the period in which new GCs establish exten-
sive synaptic contacts with preexisting neuronal circuitry in

FIGURE 5 | GC elimination correlates with the occurrence of postprandial

slow-wave sleep. Behavioral state of mice during the first hour of the
postprandial period is classified into waking, and the light sleep, slow-wave
sleep, and REM sleep states according to neocortical EEG, neck muscle EMG
and behavior. Correlation of the number of caspase-3-activated GCs with the

total time length of sleep (left), slow-wave sleep (middle), and REM sleep (right)
during the first hour of the postprandial period were examined. Each dot
represents the data from one animal. Regression line, Pearson’s r-value and
p-value are indicated (left, middle). Modified from Yokoyama et al. (2011) with
permission.
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the OB. These observations led us to propose a “two-
stage model” for the sensory experience-dependent selection
of new GCs, in which the two stages represent olfactory
sensory experience during food search and eating (sensory
experience-stage) followed by postprandial sleep (sleep-stage)
(Figure 7).

During the waking period when mice show food-searching
and eating behaviors, one subset of newly generated adult-born
GCs receives olfactory sensory inputs mainly via dendroden-
dritic synapses from mitral/tufted cells in the EPL, while the
remaining subset does not (Figure 7, left). We assume that new
GCs that are activated by the olfactory sensory inputs receive

a kind of synaptic tagging that works as a substrate for sub-
sequent plastic change (Frey and Morris, 1997; Redondo and
Morris, 2011). These GCs may be “tagged” in the dendroden-
dritic synapses or the cells themselves, while other GCs that are
not activated by olfactory sensory input remain “non-tagged.”
Alternatively, new GCs might instead receive a “survival tag”
when they receive strong synaptic input during the experience
of salient olfactory-guided behaviors. New GCs that were not
activated might receive a “death tag.” It is also possible that
top-down axodendritic synapses from the OC pyramidal cells to
new GCs are tagged by olfactory sensory experience, although
whether and how a subset of new GCs receives olfactory sensory

FIGURE 6 | Olfactory sensory experience influences the magnitude of GC

apoptosis during the postprandial period. In food-restricted mice (food
delivery at 11:00–15:00; orange bars), olfactory sensory input was deprived
unilaterally by chronic occlusion of one nostril. The number of
caspase-3-activated apoptotic GCs was examined at various circadian time
points in the sensory input-intact (left) and sensory input-deprived (right) OB.
The number of apoptotic GCs increased dramatically in the sensory-deprived OB

during the postprandial period (13:00) compared to the sensory input-intact OB.
The apoptotic GC numbers just before the feeding time (11:00) and at any time
period outside the feeding time were comparable between sensory-deprived
and sensory input-intact OB. Each dot represents the number of
caspase-3-activated GCs in one animal. Bars represent the average. ∗ , p < 0.05;
∗∗, p < 0.01; ∗∗∗ , p < 0.001; n.s., not significant; One-Way ANOVA with post-hoc
Bonferroni test. Modified from Yokoyama et al. (2011) with permission.

FIGURE 7 | “Two-stage model” for behavioral state-dependent GC

elimination. Adult-born GCs (green) make dendrodendritic reciprocal synapses
with mitral/tufted cells (yellow, M/T) and receive top-down synaptic contacts
from pyramidal cells in the OC (blue, Py). Left panel, during the waking period
of olfactory behavior (sensory experience-stage), local sensory input from the
OSNs (red arrows) activates a subset of mitral/tufted cells. Activated
mitral/tufted cells activate a subset of adult-born GCs. The activated GCs might
deposit “sensory experience-dependent tags” in the dendrodendritic
reciprocal synapses or the cells themselves (red marks). Other adult-born GCs
lacking activation by sensory experience are left “non-tagged.” Activated
mitral/tufted cells further activate pyramidal cells in the OC. The memory trace

of the odor experience is deposited in the association fiber synapses among
pyramidal cells in the OC (red marks). Right panel, during the subsequent
sleep period (sleep-stage), association fiber synapses among pyramidal cells in
the OC are reactivated and induce synchronized firing of the pyramidal cells.
This self-organized internal activity of OC pyramidal cells (a blue oval) is
transferred to the adult-born GCs as synchronized top-down synaptic inputs (a
thick blue arrow). The synchronized top-down synaptic inputs may contribute to
the putative “reorganizing signal” that promotes GC elimination during the
postbehavioral sleep period. Adult-born GCs which are tagged by sensory
experience during the preceding waking period survive while adult-born GCs
which are not tagged are eliminated by the “reorganizing signal.”
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experience-dependent top-down inputs is totally unknown at
present.

Importantly, although differential tagging of new GCs might
occur during feeding behavior, the life and death decision of GCs
is not made during feeding. During the subsequent postpran-
dial period, food-searching and eating behaviors are overtaken
by postprandial behaviors, including sleeping, and the increased
GC apoptosis occurs during this period. We thus hypothesized
that some sort of “reorganizing signal” enters the OB during
the postprandial period and promotes GC selection accord-
ing to the presence or absence or type of tag that the GCs
received during the preceding waking period. Adult-born GCs
“survival-tagged” by sensory experience might be selected to sur-
vive by this “reorganizing signal,” whereas other “non-tagged”
or “death-tagged” adult-born GCs might be eliminated by it
(Figure 7, right). Thus, the fate of individual adult-born GCs
might be determined by the interplay between tagging, reflect-
ing the memory trace of sensory experience during the waking
period, and the reorganizing signal that enters the OB during
the subsequent sleep period. This idea of a two-stage model
of GC elimination is based on the two-stage model of mem-
ory formation and consolidation in the hippocampus, which
proposes that sensory input induces memory trace formation
during awake learning experience and that replay of the expe-
rience occurs for neuronal circuit reorganization during sub-
sequent sleep or rest (Buzsaki, 1989; Diekelmann and Born,
2010).

Enhanced GC elimination during the postprandial period
also resembles homeostatic synaptic downscaling during sleep
(Tononi and Cirelli, 2006). It has been shown in the rodent neo-
cortex and hippocampus that behavioral state modulates synaptic
strength. Synapses become potentiated and contain more synaptic
proteins and AMPA receptors after waking, while they are glob-
ally depressed (downscaled) during sleep (Vyazovskiy et al., 2008;
Maret et al., 2011). In the fly brain also, synaptic size or number
increases during wakefulness and decreases after sleep (Bushey
et al., 2011). Importantly, sleep deprivation inhibits the synaptic
homeostasis.

It is not clear whether behavioral states modulate the strength
of dendrodendritic synapses on new GCs in the EPL and the top-
down centrifugal fiber synapses on new GCs in the GCL. Based
on the finding that GC elimination is enhanced during postpran-
dial sleep, we speculate that the strength of these synapses on new
GCs is under the modulation of behavioral state. One possibility
is that new GCs lacking a net increase in total synaptic strength
during feeding behavior might be eliminated by apoptosis dur-
ing subsequent sleep. Sensory experience-dependent elimination
of adult-born GCs during the postprandial period downscales
the GC number. Because a large number of adult-born GCs are
recruited in the OB every day, elimination of adult-born GCs
is necessary to maintaining the overall number of GCs in the
entire OB within an appropriate range. This downscaling may
increase the ratio of useful vs. useless GCs, thereby improving
the signal-to-noise ratio for olfactory information processing,
and may make room for a successive cohort of new GCs to be
integrated in preparation for the next round of new olfactory
experience.

BEHAVIORAL STATE-DEPENDENT SIGNAL FLOW IN THE
OLFACTORY SYSTEM: INTERACTION BETWEEN THE OB
AND THE OC
To investigate neural circuit mechanisms in the life and death
decision of new GCs during the sequence of eating and subse-
quent rest/sleep, we need to understand how the central olfactory
system works not only in encoding olfactory memory of food dur-
ing the waking period but also in stabilizing the resulting memory
traces during the subsequent rest/sleep period.

During the waking period, odor inhalation induces spike
responses of mitral/tufted cells in the OB. These activated
mitral/tufted cells then activate GCs via mitral/tufted-to-granule
dendrodendritic excitatory synapses in the EPL (Figure 10,
upper). Mitral/tufted cells also activate pyramidal cells of the
AON and APC via axons that terminate in layer Ia. Activated pyra-
midal cells of the AON send signals via Ib associational fibers to
APC pyramidal cells. During waking states, therefore, odor infor-
mation is conveyed by pathways consisting of OSNs-mitral/tufted
cells-pyramidal cells in the AON and APC (Figure 10, upper).
During the slow-wave sleep state, however, the OC is isolated
from the external odor world by sensory gating mechanisms that
diminish signal transmission from the OB to the OC (Figure 10,
lower) (Murakami et al., 2005; Manabe et al., unpublished). The
mechanism of this behavioral state-dependent olfactory sensory
gating is not yet understood.

What types of neural activity occur in the isolated OC dur-
ing sleep? Local field potential (LFP) recording in the deep layer
(layer III) of the APC during the slow-wave sleep state in freely-
behaving rats revealed that the APC generates repetitive sharp
negative potentials that resemble hippocampal SPWs in shape
and duration (∼100 ms) (Figure 8A) (Manabe et al., 2011). These
sharp waves were observed in wide areas of the APC and AON and
are called “olfactory cortex sharp waves” (OC-SPWs). OC-SPWs
are associated with synchronized spike discharges of numerous
neurons in the APC and AON (Figure 8A).

As described in the Introduction, hippocampal SPWs are
thought to play an important role in memory consolidation
and concomitant reorganization of the neuronal circuitry in the
hippocampus and neocortex. In analogy with the function of hip-
pocampal SPWs, we speculate that OC-SPWs might be involved
in the olfactory memory consolidation and reorganization of
neuronal circuitry in the central olfactory system.

Table 1 summarizes a comparison of the properties of hip-
pocampal SPWs and OC-SPWs. Hippocampal SPWs are a self-
organized activity originating in recurrent excitatory synaptic
connections among CA3 pyramidal cells (Csicsvari et al., 2000).
Transient memory traces of experienced episodes are thought to
be deposited in the recurrent excitatory synaptic connections.
Similarly, OC-SPWs are generated by pyramidal cells of the pir-
iform cortex and also by neurons in the endopiriform nucleus,
which is located just deep to the piriform cortex. The recurrent
excitatory synaptic connections among piriform cortex pyrami-
dal cells are thought to be involved in the generation of OC-SPWs.
Current source density analysis of OC-SPWs in the APC during
slow-wave sleep revealed the existence of a dense current sink in
layers II and III, which are deep layers in which association fibers
of APC pyramidal cells form excitatory synaptic connections on
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FIGURE 8 | SPW generation in the OC and its transmission to the OB

during slow-wave sleep. (A) The occurrence of OC-SPWs is associated
with synchronized spike discharges of APC neurons. Simultaneous
recordings of local field potentials in layer III (APC-LFP) and multiunit spike
activity (APC-units) of the APC during slow-wave sleep of freely-behaving
rats. OC-SPWs are indicated by red arrows. (B) OC-SPWs occur repeatedly
during slow-wave sleep. The frequency and amplitude of OC-SPWs (top
two histograms), neocortical EEG pattern (cEEG, shown by a spectrogram),
and behavioral states (bottom bar). The spectrogram of the neocortical EEG
chronologically represents the intensity of power (shown by color, right
inset) at each frequency. The x-axis indicates time and the y-axis indicates
frequency. In the bottom bar, different behavioral states are shown by
distinct colors as indicated. OC-SPWs occur repeatedly during slow-wave
sleep, while they are suppressed during waking and REM sleep. (C)

OC-SPW activity is transferred to the OB as synchronized top-down inputs.
Left, simultaneous recording of LFP in layer III of the APC (APC-LFP) and
LFP in GCL of the OB (olfactory bulb-LFP). Arrows indicate SPWs. Right,
averaged time course of olfactory bulb SPWs (top trace), and the raster plot
(middle traces) and event-correlation histogram (bottom trace) of the nadir
of olfactory bulb SPWs in reference to the nadir of OC-SPWs are shown.
Time 0 indicates the time of nadir of OC-SPWs. Modified from Manabe
et al. (2011).

dendritic spines of APC pyramidal cells (Figure 9) (Neville and
Haberly, 2004; Manabe et al., 2011). Memory traces of olfactory
images of objects are thought to be encoded in plastic changes
occurring in the recurrent association fiber synapses among pyra-
midal cells of the OC (Haberly, 2001; Neville and Haberly, 2004;
Wilson, 2010; Wilson and Sullivan, 2011).

While hippocampal SPWs are associated with synchro-
nized discharges of CA1 pyramidal cells, OC-SPWs accompany

Table 1 | Comparison between hippocampal sharp waves and

olfactory cortex sharp waves.

Hippocampal-SPWs Olfactory cortex

(OC)-SPWs

Origin CA3 pyramidal cells
(recurrent excitation path)

Piriform cortex pyramidal
cells
Endopiriform nucleus
(recurrent excitation path)

Synchronization CA1 pyramical cells Piriform cortex pyramical
cells

Replay/
reactivation

Place cell activity during
exploratory behavior

Not known

Target Hippocampus, Subiculum,
Entorhinal cortex,
Neocortex

Piriform cortex, Olfactory
bulb, Orbitofrontal cortex,
Cortical amygdaloid nuclei,
Olfactory tubercle

Behavioral
states

Awake resting
Slow-wave sleep

Slow-wave sleep

Possible
function

Consolicdation of spatial
and episodic memory

Not known

Abnormal
activity

Hippocampal epilepsy The area tempestas

synchronized discharges of piriform cortex pyramidal cells.
Replay of CA1 place cell ensemble activity occurs during the
short time window of individual hippocampal SPWs. However,
it is not known whether replay or reactivation of OC ensem-
ble activity occurs during OC-SPWs. Hippocampal SPWs travel
from the CA1 region, through the subiculum, entorhinal cor-
tex and up to the wide areas of the neocortex. Similarly, OC-
SPWs travel to all parts of the piriform cortex, AON, OB,
cortical amygdaloid nuclei, olfactory tubercle and orbitofrontal
cortex.

Both hippocampal SPWs and OC-SPWs occur in a behav-
ioral state-dependent manner. They are absent during awake
exploratory behavior and REM sleep. Hippocampal SPWs occur
selectively during slow-wave sleep, awake resting and consuming
behavior. OC-SPWs occur during slow-wave sleep, and SPW-
like potentials are present in the APC during postprandial rest
(Figure 8B) ((Manabe et al., 2011); Komano-Inoue et al., unpub-
lished).

Given that a large population of pyramidal cells in the AON
and APC send massive top-down centrifugal fibers to GCs in
the OB (Luskin and Price, 1983), the OC-SPW-associated syn-
chronized discharges of numerous AON and APC neurons would
likely cause massive synchronous excitatory synaptic inputs to
GCs. Indeed, simultaneous recording of LFP in the ipsilateral
APC layer III and OB GCL showed that SPW-like potentials
in the OB occurred in close temporal proximity to OC-SPWs
(Figure 8C). Synchronous discharge of APC neurons occurs
repeatedly during slow-wave sleep and causes repeated strong and
synchronized synaptic excitation of GCs in the OB (Figure 10,
lower).
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FIGURE 9 | Association fiber excitatory synapses on OC pyramidal

cells participate in the generation of OC-SPWs. Left, schematic diagram
illustrating mitral cell axon (afferent fiber) excitatory synapses that
terminate in layer Ia (aff. f.; dark blue lines), association fiber excitatory
synapses from pyramidal cells of the AON that terminate in layer Ib (Ib
assoc. f.; a light blue line), and deep recurrent association fiber (d. assoc. f.;
green) excitatory synapses of APC pyramidal cells on APC pyramidal cells
that terminate in layer II and III. Association fiber terminals are under the
control of cholinergic presynaptic inhibition (black bars with Ach). Top-down
projection from the APC pyramidal cells to the OB is also shown. Right,
current source density analysis of averaged OC-SPWs in a rat under
urethane anesthesia. The depth profile of averaged OC-SPW potentials is
shown. Pseudo-color representation of current sink (red) and current
source (blue) is also shown. Red arrows indicate the nadir of OC-SPW.
OC-SPWs generate a large current sink in layer II and the adjacent
superficial part of layer III. Modified from Manabe et al. (2011).

OC-SPWs occur in the absence of olfactory sensory inputs,
suggesting that they are a self-organized activity originating in the
piriform cortex. During awake states, recurrent association fiber
synapses on APC pyramidal cells are presynaptically inhibited
by tonic cholinergic tone (Hasselmo and Bower, 1992). During
slow-wave sleep, however, reduced cholinergic tone liberates the
recurrent association fiber from this cholinergic suppression to
promote the generation of highly synchronized discharges of
pyramidal cells and OC-SPWs (Figures 9, 10).

POSSIBLE MECHANISMS UNDERLYING THE BEHAVIORAL
STATE-DEPENDENT SELECTION OF ADULT-BORN GCs
The finding of increased GC death during postprandial sleep
raises a number of interesting questions. One major question is
what kind of signals new GCs receive during the sequence of eat-
ing behavior and postprandial sleep. A second is how these signals
relate to the life and death decision of new GCs during sleep.
One possible scenarios is that (1) new GCs receive odor-induced
signals from mitral and tufted cells during eating, but repeti-
tively receive OC-SPW-associated synchronized top-down inputs
from the OC during subsequent sleep; and that (2) the synchro-
nized top-down inputs are crucial in promoting GC elimination
(Figures 7, 10, 11).

In this scenario, olfactory sensory input is transmitted from
mitral/tufted cells to new GCs via the dendrodendritic synapses
in the EPL. Some GCs might be “tagged” by the synaptic inputs
while others are left “non-tagged.” In spite of the tagging, the life
and death decision of new GCs is not conducted during wak-
ing states. Rather, only during the subsequent sleep period do
OC neurons generate memory trace-based synchronized activ-
ity (OC-SPWs) and send synchronized top-down inputs to
new GCs. This signal may trigger mechanisms that eliminate
“non-tagged” GCs while promoting long-lasting incorporation of
“tagged” GCs.

We are currently examining this hypothesis, and have observed
that pharmacological suppression of the synchronized top-down
inputs during the postprandial period in freely-behaving mice
inhibits the increased GC apoptosis (Komano-Inoue et al.,
unpublished observation). This observation favors the notion
that the major contributor to the putative “reorganizing signal”
that promotes GC elimination during the postprandial period
is the synchronized top-down input from the OC to the OB
(Figures 7, 10, 11).

Enhanced GC death occurs during postprandial sleep but not
during sleep without preceding eating. In contrast, OC-SPW-
associated synchronized top-down inputs to GCs always occur
during slow-wave sleep regardless of the presence or absence of
preceding eating. Thus, the synchronized top-down inputs from
the OC alone may not be sufficient to trigger GC elimination.
Deposition of putative tag signals during preceding waking may
be prerequisite, and the life and death decision of new GCs
might be determined after collation of the top-down reorgani-
zation signal with the putative deposited tag signals. Further,
other behavioral state-dependent signals such as neuromodula-
tory and hormonal signals might also be involved in triggering
GC elimination.

A key question yet to be answered is how neuromodulatory
inputs to the OB influence GC elimination during postprandial
sleep. The OB is targeted by subcortical neuromodulatory sys-
tems (Shipley and Ennis, 1996) that include cholinergic input
from the horizontal limb of the diagonal band of Broca, nora-
drenergic input from the locus ceruleus, and serotonergic input
from the raphe nuclei (Figure 11). Olfactory sensory experience
during feeding and mating strongly increase noradrenergic sig-
nals (Brennan et al., 1990; Wellman, 2000). In addition, a variety
of olfactory learning depends on neuromodulatory signals to
the OB. Blockade of noradrenergic (Sullivan et al., 1989; Veyrac
et al., 2009) or cholinergic signals (Devore et al., 2012) in the OB
perturbs olfactory learning.

Female mice form olfactory recognition memory to male
mouse pheromones at mating. The memory trace for this is
deposited as the plastic change in the dendrodendritic reciprocal
synapses between mitral cells and GCs in the accessory OB (Kaba
and Nakanishi, 1995). The mating-induced increase in nora-
drenalin reduces granule-to-mitral dendrodendritic inhibitory
synaptic transmission and induces olfactory memory of male
pheromones. It is possible that an increase in neuromodulatory
tone during olfactory learning may be important to the formation
of memory traces in the dendrodendritic synapses, which can be
used later in the life and death decision of new GCs. In the main
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FIGURE 10 | Behavioral state-dependent signal flow between the OB

and OC. Upper panel, during the waking period (sensory experience-stage),
information about the external odor world is efficiently transferred from mitral
(M) and tufted (T) cells in the OB to pyramidal cells (P) in the AON, APC and
PPC (red arrows). Olfactory sensory inputs from the OE to the OB activate
synapses in the sEPL, dEPL and MCL of the OB. Outputs from mitral and
tufted cells in the OB to the OC activate synapses in the layer Ia of the AON
and APC. Activated pyramidal cells in the AON activate synapses in the layer
Ib of the APC via their association fibers (a red line in the deep layer). Layers
with activated synapses are highlighted with red. Synaptic inputs of recurrent

association fibers to pyramidal cells are reduced by cholinergic presynaptic
suppression. Lower panel, during the slow-wave sleep period (sleep-stage),
afferent fiber inputs to the OC are blocked by behavioral state-dependent
sensory gating. In contrast, synaptic inputs of recurrent association fibers to
pyramidal cells in layer II and III of the olfactory cortex are released from
cholinergic presynaptic inhibition and internally generate synchronized spike
discharges of pyramidal cells in the AON, APC and PPC. The synchronized
spike discharges of pyramidal cells in the OC travel back to GCs in the GCL of
the OB as synchronized top-down synaptic inputs (blue arrows). Layers with
activated synapses are highlighted with blue.

OB, noradrenergic fibers from the locus ceruleus are distributed
predominantly in the GCL (McLean et al., 1989), and GCs express
several subtypes of adrenergic receptors (McCune et al., 1993; Nai
et al., 2010).

Cholinergic fibers primarily innervate the GL and GCL in
the OB (Kasa et al., 1995), and GCs express several subtypes of
cholinergic receptors (Le Jeune et al., 1995). During the wak-
ing period, enhanced cholinergic tone reduces granule-to-mitral
dendrodendritic synaptic transmission by a presynaptic inhibi-
tion mechanism (Tsuno et al., 2008). The top-down synaptic
inputs from the OC to GCs are also reduced during the wak-
ing period, presumably by cholinergic presynaptic inhibition
(Manabe et al., 2011). In the absence of cholinergic tone during
slow-wave sleep, both the granule-to-mitral synaptic transmis-
sion and top-down synaptic inputs are enhanced as a result of

the release from cholinergic presynaptic inhibition. These results
suggest the involvement of a behavioral state-dependent change
in neuromodulatory inputs in the regulation of GC death during
postprandial sleep. In fact, the effects of systemic modulation of
noradrenergic or cholinergic signals on the survival of new GCs
have been well documented (Cooper-Kuhn et al., 2004; Kaneko
et al., 2006; Veyrac et al., 2009; Moreno et al., 2012). We thus
assume that the integration of odor-induced glutamatergic signals
that occur during odor experiences, synchronized top-down glu-
tamatergic inputs during sleep, and behavioral state-dependent
changes in neuromodulatory signals is the key mechanism for
sensory experience-dependent and behavioral state-dependent
GC selection (Figure 11). Further study is necessary to examine
how the neuromodulatory signals contribute to the life and death
decision of new GCs.
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FIGURE 11 | Possible contributors to the behavioral state-dependent

life and death decision of adult-born GCs. Adult-born GCs receive
excitatory synaptic inputs from mitral/tufted cells via dendrodendritic
synapses (red arrows). These inputs represent olfactory sensory inputs and
are strongly activated during waking olfactory behavior. Adult-born GCs also
receive excitatory synaptic inputs from pyramidal cells in the OC via
axodendritic synapses (blue arrows). These inputs represent self-organized
internal activity of OC pyramidal cells and are strongly activated during the
subsequent slow-wave sleep period. Adult-born GCs receive
neuromodulatory signals including noradrenergic, cholinergic, and
serotonergic inputs. These neuromodulatory inputs are elevated during
waking olfactory behavior and suppressed during the subsequent
slow-wave sleep period. Behavioral state-dependent hormonal signals may
be also involved in the life and death decision of adult-born GCs. Deep short
axon cells in the OB form GABAergic synapses onto adult-born GCs.
Top-down inputs from OC pyramidal cells may induce inhibitory synaptic
inputs on adult-born GCs via the activation of deep short axon cells.
Resident microglia in the OB play a crucial role in sensory
experience-dependent GC elimination. Behavioral state-dependent life and
death decision of adult-born GCs may operate with the cooperation of
these signal systems and cell types.

Hormonal signals also depend on behavioral state and
substantially influence olfactory neurogenesis (Figure 11). An
increase in prolactin secretion by sexual and social behaviors pro-
motes cell proliferation in the SVZ (Shingo et al., 2003; Mak
et al., 2007; Mak and Weiss, 2010). Food restriction and food
intake recruit a variety of stress- and energy status-related hor-
monal signals (Dallman et al., 1993; Gao and Horvath, 2007).
Stress-induced glucocorticoid decreases cell proliferation in the
SVZ (Lau et al., 2007). Although little is known at present, the life
and death decision of new GCs might be regulated by a behavioral
state-dependent change in hormonal signals.

Other potential contributors to the life and death decision
of new GCs are deep short-axon cells and microglia in the OB

(Figure 11). In addition to glutamatergic inputs, new GCs receive
GABAergic synaptic inputs from deep short-axon cells in the
OB (Arenkiel et al., 2011; Deshpande et al., 2013). Because deep
short-axon cells receive direct top-down synaptic inputs from
the OC (Boyd et al., 2012), the top-down inputs may activate
inhibitory synaptic inputs onto new GCs via deep short-axon
cells, in addition to direct excitatory synaptic inputs. Microglial
cells are present at high density in the OB and contribute to
GC elimination. Activation of microglial cells is crucial to the
enhanced GC elimination by sensory deprivation (Lazarini et al.,
2012). An understanding of how these signal systems and cell
types work together in promoting the behavioral state-dependent
life and death decision of new GCs is therefore important.

SIGNIFICANCE OF BEHAVIORAL STATE-DEPENDENT
SELECTION OF ADULT-BORN GCs
Why is GC death enhanced during sleep? Cell death is an irre-
versible process: once the apoptotic machinery is initiated, the cell
is destined to be eliminated from the circuit. This suggests that
the cell death process of new GCs occurs under strict regulation
during slow-wave sleep, unperturbed by unpredictable olfactory
sensory inputs. Furthermore, if elimination or incorporation of
new neurons were to occur during awake behavior states, this
would cause severe disturbance in odor information processing.
Therefore, neuronal circuits in the olfactory system require that
the processing of external odor information and reorganization
of connectivity occur during different time windows. These ideas
are in accord with the notion that the brain requires separate time
windows (awake and sleep periods) for the active processing of
external sensory information and the structural reorganization of
its neuronal circuitry.

Refinement of OB circuits by the elimination of “non-tagged”
or “death-tagged” GCs during sleep may increase the signal-to-
noise ratio for odor information processing, as proposed for
synaptic downscaling during sleep (Tononi and Cirelli, 2006).
When animals wake up, their odor information processing ability
might be improved such that odor-cued behaviors can be more
efficiently executed. In addition, elimination of GCs may make
room for the integration of successive cohorts of new GCs during
subsequent wake-sleep cycles. We observed that enhanced elim-
ination of preexisting GCs in a local area of the OB by local
injection of immunotoxin facilitates the incorporation of newly
generated GCs in the local OB area (Murata et al., 2011). This
observation supports the idea that elimination of less useful GCs
during sleep would facilitate the incorporation of new useful
GCs during subsequent wake-sleep cycles. By using and repeating
the wake-sleep cycle as a single unit for olfactory experience-
based circuit reorganization, the olfactory neuronal circuit may
be continually remodeled to meet the ever-changing odor circum-
stances.

It has been demonstrated that odor learning, but not sim-
ple odor experience, is important for the survival of new GCs
(Alonso et al., 2006; Mouret et al., 2008, 2009; Sultan et al.,
2010). We speculate that food finding and eating periods pro-
vide rich opportunity for odor-food association learning with the
animal’s decision making to eat or reject the encountered food.
This notion is in agreement with the observation that the life and
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death decision of new GCs is promoted during postprandial sleep
but not during sleep without preceding eating. Beside the odor-
food association learning during the eating period, mice and rats
show olfactory learning in a variety of occasions, including mat-
ing, encountering danger (odor-danger association learning), and
social behaviors (Keverne, 2004; Sanchez-Andrade and Kendrick,
2009; Landers and Sullivan, 2012). It would be interesting to
examine which types of olfactory learning induce enhanced GC
death during postbehavioral sleep.

COORDINATION OF PLASTIC CHANGE IN THE OB, OC AND
OTHER BRAIN REGIONS
Odor learning-induced plastic changes occur not only in the OB,
but widely in the central olfactory system. For example, major
plastic changes associated with olfactory memory are considered
to occur in association fiber synapses of pyramidal cells in the pir-
iform cortex. The association fiber synapses are active in odor
information processing during waking, causing odor-induced
activation of targeted pyramidal cells in the piriform cortex (Poo
and Isaacson, 2011). Association fiber synapses are highly plas-
tic. They exhibit NMDA-dependent long-term potentiation (LTP)
in vitro (Kanter and Haberly, 1990; Poo and Isaacson, 2007), and
synaptic transmission of association fibers is enhanced by asso-
ciative odor learning in rats (Saar et al., 2002). We speculate that
deposited memory traces in the association fiber synapses might
be consolidated by the reactivation of synaptic connections dur-
ing the subsequent sleep period, whose activity is represented as
OC-SPWs. In fact, firing activity of piriform cortical neurons dur-
ing the slow-wave state is influenced by odor stimulation during
the preceding fast-wave state (Wilson, 2010).

Because OC-SPW-associated activity during slow-wave sleep
presumably depends on the plastic changes in association fiber
synapses, top-down inputs from the OC to the OB reflect olfac-
tory memory information stored during the awake behavior
period. An intriguing possibility is that the top-down synaptic
inputs are not random but rather targeted to a selective popu-
lation of GCs. Only the targeted GCs might be plastically modu-
lated by the top-down inputs. Furthermore, the synaptic efficacy
of the top-down inputs onto GCs is plastic. LTP can be induced
in the top-down synapses both in vitro (Gao and Strowbridge,
2009; Nissant et al., 2009) and in vivo (Manabe et al., 2011). Thus,
plastic changes in connectivity may occur widely in a coordinated
manner across the entire neuronal circuitry of the OB and OC.

The neuronal circuitry of the OB and OC functions within
a large network of the central nervous system. The OC has
massive reciprocal connections with the amygdaloid complex
and orbitofrontal cortex (Shipley and Ennis, 1996). During
odor-guided behaviors, odor information is transferred from the
OB to these regions via the OC. During slow-wave sleep periods,

generation of OC-SPWs is under the control of slow-wave activity
in the orbitofrontal cortex (Onisawa et al., unpublished). Thus,
plastic change in the OC circuitry during sleep may be coor-
dinated with the plasticity in the orbitofrontal cortex. In this
context, the top-down inputs from the OC to the OB would reflect
the coordinated activity of the OC and orbitofrontal cortex.

CONCLUSION
Neuronal circuits in the olfactory system require highly plastic
properties to acquire new odor-guided behaviors in response to
the changing external odor world, and adult-born GCs in the OB
provide remarkable plasticity to the neuronal circuit. The survival
rate of adult-born GCs is influenced by olfactory sensory experi-
ence. The sensory experience-dependent life and death decision
of new GCs occurs extensively during the 2–4 weeks after GC
generation, and during this period new GCs make synaptic con-
tacts with the preexisting neuronal circuit. At this critical period
new GCs receive olfactory sensory inputs from mitral/tufted cells
in the OB and top-down inputs from pyramidal cells in the OC.
Further, the life and death decision of new GCs occurs in a behav-
ioral state-dependent manner. Elimination of new GCs occurs
extensively in the sequence of feeding behavior and postprandial
slow-wave sleep. During waking, olfactory sensory information
is efficiently transmitted from the OB to the OC. During slow-
wave sleep, in contrast, signal transmission from the OB to the OC
diminishes, and deep-association fiber-mediated synchronous fir-
ing of OC pyramidal cells occurs, which causes synchronous
top-down inputs from the OC to the OB. In addition, GCs are
targeted by neuromodulatory systems whose activities consid-
erably change along the course of the wake-sleep cycle. These
observations suggest the hypothesis that the key mechanism for
sensory experience-dependent and behavioral state-dependent
GC selection is integration across the distinct time windows of
odor-induced glutamatergic input signals during odor experi-
ences, synchronized top-down glutamatergic inputs during sleep,
and behavioral state-dependent changes in neuromodulatory sig-
nals. On this basis, the GC selection process represents the
coordination of a variety of activities of wide brain areas across
different behavioral states. New GCs in the olfactory neuronal
circuit might provide a good platform to understanding how
neuronal circuits are plastically modulated in order to change ani-
mal behavioral outputs in response to the ever-changing external
world.
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Breakthroughs in imaging techniques and optical probes in recent years have
revolutionized the field of life sciences in ways that traditional methods could never match.
The spatial and temporal regulation of molecular events can now be studied with great
precision. There have been several key discoveries that have made this possible. Since
green fluorescent protein (GFP) was cloned in 1992, it has become the dominant tracer of
proteins in living cells. Then the evolution of color variants of GFP opened the door to the
application of Förster resonance energy transfer (FRET), which is now widely recognized as
a powerful tool to study complicated signal transduction events and interactions between
molecules. Employment of fluorescent lifetime imaging microscopy (FLIM) allows the
precise detection of FRET in small subcellular structures such as dendritic spines. In this
review, we provide an overview of the basic and practical aspects of FRET imaging and
discuss how different FRET probes have revealed insights into the molecular mechanisms
of synaptic plasticity and enabled visualization of neuronal network activity both in vitro
and in vivo.

Keywords: optical probes, synaptic plasticity, Förster resonance energy transfer, fluorescence lifetime imaging

microscopy

INTRODUCTION
The brain is a highly interconnected functional network com-
prised of billions of neurons that communicate with each other
at synapses. Throughout life, the neuronal connectivity that
subserves brain function is modified and refined in an activity-
dependent manner, a phenomenon termed neuronal plasticity.
Plasticity mechanisms can influence neuronal function and struc-
ture through modifications at the level of synapses, dendrites and
axons (Citri and Malenka, 2008; Holtmaat and Svoboda, 2009).

Different forms of plasticity are tightly regulated by a com-
plex network of signal transduction cascades, which are the
results of protein-protein interaction, posttranslational modifica-
tion, subcellular translocation of proteins, protein synthesis, etc.
Therefore, the temporal and spatial precision of these events is
critical to support proper brain function in the developing and
mature brain. The development of probes that offer spatiotem-
poral detection of these cellular events is vital to our ability to
examine these important molecular mechanisms in biological
systems. For this purpose, optical microscopic imaging enables
complex and varied neuronal signals to be captured with high
temporal and spatial resolution from live biological samples.

Technological advances in the past two decades have made
a significant contribution to our ability to extend fluorescent
imaging techniques beyond that of simple morphological anal-
ysis. One of the key developments is Förster resonance energy
transfer (FRET). First reported by Förster (1946), the technique
describes how energy from a “donor” fluorophore can excite an
“acceptor” fluorophore, resulting in light emission from the latter.

The efficiency of FRET depends on two main factors, the distance
between the two fluorophores and their relative orientation. This
feature enables the change in distance and angle between two flu-
orophores to be calculated, leading Lubert Stryer to call FRET a
“molecular ruler” (Stryer, 1978). Using this property of FRET,
various optical probes have been designed to detect aspects of
different cellular functions in vitro and in vivo.

The sensitivity and compatibility of FRET imaging with live
imaging are critical for analyzing the molecular mechanisms of
neuronal circuit plasticity. In particular, much progress has been
made in recent years regarding the analysis of synaptic plasticity
of excitatory synapses in excitatory neurons, which are typically
formed on dendritic spines (Hayashi and Majewska, 2005; Bosch
and Hayashi, 2012). FRET imaging is now being applied in vivo
and offers a unique opportunity to study how and when neurons
or synapses change and which signaling events contribute to such
changes in response to stimuli in the intact brain.

In this article, we will provide an overview of the basic and
practical aspects of FRET imaging, summarize currently available
FRET-based probes and then discuss how these probes advanced
our understanding of the molecular mechanisms underlying
neuronal plasticity, mainly hippocampal long-term potentiation
(LTP).

MONITORING in situ BIOCHEMICAL PROCESSES USING FRET-BASED
PROBES
In 1991, Tsien’s group made the first attempt to image live cellu-
lar functions using FRET (Adams et al., 1991; Zhang et al., 2002).
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They attempted to visualize the intracellular dynamics of adeno-
sine 3′, 5′- cyclic monophosphate (cAMP) by designing a probe
based on cAMP-dependent protein kinase, in which the regu-
latory and catalytic subunits were labeled with fluorescein and
rhodamine, respectively. Upon binding of cAMP, the regulatory
subunit dissociates from the catalytic subunit, thereby eliminating
FRET.

Subsequently, they also reported a voltage sensing FRET probe
utilizing fluorescein-labeled lectin as a donor and oxonol, an
anionic fluorescent compound, as an acceptor in living cells
(Gonzalez and Tsien, 1995). At resting membrane potential,
both dyes are localized on the outer leaflet of the plasma mem-
brane and FRET occurs. Upon depolarization, negatively charged
oxonol translocates to the inner leaflet of the plasma membrane
and increases the distance from the donor, leading to a reduction
in the efficiency of FRET.

However, FRET approaches using small molecular weight flu-
orescent compounds are technically demanding. For example,
generation of the cAMP probe requires the cumbersome pro-
cess of protein purification, in vitro chemical coupling with dyes
and introduction into cells. The success of the oxonol-based
probe largely owed to the identification of oxonol as a fluorescent
molecule that travels across the plasma membrane upon a change
in membrane voltage.

The emergence of genetically encoded FRET probes in the
late 1990s dramatically changed the situation. This largely owes
to the development and expansion of green fluorescent pro-
tein (GFP) and its color variants (Shaner et al., 2005). In a
landmark study of genetically encoded FRET probes, Miyawaki
et al. developed the first GFP-based calcium indicator, cameleon
using cyan fluorescent protein (CFP) as a donor and yellow flu-
orescent protein (YFP) as an acceptor (Miyawaki et al., 1997).
Cameleon consists of a calmodulin (CaM) protein fused with a
M13 sequence (a 26-residue CaM binding peptide from myosin
light-chain kinase), flanked by CFP and YFP. The gly-gly motif
between CaM and the M13 peptide gives this probe its con-
formational flexibility. In the absence of calcium, CaM and the
M13 sequence do not interact with each other. However, in
the presence of calcium, they form a complex, which short-
ens the distance between the donor and acceptor fluorophores,
allowing FRET to occur. Using this probe, they observed cal-
cium dynamics in living cells and demonstrated the poten-
tial of FRET for the analysis of neuronal circuit dynamics.
Since then, probes for other molecules such as cAMP, guano-
sine 3′, 5′- cyclic monophosphate (cGMP), and Cl−, small
GTP-binding protein (small G-protein), phosphoinositide and
signaling events e.g., phosphorylation have been developed
(Table 1).

Compared to small molecular weight fluorescent molecule-
based FRET probes, genetically encoded FRET probes offer a
number of advantages. They can be constructed easily with
standard molecular biological techniques, thus making probe
design simple and flexible. They can be expressed in cells by
simply introducing vector DNA into neurons without protein
purification and chemical labeling. Use of an appropriate DNA
transduction method or a promoter to express the probe allow
cell-type specific labeling. Due to these technical advantages, the

genetically-encoded FRET probes are now widely used standard
tools in biological systems.

STRATEGIES OF PROBE DESIGN
Multiple genetically-encoded FRET probes have been developed
for use in neuronal and non-neuronal cells. These probes can
be classified into several categories depending on the approach
used to detect different types of biological phenomena (Table 1,
Figure 1).

Cleavage-based approach
The first reported GFP-based probe detecting Factor Xa activity
employed the cleavage-based approach (Figure 1A) (Mitra et al.,
1996). In this type of probe, a protease cleavage sequence was
flanked by donor and acceptor fluorophores. Under basal condi-
tions, FRET occurs between the fluorophores. However, cleavage
of the target sequence causes a resultant separation of donor and
acceptor molecules, leading to a decrease in FRET efficiency. The
same approach was used to study other proteases including cas-
pases (Xu et al., 1998; Onuki et al., 2002; Li et al., 2006; Joseph
et al., 2011). One thing to note when using this type of probe is
that the protease cleavage is irreversible. Therefore, it is not suit-
able for detecting a protease with high basal activity. Also, the
measurement cannot be repeated multiple times as the uncleaved
fraction decreases and the cleaved fraction accumulates over
time.

Intermolecular FRET approach
The interaction between proteins can be monitored by inter-
molecular FRET, where one party of the protein complex is tagged
by a donor and the other by an acceptor (Figure 1B). The interac-
tion can be a heteromer of two different proteins or a homomer
of the same protein. Application of this approach includes, small
G-protein activity (Yasuda et al., 2006), 3-phosphoinositide-
dependent protein kinase 1 (PDK)-Akt (Calleja et al., 2007),
phosphatase and tensin homolog deleted from chromosome 10
(PTEN)-myosin V (van Diepen et al., 2009), and protein-tyrosine
phosphatase 1B (PTP1B)-receptor tyrosine kinases (RTKs) (Haj
et al., 2002) interaction (Table 1). A variant of this approach
is homomultimer FRET where a monomer in a polymeric pro-
tein complex is labeled with both donor and acceptor molecules
(Figure 1C), which allows the polymerization status of the pro-
tein to be monitored. This was employed to detect actin polymer-
ization/depolymerization (Okamoto et al., 2004).

The quantitative aspect of FRET is difficult to control in inter-
molecular FRET (when compared with intramolecular FRET)
because the expression level of donor and acceptor molecules
often varies amongst cells. In contrast, in an intramolecular FRET
probe, the donor and acceptor are on the same molecule and thus,
the ratio of the donor to acceptor is always constant. Also, endoge-
nous proteins may participate in forming protein complexes and
this can decrease intermolecular FRET efficiency. Therefore, with
intermolecular FRET, the efficiency must be measured as an aver-
age of multiples cells or compared before and after a treatment
(e.g., induction of synaptic plasticity) in the same cell. In prac-
tice, a donor which does not interact with an acceptor increases
the background of the measurement, whereas excess levels of
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Table 1 | A list of genetically encoded FRET probes.

Classification Target Name of probe Year Probe design References

Small molecule Calcium Cameleon 1997 3-2 Miyawaki et al., 1997

Small molecule Cyclic guanosine
monophosphate (cGMP)

CGY, Cygnet,
pGES-DE2, cGi

2000, 2001,
2006, 2013

3-1 Sato et al., 2000; Honda
et al., 2001; Nikolaev
et al., 2006; Thunemann
et al., 2013

Small molecule Cyclic adenosine
monophosphate (cAMP)

Epac 2000, 2004 2, 3-1 Zaccolo and Pozzan,
2002; Nikolaev et al.,
2004

Small molecule Inositol trisphosphate (IP3) LIBRA, Fretino, FIRE 2004, 2005, 2006 3-1 Tanimura et al., 2004;
Sato et al., 2005a;
Matsu-ura et al., 2006

Small molecule Nitric oxide (NO) NOA-1, Piccell 2005, 2006 3-1 Sato et al., 2005b, 2006b

Small molecule Adenosine triphosphate (ATP) A Team 1.03-nD/nA 2012 3-1 Imamura et al., 2009

Small molecule Estrogen SCCoR 2004 3-3 Awais et al., 2004

Small molecule Androgen Ficaro 2006 3-3 Awais et al., 2006

Small molecule Glucocorticoid receptor ligands GLUCOCOR 2007 3-3 Nishi et al., 2004; Awais
et al., 2007a

Small molecule Neurotrophic factor ECaus 2008 3-3 Nakajima et al., 2008

Small molecule Nuclear receptor conpro 2007 3-2 Awais et al., 2007b

Small molecule O-N-acetylglucosamine
(O-GlcNAc)

2006 3-3 Carrillo et al., 2006

Small molecule Vitamin A (Retinoic acid) GEPRAS 2013 3-1 Shimozono et al., 2013

Small molecule Molybdate MolyProbe 2013 3-1 Nakanishi et al., 2013

Small molecule Glutamate FLIPE 2005 3-1 Okumoto et al., 2005

Small molecule Zn2+ eCALWY-1 2009 2 Vinkenborg et al., 2009

Small molecule Cl− Clomeleon 2000 other Kuner and Augustine,
2000

Small molecule pH GFpH, YFpH 2001 other Awaji et al., 2001

Small molecule Glucose FLIPglu 2003 3-1 Fehr et al., 2003

Small molecule Maltose FLIPmal 2002 3-1 Fehr et al., 2002

Small molecule Ribose FLIPrib 2003 3-1 Lager et al., 2003

Kinase Calcium/Calmodulin-dependent
protein kinase II (CaMKII)

Camui α, green-Camui
α, Camk2a reporter

2005, 2009, 2011,
2013

3-1 Takao et al., 2005; Lee
et al., 2009; Piljic et al.,
2011; Fujii et al., 2013

Kinase Src Srcus 2001, 2005, 2007 3-3 Ting et al., 2001; Wang
et al., 2005; Hitosugi
et al., 2007

Kinase Protein kinase C (PKC) CKAR, CY-PKCdelta 2003, 2005 3-3, 3-1 Violin et al., 2003; Braun
et al., 2005

Kinase Protein kinase D (PKD) DKAR 2007 3-3 Kunkel et al., 2007

Kinase Protein kinase A (PKA) ART, AKAR 2000, 2001 3-3 Nagai et al., 2000; Zhang
et al., 2001

Kinase Abl Picchu 2001 3-3 Ting et al., 2001

Kinase Bcr-Abl Bcr-Abl activity sensor 2010 3-3 Tunceroglu et al., 2010

Kinase c-Raf Prin-cRaf 2005 3-1 Terai and Matsuda, 2005

Kinase PAK1 Pakabi 2009 3-1 Parrini et al., 2009

Kinase B-raf Prin-Braf 2006 3-1 Terai and Matsuda, 2006

Kinase ZAP-70 ROZA 2008 3-3 Randriamampita et al.,
2008

Kinase Akt Aktus, BKAR, Akind 2003, 2005, 2007 3-3 Sasaki et al., 2003;
Kunkel et al., 2005;
Calleja et al., 2007

Kinase ERK Miu2, Erkus, EKAR 2006, 2007, 2008 3-1, 3-3, 3-3 Fujioka et al., 2006; Sato
et al., 2007; Harvey et al.,
2008a

(Continued)
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Table 1 | Continued

Classification Target Name of probe Year Probe design References

Kinase Insulin receptor Phocus 2002 3-3 Sato et al., 2002

Kinase Epidermal Growth factor
receptor (EGFR)

2001 3-3 Ting et al., 2001

Kinase Ataxia telangiectasia mutated
(ATM)

2007 3-3 Johnson et al., 2007

Kinase Aurora B kinase 2008 3-3 Fuller et al., 2008

Kinase Cyclin B1-CDK1 2010 3-3 Gavet and Pines, 2010

Kinase Myosine light chain kinase MLCK-FIP 2002 3-1 Chew et al., 2002

Kinase JNK JNKAR1, JUNKAR1EV 2010, 2011 3-3 Fosbrink et al., 2010;
Komatsu et al., 2011

Kinase RSK Eevee-RSK 2011 3-3 Komatsu et al., 2011

Kinase S6K Eevee-S6K 2011 3-3 Komatsu et al., 2011

Kinase Focal Adhesion Kinase (FAK) CYFAK413,
FERM-sensor

2008, 2009 2, 3-1 Cai et al., 2008;
Papusheva et al., 2009

Kinase PLK1 2008 3-3 Macurek et al., 2008

Kinase SAP3K 2009 3-3 Tomida et al., 2009

Kinase DAPK1 DAPK1(334)-F40 2011 3-1 Piljic et al., 2011

Phosphatase Calcineurin CaNAR1 2008, 2013 3-1 Newman and Zhang,
2008; Fujii et al., 2013

Small G-protein Ras Raichu-Ras, Fras 2001, 2006 3-2, 2 Yasuda et al., 2006;
Mochizuki et al., 2001

Small G-protein Rap Raichu-Rap 2001 3-2 Mochizuki et al., 2001

Small G-protein Rac Raichu-Rac1 2004 3-2 Aoki et al., 2004

Small G-protein Rab5 Raichu-Rab5 2008 3-2 Kitano et al., 2008

Small G-protein Rho Raichu-RhoA 2003, 2011 3-2, 2 Yoshizaki et al., 2003;
Murakoshi et al., 2011

Small G-protein Cdc42 Raichu-cdc42 2004, 2011 3-2, 2 Aoki et al., 2004;
Murakoshi et al., 2011

Small G-protein Ral Raichu-Ral 2004 3-3 Takaya et al., 2004

Small G-protein TC10 Raichu-TC10 2006 3-2 Kawase et al., 2006

Signal transduction RCC1 (GEF of Ran) CFP-RCC1-YFP 2008 3-1 Hao and Macara, 2008

Signal transduction CrkII phosphorylation Picchu 2001 3-1 Kurokawa et al., 2001

Signal transduction N-WASP Stinger 2004 3-1 Lorenz et al., 2004; Ward
et al., 2004

Signal transduction Adrenergic receptor α2AAR-cam 2003 3-1 Vilardaga et al., 2003

Signal transduction Parathyroid hormone receptor PTHR-cam 2003 3-1 Vilardaga et al., 2003

Signal transduction Plasma membrane Calcium
pump

BFP-PMCA-GFP 2007 3-1 Corradi and Adamo, 2007

Acetylation Histone acetylation Histac 2004, 2009 3-3 Lin et al., 2004; Sasaki
et al., 2009

Lipid Phosphatidylinositol
(3,4,5)-trisphosphate (PIP3)

Fllip, FLIMPA 2003, 2013 3-4 Sato et al., 2003; Ueda
and Hayashi, 2013

Lipid Phosphatidylinositol
(4,5)-bisphosphate (PIP2)

Pippi-PI(4,5)P2 2008 3-4 Nishioka et al., 2008

Lipid Phosphatidylinositol
(3,4)-bisphosphate (PI(3,4)P2)

Pippi-PI(3,4)P2 2008 3-4 Nishioka et al., 2008

Lipid Phosphatidylinositol 4-phosphate
(PI4P)

Pippi-PI(4)P 2008 3-4 Nishioka et al., 2008

Lipid Phosphatidic acid Pii 2010 3-4 Nishioka et al., 2010

Lipid Diacylglycerol (DAG) Daglas, DIGDA 2006, 2008 3-4 Sato et al., 2006a;
Nishioka et al., 2008

Protein interaction Actin 2004, 2008 2 Okamoto et al., 2004;
Murakoshi et al., 2008

Protein interaction PDK1-Akt interaction 2007 2 Calleja et al., 2007

(Continued)
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Table 1 | Continued

Classification Target Name of probe Year Probe design References

Protein interaction Protein tyrosine phosphatase
1B-receptor tyrosine kinases
(PTP 1B-RTKs) interaction

2002 2 Haj et al., 2002

Protein interaction Breast cancer resistance
protein/ATP-binding cassette
sub-family G member
(BCRP/ABCG)

2010 2 Ni et al., 2010

Protein interaction Cofilin-actin interaction 2008 2 Homma et al., 2008

Protein interaction PTEN-Myosin V interaction 2009 2 van Diepen et al., 2009

Protease Caspase-3 EGFP-DEVD-EBFP 1998 1 Xu et al., 1998

Protease Caspase-8 CFP-c3-YFP-c6-mRFP 2002 1 Onuki et al., 2002

Protease Caspase-9 SCAT9 2011 1 Joseph et al., 2011

Protease Caspase-7 VDEVDc 2006 1 Li et al., 2006

Protease Matrix Metalloproteinase (MMP) YFP-MSS-CFPdisplay ,
MTI-MMP-FRET
biosensor

2007, 2008 1 Yang et al., 2007; Ouyang
et al., 2008

Protease Protease activity (Factor Xa) 1996 1 Mitra et al., 1996

Protease Calpain activity pYSCS 2000 1 Vanderklish et al., 2000

Protease Presenilin GFP-PSI-RFP 2009 3-1 Uemura et al., 2009

Other Strain sensor stFRET 2008 3-1 Meng et al., 2008

Other Membrane potential VSFP, Mermaid,
ArcLight,
VSFP-Butterfly

2001, 2008, 2012,
2013

3-1 Sakai et al., 2001; Tsutsui
et al., 2008; Jin et al.,
2012; Akemann et al.,
2013

Other Myosin II GSldCB 1998, 2006 3-1 Suzuki et al., 1998; Zeng
et al., 2006

Other HIV Rev protein YRGnC-11ad 2005 3-1 Endoh et al., 2005

Other Redox Redoxfluor, Gaskins 2010, 2011 3-1 Yano et al., 2010;
Kolossov et al., 2011

The numbers in the Probe Design column correspond to the section number in the “Strategies of probe design” chapter of the main text. Names of probes are

shown. See the webpage by Dr. Michiyuki Matsuda http://www.lif.kyoto-u.ac.jp/labs/fret/e-phogemon/unifret.htm for updated information.

acceptor molecules usually does not cause a problem (Okamoto
and Hayashi, 2006). Therefore, whenever possible, excess acceptor
molecules should be used.

Intramolecular FRET approach
This approach detects the conformational change of the probe via
a change in the distance and angle of donor and acceptor pro-
teins located on the same molecule. Because both fluorophores
are on the same molecule, complications such as the differential
redistribution of the donor and acceptor proteins and hetero-
geneity in the expression level of donor and acceptor among cells
can be eliminated. Using this approach, many different probes
have been generated to enable the detection of covalent modifica-
tions of proteins, membrane voltage, small biological molecules,
and signal transduction (Table 1). One can design a probe to
detect conformational change that is intrinsic to the protein of
interest or design a fusion protein that changes its conformation
upon the occurrence of a specified biological event. Advantage
of intramolecular FRET is relative ease of constructing probe
which shows FRET. But it is sometimes difficult to find right posi-
tion of the fluorophore so that external stimuli change the FRET
efficiency.

Intrinsic conformation change of protein. If a protein of inter-
est changes its conformation by activation/inactivation, one can
design a probe to detect the conformational change as a way of
monitoring the activity level (Figure 1D). This may be accom-
plished by flanking the protein with a donor and an acceptor or
inserting one or both of the fluorophore(s) between the domains.
This approach has been successfully employed for Ca2+/CaM-
dependent protein kinase II (CaMKII) (Takao et al., 2005; Kwok
et al., 2008; Fujii et al., 2013), calcineurin (Fujii et al., 2013), c-raf
(Terai and Matsuda, 2005), p21 protein-activated kinase 1 (PAK1)
(Parrini et al., 2009), B-raf (Terai and Matsuda, 2006), regula-
tor of chromosome condensation 1 (RCC1) (Hao and Macara,
2008), vitamin A receptor (Shimozono et al., 2013) and to moni-
tor changes in membrane potential (Tsutsui et al., 2008; Akemann
et al., 2012). X-ray crystal structure is a useful guide to identify
locations on a protein where the donor and acceptor pair can be
placed.

Conformation change induced by a specific protein interaction.
Activation or inactivation of a protein can trigger an interac-

tion with a specific target protein. By using such an interaction,
one can design a FRET probe to detect the activation of a protein
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FIGURE 1 | Strategies of probe design. Light blue, donor; yellow, acceptor.
(A) Protease. (B) Intermolecular protein interaction. (C) Polymerization status.
(D) Intrinsic conformation change of protein, which can be used to detect
activation of a protein if it accompanies conformation change of the structure.
(E) Conformation change of fusion protein induced by activation/inactivation.

An example of detection of small GTPase activation (green) by small GTPase
binding protein (red) is shown. (F) Conformation change of fusion protein
induced by covalent modification/inactivation. Here an example of detection
of kinase activity by substrate sequence (gray) and phosphoprotein binding
domain (orange) is depicted. (G) Small molecule on membrane lipid.

(Figure 1E). The cameleon probe mentioned above falls into this
category. Another example is the Raichu series of probes that were
developed to observe the activity of small G-proteins (Mochizuki
et al., 2001). The basic structure of Raichu probes is comprised
of four modules; a donor, an acceptor, a G-protein, and a G-
protein-binding domain from its binding partner (Figure 1E).
The inactive GDP-bound form does not interact with each other
the G-protein-binding domain. Upon binding with GTP, the G-
protein and G-protein-binding domain interact with each other
to bring the two fluorophores into close proximity, thereby lead-
ing to FRET. This probe design strategy has been applied to Ras,
Rho family protein, and other small G-proteins (Hao and Macara,
2008; Kiyokawa et al., 2011).

Conformation change induced by a covalent modification of
protein. This type of probe consists of a donor and an acceptor,

which flank a substrate domain that can be covalently modified
by the protein of interest and a protein domain that specif-
ically recognizes the covalently modified protein (Figure 1F).
When the protein is covalently modified, it binds to the adja-
cent recognition domain, leading to a conformational change in
the entire molecule, resulting in a change in FRET. By making
use of specific kinase substrate and phosphor-protein recog-
nition domains, this strategy has been applied to the design
of FRET sensors for kinases and phosphatases including PKA
(Zhang et al., 2001), C (Violin et al., 2003), and D (Kunkel
et al., 2007), Akt (Sasaki et al., 2003), and Src (Ting et al., 2001).
It should be noted that this type of probe actually detects a
temporal integration of both kinase and phosphatase activity.
Also, there may be kinases or phosphatases other than the tar-
get protein, which also phosphorylate or dephosphorylate the
probe.
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Small molecules on membranes. Using a similar strategy, small
molecules on membranes can also be measured (Figure 1G).
In this case, one of the fluorophores is tethered to the
membrane through rigid α-helical linkers whereas the other
fluorophore retains its flexibility via a gly-gly hinge. A spe-
cific lipid-binding domain is inserted in-between. When a
small molecule binding domain interacts with its target of
interest, a conformational change occurs through the hinge,
resulting in an increase in FRET efficiency. This strat-
egy has mainly been used to design probes for lipid sec-
ond messengers such as phosphatidylinositol 3,4-bisphosphate
(PI(3,4)P2), phosphatidylinositol 4,5-bisphosphate (PI(4,5)P2),
phosphatidylinositol 3,4,5-trisphosphate (PIP3), phosphatidyli-
nositol 4-monophosphate (PI(4)P), and diacylglycerol (DAG)
(Sato et al., 2003, 2006a; Nishioka et al., 2008; Ueda and Hayashi,
2013).

DETECTION OF FRET
Several imaging methods for FRET detection are used in typi-
cal biological laboratory settings (Miyawaki, 2003; Yasuda, 2006,
2012).

Ratiometric FRET detection
In ratiometric FRET detection, the acceptor and donor images
are acquired separately and the ratio of fluorescent intensity
between the two images is subsequently calculated. When FRET
occurs, the acceptor/donor ratio increases. Because any fluo-
rescent microscopy (e. g., wide field, confocal, two-photon)
can be used for this measurement, ratiometric FRET measure-
ment is often used, though it is not best for several reasons.
When performing this type of imaging, maximum care must
be taken to minimize spectral bleed-through, to properly sub-
tract background and to take into account the fluorophore
relocalization. These factors make imaging in small structures
particularly challenging. For example, CFP, a donor fluorophore
that is often paired with YFP as an acceptor, can bleed into the
YFP channel, thereby decreasing the signal/noise ratio. Hence
to minimize bleed-through, a suitable band-pass filter should
be used, even if the overall brightness of the signal is com-
promised. Also, background subtraction has to be performed
with great care, as a subtle change in background can have a
significant effect on the signal ratio. The issue of probe relo-
calization should also be carefully considered. This may be
particularly problematic when measuring intermolecular FRET
between two different molecules, which may differentially relo-
calize during neuronal plasticity. For example, if donor moves
while the acceptor does not, it will cause an apparent change
in fluorescent ratio without an actual change in protein inter-
action. This situation can be circumvented by using a probe
with intramolecular FRET, where both donor and acceptor are
on the same molecule or intermolecular FRET between homo-
mers, where both are expected to move in parallel (Ni and Zhang,
2010). It is also possible to mathematically correct the FRET
by separately measuring the amount of local acceptor. But in
such cases, it is better to employ fluorescent life-time imag-
ing microscopy, which relies only on donor fluorescence (see
below).

Acceptor bleaching
When the acceptor is photobleached with an appropriate wave-
length, the donor fluorescence is dequenched and increased. This
maneuver, called acceptor bleaching, gives a quantitative reading
of FRET as it depends only on the donor fluorescence inten-
sity. Excitation light wavelength, intensity, and duration must be
carefully chosen to photobleach only the acceptor fluorophore.
The photobleaching of the donor fluorophore will underesti-
mate the FRET. This can be done by simply illuminating the
donor protein without an acceptor and making sure that donor
fluorescence does not photobleach. It should be noted that the
photobleaching of an acceptor is irreversible and therefore, accep-
tor photobleaching is a terminal experiment where only a single,
specific and accurate static measure of FRET efficiency is needed
(Miyawaki, 2003). Obviously, for this reason, acceptor bleaching
is not compatible with time-lapse imaging.

Fluorescent lifetime imaging
The third approach to quantifying FRET relies on a parameter of
fluorescence, called fluorescence lifetime (Yasuda, 2006). When a
fluorescent molecule is excited, it emits fluorescence in a decay-
ing manner from the time of activation, typically in exponential
fashion. When FRET occurs, the donor fluoresecence lifetime is
shortened. Because fluorescence lifetime is unaffected under a
wide range of concentrations and does not depend on accep-
tor fluorescence, it is less prone to artifact caused by a change
in the local concentration of donor and acceptor, which is espe-
cially important in heterooligomer FRET. In contrast, ratiometric
measurement can show a pseudopositive signal caused by bleed-
through between fluorescence channels, which can be an issue
when measuring FRET from a structure where protein com-
position can change. Therefore, fluorescence lifetime imaging
microscopy (FLIM) is the ideal choice for FRET detection.

There are largely two different methods of FLIM, time and fre-
quency domain measurements (Yasuda, 2006). The time domain
measures the fluorescence decay after a brief (< picoseconds)
excitation pulse, while frequency domain measures lifetime by
modulating the excitation light intensity and the detector gain dif-
ferently (heterodyning) at high frequency (Yasuda, 2006). Both
imaging systems are costly because FLIM requires a dedicated
light-source and time-resolved detection. However, if one already
has a two-photon microscope, adding components onto the exist-
ing system is straightforward. Current systems allow the detection
of FRET signals at second order time resolution from single den-
dritic spines (Murakoshi et al., 2011), which is still slower than
the ratiometric imaging that can go to video rate.

For the time domain measurement, time correlated single pho-
ton counting is currently widely used. This method measures the
time elapses between an excitation pulse and an emitted single
photon, which is binned into a histogram. The data will then be
fitted to exponential curve (Yasuda, 2006). When two states are
expected, such as in the case where both bound and unbound
FRET pair coexist, it is possible to do double exponential fitting
to obtain the ratio of two components (Yasuda, 2006). However,
whether fitting double exponential is appropriate or not to a given
FRET pair should be carefully considered based on the protein
structure. For example, if donor forms a homodimer, it is enough
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to complicate the situation. When endogenous counterpart exists,
often the case in a cell, the dimer can be either between two exoge-
nous donor molecules or between one donor and one endogenous
counterpart, in addition to the dimer made of two endogenous
molecules. As a result, the acceptor interacts with either two, one
or zero fluorescent molecules. Mathematically, it is possible to
perform triple (or more) exponential fitting. However, such mea-
surement requires (1) bright sample, (2) capability of hardware
that captures high photon counts over a large number of pixels
rapidly, and (3) ease of sophisticated data analysis. Cellular aut-
ofluorescence also complicates the analysis (Colyer et al., 2012).
To circumvent this, one can calculate average lifetime of the pho-
tons, which theoretically gives lifetime in single exponential. This
will not give absolute proportion of component showing FRET
but by comparing the average lifetime over time, will give suffi-
cient information even from a noisy decay curve not suitable for
fitting (Lee et al., 2009; Murakoshi et al., 2011).

Another issue of the time domain measurement is the “dead
zone” of the sampling. For example, in a system set up on a Ti-
sapphire laser based two-photon microscope, the repetition rate
of the laser is at 80 MHz or every 12.5 ns. There is always a
dead zone of sampling between each cycle, where the acquisition
system must reset for the next cycle. Given that many fluores-
cent proteins have lifetime of 2–5 ns range, the dead zone can
limit the effective range of fitting and underestimate especially
the component with longer lifetime. Recent studies that intro-
duced widefield photon-counting detector and phasor analysis
might provide a new approach to perform FLIM experiments,
alleviating these shortfalls (Kwok et al., 2008; Colyer et al., 2012).

CHOICE OF FLUORESCENCE PROTEINS
To effectively measure the change in the distance and angle
between two fluorophores in a FRET construct, it is critical to
start with a suitable pair of fluorescent molecules with efficient
FRET. The efficiency of FRET (E) depends on several param-
eters characteristic to each pair of fluorescent proteins. Förster
distance (R0), the distance at which the energy transfer efficiency
is 50%, depends on the overlap of donor emission and acceptor
excitation (J), quantum yield of the donor (Q0), and acceptor
molar extinction coefficient (εA). As the values for J, Q0, and εA

increase, so does the value of R0, which in turn produces a larger
E value. So far, CFP (or an improved version such as Cerulean
or K26R/N164H mutant of ECFP) and YFP (such as Venus) is
the most commonly for ratiometric FRET measurements. A CFP-
YFP pair gives a R0 of 4.8–5.2 nm, depending on the variants used
(Rizzo et al., 2006; Kwok et al., 2008; Lam et al., 2012). Recently,
it was reported that the Clover and mRuby2 offers Förster radius
of 6.3 nm and is currently considered to be the best FRET pair
available to date (Lam et al., 2012).

For FLIM, enhanced GFP (EGFP) is often used as a donor, and
paired with either monomeric red fluorescent protein (mRFP) or
mCherry as an acceptor. The acceptor brightness is not an issue in
FLIM as it relies solely on the donor fluorescence measurement.
Therefore, non-fluorescent, quencher proteins such as REACh
(Ganesan et al., 2006), darkVenus (Kwok et al., 2008), and super
REACh (Lee et al., 2009) may also be used as acceptors to donor
EGFP. Ideally, the donor should show a single lifetime with FLIM,

which is the case for EGFP. The original enhanced CFP (ECFP)
is not optimal as it shows two lifetime components, in addition
to its relatively weak fluorescence. Cerulean and mTurquoise2 are
both brighter and have mono exponential decay, therefore, can be
used when the cyan range is needed (Rizzo et al., 2004; Goedhart
et al., 2012).

EGFP has a weak tendency to dimerize (Zacharias et al., 2002),
which can lead to issues with protein aggregation, depending
on the protein it is fused with (Lantsman and Tombes, 2005).
Therefore, monomerized versions of EGFP, such as the A206K
mutant (the amino acid numbering is based on wild type GFP) is
preferred for FRET experiments as it will reduce any pseudopos-
itive FRET signal caused by non-specific aggregation. However,
in certain cases, such as in cleavage-based protease sensors, the
dimerization of donor and acceptor molecules can be benefi-
cial to increase the difference in FRET efficiency before and
after cleavage. In fact, a random mutagenesis study to enhance
FRET efficiency of caspase probe lead to the identification of a
CyPet-YPet pair (Nguyen and Daugherty, 2005), which was sub-
sequently shown to form a dimer between donor and acceptor
(Ohashi et al., 2007). For comprehensive review on fluorescence
proteins, please refer to Shaner et al. (2005) and Newman et al.
(2011).

APPLICATION OF FRET PROBES TO STUDY NEURONAL CIRCUIT
DYNAMICS
Numbers of FRET probes have been developed and tested in
various cell types. Here we list some of the recent research accom-
plishments using FRET probes in neuronal circuits. See Table 1
for an extended list of various FRET probes.

Ca2+
Intracellular Ca2+ plays an important role in regulating vari-
ous cellular functions such as signaling, gene regulation, cell
death, and survival. Under basal conditions, the intracellular
Ca2+ concentration is maintained at low levels by various Ca2+-
extrusion and sequestration mechanisms. Upon neuronal acti-
vation, local intracellular Ca2+ concentration increases through
influx from the extracellular fluid or efflux from the intracel-
lular pool (Hayashi and Majewska, 2005). Different sources of
Ca2+ can have distinct kinetics, subcellular localization and func-
tions. Therefore, it is not very surprising that a Ca2+-sensing
FRET probe was one of the first genetically encoded FRET sen-
sors ever made (Miyawaki et al., 1997). A popular use of this type
of probe is to detect neuronal circuit activity through a detection
of action potentials as Ca2+ influx into cells via voltage depen-
dent Ca2+ channels. The activity of hundreds of neurons can be
simultaneously monitored (Wallace et al., 2008).

Since Miyawaki et al. characterized cameleon, the first Ca2+
sensing FRET probe, various probes with different affinities
to Ca2+ have been reported (Miyawaki, 2005). Cameleon was
expanded into the yellow cameleon series, which had greater
sensitivity to Ca2+ and better signal/noise ratio (Nagai et al.,
2004; Horikawa et al., 2010). Griesbeck et al. utilized troponin
C and I to generate the Tn series Ca2+ sensor protein (Heim and
Griesbeck, 2004). Cameleon has been mainly applied to zebrafish
(Mizuno et al., 2013) and C. elegans (Haspel et al., 2010). Recently
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YC-Nano 140, new version of cameleon, was expressed to barrel
cortex of mice using adeno-associated virus vector and showed
different responses between two groups of neurons which are
projected to different regions in neocortex (Chen et al., 2013).

Using a separate approach not involving FRET for its prin-
ciple mode of detection, Nakai et al. generated G-CaMP (Nakai
et al., 2001). G-CaMP was engineered to express CaM and a M13
peptide inserted in the β-barrel wall of GFP, which ultimately dis-
torts its overall structure of GFP and quenches its fluorescence.
An increase in Ca2+ concentration induces CaM and M13 pep-
tide to interact, which then leads to a conformation change in
the β-barrel. This in turn changes the protonation status of the
fluorophore and dequenches the fluorescence. A related Ca2+
sensor termed pericam also utilizes a similar strategy (Nagai et al.,
2001). Recently, B-GECO and R-GECO, a blue and red version
of G-CaMP were developed to allow the simultaneous detection
of calcium in more than one subcellular compartments or cell
types (Zhao et al., 2011). With improvements in the sensitivity
of probes and detection methods, it is now possible to visual-
ize the Ca2+-influx in single dendritic spines evoked by unitary
excitatory postsynaptic potential (epsp) (Ohkura et al., 2012).
Currently G-CaMP is becoming the first choice for Ca2+ imag-
ing, especially in vivo because it is convenient to detect the Ca2+
responses with one channel. However, a recent report compar-
ing the sensitivity between G-CaMP3 and YCs in Purkinje cells
of acute cerebellar slice from mice (Yamada et al., 2011) showed
that YC exhibited better response than G-CaMP3, indicating that
optimal probes need to be carefully chosen in a given brain region
of interest.

A CaMKII activity sensor, Camui
CaMKII is a member of the serine/threonine protein kinase family
that is highly expressed in the brain, especially at the postsynaptic
density (PSD) of excitatory synapses (Kennedy et al., 1983; Chen
et al., 2005). CaMKII has been highly implicated in both induc-
tion and maintenance of functional and structural LTP (Lisman
et al., 2002; Matsuzaki et al., 2004). The activation of CaMKII pre-
cedes the structural enlargement of stimulated spines, suggesting
that CaMKII is a molecular trigger of downstream processes that
lead to structural changes. In addition, the CaMKII has struc-
tural role at the synapse through its capacity to bundle F-actin
(Okamoto et al., 2007, 2009).

Under basal conditions, CaMKII is kept inactive by intrasub-
unit steric block of the substrate-binding site (S site) in the kinase
domain by a pseudosubstrate region within the autoinhibitory
domain (Lisman et al., 2002). Binding of Ca2+/CaM to the reg-
ulatory domain (adjacent to the autoinhibitory domain) alters
its conformation and disrupts the inhibitory interaction at the S
site. This disruption releases the kinase domain from autoinhi-
bition and allows it to rapidly self-phosphorylate threonine 286
(T286) of CaMKII, as well as other substrates. CaMKII autophos-
phorylation at T286 prevents the autoinhibitory domain from
binding with the T site of the catalytic domain and from blocking
the kinase activity, thereby allowing the kinase to retain substan-
tial activity even in the absence of Ca2+. Thus, this holoenzyme
remains active for a prolonged period of time, significantly out-
lasting that of a Ca2+ spike. Based on these observations, CaMKII

was proposed as a memory molecule, which can be used to store
long term information after a synapse undergoes LTP (Lisman
et al., 2002).

However, direct demonstration of the persistent activation of
CaMKII after the induction of LTP was lacking because of a
deficiency in effective methods to detect the spatial and tempo-
ral activation of CaMKII at the single spine level. To circum-
vent this, a FRET probe, Camui, was engineered by employing
the intramolecular FRET approach to detect the conformational
change associated with CaMKII activation by fusing donor and
acceptor fluorophores to both termini of CaMKII (Takao et al.,
2005; Kwok et al., 2008). Camui shows FRET in its basal inac-
tive state. Addition of ATP, CaM, and Ca2+ leads to a rapid
and persistent decrease in FRET. The conformational change due
to binding of Ca2+/CaM and autophosphorylation is account-
able for the change in FRET. This persistent, Ca2+-independent
change in FRET is absent when ATP is omitted or when a kinase
dead mutant is used. Furthermore, a phosphoblocking mutant
(T286A) stops the persistent change in FRET, whereas a phospho-
mimicking mutant (T286D) shows decreased FRET without Ca2+
stimulation. Hence, Camui detects the collective activation of
CaMKII by the binding of Ca2+/CaM and the autophosphoryla-
tion at T286. Using a FLIM version of Camui, green-Camuiα, Lee
et al. discovered that CaMKII activity is only transient (<2 min)
after the induction of structural LTP (sLTP) even though CaMKII
activation is required for sustaining structural synaptic plastic-
ity. This is much shorter than what had been believed (Lee et al.,
2009).

We investigated the spatial and temporal regulation of CaMKII
in rapid ocular dominance (OD) plasticity in layer II/III of fer-
ret visual cortex in vivo, a paradigmatic model for studying
the role of sensory experience in shaping cortical neural cir-
cuits (Mower et al., 2011). By taking advantage of the superficial
location of layer II/III pyramidal neurons for optical detection
of Camui signals (Figure 2A), we found that brief monocular
deprivation (MD, 4 h) leads to activation of CaMKII at most
synapses in the deprived eye domains (Figure 2B). However,
a change in CaMKII activity was not observed in the spines
located in binocular and non-deprived eye domains following
the same visual manipulation. Four hours of MD also lead to
the elimination of a small fraction of spines in the deprived eye
domain, whose basal CaMKII activity was lower than the aver-
age CaMKII activity in the same cortical site. The spines that
persisted after MD had either high basal CaMKII activity or
increased activity. Therefore, the emerging picture of the role of
CaMKII activity in vivo is that (1) the eliminated spines have low
CaMKII activity (although not all spines with low activity are
removed) and (2) high CaMKII activity might have a protective
role for spines and these preserved spines could potentially serve
as a substrate for the reorganization of intracortical presynaptic
partners.

At first, this result is seemingly at odds with the study by
Lee et al., where they observed a transient activation of CaMKII
by LTP induction with glutamate uncaging. However, this result
most likely reflects the ability of CaMKII to respond to dif-
ferent neuronal activity patterns (De Koninck and Schulman,
1998; Fujii et al., 2013). In the study by Lee et al. (2009),

Frontiers in Neural Circuits www.frontiersin.org October 2013 | Volume 7 | Article 163 | 31

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Ueda et al. FRET analysis of neuronal circuit

FIGURE 2 | In vivo imaging of CaMKII activity using Camui. (A)

Expression of Camui in ferret visual cortex allowed for visualization of
CaMKII activity in dendrites and spines of a neuron in a specific ocular
dominance (OD) domain. Blood vessel and OD maps were acquired using
intrinsic signal optical imaging (Upper panel: A, anterior; M, medial). Gray
scale indicates ocular dominance index (white, ipsilateral eye dominated;
black, contralateral eye dominated). Blood vessels map and the low
magnification two-photon microscopic image were cross referenced to
identify the two-photon images (Lower panel) in a given OD map. A
dendritic segment (red box) is magnified (Right) and displayed as channel
separated images (CFP and YFP) as well as a ratiometric image in
intensity-modulated display mode, indicating the CFP/YFP ratio. Warm hue
represents high CaMKII activity. (B) Sample images of spines with
decreased (left) or increased (right) CaMKII activity after 4 h of monocular
deprivation. Numbers below the images indicate the normalized CFP/YFP
ratio, a measurement of FRET signal. From Mower et al. (2011).

CaMKII is activated by local N-methyl-D-aspartate type glu-
tamate receptor (NMDA-R) activation. However, in the visual
cortex, it likely detects an integration of complex local and
global activity patterns that encompass both Hebbian and home-
ostatic mechanisms. Further studies are required to fully eluci-
date the role of CaMKII in synaptic plasticity both in vitro and
in vivo.

Small G-protein
Small G-protein family, including Ras, Rho, Ran, Rab, Sar/Arf
subfamilies, is a large group of signaling molecules that con-
trol various cellular functions (Saneyoshi and Hayashi, 2012).
The activity of small G-protein is controlled by intrinsic GTPase
activity and by the type of guanine nucleotide it is bound
with. GTP-bound form consists active form, which is con-
verted into GDP-bound form by the GTPase activity. The cycle
between GDP-bound inactive and GTP-bound active forms is reg-
ulated by three classes of proteins, guanine nucleotide exchange
factors (GEFs), GTPase-activating proteins (GAPs), and gua-
nine nucleotide dissociation inhibitors (GDIs) (Saneyoshi and
Hayashi, 2012). GEFs exchange GDP bound on a small G-protein
with GTP, which leads to an activation of signaling activity of the
small G-protein. The GTP-bound forms of G-protein lapse into
inactive forms when GAP induces activation of GTPase activity
that converts the bound GTP to GDP. GDI removes GDP-bound
inactive forms of G-proteins from cell membranes and therefore
maintains them in inactive forms.

Two family member of Ras family, Ras itself and Rap are impli-
cated in synaptic plasticity. Zhu et al. showed that Ras relays
the NMDA-R and CaMKII signaling that drives synaptic delivery
of α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid type
glutamate receptors (AMPA-Rs) during LTP (Zhu et al., 2002). In
contrast, Rap mediates NMDA-R-dependent removal of synap-
tic AMPA-Rs that occurs during LTD. Thus, Ras and Rap serve
as independent regulators for potentiating and depressing central
synapses. Ras is also implicated in spine formation. The expres-
sion of a constitutively active Ras in neocortex neurons lead to
an increase in spine density (Gartner et al., 2005). Conversely, a
loss of SynGAP, a Ras-GAP that expresses specifically in the brain,
leads to an increase in spine formation and enlargement of spine
size (Vazquez et al., 2004).

In order to elucidate the Ras activity during LTP in the spines
of hippocampal neurons, Yasuda et al. designed an intermolecu-
lar FLIM-based probe to detect Ras activity, in which momomeric
EGFP was tagged to the N-terminus of Ras, and two momo-
meric RFPs were attached to the N- and C-termini of the Ras
binding domain (RBD) of Raf (Yasuda et al., 2006). When Ras
at the plasma membrane is activated, RBD is recruited to the
membrane and binds to Ras, resulting in an increase in FRET.
Using this probe, they investigated the activity of G-proteins in
single dendritic spines in CA1 pyramidal neurons during sLTP.
After the induction of sLTP, Ras was activated, which was then
maintained for 30 min (Yasuda et al., 2006). Interestingly, the
Ras signaling is not restricted to spines but spreads over 10 μm
into dendritic shafts and eventually reaches neighboring spines,
which can subsequently undergo sLTP with only weak stimulation
(a stimulation that would normally induce only temporary poten-
tiation) (Harvey et al., 2008b). These data suggest that the spread
of Ras-dependent signaling is necessary for the local regulation of
the LTP induction threshold.

Rho family G-proteins, including ras homolog family mem-
ber (Rho), ras-related C3 botulinum toxin substrate (Rac), and
cell division control protein 42 homolog (Cdc42), are small GTP
binding proteins that control the actin cytoskeleton (Komatsu
et al., 2011; Saneyoshi and Hayashi, 2012). Because actin is the
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major cytoskeletal protein in dendritic spines, the role of the
Rho family G-proteins on the maintenance and rearrangement of
spine morphology has been investigated (Saneyoshi and Hayashi,
2012). The expression of a constitutively active form of Rac1 in
hippocampal pyramidal neurons leads to an increase in the num-
ber (Tashiro et al., 2000), length and width of spines (Zhang and
Macara, 2006), while a dominant negative had the opposite effect
(Nakayama et al., 2000; Zhang and Macara, 2006; Impey et al.,
2010). In contrast, a constitutively active form of RhoA reduces
the density of spines (Tashiro et al., 2000; Impey et al., 2010) and
causes a simplification of dendritic branch pattern (Nakayama
et al., 2000). Inhibition of RhoA activity leads to an increase in the
number of spines in some neurons (Tashiro et al., 2000; Impey
et al., 2010). Cdc42 is also implicated in spine morphogenesis
(Tashiro et al., 2000; Irie and Yamaguchi, 2002).

Murakoshi also applied the same Ras probe design strategy to
construct probes for Rho family protein (Murakoshi et al., 2011).
The temporal and spatial extent of activity spreading over the
dendritic shaft was investigated (Murakoshi et al., 2011). Activity
of both RhoA and Cdc42 was maintained for up to 30 min,
which is consistent with the observation that the filamentous (F-)
actin/globular (G-) actin equilibrium moves toward F-actin after
LTP induction (Okamoto et al., 2004, see below). RhoA spreads
with a length constant of 4.5 μm along the dendrite. On the other
hand, Cdc42 activity was restricted only in the stimulated spine,
whose length constant is 1.9 μm.

Phosphatidylinositol 3,4,5-Trisphosphate (PIP3)
PIP3 is a phosphoinositide that plays an important role in a vari-
ety of cellular functions. PIP3 is produced from phosphatidylinos-
itol 4,5-bisphosphate (PIP2) by phosphoinositide 3-kinase (PI3K)
in response to hormone and neurotransmitter while PTEN con-
verts PIP3 back to PIP2. In hippocampal pyramidal neurons,
PIP3 is crucial for maintaining AMPA-R clustering during LTP
(Arendt et al., 2010). PIP3 also regulates neuronal polarity,
dendritic arborization, and nerve growth factor-induced axonal
filopodia formation (Jaworski et al., 2005; Ketschek and Gallo,
2010). In order to exert these functions, local PIP3 accumula-
tion leads to the recruitment of effector proteins such as Akt
(Thomas et al., 2001), WASP family Verprolin-homologous pro-
tein (WAVE) (Oikawa et al., 2004) and GEF of small G proteins
to specific subcellular compartments (Han et al., 1998; Shinohara
et al., 2002; Innocenti et al., 2003).

In order to investigate PIP3 function and regulation in spines,
we developed a FLIM-based PIP3 FRET probe, FLIMPA3, by
concatenating a donor, a specific PIP3-binding domain, flexi-
ble di-glycine hinge, and an acceptor tethered to the membranes
through rigid α-helical linkers (Sato et al., 2003; Murakoshi et al.,
2008; Ueda and Hayashi, 2013) (Figure 1G). When FLIMPA3 was
expressed in hippocampal CA1 pyramidal neurons, we found
that PIP3 showed greater accumulation in spines than in den-
dritic shafts under basal conditions (Ueda and Hayashi, 2013).
PI3K inhibitor treatment decreased PIP3 accumulation in spines,
indicating that PIP3 accumulation is largely due to basal PI3K
activity in spines. This result is consistent with a previous report
in which PI3K is ubiquitously localized in neuronal cells, but only
becomes active after AMPA-R binding (Man et al., 2003). During

sLTP, PIP3 in spines was reduced. Application of a PTEN inhibitor
did not significantly change the reduction in PIP3. Additionally,
the reduction of PIP3 after sLTP was highly correlated with PIP3

enrichment before sLTP induction. Therefore, the reduction in
PIP3 during sLTP is likely to be due to the addition of mem-
brane from the dendritic shaft. Interestingly, whilst PIP3 globally
decreases in spines during sLTP, we observed a specific accumu-
lation of PIP3 in spinules, filopodia-like protrusions found on
spines. When PIP3 in spinules was blocked by a PI3K inhibitor
that reduces PIP3 levels, the number of spinules after sLTP were
diminished, indicating that PIP3 in spinules regulates spinule
formation.

Electron microscopic studies found that spinules could be
trans-synaptically endocytosed by presynaptic terminals as sepa-
rate vesicles from the postsynaptic side (Spacek and Harris, 2004).
Therefore, the trans-endocytosis of spinules may serve as a mech-
anism for retrograde signaling or may aid postsynaptic membrane
remodeling by removing excess membrane (Spacek and Harris,
2004). Accumulated PIP3 in spinules that traffic to the presy-
naptic side may act as a retrograde signal or contribute to the
formation of new synapses with functional presynaptic boutons.

Extracellular Signal-regulated Kinase (ERK)
ERK is a serine/threonine protein kinase that belongs to the
mitogen-activated protein kinase (MAPK) family, which plays
important roles in a variety of cellular functions such as cell dif-
ferentiation, proliferation, and survival (Chang and Karin, 2001).
In neuronal circuits, ERK is involved in a wide range of functions
including the regulation of dendritic protein synthesis (Impey
et al., 1998a,b; Roberson et al., 1999; Davis et al., 2000; Patterson
et al., 2001; Waltereit et al., 2001), morphological changes in
dendritic spines (Wu et al., 2001; Goldin and Segal, 2003) and
hippocampal LTP and memory formation in vivo (Giovannini
et al., 2001). Abnormal ERK signaling is associated with mental
retardation (Costa et al., 2002).

In order to obtain information about the spatiotemporal
dynamics of ERK activity in neuronal cells, several FRET-based
probes have been developed. Miu2 detects the conformational
change of ERK activation by flanking ERK with CFP and YFP
(Fujioka et al., 2006). Erkus is based on the detection of sub-
strate protein phosphorylation (Sato et al., 2007) (Figure 1F).
The ERK substrate sequence was obtained from EGFR and fused
to the phospho-binding domain from FHA2 by a flexible pep-
tide linker. The D domain, a sequence that selectively binds
to ERK was attached to increase the specificity and efficiency
of phosphorylation. This fusion protein was flanked by CFP
and YFP. When phospho-substrate peptide is phosphorylated by
active ERK, the phosphoprotein-binding domain interacts with
the phospho-substrate peptide, leading to a change in overall con-
formation, which can be detected by a change in FRET efficiency.
EKAR uses a similar approach but with a different substrate and
a phosphoprotein-binding domain (Harvey et al., 2008a).

Using EKAR in hippocampal pyramidal neurons, Harvey
et al. observed ERK activity induced by back-propagating action
potentials (Harvey et al., 2008a). Stimulated bursts of action
potentials caused global Ca2+ influx through voltage-gated Ca2+
channels, leading to Ras activation, an upstream molecule of
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ERK (Yasuda et al., 2006; Harvey et al., 2008b). After stimula-
tion, ERK activity reached a peak by around 5 min, then gradually
decreased, and finally returned to basal levels by 30 min. The time
course of ERK activation was longer than that of Ras, consis-
tent with the idea that ERK is the downstream effector of Ras.
They also investigated ERK activity in the somatic cytoplasm
and nucleus of neuronal cells. After theta-burst stimulation, ERK
activity in both regions was up-regulated in a parallel manner,
indicating that global Ca2+ influx through VGCCs can diffuse
rapidly between these two compartments (Harvey et al., 2008a).

Chloride sensor
Cl− ion regulates neuronal properties such as intracellular pH,
cell volume, and fluid secretion (Duran et al., 2010). More
importantly, Cl− is a major carrier of electrical current in
inhibitory synaptic transmission mediated by GABA and glycine
receptors. The basal level of intracellular chloride ions (Cl−)
is maintained by a number of mechanisms including chloride
transporter system that consist of Na+-Cl−, Na+-K+-2Cl−, and
K+-Cl− transporters, and the activation of tonic GABA receptors,
calcium-activated Cl− channels, cAMP-activated Cl− channels,
cell-volume regulated anion channels, and transporters local-
ized within subcellular organelles (Duran et al., 2010). Since all
these factors sum up to determine the intracellular Cl− con-
centration, it is of a great interest to visualize the dynamics of
intracellular Cl−.

The chloride sensor, Clomeleon, consists of CFP, a flexible pep-
tide linker, and a Cl− sensitive YFP (with S65G, S72A, K79R,
T203Y, H231L mutations) (Kuner and Augustine, 2000). YFP
intensity is quenched in the presence of Cl−, thereby chang-
ing FRET efficiency in a Cl− concentration-dependent manner.
Using this probe, in hippocampal dissociated cultures of neurons
and glial cells, the developmental time course of Cl− concentra-
tion was investigated (Kuner and Augustine, 2000). While the
Cl− concentration in glia cells was low throughout embryonic
and postnatal stages, the concentration in neurons was higher at
embryonic stages, and then decreased during postnatal develop-
ment, consistent with the observation that activation of GABA
receptors in immature neurons leads to neuronal excitation rather
than inhibition (Kuner and Augustine, 2000). Using this probe, it
was also possible to observe Cl− influx through GABA receptors
in hippocampal CA1 pyramidal neurons following interneuron
stimulation (Berglund et al., 2006). However, at this point, the
sensitivity of the Cl− sensor is not as good as to visualize Cl−
influx induced by unitary inhibitory postsynaptic current (ipsc).
This would require further elaboration of the probe.

Actin
Actin is the major cytoskeletal protein in dendritic spines (Matus,
2005; Okamoto et al., 2009). It exists in equilibrium between
two forms, globular (G-actin) and filamentous actin (F-actin)
(Okamoto et al., 2009; Saneyoshi and Hayashi, 2012). Actin has
a rapid turnover time within the dendritic spine. An experiment
using fluorescence recovery after photobleaching (FRAP) of GFP-
fused actin revealed that over 85% of actin in dendritic spines
is dynamically turning over, with an average time constant of
44 s (Star et al., 2002). This dynamic turnover is the underlying

molecular basis of motility and morphological changes of spines
(Okamoto et al., 2004, 2009; Matus, 2005; Honkura et al., 2008).

As in non-neuronal cells, F-actin in dendritic spines undergoes
a unique directional treadmilling as revealed with experiments
using a photoactivatable (PA)-GFP-actin or a photoconvertable
fluorescent protein (Honkura et al., 2008; Frost et al., 2010).
G-actin is added to the barbed end of F-actin at the periphery
of dendritic spines and at the base of the dendritic spine, F-actin
is continuously disassembled to G-actin at the pointed end of
actin. Taken together, there is an overall directional movement
of F-actin from the periphery toward the spine base (Honkura
et al., 2008; Frost et al., 2010). Another way to look at this is to
divide the actin population into different pools. The first pool of
F-actin, found at the periphery, has a relatively high turnover of
about 40 s (Honkura et al., 2008). The second pool is the pop-
ulation that resides at the base of spines, with a turnover time
of 17 min (Honkura et al., 2008). These two pools are relatively
static and help to maintain the overall spine shape and size.
In addition, there is a third pool that appears after LTP induc-
tion (Honkura et al., 2008). The turnover time of this pool is
2–15 min and it spreads all over the spine. This pool is required
to maintain dendritic spine enlargement upon sLTP induction.
If this pool extrudes into the dendritic shafts then sLTP was not
maintained.

Actin exists in equilibrium between F-actin/G-actin but it was
not known how the F-actin/ G-actin equilibrium changes dur-
ing synaptic plasticity. This is because the dendritic spine is too
small and does not show discrete F-actin structure that is observ-
able with light microscopy. To circumvent this, an intermolecular
FRET approach was used to monitor the F-actin/ G-actin equi-
librium (Okamoto et al., 2004). The distance between actin
monomers in F-actin is 55 Å, which is within the appropriate
range to be detected with FRET. Actin was tagged with CFP
and YFP as a donor and an acceptor, respectively. Using this
approach, Okamoto et al. observed actin dynamics in hippocam-
pal CA1 pyramidal neuronal cells during bidirectional plasticity
(Okamoto et al., 2004). Upon tetanic stimulation, the equilibrium
of F-actin/G-actin shifted toward F-actin, which was accompa-
nied by spine enlargement (Figure 3). In contrast, prolonged
low-frequency stimulation, typically inducing LTD, lead to spine
shrinkage and actin depolymerization. This evidence suggests
that the equilibrium of F-actin/ G-actin regulates bidirectional
structural plasticity.

FIGURE 3 | Dendritic spine expressing actin FRET probe. Single dendritic
spine that was subjected to local tetanic stimulation is accompanied by the
enlargement of spine and actin polymerization. From Okamoto et al. (2004).
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Voltage sensors
Electrophysiological recordings are considered to be the “gold
standard” technique for measuring neuronal membrane poten-
tials. However, several drawbacks to this method exist, such as the
invasive nature of the technique and limitations in the number
of neurons that can be measured simultaneously. To circumvent
these issues, small molecular weight voltage-sensitive fluorescent
dyes have been used with some success. The main disadvantage
of using small molecular weight voltage-sensitive fluorescent dyes
is the lack of cell-type specificity, because the dyes are generally
bogus loaded and taken up by cells in a non-specific manner. It
is also important to note that the dyes can diminish over time or
cause toxicity. Therefore, these dyes are mostly suited for use in
acute experiments.

Genetically-encoded membrane potential sensors, VSFP2
(Sakai et al., 2001) and Mermaid (Tsutsui et al., 2008), allow
us to visualize the membrane voltage of a large number of
individual neurons with high temporal resolution. Both probes
are based on a membrane embedded phosphatase that senses
voltage, Ci-VSP, a protein derived from tunicate, Ciona intesti-
nalis. Ci-VSP is composed of a voltage-sensor domain (VSD)
and phosphatase domain (Murata et al., 2005). The phos-
phatase domain on the C-terminus was replaced with a fluo-
rophore pair fused in tandem. Membrane depolarization causes
a conformational change in the overall structure, leading to a
decrease in the distance between fluorophores, and ultimately a
change in FRET efficiency. In cultured cortical neurons express-
ing Mermaid, a stimulated burst (30 pulses at 100 Hz) of
spikes could be observed (Tsutsui et al., 2008). Recently, VSFP-
butterfly and ArcLight were developed, where the acceptor was
moved from the C-terminus to the N-terminus (Akemann et al.,
2012, 2013; Jin et al., 2012). VSFP-butterfly has been used to
visualize changes in membrane voltage elicited by the stimu-
lation of a single whisker in layer 2/3 pyramidal neurons in
the mouse barrel cortex (Akemann et al., 2012). The authors
also succeeded in visualizing spontaneous slow brain oscilla-
tions traveling over the somatosensory cortex (Akemann et al.,
2012).

CONCLUDING REMARKS
In 1990s, the readout of synaptic plasticity was mostly lim-
ited to the size of electrical response of synapse. The data were
analyzed by applying to mathematical model of synaptic trans-
mission established from studies on neuromuscular junction,
which later turned out to be not compatible to the central
synapse and caused a huge confusion in the field. The title
of a review written by Sanes and Lichtman “Can molecules

explain long-term potentiation?” (Sanes and Lichtman, 1999),
well represents the sentiment around that time on the never-
ending debate on the mechanism of LTP. Fortunately, the recent
introduction of technologies to optically measure the activity of
molecules involved in synaptic plasticity has drastically changed
the field and successfully clarified a number of points that
remained unsolved before and provided new concepts of synaptic
plasticity.

In the quest to understand the molecular mechanisms under-
pinning neuronal circuit plasticity, FRET has played a critical role
in revealing important insights into the spatiotemporal dynam-
ics of the key players. However, limiting its further application, it
has been empirically known that it is difficult to establish trans-
genic mice expressing FRET probes (Hara et al., 2004). This may
be due to the repeat of very similar DNA sequence (CFP and
YFP) within transgene (Kamioka et al., 2012). It is also possi-
ble that probe proteins work as a gain-of-function mutant that
hampers the function of endogenous proteins (Hara et al., 2004).
Nonetheless, number of transgenic animals expressing FRET
probes has been increasing (Hara et al., 2004; Berglund et al.,
2006; Zhang et al., 2010; Yamaguchi et al., 2011; Kamioka et al.,
2012; Wang et al., 2012; Thunemann et al., 2013). Additional
difficulty lies in the detection of FRET, especially in the in vivo
preparation. In practice, the animal’s heartbeat and breathing
introduce not only the movement of the cells during imag-
ing but also the hemodynamic noise and therefore changes the
absorbance in the optical path of the excitation and emission of
fluorescence (Akemann et al., 2012). This will affect the accuracy
of FRET data acquisition. With continued technological advances,
it will be possible to apply FRET to increasingly complex
preparations, even in vivo, to fully understand the complicated
neuronal signaling processes that occur in the ever-changing
brain.
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The nematode Caenorhabditis elegans is an ideal organism for studying neural plasticity
and animal behaviors. A total of 302 neurons of a C. elegans hermaphrodite have been
classified into 118 neuronal groups. This simple neural circuit provides a solid basis for
understanding the mechanisms of the brains of higher animals, including humans. Recent
studies that employ modern imaging and manipulation techniques enable researchers to
study the dynamic properties of nervous systems with great precision. Behavioral and
molecular genetic analyses of this tiny animal have contributed greatly to the advancement
of neural circuit research. Here, we will review the recent studies on the neural circuits of C.
elegans that have been conducted in Japan. Several laboratories have established unique
and clever methods to study the underlying neuronal substrates of behavioral regulation in
C. elegans. The technological advances applied to studies of C. elegans have allowed new
approaches for the studies of complex neural systems. Through reviewing the studies on
the neuronal circuits of C. elegans in Japan, we will analyze and discuss the directions of
neural circuit studies.

Keywords: C. elegans, neural circuits, learning and memory, plastic behavior, behavioral genetics, studies on Japan

THE NERVOUS SYSTEM OF C. elegans
Understanding the mechanisms underlying neural operation and
processing is a major goal in neuroscience. One approach is to
study a simple neural circuit, in which neurons and neural path-
ways can be identified and diagrammed for analysis. Another
approach is the application of molecular genetic techniques to
reveal the molecular components that govern the neural functions
and clarify the site of action of molecules in brain (Brenner, 1974;
Quinn et al., 1974).

The soil nematode Caenorhabditis elegans is an ideal organism
for studying neural circuits and related behavior, since it com-
pletely fulfills the above-mentioned criteria. The nervous system
of C. elegans consists of only 302 neurons and the entire neuronal
system of C. elegans is composed of approximately 5,000 synapses
and 600 gap junctions, as revealed by electron microscopic anal-
ysis (Brenner, 1974; Ward et al., 1975; Ware et al., 1975; Sulston
et al., 1983; White et al., 1986). Major neurotransmitters in mam-
mals such as glutamate, acetylcholine, GABA, and monoamines all
occur in the nervous system of C. elegans (Jorgensen, 2005; Brockie
and Maricq, 2006; Chase and Koelle, 2007; Rand, 2007; Li and Kim,
2008). In addition, homologs of genes important for neural devel-
opment and function in mammals are found in the C. elegans
genome, suggesting that findings on the C. elegans nervous system
will be useful for understanding the human brain (Bargmann,
1998; C. elegans Sequencing Consortium, 1998; Hobert, 2005).
Furthermore, calcium imaging and optogenetics have been

effectively applied to the C. elegans nervous system, yielding valu-
able information about dynamics of neurons and circuit in living
animals (Schafer, 2005, 2006; Kerr, 2006; Han and Boyden, 2007;
Zhang et al., 2007; Tian et al., 2009; Xu and Kim, 2011).

Caenorhabditis elegans exhibits a rich repertoire of behaviors
that are important for its survival and reproduction (Figure 1).
Several studies have shown that C. elegans is not only capable of
non-associative learning and short-term memory, but also capable
of associative learning and long-term memory (Bargmann and
Kaplan, 1998; Chalfie and Jorgensen, 1998; Rankin, 2002; Hobert,
2003; de Bono and Maricq, 2005; Giles et al., 2006; Giles and
Rankin, 2009; Hart and Chao, 2010; Sasakura and Mori, 2013).

On the occasion of the Frontiers in Neural Circuits special issue
on Japanese studies of neural circuits, we will describe the contri-
butions of Japanese studies on C. elegans to the understanding of
the neuronal bases of behavior. As mentioned above, molecules
and neural signaling that underlie the plastic behavior of C. ele-
gans are homologous to those found in mammals. Thus, the highly
accurate genetic, neuronal, and behavioral studies on the C. elegans
nervous system give great insights into our own nervous systems.

REGULATION OF NEURAL CIRCUITS GOVERNING PLASTIC
BEHAVIORS
ENHANCEMENT OF ODOR RESPONSE ASSOCIATIVE LEARNING
Learning and memory are the fundamental neural processes
in any animal, and the understanding of them is one of the
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FIGURE 1 | Conceptual scheme for plastic behavior.

most challenging fields in science (Kandel, 2001). C. elegans
exhibits several behaviors that reflect two forms of learning:
non-associative learning and associative learning (Bargmann and
Kaplan, 1998; Chalfie and Jorgensen, 1998; Rankin, 2002; Hobert,
2003; de Bono and Maricq, 2005; Giles et al., 2006; Giles and
Rankin, 2009; Hart and Chao, 2010; Sasakura and Mori, 2013).
Non-associative learning is defined as a change in responses to a
stimulus without association with a positive or negative reinforce-
ment. In contrast, associative learning is defined as the process
by which an association occurs between two different stimuli. C.
elegans eats bacteria as a food source (Brenner, 1974; Avery and
You, 2012). Food is the fundamental environmental cue for C. ele-
gans and profoundly influences several of its behaviors. Dynamic
changes in behaviors related to food are thought to be a behavioral
strategy critical for acquiring food that may be scarce in nature.
C. elegans associates food with several environmental stimuli,
enabling worm researchers to study associative learning.

Butanone and benzaldehyde are attractive odorants that
are sensed by AWC olfactory neurons (Bargmann et al., 1993;
Bargmann, 2006). Torayama et al. (2007) established a novel
assay system whereby associative learning between an attrac-
tive odorant and food can be observed. They found that
pre-exposure to butanone in the presence of food induces

increased attraction toward butanone (Figure 2). Pre-exposure
to butanone with food did not change the degree of chemotaxis
to benzaldehyde, suggesting that this enhancement of chemo-
taxis was odorant-specific. The enhancement of chemotaxis to
butanone did not require serotonin, which is responsible for
food signaling, despite the essential role of food during the
conditioning.

The forward genetic screen technique was used to isolate
10 mutants that showed limited butanone-enhanced chemo-
taxis. Of these, two mutants were further investigated and were
found to show almost normal chemotaxis and adaptation to
butanone, suggesting that the association between food and
butanone is specifically impaired (Figure 2B). The first mutant,
olrn-1, had a mutation in the gene encoding a novel trans-
membrane protein. Interestingly, olrn-1 expression was strictly
required in AWC neurons for the proper butanone enhance-
ment. The left and right AWC neurons develop distinct sensory
properties through an unusual stochastic lateral signaling inter-
action (Troemel et al., 1999; Wes and Bargmann, 2001). The
best example of such regulation is the G-protein-coupled recep-
tor STR-2, the expression of which is stochastically confined to
either the left or right AWC neurons, resulting in the asym-
metric expression of STR-2. The expression of STR-2 “on” cells
is defined as AWCON, and that of STR-2 “off” cells is defined
as AWCOFF. AWCON and AWCOFF express the different types
of chemosensory receptors, thereby contributing to the sen-
sation of different types of odors (Troemel et al., 1999; Wes
and Bargmann, 2001). Notably, olrn-1 mutants were defective
in the asymmetry of AWC left and right cell fate and showed
two AWCOFF phenotypes, which suggests that the existence of
AWCON is required for butanone enhancement (Bauer Huang
et al., 2007; Torayama et al., 2007). Consistent with this hypoth-
esis, another 2AWCOFF mutant, daf-11, and the ablation of
AWCON by a laser beam both caused the abnormal butanone
enhancement.

Interestingly, 2AWCON mutants conversely showed defective
butanone adaptation, in which animals pre-exposed to butanone
showed an impaired chemotactic response to butanone, suggesting
the importance of AWCOFF for sensory adaptation. The asymmet-
ric cell fate of AWCON and AWCOFF is important not only for
generating the diversity of sensation by expressing the different

FIGURE 2 |The association of butanone and food to enhance chemotaxis to butanone (Torayama et al., 2007). (A) Scheme for experiments.
(B) Chemotaxis index of olrn-1 and olrn-2 mutants after butanone is associated with or without food.
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types of receptors, but also for generating the opposite types of
plastic behaviors.

The second gene analyzed was olrn-2, which is identical to bbs-
8, one of the Bardet–Biedl syndrome (BBS) genes (Torayama et al.,
2007). BBS is a human genetic disorder that exhibits pleiotropic
abnormalities, such as retinal dystrophy, polydactyly, renal mal-
formation, and learning disabilities. Several BBS gene products
are reported to be associated with ciliary biogenesis and func-
tions (Ansley et al., 2003). The C. elegans genome contains at
least eight homologs of human BBS genes designated as bbs-1
to -8. They are all expressed exclusively in ciliated sensory neu-
rons (Ansley et al., 2003). Indeed, bbs-8/olrn-2 mutants showed
structural defects in sensory cilia (Blacque et al., 2004). The
expression pattern of STR-2 was normal in bbs-8/olrn-2 mutants.
Torayama et al. (2007) examined the dozens of C. elegans mutants
defective in cilia structures and found that only bbs mutants
showed abnormal butanone enhancement, although other cilia-
defective mutants showed normal butanone enhancement, despite
the fact that the chemotaxis to the butanone itself is impaired
in these mutants. Torayama et al. (2007) revealed that butanone
enhancement is specifically impaired in bbs genes, but the rea-
son for this is unclear. Finding the reason for this may aid the
understanding of BBS since BBS is known to cause learning
disabilities.

FORGETTING OF ODORANT MEMORY
Forgetting is the process of eliminating unnecessary or excessive
information in the brain, enabling animals to obtain new infor-
mation from their continuously changing environment. Despite

the importance of forgetting, the neural and molecular bases of
forgetting are almost unknown.

Olfactory adaptation is the plastic behavior in which animals
pre-exposed to an odor in the absence of food show decreased
response to the odor compared with naive animals. C. elegans
shows attractive responses and adaptation to odorants sensed by
two pairs of olfactory neurons, the AWA neurons and the AWC
neurons (Colbert and Bargmann, 1995, Bargmann and Mori,
1997). Inoue et al. (2013) used the recovery from olfactory adap-
tation against AWA-sensed diacetyl as a behavioral paradigm for
forgetting and found that the TIR-1/JNK-1 pathway regulates
forgetting (Figure 3). C. elegans animals grown with food were
exposed to diacetyl in foodless conditions for 1.5 h. Then, the
animals were re-grown on food-rich plate for a certain period of
time before a chemotaxis assay was performed (Figure 3A). Wild
type animals pre-exposed to diacetyl for 1.5 h recovered normal
chemotaxis to diacetyl within 4 h of exposure to food. In con-
trast, tir-1 mutants isolated by forward genetics screen showed
long-lasting adaptation: they gradually recovered the chemotaxis
to diacetyl over about 25 h (Figure 3B). Calcium imaging revealed
that the AWA response to diacetyl was suppressed during the adap-
tation period and recovered after 4 h in wild type animals, whereas
the AWA response to diacetyl was still suppressed after 4 h in tir-1
mutants. The sensory perception and the adaption to diacetyl were
normal in tir-1 mutants, suggesting that tir-1 mutants are defec-
tive specifically in the process of forgetting. Notably, tir-1 encodes
a Toll/interleukin-1-resistance domain protein that is homologous
to the mammalian adaptor protein SARM, which is known to be
expressed in the brain.

FIGURE 3 |The forgetting of adaptation to diacetyl is regulated through

aTIR-1/JNK-1 pathway (Inoue et al., 2013). (A) Scheme for experiments.
(B) Retention curves of adaptation to diacetyl in wild type animals and tir-1

mutants. (C) A model for the regulation of forgetting of olfactory adaptation to
diacetyl. The TIR-1/JNK-1 pathway in AWC neurons regulates the forgetting
process of adaptation in AWA neurons.
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In C. elegans, the TIR-1-mediated p38 mitogen-activated
protein kinase (MAPK) pathway is known to regulate the
asymmetric cell fate decision of AWC neurons. It also regu-
lates the innate immune response. The UNC-43(CAMKII)-TIR-
1-NSY-1(MAPKKK)-SEK-1 (MAPKK) pathway is required for
the determination of AWC cell fate, whereas the TIR-1-NSY-
1-SEK-1-PMK-1 (MAPK) pathway is required for the innate
immune response (Troemel et al., 1999; Sagasti et al., 2001; Wes
and Bargmann, 2001; Tanaka-Hino et al., 2002; Chuang and
Bargmann, 2005; Shivers et al., 2009). Inoue et al. (2013) tested
whether these molecular components were also involved in the
forgetting process and found that unc-43, nsy-1, and sek-1 mutants
exhibited the similar forgetting defects to tir-1 mutants, but
pmk-1 showed the normal phenotype. JNK-1 and PMK-1 are
both MAPKs known to be phosphorylated by SEK-1 (MAPKK).
The jnk-1 mutants displayed forgetting defects, thus, the pro-
cess of forgetting diacetyl is regulated through the TIR-1/JNK-1
pathway, which is partly overlapping but distinct from the path-
ways for AWC-asymmetric cell fate and the innate immune
response. The TIR-1/JNK-1 pathway is critical for the forgetting
process of AWC-sensed odor and of salt chemotaxis learn-
ing, suggesting the general role of the TIR-1/JNK-1 pathway in
forgetting.

The neurons responsible for the process of forgetting diacetyl
have been identified. Expression of tir-1 cDNA into tir-1 mutants
under the AWA-specific promoter did not rescue the phenotype,
but under the AWC-specific promoter rescued the defects. Expres-
sion of sek-1 cDNA into sek-1 mutants under the AWC-specific
promoter also rescued the forgetting defects. Likewise, the expres-
sion of the dominant negative forms of sek-1 and jnk-1 only in
the AWC neurons mimicked the forgetting-defective phenotype.
These results suggest that the TIR-1/JNK-1 pathway in AWC neu-
rons is sufficient and necessary for the forgetting process. Two
pieces of evidence support the notion that the AWC cell itself
plays an important role in the forgetting process of AWA neurons.
First, ceh-36 mutants, in which functional AWC neurons are undif-
ferentiated because of developmental errors, exhibited forgetting
defects (Lanjuin et al., 2003). Second, silencing of AWC neural
activity by expressing the gain-of-function form of the UNC-103
potassium channel in AWC neurons induced the forgetting defects
(Gruninger et al., 2008). The break of AWC-asymmetric cell fate
mediated by the TIR-1/NSY-1 pathway is unrelated to the forget-
ting defects for the following reasons: nsy-4 mutants, in which the
asymmetry of AWC neurons is impaired, exhibited normal forget-
ting (Vanhoven et al., 2006); and tir-1(gk264) mutants, a special
allele of the tir-1 gene that retains AWC asymmetry, also exhib-
ited forgetting defects. AWC neurons are critical for forgetting
the adaptive process of AWA-sensed odor, and the TIR-1/JNK-1
pathway in the AWC neurons is essential for the forgetting process
(Figure 3C).

The next question is how AWC neurons, apparently having
no relation to diacetyl sensation, affect the forgetting events in
AWA neurons. No neural connections have been reported between
AWA and AWC neurons (White et al., 1986), so the information
flow from AWC to AWA neurons cannot be explained by neu-
ral wiring. The secretion of some molecules by AWC neurons
may play an important role for the regulation of forgetting events

in AWA neurons. PKC-1, a novel protein kinase C-epsilon/eta
is thought to regulate the synaptic release of neuropeptides and
gain-of-function of PKC-1 is thought to activate the neuropep-
tide release at synapses (Okochi et al., 2005; Sieburth et al., 2007;
Adachi et al., 2010). Expression of the gain-of-function form of
pkc-1 in AWC neurons rescued the forgetting defects in tir-1
mutants, although it does not affect the chemotaxis and adap-
tation to diacetyl, suggesting that the TIR-1/JNK-1 pathway
regulates neurosecretion from AWC neurons. Reciprocally, the
expression of TetX (tetanus toxin light chain), an inhibitor of
synaptic transmission in AWC neurons, caused wild type ani-
mals to exhibit the forgetting defects. Thus, AWC neurons may
send a forgetting-accelerating signal to AWA neurons through
secretion molecules. What induces AWC neurons to release the
forgetting signal? The sensory perception of AWC neurons is not
involved in forgetting, because tax-4 mutants defective in AWC
sensory signaling showed normal forgetting behavior (Komatsu
et al., 1996). In contrast, whether animals were well fed or
starved would be critical for AWC neurons to send forgetting
signal to AWA neurons. Food signals could be captured in the
synaptic region of the AWC axon to modulate TIR-1/JNK-1 sig-
naling, thereby regulating the release of forgetting molecules.
Consistent with this hypothesis, TIR-1 is localized at synapses
(Chuang and Bargmann, 2005).

Inoue et al. (2013) clarified the existence of forgetting signals
and showed that forgetting is not the passive decay of memory,
but rather an active process. This study also revealed the hierar-
chical regulation of forgetting at molecular, cellular, and circuit
levels. Further identifications of molecular components involved
in forgetting, such as peptides and receptors, and the elucida-
tion of neural regulation will help us understand the nature of
forgetting.

ENHANCEMENT OF REPULSIVE RESPONSE TO HARMFUL STIMULI
THROUGH NON-ASSOCIATIVE LEARNING
In adaptation and habituation, which are classified as
non-associative learning, sensory experiences weaken responses
to stimuli. The opposite form of neural plasticity is also known,
in which sensory responses are enhanced and animals overreact
to previously experienced stimuli. The enhancement of sensory
responses is critical for animals to escape from harmful environ-
ments. Well-known examples are the sensitization of mammalian
peripheral pain sensations and the defensive responses in leeches
and Aplysia (Hawkins et al., 1993; Sahley, 1995; Millan, 1999).
Although addictive rather than defensive, drug addiction is
another example of the enhancement of neural responses.

An experimental system to explore the molecular and neu-
ral bases for sensory enhancement was established in C. elegans
(Kimura et al., 2010). C. elegans shows avoidance behavior in
response to the volatile odorant 2-nonanone, which is sensed
mainly by AWB olfactory neurons (Troemel et al., 1997). Expo-
sure to 2-nonanone for 1 h induced animals to move further
away from the odor source than naive animals, and the enhance-
ment of this escape response lasted at least 1 h (Figure 4).
The enhancement of the touch response in C. elegans has also
been reported, yet the molecular and neural bases for this are
unknown (Rankin et al., 1990). The enhancement of 2-nonanone
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FIGURE 4 |The enhancement of avoidance behavior after the exposure to 2-nonanone (Kimura et al., 2004). Scheme for experiments and the image for
results.

avoidance was not influenced by feeding state, hinting at the non-
associative nature of this plasticity. Molecular genetic analysis
revealed that dopamine signaling is involved in the enhancement
of 2-nonanone avoidance. Notably, dop-3 mutants lacking the
D2-like dopamine receptor and dopamine biosynthesis-impaired
mutants did not exhibit enhanced avoidance. In addition, the
application of haloperidol, a D2-specific antagonist known as an
antipsychotic drug, to wild type animals suppressed enhanced
avoidance. The DOP-3 functioning neurons were investigated
through cell-specific rescue experiments and a single pair of
interneurons, known as RIC neurons, was identified as the site of
dopamine action. The RIC neurons are known to be octopamin-
ergic and it has been suggested that dop-3 activity in the RIC
neurons suppresses octopamine release (Suo et al., 2009). It has
also been reported that RIC neurons form synaptic connections
mainly with AVA neurons, which are involved in locomotion. Thus,
dopamine signaling in RIC neurons may control the release of
octopamine and/or the activity of AVA neurons. A video-based
tracking system revealed the effect of 2-nonanone enhancement
on escape behavior: the migration velocity remained constant,
but the time taken to initiate escape behavior increased, as did
the time taken to change the direction of movement. This tech-
nique, combined with the recently developed optogenetic system
that enables researchers to control the neural activity of living
animals during escape behavior, has shed light on the molec-
ular and neural basis for sensory enhancement in C. elegans
(Kawazoe et al., 2012).

ASSOCIATIVE LEARNING BETWEEN ODORANT AND pH
Caenorhabditis elegans is able to sense environmental pH.
Murayama et al. (2013) showed that a transmembrane receptor-

type guanylyl cyclase GCY-14 may be the alkaline receptor in
the ASEL gustatory neuron. Since food is a strong uncondi-
tional stimulus (US) in any conditioning paradigm, the behavioral
protocol that avoids using food as US was established. Amano
and Maruyama (2011) recently combined two defined chemical
cues to analyze associative learning in C. elegans. They condi-
tioned worms with 1-propanol as a conditioned stimulus (CS)
and acidic pH as an US, and then conducted spaced training
and massed training. Spaced training consists of repeated tri-
als with an inter-trial interval (ITI), whereas massed training
consists of repeated trials without an ITI. The memory after
the spaced training was retained for 24 h, whereas the mem-
ory after the massed training lasted only 3 h. Consistent with
the theory for touch response (Giles et al., 2006; Giles and
Rankin, 2009), C. elegans likely processes both long- and short-
term memories. Amano and Maruyama (2011) reported that the
mutants defective in nmr-1 encoding of an NMDA receptor sub-
unit fail to form both long- and short-term memories, while
mutations in crh-1 encoding the CREB (cAMP-responsive ele-
ment binding protein) transcriptional factor only affect long-term
memory.

NEURAL INTEGRATION OF TWO TYPES OF INFORMATION AND
DECISION ON BEHAVIORAL CHOICE: A MODEL SYSTEM FOR
DECISION-MAKING
Decision-making is the cognitive process by which animals select
one action among several different choices. In order to study
behavioral decision from two conflicting choices and the inte-
gration of two different sensory cues, an interaction assay system
was developed (Ishihara et al., 2002). Diacetyl is an attractive odor
sensed by AWA olfactory neurons and Cu2+ ion is aversive metal
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sensed by ASH and ADL sensory neurons (Bargmann et al., 1993;
Sambongi et al., 2000). The attractive odor, diacetyl, is applied
to one side of the assay plate, C. elegans animals are placed on
the other side of the plate, and a Cu2+ barrier is established on
the midline of the plate (Figure 5A). When C. elegans encounters
the Cu2+ barrier during their migration toward diacetyl, the bal-
ance between concentrations of diacetyl and Cu2+ regulates the
behavioral decision whether they go straight toward diacetyl or
withdraw (Figure 5B).

The hen-1 gene, which encodes a secretory protein with an LDL
(low-density lipoprotein) receptor motif, regulates sensory inte-
gration and decision-making. In the interaction assay, Ishihara
et al. (2002) found that hen-1 mutants showed a weaker tendency
to cross the Cu2+ barrier when approaching the attractive odorant
diacetyl. Since hen-1 mutants show a normal attractive response to
diacetyl and aversion from the Cu2+ ion, the HEN-1 protein likely
plays a role in decision-making in behavioral choice (Figure 5B).
The cell non-autonomous function of the HEN-1 protein sug-
gests that HEN-1 acts as a secreted molecule. Secretion of HEN-1
from AIY interneurons is crucial because ttx-3 mutants (Hobert
et al., 1997), which are defective in AIY cell fate, showed a similar
phenotype to hen-1 mutants.

FIGURE 5 | Neural integration of two different types of information

and decision on behavioral choice (Ishihara et al., 2002; Shinkai et al.,

2011). (A) The assay system of interaction assay. (B) The reciprocal
inhibition model of the attractive signaling to diacetyl and the avoidance
signaling to Cu2+. (C) A neural circuit model of the interaction of two
sensory signals and decision-making. The activity of AIA interneurons is
regulated by the balance between excitatory inputs from AWA through the
gap junction and inhibitory inputs from ASH and ADL neurons through the
glutamate-gated chloride channel GLC-3. Activated AIA interneurons would
increase the relative strength of the signals for diacetyl by inhibiting the
signals for Cu2+. GCY-28 and SCD-2 may enhance the inhibitory synaptic
outputs from AIA neurons. HEN-1, a secretory protein released from AIY
neurons, may act on the receptor SCD-2. The details of the mechanism of
HEN-1 action are not yet fully understood.

The jeb protein in Drosophila is homologous to HEN-1 and has
been reported to regulate the development of visceral mesoder-
mal cells via the tyrosine kinase receptor Dalk (Weiss et al., 2001).
SCD-2 is the sole C. elegans homolog of Dalk. The phenotype of
scd-2 mutants is almost the same as that of hen-1 mutants, and scd-
2;hen-1 double mutants behave like both single mutants (Shinkai
et al., 2011). These results suggest that scd-2 and hen-1 act via the
same genetic pathway and support the idea that SCD-2 is a receptor
of HEN-1. Forward genetic analysis identified the gcy-28 gene as a
key regulator for interaction behavior. GCY-28 is a membrane-
bound guanylyl cyclase that produces cGMP (Tsunozaki et al.,
2008; Shinkai et al., 2011). It was found that gcy-28 was expressed
broadly in neurons, however, the expression of gcy-28.d, one of
the splicing isoforms, was expressed specifically in a pair of AIA
interneurons. AIA interneurons were identified as the key neu-
rons for the interaction behavior both through cell-specific rescue
experiments and genetic cell-ablation experiments. The defects
in gcy-28 mutants were restored only when gcy-28 cDNA was
expressed in AIA neurons. Likewise, the genetic ablation of AIA
neurons in wild type animals induced similar phenotypes to the
gcy-28 mutants. CNG-1 was identified as a cyclic nucleotide-gated
channel (Cho et al., 2005) that functions downstream of GCY-28 in
AIA neurons. Molecular genetic analysis suggested that the GCY-
28/CNG-1 pathway is parallel to the HEN-1/SCD-2 pathway. The
site of action of SCD-2 was also shown to be AIA neurons. Hence,
both the GCY-28/CNG-1 and HEN-1/SCD-2 pathways are needed
in AIA interneurons to act as integrators of conflicting sensory cues
(Figure 5C).

The next question is how AIA neurons integrate sensory cues
and make behavioral decisions. AWA olfactory neurons that are
activated by diacetyl make gap junctions with AIA neurons,
suggesting that AIA neurons can also be activated by diacetyl.
However, ASH/ADL sensory neurons that are activated by Cu2+
form synapses with AIA neurons. ASH neurons are known to be
glutamatergic, and the glutamate-gated chloride channel GLC-
3 is known to be functional in AIA neurons (Chalasani et al.,
2007). Interestingly, glc-3 mutants crossed the Cu2+ barrier more
frequently than did wild type animals and this phenotype was
rescued by expressing glc-3 cDNA in AIA neurons. These results
suggest that ASH neurons activated by Cu2+ inhibit AIA neu-
rons through the glutamate-gated chloride channel. The activity
of AIA neurons is regulated in opposing fashion through AWA
and ASH neurons: AWA neurons activate AIA neuron activity,
whereas ASH neurons inhibit AIA neuron activity. The bal-
anced regulation of AIA neuron activity may be important for
behavioral decisions (Figure 5C). Although AIA neurons send
synaptic outputs to many neurons, a major synaptic target of
AIA neurons are AIB interneurons that are known to regulate
a reversal of movement: removal of an odor sensed by AWC
neurons activates AIB neurons to produce a reversal behav-
ior, which reorients the animals to the odor source (de Bono
and Maricq, 2005; Gray et al., 2005; Chalasani et al., 2007). In
contrast, the application of an odor sensed by AWC neurons acti-
vates AIY neurons to induce forward movement that contributes
to direct the animals straight to the odor source. Thus, AIA
neurons and AIB interneurons have opposite effects on behav-
iors, hinting that AIA neurons activate inhibitory synapses on
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AIB neurons. Inhibitory connectivity from AIA to AIB neurons
is also hinted by the laser ablation studies (Wakabayashi et al.,
2004).

AIB interneurons receive synaptic inputs from ASH and ADL
neurons, both of which sense aversive stimuli, including Cu2+.
AIB may play a critical role in aversion behavior: ASH and ADL
neurons activated by aversive stimuli convey the information
to AIB neurons, and the activated AIB neurons induce rever-
sal behavior, thereby enabling the animal to successfully escape
from the aversive stimuli in the integration assay. Consequent
activation of AIA interneurons that are connected via gap junc-
tions to the activated AWA olfactory neurons may inhibit AIB
neuronal activity, thereby preventing an aversive response to the
Cu2+ barrier and accelerating migration toward diacetyl over
the Cu2+ barrier. Consistent with this, activation of synaptic
transmission of AIA neurons through AIA-specific expression of
the gain-of-function form of pkc-1 encoding nPKC-epsilon/eta
(Okochi et al., 2005; Sieburth et al., 2007; Adachi et al., 2010)
caused gcy-28 mutants to cross over Cu2+ barrier. As discussed
later, AIA neurons are important for associative learning (Tomioka
et al., 2006), indicating that AIA neurons may function as con-
trollers of neural plasticity (Figures 5C and 7C). Further analysis,
such as clarification of the physiological properties of AIA neurons,
identification and analysis of other molecules, and clarifica-
tion of the relationship between these molecules will shed light
on the decision-making process at the molecular and circuit
levels.

ALTERATION TO ODORANT PREFERENCE INFLUENCED BY POPULATION
DENSITY OF ANIMALS
Caenorhabditis elegans strains isolated from natural environments
all over the world are categorized based on behavioral properties
into two group: social and solitary strains. Social strains show the
aggregation of animals on the boundary of food where oxygen
concentration is low. The standard laboratory strain of C. elegans
is the Bristol type, which was isolated in England and exhibits the
solitary phenotype (Brenner, 1974; de Bono and Bargmann, 1998;
Gray et al., 2004; de Bono and Maricq, 2005). Social and solitary
behaviors are regulated by FMRFamide-related neuropeptides and
homologs of the neuropeptideY receptor (de Bono and Bargmann,
1998; Rogers et al., 2003). It is important to consider the behavior
of animals not only as individuals, but as populations.

As mentioned in the previous section, C. elegans stops
approaching otherwise attractive odors and disperse from them
after exposure to the odor in the absence of food (Colbert and
Bargmann, 1995; Nuttley et al., 2002; Hirotsu and Iino, 2005). The
density of animals has a large influence on this olfactory plastic-
ity: animals grown in dense conditions exhibit a stronger tendency
toward dispersion than the animals grown at a low density (Bowler
and Benton, 2005). The interpretation of this phenomenon is that
the association between the absence of food and an odorant helps
animals to escape from foodless environments and motivates ani-
mals to explore new food sources. The high density of animals
enhances the tendency toward dispersion and the tendency to
explore new environments, because the animal judges that there is
little hope of getting food due to the severe competition between
individuals (Yamada et al., 2010).

Caenorhabditis elegans recognizes the density of animals
through a crude pheromone sensed by chemosensory neurons,
including ASI neurons (Hu, 2007). When the crude pheromone
was applied to C. elegans, the expression of SNET-1, a homolog
of the Aplysia L11 peptide, was downregulated in ASI neurons.
Yamada et al. (2010) found that SNET-1 is a signaling molecule
that conveys the density of animals to the nervous system to regu-
late plastic behavior. The loss-of-function mutation of the snet-1
gene mimicked high-density conditions and caused the enhance-
ment of dispersion behavior after associative learning between
the absence of food and benzaldehyde (Figure 6). On the other
hand, the overexpression of snet-1 weakened the tendency toward
dispersion. The nep-2 gene encoding the extracellular peptidase
neprilysin was identified as the negative regulator that controls the
activity of SNET-1. In nep-2 mutants, the degradation of SNET-1
peptide is inhibited and the accumulated SNET-1 suppressed dis-
persion behavior. Taken together, the information on population
density is transmitted through external pheromone and endoge-
nous peptide signaling, thereby assuring behavioral plasticity that
may be important for the survival of species (Figure 6; Yamada
et al., 2010).

ASSOCIATIVE LEARNING BETWEEN SALT AND FOOD
Caenorhabditis elegans displays chemotaxis to salt that is mediated
mainly by ASE chemosensory neurons (Bargmann, 2006). A gene
expression analysis of guanylyl cyclases suggested that ASEL and
ASER neurons were different cells: gcy-6 is expressed almost exclu-
sively in ASEL, whereas gcy-5 is expressed in ASER (Yu et al., 1997).
The transcriptional control of left and right asymmetry has been
examined in detail (Hobert et al., 2002; Ortiz et al., 2009). Laser
ablation experiments have shown that left and right ASE neurons
indeed sense different ions: ASEL senses Na+ and ASER senses
Cl− (Pierce-Shimomura et al., 2001). The physiological properties
of ASE neurons were analyzed with electrophysiology and Ca2+
imaging. Whole-cell patch clumping of ASER neurons showed
that ASER neurons are electrically isopotent, do not generate Na+
action potential, and are highly sensitivity to input currents over a
wide voltage range (Goodman et al., 1998). Ca2+ imaging using a
genetically encoded calcium indicator (GECI) showed that ASEL
neurons responded to the addition of salt, whereas ASER neurons
responded to the removal of salt (Suzuki et al., 2008).

Caenorhabditis elegans subjected to prolonged exposure to salt
under starvation conditions induced a dramatic reduction and
negative chemotaxis to salt, suggesting that associative learn-
ing occurs between starvation and salt (termed “salt learning”;
Figure 7A; Saeki et al., 2001; Hukema et al., 2006). Tomioka et al.
(2006) showed that 10 min of starvation was enough to induce
associative learning and that this learning lasted for approximately
1 h. Molecules involved in salt learning have been investigated.
Hukema et al. (2006, 2008) showed that the G-protein, Ca2+, and
cGMP pathways were involved in salt learning. Tomioka et al.
(2006) revealed that the insulin-like signaling pathway played
a critical role in salt learning (Figures 7A,B). The insulin-like
signaling pathway is well known to regulate dauer formation
(an arrested developmental variant) and aging in C. elegans
(Hu, 2007). Mutants of ins-1, daf-2, age-1, pdk-1, and akt-1,
which encode the homologs of insulin, insulin/IGF-1 receptor,
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FIGURE 6 | Alteration to odorant preference influenced by population

density of animals (Yamada et al., 2010). (A) Olfactory plasticity of nep-2,
snet-1, nep-2:snet-1 mutants. The nep-2 mutants exhibited defective
olfactory plasticity. The abnormality olfactory plasticity of nep-2 mutants is
suppressed by the mutation in the snet-1 gene. (B). Proposed model of the
alteration of olfactory plasticity induced by crude pheromone. SNET-1 is a

peptide that inhibits olfactory plasticity. NEP-2 is an extracellular peptidase
homologous to neprilysin. The environmental crude pheromone suppresses
the expression of SNET-1, thereby facilitating the animals’ olfactory
plasticity and ability to move away from the odor source. SNET-1 is
accumulated in nep-2 mutants causing the loss of olfactory plasticity and
the migration to the odor source.

PI3-kinase, phosphoinositide-dependent kinase, and Akt/PKB,
respectively, showed severe defects in salt learning. INS-1 was
secreted from AIA interneurons and localized to the synaptic
regions of AIA neurons, which are connected to ASER neu-
rons. Tomioka et al. (2006) showed that the DAF-2/PI3 kinase
pathway in ASER neurons was required for salt learning. Their
proposed model holds that INS-1-mediated feedback signal-
ing acts on the salt receptor neuron ASER and activates the
PI3 kinase pathway that may suppresses the synaptic releases
from ASER neurons, thereby inhibiting the chemotaxis to NaCl
(Figure 7C).

Suppression of synaptic release was supported by the finding
that the activity of AIB neurons, one of the downstream interneu-
rons of ASER neurons, is downregulated after salt learning (Oda
et al., 2011). The molecular mechanism for synaptic transmission
of ASER neurons has been partially elucidated. The expression of
gain-of-function form of EGL-30/Gq, as well as gain-of-function
form of PKC-1/nPKC in ASER neurons of wild type animals
suppressed salt learning. In addition, PMA (phorbol myristate
acetate), which is an analog of DAG and an activator of the
PKC pathway, also suppressed salt learning. It is likely that the
Gq/DAG/nPKC pathway promotes a subset of molecular activity
that underlies the synaptic transmission of ASER neurons. The
elucidation of the relationship between the Gq/DAG/nPKC path-
way and the PI3 kinase pathway must be clarified in the future
(Adachi et al., 2010).

Ikeda et al. (2008) screened mutants defective in salt learning
and isolated casy-1. CASY-1 is a transmembrane protein carry-
ing two tandem cadherin domains and an LG/LNS domain in the
ectodomain. CASY-1 is an ortholog of calsyntenins (alcadeins)
that is reported to be involved in episodic memory performance in
humans (Ikeda et al., 2008; Hoerndli et al., 2009). The casy-1 pro-
moter::gpf was expressed broadly in neurons including ASE. The
expression of casy-1 solely in ASER neurons is sufficient to rescue

the learning defects. In contrast, the defects were not rescued by
expression in other neurons. These results indicate that CASY-1
plays a role in ASER neurons in salt learning. Ikeda et al. (2008)
further showed that the ectodomain released through cleavage of
CASY-1 is critical for salt learning (Figure 7C).

CIRCUIT REGULATION OF ASSOCIATIVE LEARNING BETWEEN
TEMPERATURE AND FOOD: A PROPOSED ANALOGY TO HUMAN BRAIN
OPERATION
Caenorhabditis elegans associates past growth temperature with
food. In its natural habitat, C. elegans likely adapts to the fluc-
tuating temperatures in soil in order to stay near food sources.
We can observe this behavior as thermotaxis in the laboratory
(Hedgecock and Russell, 1975; Mori et al., 2007; Kimata et al.,
2012; Sasakura and Mori, 2013). After animals were grown
with food at a certain temperature ranging from 15 to 25◦C
and placed on an agar surface with a temperature gradient,
they migrate toward the past growth temperature and move
isothermally near that temperature (Figures 8A–C). Growth
temperature-shift experiments indicated that the acquisition of
a new temperature memory requires 2–4 h. Dynamic alterna-
tion of temperature preference is also induced by starvation.
Growth without food at a certain temperature for several hours
induces animals to disperse or avoid the past growth temperature
(Figures 8B,C).

The simple neural circuit involved in thermotaxis is the perfect
subject for the study of the functional connectome. In C. elegans,
the environmental temperature is sensed by AFD and AWC sensory
neurons, and then thermal signals are transmitted to the down-
stream interneurons AIY, AIZ, and RIA. The AIY-mediated neural
pathway is responsible for thermophilic movement, whereas the
AIZ-mediated neural pathway is responsible for cryophilic move-
ment. The counterbalanced regulation of the activities of AIY
and AIZ neurons is thought to be essential for thermotaxis. The
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FIGURE 7 | Associative learning between salt and food (Saeki et al.,

2001; Tomioka et al., 2006; Ikeda et al., 2008). (A) Scheme for
experiments. (B) The daf-2 mutants are defective in salt learning.
(C) Proposed model for the regulation of salt learning. Insulin-like
peptide INS-1 is secreted from AIA interneurons and the insulin-like
signaling pathway is activated in the ASER neuron through the insulin
receptor DAF-2. DAF-2 activates PI3 kinase AGE-1 that converts PIP2 to
PIP3, which leads to activation of the downstream signal components

Ser/Thr kinases PDK-1 and AKT-1. Then, the activation of this pathway
negatively regulates neuronal activity of the ASER neuron, thereby
generating plasticity in salt chemotaxis. EGL-30/Gq, DAG, and
PKC-1/nPKC pathway in the ASER neuron may positively regulate the
synaptic transmission antagonize to PI3 kinase pathway. Calsyntenins
expressed in the ASER neuron is cleaved and the ectodomain is
released. Released ectodomain acts on either the ASER neuron itself or
others to modulate salt chemotaxis learning.

RIA interneurons integrate signals from both upstream interneu-
rons AIY and AIZ neurons. Consequently, the outcome of neural
computations in the core thermotaxis circuit regulates the body
wall muscles, thereby controlling the worm’s ultimate behavior
(Figure 8D).

In addition to their thermosensory function, AFD neurons also
serve as a temperature memory device. The memory function of
AFD neurons was revealed by Ca2+ imaging, where the response of
AFD neurons to warming corresponded to their past growth tem-
perature (Kimura et al., 2004; Clark et al., 2006; Mori et al., 2007;
Kimata et al., 2012; Sasakura and Mori, 2013). The CREB is a tran-
scriptional factor that regulates neural plasticity from invertebrates
to mammals. Nishida et al. (2011) showed that the mutants in crh-
1 gene encoding a C. elegans homolog of CREB showed abnormal
thermotaxis and the expression of crh-1 cDNA only in AFD neu-
rons almost completely reversed the defects. CREB function in
AFD may be required for temperature memory or the presynaptic
plasticity.

Kodama et al. (2006) showed by Ca2+ imaging that food
or starvation signals did not affect AFD neuronal response to
temperature. These results imply that food or starvation sig-
nals influence the neural activity of interneurons in the circuit,
thereby generating plastic behaviors. Molecular genetic analysis
has identified the several molecules critical for the associative
learning between food and temperature. The aho-2 mutation,
isolated in a forward genetic screen, was identical to the ins-
1 mutation, suggesting the general role of insulin in learning
(Kodama et al., 2006; Tomioka et al., 2006). INS-1 acts in a
cell non-autonomous fashion in interneurons required for ther-
motaxis. INS-1 antagonizes the DAF-2/insulin receptor and the
AGE-1/PI3 kinase pathway. The behavioral defects of age-1
mutants were rescued by expressing the age-1 gene in any of
three interneurons, AIY, AIZ, and RIA, all of which are compo-
nent interneurons in the thermotaxis circuit. Thus, INS-1 acts
on the interneurons to change the dynamics of the neural cir-
cuit. These results are in contrast to salt learning, in which
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FIGURE 8 | Circuit regulation of associative learning between

temperature and food (Hedgecock and Russell, 1975; Mori and Ohshima,

1995; Mohri et al., 2005; Kodama et al., 2006; Sasakura and Mori, 2013).

(A) Assay system and scheme for experiments. (B) Thermotaxis of wild type
animals and aho-2/ins-1 mutants. Wild type animals cultivated with food at 17
or 25◦C migrate to the past growth temperature on a radial thermal gradient
plate. In contrast, wild type animals cultivated without food (starvation
conditions) diffuse and avoid the growth temperature area. The aho-2/ins-1
mutants exhibited normal thermotaxis when grown with food, but exhibited
abnormal thermotaxis when grown without food. Despite the starvation
conditions, aho-2/ins-1 mutants migrate to the past growth temperature.
(C) Exogenous serotonin mimics the well-fed state and octopamine mimics
the starvation state in thermotaxis. C. elegans grown at 25◦C without food

but with serotonin behaves like well-fed animals, whereas C. elegans grown
with food but with octopamine behaves like starved animals. (D) Proposed
analogy between the thermotaxis neural circuit in C. elegans and the human
brain. Neural operation logic in C. elegans thermotaxis is analogous to that in
the human brain. Stored thermal information in AFD neurons is transmitted to
the thermotaxis core interneurons AIY, AIZ, and RIA. Thermal information and
food state are integrated and processed in those interneurons by
monoamines and insulin to generate output behavior. In the human brain,
working memory is coded in the cerebral cortex, and the coded information is
conveyed to the basal ganglia, where learning and emotion proceed with
modulation through monoamines. We propose here a functional analogy
between the simple neural circuit in C. elegans thermotaxis and the
functionally layered structure of the human brain.
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INS-1 acts on the salt-sensing neuron ASER (Tomioka et al.,
2006).

An ortholog of the human calcineurin alpha subunit TAX-6
is required in two pairs of interneurons, AIZ and RIA, for the
associative learning between food and temperature (Kuhara and
Mori, 2006). A novel type of hydrolase AHO-3 is important for
this learning (Nishio et al., 2012). The expression of FAM108B1,
which is a human homolog of AHO-3 and strongly expressed in
the human brain, restored the defects of aho-3 mutants. ABHD6,
another protein related to AHO-3, was reported to be involved in
endocannabinoid signaling in mouse neural culture cells (Marrs
et al., 2010). Hence, endocannabinoid signaling could be involved
in the associative learning between food and temperature.

Exogenous serotonin mimics the presence of food, whereas
exogenous octopamine mimics the absence of food in many
aspects of C. elegans behavior, such as locomotion, pharyn-
geal pumping, and egg laying (Horvitz et al., 1982; Sawin et al.,
2000; Chase and Koelle, 2007). Mohri et al. (2005) found that the
application of serotonin to food-deprived animals induces ther-
motaxis to a memorized temperature, while the application of
octopamine to well-fed animals suppresses thermotaxis to a mem-
orized temperature (Figure 8C). These results suggest that the
balanced regulation through these two monoamines in interneu-
rons is a key process for thermotactic plasticity. It is intriguing to
ask how the antagonistic behavioral regulation through serotonin
and octopamine is related to the antagonistic neural regulation
between AIY and AIZ neurons (Mori and Ohshima, 1995). It is
also important to uncover the relationship between insulin sig-
naling and monoamine signaling. A recent unexpected finding
is that temperature information sensed by non-neuronal tissues
such as intestines and body wall muscles through the heat shock
transcriptional factor-1 (HSF-1) feeds back to the core thermosen-
sory circuit and regulates the activity of AFD neurons via estrogen
signaling (Sugi et al., 2011).

We propose that the neural circuit for thermotactic plasticity is
amazingly similar to two functional parts of the human brain: the
cerebral cortex and basal ganglia (Figure 8D; Sasakura and Mori,
2013). The cerebral cortex encodes the working memory that is
required for the temporal storage of information. The basal ganglia
play an important role in learning, emotion, and motivation. In the
neural circuits for themotaxis, temperature information stored in
the sensory neurons AFD and probably AWC, is transmitted to the
interneurons, AIY, AIZ, and RIA, where the temperature informa-
tion is associated with feeding and/or starvation signals to generate
associative learning. Thus, the sensory neurons AFD and proba-
bly AWC, working as a memory storage device, are equivalent to
the cerebral cortex, while the three interneurons AIY, AIZ, and
RIA, which play a part in learning and likely receive neuromodu-
latory monoamines according to feeding states, are equivalent to
the basal ganglia (Figure 8D).

There is mounting evidence to support the notion that the
C. elegans nervous system has many physiological similarities
to the human brain. Serotonin and dopamine signaling reg-
ulates the motivational behavior in locomotion in C. elegans
(Sawin et al., 2000). The serotonin reuptake inhibitor fluox-
etine (Prozac) is able to change locomotion behavior in C.
elegans (Choy and Thomas, 1999; Ranganathan et al., 2000, 2001).

Catecholamine modulates the sensory stimulus from environ-
mental food to determine whether C. elegans remains in the
vicinity of food (Bendesky et al., 2011). Vasopressin/oxytocin sig-
naling, which regulates water balance, reproduction, and social
behavior in mammals, is critical for gustatory associative learn-
ing and reproductive behaviors (Beets et al., 2012; Garrison et al.,
2012). Sleep-like behavior and EGF signaling, which are impor-
tant for the day–night cycle behavior in mice, is also critical for
C. elegans rest-taking behavior (Van Buskirk and Sternberg, 2007;
Raizen et al., 2008).

The C. elegans genome contains nearly the same suit of neu-
ronal genes as humans: transcriptional factors, components of
synapses, gap junctions, neurotransmitters, neuromodulators,
receptors, ion channels, and so on (Bargmann, 1998; C. elegans
Sequencing Consortium, 1998; Hobert, 2005; Jorgensen, 2005;
Brockie and Maricq, 2006; Chase and Koelle, 2007; Rand, 2007;
Li and Kim, 2008). Their genome-level similarity suggests that the
neural bases underlying behavior are indeed similar. In addition,
recent work on connectivity patterns in the male C. elegans ner-
vous system tells us that principles of the C. elegans neural network
are also similar to those of the human brain (Jarrell et al., 2012).
Given that neural plasticity is necessary for survival of the animal
from an early stage of evolution, the principles of neural function
that underlie behaviors may be conserved between C. elegans and
humans.

DISSECTION OF INFORMATION FLOW AND PROCESSING IN
NEURAL CIRCUITS THROUGH ADVANCED TECHNOLOGY:
IMAGING, OPTOGENETICS, AND TRACKING SYSTEMS
MONITORING NEURAL ACTIVITIES
Monitoring intercellular activity is important for understanding
the mechanism of neural circuits. The first GECI, called cameleon,
was invented in 1997 by Miyawaki et al. (1997). Deployment
of GECIs in biological sciences, particularly in neurosciences,
has accelerated the development of various GECIs (Nakai et al.,
2001; Tian et al., 2009; Zhao et al., 2011; Akerboom et al., 2012;
Chen et al., 2013). Attempts to develop new and modified GECIs
have greatly promoted studies of neural circuits as well. Calcium
imaging techniques are powerful tools, because calcium signals
transduce a variety of information in tissues and organelles. Other
monitoring techniques also have the potential to enable the obser-
vation of different types of intercellular events. Tomida et al.
(2012) monitored activity of MAPK in the salt-sensing sensory
neuron ASER in living worms. Using a Förster resonance energy
transfer (FRET)-based probe, they showed that MAPK activity
corresponded to salt stimulus depending on its given patterns
of repetitive salt pulses. Comparison between the time course of
MAPK and Ca2+ activities showed that MAPK activity is related
to the non-linear response of Ca2+ to the given salt patterns.
These results shed light on the modulation mechanisms of sig-
nal transduction inside cells that respond to the environmental
signals.

For the purpose of monitoring neural activity, neuroscien-
tists require good voltage-sensitive fluorescence sensors. Although
voltage-sensitive dyes have certain advantages such as to allow
direct monitoring of the signals of neural activity, recording both
synaptic input and action potential output, and comparing the
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acquired data with electrophysiological results, their low signal-
to-noise ratio limits their practical use. In vivo electrical recording
using genetically encoded voltage indicators (GEVI) is a particu-
larly challenging problem. Using the voltage-sensitive fluorescent
protein VSFP 2.42 (Akemann et al., 2010), activity of AIY interneu-
ron was explored by Shidara et al. (2013). They reported different
dynamics of the neurite and the soma in response to given odor-
ant stimuli. Since some interneurons, such as RIA and AIY, show
compartmental activity of calcium dynamics (Clark et al., 2006;
Hendricks et al., 2012), different types of imaging probes are nec-
essary to address whether different locations in neurons have
different functions.

BEHAVIORAL ANALYSIS WITH AUTOMATED TRACKING SYSTEMS
Behavior is the eventual output of neural circuits. Behavioral
analysis therefore clarifies the meanings and functions of each
neural mechanism. To perform behavioral analysis, automated
data acquisition and computational methods are useful to increase
throughput of tedious experiments and to exclude the subjectiv-
ity of experimenters. In fact, computational methods are helpful
to categorize each observed behavioral component based on rigid
criteria by describing the criteria in computer languages. Long-
term behavioral analysis has the merit of using a computational
approach since computers can perform a repetitive analysis an
almost infinite number of times. Statistical analysis based on auto-
matically acquired abundant data may yield a subtle difference in
the properties that are usually hidden in the noise of observed
measurements. For the analysis of C. elegans behavior, several
tracking systems have been developed in different labs (Husson
et al., 2013a).

Hoshi and Shingai (2006) developed a tracking system for
the automated analysis of the locomotion of C. elegans. Their
system identifies the locomotory state (forward movement, back-
ward movement, rest, and curl) of worms on agar plates using
several hours of data. The heads and tails of tracked worm are
also identified from acquired images using their algorithm (Hoshi
and Shingai, 2006). Using this system, Wakabayashi et al. (2004)
identified distinct behavioral states during forward locomotion.
The addition of the laser ablation technique further allowed the
quantification of the relationship between the behavioral state and
related neurons (Wakabayashi et al., 2004). Visualizing locomotory
behavior with computational measurements itself is also useful for
discriminating behavioral phenotypes. Miyara et al. (2011) ana-
lyzed the role of a novel protein called macoilin with a tracking
system by visualizing locomotory undulation of C. elegans. Similar
methods have been developed by several labs and this approach
is becoming popular to describe the locomotory undulation of C.
elegans (Korta et al., 2007; Pierce-Shimomura et al., 2008; Stephens
et al., 2008; Fang-Yen et al., 2010).

OPTOGENETICS OF NEURAL CIRCUITS
Optogenetic techniques enhance the validity of tracking systems by
adding non-invasive operation for neural activities using photo-
activation of ion channels or pumps on the target neurons during
long-term observation of freely moving animals. The combination
of neuronal perturbation and behavioral monitoring is a powerful
approach for understanding the mechanisms of behavioral control

by neural circuits. A pioneering work that combined a tracking sys-
tem and optogenetics was done in order to analyze thermotaxic
behavior (Kuhara et al., 2011). A yellow light stimulus enabled
to weaken the activity of the thermosensory neuron AFD with a
transgenic line expressing halorhodopsin coding a light-activated
chloride pump. Together with a tracking technique, mutant anal-
ysis, and calcium imaging for AFD neurons and the downstream
interneurons AIY, Kuhara et al. (2011) showed that the AFD–AIY
circuit could regulate the activity of AIY neurons in both excita-
tory and inhibitory directions, which accounts for thermophilic
and cryophilic movements, respectively.

While the laser ablation technique completely disrupts activ-
ity of the target neuron, optogenetic methods perturb the target
neural circuits quantitatively in a specific time window. Long-term
observation of such quantitatively perturbed target animals would
be beneficial for uncovering the detailed mechanisms of neural
circuits. Studies with powerful new light-driven proton-pumps
such as Arch (Chow et al., 2010; Okazaki et al., 2012; Husson et al.,
2013b) and as ArchT (Okazaki and Takagi, 2013) in C. elegans
research has enabled very effective and long-term silencing of
neurons, under continuous illumination for up to 1 min, at a min-
imum. When an Arch mutant (M128A/S151A/A226T), designed
to cause a blue shift in the action spectrum, is expressed in C.
elegans neurons, locomotory arrest can be elicited by blue light,
proving that C. elegans locomotion can serve as a convenient assay
for in vivo evaluation of new optogenetic tools (Sudo et al., 2013).

MANIPULATION OF SPATIOTEMPORAL GENE EXPRESSION
A previous report indicated that available cell-specific promoters
enable unique expression of transgenes in only 12% of neuronal
groups (Chelur and Chalfie, 2007). Since some promoters only
drive gene expression relatively weakly, the number of promoters
with practical utility for driving transgene expression in unique
neuronal types is further limited. Several intersectional approaches
utilize a pair of promoters with overlapping specificities to express
a target gene in a single neuronal group. Split GFP and split
apoptotic factor can function following the intersectional gene
expression of each partner fragment, and an FLP-out strategy
using in vivo recombination systems such as Flp-FRT or Cre-loxP
enables expression of a given protein with higher cell-type speci-
ficity. However, it is still impossible to express a particular gene
in a single targeted neuron, or a combination of multiple targeted
neurons.

Inducible promoters are also frequently used for temporal reg-
ulation of transgene expression in model organisms. Given the
targeting of external stimuli to a defined local region, the use
of inducible promoters can enable spatially targeted induction
of genes, even at single cell spatial resolution. The use of heat-
activated heat shock promoters has been explored, and attempts
have been made to deliver heat locally. Lasers with high spatial
resolution can target small areas in tissue for local heating, a
promising approach for activating transgenes under the control
of heat shock promoters. The heat shock response, which is aided
by the heat shock promoter, leads to activation of transcription.
Since the heat shock response is a physiological defense mechanism
inherent in almost all cell types in most organisms, such methods
would have broad applicability in biological studies.
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Irradiation with a Coumarin 440 dye laser beam under micro-
scopic control is a common technique for cell ablation in C.
elegans and other organisms. Assuming that heat generated by
the laser is the main cause of cell death, attempts have been
made to induce the heat shock response in targeted cells without
causing cell death, by reducing the laser power level. Pioneering
researchers have reported successful laser-mediated heat shock
induction in single targeted cells in C. elegans, Drosophila and
zebrafish (Stringham and Candido, 1993; Halfon et al., 1997; Hal-
loran et al., 2000). However, there have been few follow-up studies
using this method because it was found to have two major draw-
backs: low efficiency of gene induction, and cell damage caused by
irradiation (Harris et al., 1996; Kamei et al., 2009). Thus, it appears
that the Coumarin 440 dye laser is not a good choice for heating
cells.

THE IR-LEGO SYSTEM
The IR-LEGO (infrared laser-evoked gene operator) is a novel
recently developed system that uses an infrared (IR) laser radiat-
ing at 1480 nm, a wavelength at which the absorption coefficient
of water is about 105 times higher than that at 440 nm (Kamei
et al., 2009; Suzuki et al., 2013). The much higher absorption rate
enables efficient heating of water in specimens so that the heat
shock response can be effectively induced using relatively low input
power, which in turn helps avoid photochemical damage during
irradiation. The IR-LEGO system was first applied to C. elegans,
and the induced gene expression was successfully demonstrated
in targeted single cells for multiple cell types, including neurons
(Kamei et al., 2009). By choosing an appropriate laser power level,
gene expression can be induced at a frequency of around 50% using
short irradiation periods (less than 1 s), a much shorter duration
than those (75 s to 10 min) reported in gene induction experi-
ments using the Coumarin 440 dye laser. Following irradiation,
targeted cells showed no apparent damage; they expressed marker
genes, executed cell divisions, and eventually completed differen-
tiation normally. Induction of wild type gene expression in single
mutant cells has also confirmed that phenotypic defects such as
cell migration or fate determination can be successfully rescued.
The IR-LEGO system’s induction efficiency, which is sufficient
for practical use, and its lack of harmful effects indicate that the
problems inherent in earlier laser-mediated gene induction meth-
ods have been overcome. The IR-LEGO system can be applied
to many transparent organisms, and can be equipped for trans-
genic technology. To date, it has been used on fish (Oryzias latipes
and Danio rerio) and on a higher plant (Arabidopsis thaliana;
Deguchi et al., 2009; Kimura et al., 2013). In fish, cells at a depth of
150 μm were induced to express a transgene using the IR-LEGO
system.

An in vitro study using a polyacrylamide gel tissue model has
suggested that temperatures at the irradiation focus change very
quickly in response to IR irradiation, and that the area with
temperature shifts exceeding 20◦C was essentially confined to
a vertically extended ellipsoidal area 7 μm along the x–y axes
(Kamei et al., 2009). Although this size is sufficiently small to
heat individual cells in most organisms, the original continu-
ous irradiation procedure of the IR-LEGO system sometimes
induces gene expression in multiple cells in C. elegans when

the target lies in a densely packed cell cluster such as a gan-
glion. This may reflect the more limited dissipation of heat in
living organisms compared with that in the in vitro model. In
order to achieve efficient gene induction in single neurons in gan-
glion by using the IR-LEGO system, a promising approach is to
use pulsed irradiation that minimizes the heating of areas sur-
rounding the focus area by facilitating heat dissipation during
interpulse periods. When combined with an FLP-out strategy, the
IR-LEGO system can be used for inducing sustained gene expres-
sion in single targeted neurons, broadening its potential for future
applications.

THEORETICAL APPROACHES
Theoretical approaches promote the understanding of the mech-
anisms of neural circuits by providing an integrated view of
different experiments or bringing new insights into the analyses of
the complex data. With this in mind, computational simulations
can validate hypothesized rules, especially when several rules are
combined.

As described above, C. elegans exhibits food and temperature
associative learning behavior called thermotaxis, where animals
grown at a constant temperature with food migrate to the pre-
vious cultivation temperature on a thermal gradient. For the
analysis of thermotaxis, several theoretical studies have attempted
to explain different results of thermotaxis behavioral assays in
different conditions.

Although the original study on this topic reported both
cryophilic and thermophilic migration, where the animals migrate
toward colder and warmer regions, respectively, some reports
have shown the absence of thermophilic migration under cer-
tain experimental conditions (Hedgecock and Russell, 1975; Ryu
and Samuel, 2002; Yamada and Ohshima, 2003; Kimata et al.,
2012).

Based on a biased random walk model for C. elegans search-
ing behavior, Matsuoka et al. (2008) examined the inconsistency
between the results of population and individual thermotaxis
assays used in the different reports. The Monte Carlo approach,
which involves random sampling from a numerical model, showed
the simulated population dynamics of C. elegans thermotaxis
based on the migration rules for individual worms. In spite of
the lack of thermophilic rules above growth temperatures for
hypothetical individual worms, the simulated population dynam-
ics showed a thermophilic tendency. Thus, the simulation results
were consistent with the different results in various experimental
conditions.

Nakazato and Mochizuki (2009) took another approach to deal
with the problems that include inconsistency in thermotaxis assays
in the different reports. They constructed a mathematical model
based on the differential equations for the population dynamics
of C. elegans migration during thermotaxis. With hypothetical
parameter sets based on the previously published experimen-
tal data, they examined the results of thermotaxis assays in the
different reports. In spite of the inconsistent results of previ-
ous theoretical reports, the proposed model generates consistent
results for each experiment with the same parameter set.

In contrast to the above behavioral modeling studies, a
detailed computational neural model for dynamic body regulation
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elucidates different aspects of the modeling study. Suzuki et al.
(2005) constructed a computational model for locomotory regu-
lation of C. elegans based on the known anatomical neural wiring
map. Even with the complete anatomical neural wiring map of
302 neurons of C. elegans, orchestration of each motor neuron
for locomotory movements, including the location of the central
pattern generator, is still unclear. Simulation approaches allow
the reconstruction of the dynamic behavior of a system combin-
ing the knowledge of the components of the system. Describing
the dynamics of the whole system that consists of multiple com-
ponents is helpful for understanding the orchestration inside the
system; once a model is constructed, a survey of the effects of
each component is feasible. Suzuki et al. (2005) modeled the loco-
motory movement of C. elegans with a motor neuronal network
and regulated body using a multi-joint rigid link model. Then
they reconstructed the movements of wild type animals and unc-
25 mutants that lack GABA inhibitory signals in motor neurons.
Such a reconstruction approach of the dynamic system is helpful
for understanding the relationship between each component and
the whole system.

Another theoretical approach involves observing quantitatively
measured experimental data in combination with computational
simulations. Ohkubo et al. (2010) analyzed trajectory data of
worms during NaCl chemotaxis. Using cumulative distributions
of curving rates in a log-log scale, comparison with the Gaussian
distribution showed the long-tail behavior of curving rate of the
worm trajectories (Ohkubo et al., 2010). The long-tail property
of the curving rate implies the multiplicative noise of neural out-
puts, which inherit noise term by multiplication, although the
long-tail behavior is not restricted to the specificity of the mul-
tiplicative noise. They constructed mathematical models based
on the random walk model, and the simulation results showed
the robustness of the long-tail property in several conditions.
As shown by Ohkubo et al. (2010), the analysis with the theo-
retical standpoint would help extract the essence of the system’s
properties.

Particularly for the complex objects like neural circuits, com-
putational results do not assure the validity of hypothesized
model, since biological systems usually include many unknowns.
However, theoretical approaches and computational simulations
provide logically descriptive tools for dynamic systems to develop
working hypotheses. Mutual feedback between experimental and
theoretical studies will advance the understanding of complex
phenomena such as behavioral regulation by neural circuits.

SUMMARY AND PERSPECTIVE
As we have reviewed above, studies using C. elegans have carried
neural circuit studies forward. They include studies on the com-
plex functions of nervous systems such as learning and memory.
The understanding of the design of behavioral assay captures the
essence of complex neural functions; the simple neural circuit of
C. elegans is well suited for the detailed investigation for the target
mechanism. Development and application of novel technologies
accelerate the progress of research and also shed light on the hidden
aspects of neural mechanisms. The Japanese C. elegans research
community contributes to advance the neural circuit studies by
providing unique behavioral assay frameworks and technological

developments. Behavioral and neural circuit studies of C. elegans
have furnished molecular and mechanical insights into neural
operation to the understanding of the human brain. This pio-
neering role of C. elegans for neuroscience is expected to continue
to be important for human brain studies. “The Brain Activity Map
Project,” declared by Barack Obama, President of United States,
in April 2013, is a large-scale, 10-year continuous project that
finally aims to map the activity of every neuron functional con-
nection in the human brain (Alivisatos et al., 2012, 2013). This
large-scale project is equivalent to the “Human Genome Project”
in which C. elegans genome studies played a pivotal role as a pilot
case. The already identified complete connectome (302 neurons
and approximately 7,000 connections) and full recording of all
neuronal activity in the near future will be an important boost
for the brain activity map project. Given this situation, C. elegans
neuroscience is becoming more valuable than ever.
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Employing a neuron-specific retrograde gene-transfer vector (NeuRet vector), we have
recently developed a novel technique that achieves pathway-selective ablation in the
primate brain. This technique is mediated by immunotoxin (IT) and eliminates a neuronal
population that constitutes a particular pathway, leaving other pathways intact. By
means of this technique, we have made an attempt to remove the hyperdirect pathway
selectively from basal ganglia circuitry. The hyperdirect pathway links the motor cortex
to the subthalamic nucleus (STN) directly and plays a crucial role in motor control. After
electrical stimulation in the motor cortex, triphasic responses consisting of an early
excitation, an inhibition, and a late excitation are usually elicited in the internal pallidal
segment (GPi). Several pieces of pharmacophysiological evidence imply that the early
excitation may be derived from the hyperdirect pathway. In our experiments, the NeuRet
vector expressing human interleukin-2 receptor α-subunit was injected into the STN of
macaque monkeys. Then, IT injections were performed into the supplementary motor
area (SMA). When single neuron activity in the GPi was recorded in response to the SMA
stimulation, it was found that the early excitation was significantly reduced with neither
the inhibition nor the late excitation affected. The spontaneous firing rate and pattern of
GPi neurons remained to be altered. This clearly indicates that IT-mediated tract targeting
successfully eliminated the hyperdirect pathway with spontaneous activity of STN neurons
unaffected. The electrophysiological findings were histologically confirmed by retrograde
and anterograde neuronal labeling. The overall data define that the motor cortically driven
early excitation in GPi neurons is conveyed through the hyperdirect pathway. The IT-
mediated pathway-selective ablation technique will provide a powerful tool for elucidating
information processing in various neural networks.

Keywords: basal ganglia, hyperdirect pathway, information processing, immunotoxin, lentivirus, vectors, gene

transfer, primates

INTRODUCTION
To know about a variety of higher brain functions systematically, it
is essential to elucidate the architecture of complex and elaborate
neural networks. For clarifying the functional role of a given path-
way, it is an effective way to explore behavioral and physiological
changes due to ablation of a neuronal population that constitutes
the target pathway. Neuronal targeting mediated by immunotoxin
(IT) has been established in mice as a genetic method for elim-
inating a specific neuron group from a certain neural network
(Kobayashi et al., 1995; Sano et al., 2003; Yasoshima et al., 2005).
Recently, it has been revealed that the use of modified glycopro-
tein of rabies virus for preparing a pseudotyped lentiviral vector
based on human immunodeficiency virus type 1 (HIV-1) can
enhance the efficiency of gene transfer through retrograde trans-
port of the vector (Kato et al., 2007, 2011a). This property of the
pseudotyped lentiviral vector largely allows for gene transfer into

cell bodies of neurons that are located remote from the injection
site of the vector. For IT-mediated removal of a particular pathway,
the highly efficient retrograde gene-transfer vector was produced
to express human interleukin-2 receptor α-subunit (IL-2Rα), a
receptor molecule for the recombinant IT, in neuronal cell bodies
via retrograde transport of the vector. In mice receiving injection
of the IL-2Rα-expressing vector into the striatum, IT injection
into the thalamus successfully resulted in selective removal of the
thalamostriatal pathway (Kato et al., 2011b).

In our recent work, we have applied the IT-mediated pathway-
selective elimination technique to the primate brain, because
the use of non-human primates as animal models is criti-
cal for investigating higher brain functions. Employing the
nigrostriatal dopamine pathway as a test system, we have
first established the basic methodology with a neuron-specific
retrograde gene-transfer vector (NeuRet vector) that has newly
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been developed with improved neuron specificity (Kato et al.,
2011c). Next, an attempt has been made to eliminate the
cortico–subthalamic “hyperdirect” pathway selectively from basal
ganglia circuitry in macaque monkeys (Inoue et al., 2012). The
subthalamic nucleus (STN) receives major input from the motor
cortex and, in turn, sends output to the internal segment of the
globus pallidus (GPi), a main output station of the basal ganglia
(Hartmann-von Monakow et al., 1978; Mink and Thach, 1993;
Parent and Hazrati, 1995; Mink, 1996; Nambu et al., 1996, 1997,
2002a). It has been demonstrated that electrical stimulation in
the motor cortex induces an early, short-latency excitation in GPi
neurons, followed by an inhibition and then a late, long-latency
excitation (Figure 1; Nambu et al., 2000, 2002a; Tachibana et al.,
2008). According to several pharmacophysiological data, the early
excitation is most likely to be conveyed through the cortico-STN-
GPi pathway (Figure 1; Nambu et al., 2000, 2002a; Tachibana et al.,
2008). However, no direct evidence has as yet been available. By
means of IT-mediated pathway-selective ablation, we have suc-
cessfully proven the contribution of the hyperdirect pathway to the
emergence of the early excitation. Here we introduce the detailed
data on this issue.

FIGURE 1 | (A) Peri-stimulus time histogram (PSTH; bin width of 1 ms,
summed for 100 stimulus trials) showing triphasic responses of a neuron in
the internal segment of the globus pallidus (GPi). Electrical stimulation in
the motor cortex was given at time = 0 (arrow). Note that an early
excitation (red), an inhibition (blue), and a late excitation (green) are derived
respectively from the hyperdirect, direct, or indirect pathway depicted
in (B). (B) Three pathways of the basal ganglia. Cx, cerebral cortex; glu,
glutamate; GPe, external segment of the globus pallidus; GPi, internal
segment of the globus pallidus; SNr, substantia nigra pars reticulata; STN,
subthalamic nucleus; Str, striatum; Th, thalamus.

PREPARATION OF NeuRet VECTOR
We have developed a new vector system that permits NeuRet
by pseudotyping the HIV-1-based lentiviral vector with fusion
glycoprotein C type (FuG-C) consisting of a hybrid of rabies
virus glycoprotein (RV-G) and vesicular stomatitis virus glyco-
protein (VSV-G; Kato et al., 2011c). Interestingly, the NeuRet
vector exhibits high efficiency of retrograde gene transfer into
various populations of neurons, while it markedly reduces
gene transduction into dividing cells, including glial and neural
stem/progenitor cells, around the vector injection site. The NeuRet
vector is composed of the N-terminal segment of the extracellular
domain (439 amino acids) of RV-G and the C-terminal segment

FIGURE 2 | (A) Structure of fusion envelope glycoprotein of a
neuron-specific retrograde gene-transfer vector (NeuRet vector). Fusion
glycoprotein C type (FuG-C) is composed of the N-terminal segment of the
extracellular domain of rabies virus glycoprotein (RV-G) and the C-terminal
segment of the extracellular domain and the transmembrane
(TM)/cytoplasmic domains of vesicular stomatitis virus glycoprotein
(VSV-G). Amino acid sequences around the junction between the RV-G and
VSV-G segments are shown. S, signal peptide. (B) Green fluorescent
protein (GFP) immunostaining in the substantia nigra pars compacta (SNc).
cp, cerebral peduncle; SNr, substantia nigra pars reticulata. (C) Double
immunofluorescence staining for GFP and tyrosine hydroxylase (TH) in the
SNc. (D,E) Double immunofluorescence staining for GFP/NeuN (D) or
GFP/glial fibrillary acidic protein (GFAP; E) in the striatum.
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FIGURE 3 | Changes in GPi neuron responses after selective ablation of the hyperdirect pathway. Examples of PSTHs (bin width of 1 ms, summed for
100 stimulus trials) before (Pre-Injection) and after (Post-Injection) immunotoxin (IT) injections into the supplementary motor area (SMA). Electrical stimulation
in the SMA was given at time = 0. Note that the early excitation is diminished without either the inhibition or the late excitation affected.

of the extracellular domain (16 amino acids) and transmem-
brane/cytoplasmic domains of VSV-G (Figure 2A). To verify the
capability of the NeuRet vector for efficient retrograde gene trans-
fer into the nigrostriatal pathway, we injected the vector encoding
the green fluorescent protein (GFP) transgene into the striatum
(caudate nucleus and putamen) of crab-eating monkeys. Intras-
triatal injection of the NeuRet vector produced a large number
of GFP-positive neurons in the nigra (Figure 2B). These neu-
rons were immunostained for tyrosine hydroxylase, a key enzyme
for dopamine biosynthesis (Figure 2C), indicating the transgene
expression in the nigrostriatal dopamine neurons. Moreover, we
assessed the extent of gene transfer with the NeuRet vector around
the injection sites in the monkey striatum. The vector displayed
a low level of gene transfer into neuronal cells, and the level of
vector transfer into glial cells was also quite low in the striatum
(Figures 2D,E). Therefore, the NeuRet vector mediates enhanced
retrograde gene transfer into neuronal cells, whereas it reduces
the efficiency of gene transfer into glial cells around the injection
sites.

SELECTIVE ABLATION OF HYPERDIRECT PATHWAY
The NeuRet vector expressing IL-2Rα was injected into
electrophysiologically identified sites in the STN of Japanese
monkeys. Following the vector injections into the STN, activity

of GPi neurons was recorded in response to electrical stimula-
tion in the supplementary motor area (SMA). In most of the GPi
neurons in which certain responses were induced, we observed a
triphasic response pattern consisting of an early excitation, a sub-
sequent inhibition, and a late excitation, as previously reported
in normal monkeys (see Figure 1; Nambu et al., 2000; Tachibana
et al., 2008). This indicated that the vector injections into the STN
did not affect cortically evoked responses of GPi neurons.

After IT injections into the SMA, especially its arm region, neu-
ronal activity in the GPi was recorded in response to the SMA
stimulation. Many of the recorded GPi neurons exhibited a bipha-
sic pattern, an inhibition followed by a late excitation without an
early excitation (Figure 3). Compared with a control condition
(before the IT injections), the amplitude of the early excitation
was largely (by almost 90% of the control) reduced after the IT
injections. On the other hand, the amplitude of the inhibition
and the late excitation remained relatively unchanged, although
the late excitation slightly decreased with no significant change
(Figure 3). In addition, virtually no alterations were found in the
latency of the inhibition or the late excitation, or the duration
of the inhibition or the late excitation. In the control monkey in
which no vector injections were made into the STN, the response
pattern of GPi neurons on SMA stimulation was essentially the
same before and after IT injections into the SMA (Figure 4). Thus,
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FIGURE 4 | GPi neuron responses to SMA stimulation in the control case in which no vector injections were made into the STN. All conventions are as
in Figure 3. Note that the response pattern of a GPi neuron is essentially the same before and after IT injections into the SMA.

the IT injections into the SMA combined with the injections of the
NeuRet vector expressing IL-2Rα into the STN abolished the cor-
tically evoked early excitation in the GPi without affecting either
the inhibition or the late excitation.

Furthermore, the spontaneous firing rate and pattern were
compared before and after the IT injections into the SMA. The
spontaneous firing rate was left intact (Figure 5). Neurons in the
GPi fired randomly at high frequency before the IT injections,
and no apparent changes were observed after the IT injections
(Figure 5). These results suggested that the firing rate and pattern
of GPi neurons remained unchanged even after the removal of the
cortico-STN projection.

In the monkeys subjected to the disappearance of the early
excitation responding to the SMA stimulation, we performed
retrograde and anterograde neuronal labeling by injecting Fluoro-
ruby (FR) into the STN and biotinylated dextran amine (BDA) into
the SMA. After the FR injection into the STN, retrogradely labeled
neurons in the SMA were much fewer in the arm region where the
IT injections were primarily aimed than in the face and leg regions
(Figure 6). Moreover, immunostaining for NeuN revealed that
the IT injections into the SMA caused no marked tissue damage
(Figure 6). After the BDA injections into the SMA forelimb region,
anterogradely labeled axon terminals were so largely decreased in
the STN, as compared to the control case (data not shown). In

remarkable contrast, dense terminal labeling from the SMA was
seen in the striatum, especially the putamen, as in the control case
(data not shown). These anatomical data clearly indicated that
cortico-STN projection originating from the SMA arm region was
selectively eliminated without affecting either the corticostriatal
projection or the cortico-STN projections from SMA regions with
other representations than the arm.

We did not closely examine behavioral changes to be produced
after elimination of the hyperdirect pathway, because our study
was primarily designed to develop a new methodological approach
to selective removal of a given pathway. As far as our experimental
conditions were concerned, no apparent motor abnormalities were
observed.

DISCUSSION
Taking advantage of the NeuRet vector that allows for highly effi-
cient retrograde gene-transfer with improved neuron specificity
(Kato et al., 2011c), we have established IT-mediated pathway-
selective ablation in the primate brain. Here we have applied this
technique to the hyperdirect pathway (Inoue et al., 2012). In con-
junction with the direct and indirect pathways (for reviews, see
Albin et al., 1989; Alexander and Crutcher, 1990), the hyperdirect
pathway is known to be among the key pathways of the basal gan-
glia, being involved in motor information processing in the basal
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FIGURE 5 | (Left) Examples of spontaneous activities denoted by slow traces of digitized spikes and autocorrelograms (bin width of 0.5 ms) before

(Pre-Injection) and after (Post-Injection) IT injections into the SMA. (Right) Firing rates before (Pre) and after (Post) the IT injections.

ganglia (Nambu et al., 1996, 2002a). This pathway connects the
motor cortex to the GPi at short latency through the STN without
relay at the striatum. When single neuron activity was recorded in
the monkey GPi in response to electrical stimulation in the motor
cortex, triphasic responses composed of an early (short-latency)
excitation, an inhibition, and a late (long-latency) excitation were
obtained. Based on the following pharmacophysiological data (see
also Nambu et al., 2002a), it has been considered that the early
excitation may be derived from the cortico-STN-GPi hyperdirect
pathway: (1) Blockade of STN neuron activity by injection of the
GABAA receptor agonist, muscimol, there into abolished the early
as well as the late excitation of GPi neurons (Nambu et al., 2000);
(2) Blockade of glutamatergic input from the STN to the GPi by
local injection of an ionotropic glutamatergic receptor antagonist
diminished the early as well as the late excitation of GPi neurons
(Tachibana et al., 2008).

For selective removal of the hyperdirect pathway, the NeuRet
vector expressing IL-2Rα was injected into the STN, and, sub-
sequently, IT was injected into the SMA in our experimental
protocol. Our histological examination clearly indicated that cor-
tical neurons in the arm region of the SMA projecting to the
STN were selectively ablated. In such model monkeys, GPi neuron
activity was recorded in response to electrical stimulation in the
SMA. The SMA stimulation yields selective activation of SMA-
recipient zones in the basal ganglia (Nambu et al., 2002b). It was
found that out of the triphasic responses, only the early excita-
tion was largely suppressed without either the inhibition or the
late excitation affected. This indicates that IT-mediated tract tar-
geting successfully eliminated the hyperdirect pathway selectively

from basal ganglia circuitry. Our results define that the cortically
driven early excitation of GPi neurons is derived from the cortico-
STN projection. It has also been revealed that the firing rate and
pattern of GPi neurons remain unchanged even after the removal
of the cortico-STN projection. This implies that the cortico-STN
projection conveys phasic activity changes from the SMA to the
GPi, but does not contribute to maintenance of tonic activity of
GPi neurons. In contrast to the early excitation, the inhibition in
the GPi was not affected by the elimination of the cortico-STN
projection, as it can be considered that the inhibition is mediated
through the cortico-striato-GPi direct pathway (Tachibana et al.,
2008). On the other hand, the late excitation in the GPi was slightly
diminished though not significant. This late excitation is ascribable
to the late excitation in the STN and is probably mediated by the
cortico-striato-external pallidal segment (GPe)-STN-GPi indirect
pathway. However, it has also been suggested that the late excita-
tion in the STN is part of the prolonged excitation induced by the
cortico-STN projection, which may explain a slight decrease in the
late excitation in the GPi after the elimination of the cortico-STN
projection (Tachibana et al., 2008). The SMA neurons giving rise
to the cortico-STN projection are likely to issue axon collaterals
to cortical and/or subcortical (other than the STN) regions. Thus,
it cannot be ruled out that no such possible collateral projections
may be affected by IT injected into the SMA.

According to the cortically driven triphasic response pattern
elicited in GPi neurons, the hyperdirect pathway conveys excita-
tory signals from the motor cortex toward the GPi, bypassing the
striatum, with shorter conduction time than signals via the stria-
tum that arise from both the direct and the indirect pathways (see
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FIGURE 6 | (A,B) Retrograde neuronal labeling in the face and arm regions of
the SMA after Fluoro-ruby (FR) injection into the STN. (C,D) Higher-power
magnifications of the rectangular areas in (A,B). (E,F) NeuN immunostaining
of the face and arm regions of the SMA. Note that the IT injections cause no
marked tissue damage. (G) Distribution of FR-positive neurons in the face,

arm, and leg regions of the SMA. Note that FR-positive neurons are so few in
the arm region where IT injections were made (at two rostrocaudally distinct
levels pointed to by arrows), as compared to those in the face and leg
regions. Numerals on the abscissa represent the distance from rostrocaudal
zero on the stereotaxic frame (equivalent to the interaural line).

Nambu et al., 2000, 2002a). In favor of a dynamic“center-surround
model” of basal ganglia function that was first proposed by Mink
and Thach (1993), the functional role of the hyperdirect pathway
has been implicated in the control of voluntary limb movements
(see also Mink, 1996; Hikosaka et al., 2000; Nambu et al., 2002a).
When a voluntary movement is about to be initiated by the
motor cortical mechanism, a corollary signal conveyed through the
cortico-STN-GPi hyperdirect pathway first inhibits large areas of
the thalamic and cortical target structures that are related not only
to a desired motor program, but also to other competing programs.
Then, another corollary signal through the cortico-striato-GPi
direct pathway disinhibits part of the thalamic and cortical tar-
get areas and releases the desired motor program alone. Finally,
the third corollary signal conveyed by way of the cortico-striato-
GPe-STN-GPi indirect pathway again inhibits the thalamic and
cortical target areas extensively. By virtue of such sequential motor
information processing, only the desired motor program is initi-
ated, executed, and terminated at appropriate timings, whereas
other competing programs are canceled. Thus, it is most likely

that the hyperdirect pathway exerts a powerful excitatory effect on
the GPi to suppress involuntary and unnecessary movements prior
to the selected motor action. This notion is substantiated by the
following issues: (1) Lesions or blockade of STN neuron activity
induced involuntary movements, hemiballism (Carpenter et al.,
1950; Hamada and DeLong, 1992; Nambu et al., 2000), suggest-
ing that both the hyperdirect and indirect pathways might inhibit
unnecessary movements; (2) According to functional magnetic
resonance imaging studies using human subjects, the cortico-STN
projection conveys stop signals to inhibit motor responses (Aron
and Poldrack, 2006; Jahfari et al., 2011); (3) It is also suggested that
the cortico-STN projection may inhibit automatic movements and
switch to volitionally controlled movement (Isoda and Hikosaka,
2008).

Since no explicit motor abnormalities were seen in our exper-
imental conditions, changes in the activity of GPi neurons in
response to the cortical stimulation following a limited amount
of elimination of the hyperdirect pathway may not be enough
to elicit behavioral alterations. Accordingly, there is a need to
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determine the relationship between the extent of the elimi-
nation of the selected pathway and the expression of altered
behaviors.

The IT-mediated tract targeting achieves selective ablation of
a given pathway in primates. This novel technique will provide
a potent strategy to explore not only specific functional roles

of individual pathways constituting a particular neural network,
but also large-scale operative mechanisms underlying the entire
network.
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Action is often executed according to information provided by a visual signal. As this type
of behavior integrates two distinct neural representations, perception and action, it has
been thought that identification of the neural mechanisms underlying this process will
yield deeper insights into the principles underpinning goal-directed behavior. Based on a
framework derived from conditional visuomotor association, prior studies have identified
neural mechanisms in the dorsal premotor cortex (PMd), dorsolateral prefrontal cortex
(dlPFC), ventrolateral prefrontal cortex (vlPFC), and basal ganglia (BG). However, applica-
tions resting solely on this conceptualization encounter problems related to generalization
and flexibility, essential processes in executive function, because the association mode
involves a direct one-to-one mapping of each visual signal onto a particular action. To
overcome this problem, we extend this conceptualization and postulate a more general
framework, conditional visuo-goal association. According to this new framework, the visual
signal identifies an abstract behavioral goal, and an action is subsequently selected and
executed to meet this goal. Neuronal activity recorded from the four key areas of the brains
of monkeys performing a task involving conditional visuo-goal association revealed three
major mechanisms underlying this process. First, visual-object signals are represented
primarily in the vlPFC and BG. Second, all four areas are involved in initially determining the
goals based on the visual signals, with the PMd and dlPFC playing major roles in maintaining
the salience of the goals. Third, the cortical areas play major roles in specifying action,
whereas the role of the BG in this process is restrictive.These new lines of evidence reveal
that the four areas involved in conditional visuomotor association contribute to goal-directed
behavior mediated by conditional visuo-goal association in an area-dependent manner.

Keywords: sensorimotor integration, visuomotor integration, goal, action, globus pallidus, executive function

INTRODUCTION
When we drive a car and arrive at an intersection, we press
the brake pedal if we see a red light, or we continue to press
the gas pedal if we see a green light. More generally, we often
act based on information provided by a visual signal. Because
this type of goal-directed behavior integrates two forms of neu-
ral representations (i.e., perception and action), it is thought
that identification of the neural mechanisms underlying their
integration will yield insights into the fundamental principles
underpinning goal-directed behavior. Some studies in this domain
have used the framework provided by arbitrary visuomotor map-
ping (Passingham, 1993; Murray et al., 2000; Wise and Murray,
2000). In this paper, we will refer to this framework as conditional
visuomotor association because it maintains that the integration of
visual and motor signals is guided by behavioral rules (Wallis et al.,
2001; Bunge et al., 2005) and because the association areas in the
brain are believed to play a central role in this process (Goldman-
Rakic, 1988; Miller and Cohen, 2001; Serrien et al., 2007; Fuster,
2008; Tanji and Hoshi, 2008; Passingham and Wise, 2012).

Accurate definitions of the goals and rules are therefore critical.
Schall (2001) and Passingham and Wise (2012) presented clear def-
initions of the links between the goals and decisions and between

actions and choices. Based on these studies, we here define the
goals as “the objects or locations that an animal chooses as the
target for its actions” (p. 71 in Passingham and Wise, 2012). In
contrast, Bunge et al. (2005) and Bunge and Wallis (2008) defined
the rules as ones that specify the most appropriate response under a
given set of circumstances or contexts. In the case of goal-directed
behavior, the rules are viewed as being implemented by individ-
ual neurons and/or neuronal networks for specifying the most
appropriate goal or action under specific circumstances. Studies
by White and Wise (1999) and Wallis et al. (2001) revealed that sin-
gle neurons in the prefrontal cortex represent the rules, whereas
studies by Hoshi et al. (2000) and Tanji and Hoshi (2001) suggested
that the rules are implemented within networks or populations of
neurons in the prefrontal cortex. Finally, Buschman et al. (2012)
showed that the rules are implemented via oscillatory synchroniza-
tion of ensembles of neurons. The multilevel representation of the
rules is viewed as essential for cognitive control of goal-directed
behavior (Miller, 2000).

The conditional visuomotor association framework posits that
neurons or networks directly link a visual signal to a bodily move-
ment (action) in a rule-dependent manner (Figure 1A). However,
this assumption encounters a problem when generalization and
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FIGURE 1 | Schematic representations of conditional visuomotor

association and conditional visuo-goal association. (A) In conditional
visuomotor association, perceptual signals representing visual objects are
directly mapped onto the motor signals (actions) in a rule-dependent
manner to achieve an action selection. (B) In conditional visuo-goal
association, perceptual signals are first mapped in a rule-dependent
manner onto signals representing behavioral goals for making a goal
decision. The goal-related signals are subsequently transformed into signals
representing actions, corresponding to an action selection.

flexibility are required. Because the perceptual and action signals
are supposed to be linked on a one-to-one basis, it is necessary to
account for every combination of perceptual and action signals.
In reality, this requirement is untenable. For example, responding
to a red light involves squeezing a brake lever if one is riding a
bicycle, pressing a brake pedal if one is driving a car, and stopping
one’s movement if one is walking. Moreover, many varieties of
visual signals and gestures can be the source of the instruction to
stop. Actually, coming to a halt in the context of a signal to do
so requires that numerous combinations of perceptual and action
signals have been the foci of preparation. This requirement involv-
ing one-to-one combinations leads to another problem when the
information provided by sensory signals changes or when a new
motor response is required to execute the action implied by the
information. For example, if a red light were to become the sig-
nal for proceeding or if the positions of the brake and gas pedals
were reversed, we would need to relearn every combination of
perceptual and action signals. Thus, neuronal networks that rely
solely on computations based on conditional visuomotor associ-
ations would face major difficulties when information processing
requires generalization or flexibility.

These flaws seem to rule out conditional visuomotor associ-
ation as the mechanism underlying higher cognitive functions,
which are characterized by flexibility and the ability to generalize
(Milner, 1963; Luria, 1966). Thus, we must ask if we should discard
this framework and seek a new conceptualization of the neural
basis of information processing. Here, we would like to answer
“no” and propose a new understanding of “goal” that renders the
network responsible for conditional visuomotor association suit-
able as the underpinning of higher cognitive functions. Whereas
the conditional visuomotor association framework assumes direct
mapping between a visual signal and an actual movement (action),
the new view is based on two additional assumptions (Figure 1B).
First, it assumes that the visual signals provide information about
an abstract behavioral goal instead of a concrete action. Second, it
assumes that individuals subsequently specify or select an action to
achieve that goal. We will refer to this new processing mode as con-
ditional visuo-goal association because the visual signal is linked to
a goal rather than to an action. The conditional visuo-goal asso-
ciation framework posits that neurons or networks directly link

a visual signal to a behavioral goal in a rule-dependent manner
(Figure 1B). This framework is considered to provide the goal-
directed behavior with the generalization and flexibility. Once the
goal is determined the subjects can specify or select an appropriate
action to achieve the goal in various conditions, corresponding to
the generalization. In addition, if the goal information provided
by sensory signals changes, the subjects can address it by updating
the association rules between the sensory signals and the goals,
corresponding to the flexibility.

We will first review the mechanisms underlying conditional
visuomotor association and then attempt to extend them to con-
ditional visuo-goal association to elucidate how this network can
serve as a basis of the higher cognitive functions that subserve
goal-directed behavior.

INVOLVEMENT OF THE DORSAL PREMOTOR CORTEX IN
CONDITIONAL VISUOMOTOR ASSOCIATION
Pioneering studies by Halsband and Passingham (1982, 1985) and
Petrides (1982, 1986) investigated the involvement of the premotor
cortex (area 6) of monkeys in conditional visuomotor association.
Halsband and Passingham (1982, 1985) trained monkeys to turn
a handle when a yellow panel was presented and to pull a lever
when a blue panel was presented. They found that monkeys with
lesions of the bilateral premotor cortex but not of the bilateral
frontal eye field failed to relearn the task in 1,000 trials. Petrides
(1982) trained monkeys to grip a stick when a green circular bot-
tle top was presented and to place their hand on a button when a
blue and yellow toy truck was presented. He found that monkeys
with lesions of the bilateral periarcuate areas, including the dor-
sal premotor cortex (PMd) and the frontal eye field, were severely
impaired compared with normal monkeys or with monkeys with
lesions around the bilateral principal sulci. Subsequently, Petrides
(1986) showed that the periarcuate areas were involved in selecting
between GO and NO-GO responses based on visual signals when
GO and NO-GO were symmetrically rewarded. Importantly, these
studies confirmed that monkeys with lesions centered on the pre-
motor cortex were not impaired in perceiving visual signals or in
executing movements. These observations revealed that the pre-
motor cortex and the periarcuate areas are crucially involved in
making conditional associations between visual signals and actions
and in selecting between actions based on visual signals.

The lesions in these studies were fairly large and spanned mul-
tiple areas. In the studies conducted by Petrides (1982, 1986),
lesions were made in both banks of the actuate sulcus, impairing
the functions of both the frontal eye field and the premotor cor-
tex. Although the lesions in the studies conducted by Halsband
and Passingham (1982, 1985) were confined within the premo-
tor cortex, they were made along both the superior and inferior
limbs of the arcuate sulcus, leading to lesions of both the dorsal
and ventral premotor cortices (Matelli et al., 1985; Rizzolatti and
Luppino, 2001). Thus, the cortical areas that were most responsi-
ble remained elusive. To identify the responsible sites, Kurata and
Hoffman (1994) injected the GABAA receptor agonist muscimol
to temporarily inactivate the PMd or the ventral premotor cor-
tex (PMv). They first identified clusters of task-related neurons
in the PMd and PMv while monkeys performed a conditional
visuomotor association task that required them to perform a
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wrist flexion (extension) movement when a red (green) signal
was presented. They next injected muscimol into the cluster in
either the PMd or the PMv to reversibly inactivate it. They found
that inactivation of the PMd cluster led to directional errors (i.e.,
impairments in selecting between the flexion and extension move-
ments), whereas inactivation of the PMv cluster led to reduced
movement amplitudes and velocities (i.e., impairments in move-
ment execution). These findings provided compelling evidence
that the PMd of monkeys is crucially involved in conditional
visuomotor association (Figure 2).

Working with humans, Halsband and Freund (1990) revealed
that patients with lesions that included the premotor cortex had
difficulty selecting one of six arm movements according to visual
signals, although the patients could execute the six different
movements themselves and could perceive the sensory stimuli
used as the instructions. Schluter et al. (1998) applied transcra-
nial magnetic stimulation (TMS) to transiently interrupt local
neural computations. They found that when TMS was applied
over the PMd just after visual-cue presentation, which corre-
sponds to the period of action selection, the selection process
was delayed. Grafton et al. (1998) identified an activation focus
of regional cerebral blood flow (rCBF) in the PMd while sub-
jects chose between a power grip and a precision grip depending
on the color of a LED. In a functional magnetic resonance imag-
ing (fMRI) experiment, Amiez et al. (2006) determined that the
PMd of humans was selectively activated when subjects selected
one of four buttons in response to the presentation of one of
four colors. These studies revealed that the PMd in humans
is crucially involved in the selection of actions based on visual
signals.

FIGURE 2 | Brain networks centered on the dorsal premotor cortex

(PMd) involved in motor behavior based on visual object and

visuospatial signals. The solid lines indicate a pathway from the IT to the
PMd via the vlPFC and dlPFC. The broken lines indicate pathways from the
IT to the PMd. These two types of pathways are thought to be involved in
behavior based on visual-object signals, such as those involved in
conditional visuomotor association and conditional visuo-goal association.
The dotted line indicates a pathway from the PPC to the PMd. This pathway
is considered to carry visuospatial information. BG, basal ganglia; dlPFC,
dorsolateral prefrontal cortex; IT, inferotemporal cortex; PMd, dorsal
premotor cortex; PPC, posterior parietal cortex; vlPFC, ventrolateral
prefrontal cortex; AS, arcuate sulcus; CS, central sulcus; PS, principal
sulcus. Scale bar, 10 mm.

The PMd of human and non-human primates has been shown
to play a crucial role in conditional visuomotor association
(Figure 2). The specific aspects of information processing in
which the PMd participates were revealed by recording neurons
while monkeys performed a variety of motor tasks. Godschalk
et al. (1981) found that PMd neurons responded to the presenta-
tion of visual signals and discharged in relation to the execution
of reaching movements. Wise and colleagues recorded neurons
while monkeys performed a variety of visuomotor tasks (Wein-
rich and Wise, 1982; Weinrich et al., 1984). They reported that
PMd neurons strongly responded to the appearance of visuospatial
signals and began to show sustained, set-related activity reflect-
ing the direction of the forthcoming arm movements after the
direction of forelimb movement was specified by visuospatial sig-
nals. Moreover, the set-related activity was more intense when a
visuospatial information signaled execution of action than when
it signaled inhibition of an action (Wise et al., 1983). When the
motor plan was changed, the set-related activity also changed in
accordance with the monkey’s motor intention (Wise and Mauritz,
1985). These observations revealed that the PMd is involved in the
preparation and execution of movement based on visual signals.

Wise and colleagues subsequently conducted a series of land-
mark studies (Kurata and Wise, 1988; Mitz et al., 1991; Chen
and Wise, 1995a,b). First, Kurata and Wise (1988) examined
whether set-related activity was significantly modulated by type of
visual signals. Subjects in their study participated in a conditional
visuomotor association task, in which the color of the stimuli (con-
ditional instructional stimuli) indirectly indicated the direction of
an arm movement, and a directional task, in which the direction
(left or right) of the visuospatial stimuli (directional instruction
stimuli) directly indicated the direction of the movement. By
examining the set-related activity of PMd neurons, they found
that the activity of a great majority (81%) of neurons did not differ
under the two task conditions. This observation indicates the rel-
evance of set-related activity to the monkeys’ determination of the
direction of a forelimb movement based on associated visual stim-
uli. Subsequently, Mitz et al. (1991) investigated the involvement
of the PMd in learning conditional visuomotor association. They
examined PMd neurons while monkeys learned new associations
between visual images and the directions of handle movement
and found that PMd neurons showed learning-dependent activity.
Specifically, the visual, set-related, and movement-related activ-
ities associated with the same movement direction were more
pronounced when the association was established than when it
was not, indicating that PMd neurons are involved in the selec-
tion or retrieval of arm movements based on learned conditional
associations between visual stimuli and movements as well as in
the preparation and execution of movement, as discussed above.
Chen and Wise (1995a) subsequently revealed that neurons in
the supplementary eye field in the pre-PMd were involved in
the conditional visuomotor associations for oculomotor behav-
ior (Schlag and Schlag, 1987; Huerta and Kaas, 1990; Picard
and Strick, 2001; Luppino et al., 2003). They identified learning-
selective activity that was enhanced while monkeys learned new
associations between visual signals and the direction of saccadic
eye movements, and they specified the learning-dependent activity
that was enhanced when such associations were established. They
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further found that a subset of neurons shows persistent differ-
ences in activity between novel and familiar information when
performance is stable (learning-static effects; Chen and Wise,
1995b). These results revealed that the PMd and pre-PMd are
involved in associating visual signals with actions with regard
to arm and eye movements, respectively. From the perspectives
of attention and intention, these observations suggest that the
pre-PMd plays a major role in attentional or cognitive control
of behavior with the prefrontal cortex, whereas the PMd plays a
key role in the intentional control of actions or arm movements
(Boussaoud and Wise, 1993a,b; di Pellegrino and Wise, 1993;
Boussaoud, 2001; Lebedev and Wise, 2001; Rushworth et al., 2005;
Abe and Hanakawa, 2009).

INVOLVEMENT OF THE PMd IN PLANNING REACHING
MOVEMENTS VIA CONDITIONAL VISUOMOTOR
ASSOCIATION
The subjects in the studies discussed above could specify a
forthcoming movement after the instruction cue was presented.
However, prior studies also revealed that the PMd stores partial
information about the direction or amplitude of movement when
such information is provided in a stepwise manner (Riehle and
Requin, 1989; Kurata, 1993). This phenomenon raises the intrigu-
ing possibility that the PMd may be involved in collecting and
integrating diverse sets of information via the operation of condi-
tional visuomotor association. In the case of planning a reaching
movement, it is necessary to determine for which target to reach
and which arm to use to do so. Thus, three hierarchical levels of
information processing are presumably involved in the process of
planning and executing a reaching movement (Figure 3). At the
first level, information regarding which arm to use or for which
target to reach is selected. At the second level, these two sets of
information (the arm to be used and the location of the target)
are collected and integrated to specify a reaching movement. This
integration process must incorporate distinct types of informa-
tion; although the arm is part of the participant’s body, the target
exists outside of his or her body. After the reaching movement
is planned, the neural processes at the third level prepare and
execute it.

FIGURE 3 | Hierarchical organization of reaching movement. Three
levels of information processing are summarized schematically. The first
level represents the components of the reaching movement, such as arm
use and target location. The second level integrates these components to
plan the reaching movement. The third level prepares and executes the
planned movement.

A new behavioral task was developed to study the neuronal
basis of these processes (Hoshi and Tanji, 2000). This task
involves two sequential visual instruction cues separated by a
delay (Figures 4A,B). One cue signals the location of the target
(right or left), and the other cue signals which arm (right or left)
to use. These instructions are given in the framework of what
is known about conditional visuomotor association in that each
compound visual signal is arbitrarily associated with each signal
regarding arm use or target location. Therefore, after the first cue,
it is necessary to collect and maintain information about the tar-
get location (if the first cue signals target location) or arm use
(if the first cue signals arm use). After the second cue, monkeys
were able to combine the two successive instructions about tar-
get location and arm use. Thereafter, the monkeys prepared to
reach for the designated target with the designated arm, and they
executed the reaching movement once a GO signal appeared (the
disappearance of the fixation point). Altogether, the task design
allowed us to study the neural mechanisms of the three levels of
hierarchical organization underlying the reaching movement. It
further allowed us to examine whether PMd neurons retrieve a
partial motor instruction given by an arbitrarily associated visual
signal.

FIGURE 4 |Temporal sequence of behavioral events. (A) The trial in
which a signal about arm use (“arm”) was followed by a signal about the
target to reach for (“target”). (B) The trial in which the two signal were
given in the reverse order. When a monkey placed one hand on each touch
pad and gazed at a fixation point (FP), the first instruction (cue 1; 400 ms in
duration), which contained information about either the target location or
which arm to use, was presented. A small, colored cue indicated the type
of signal (i.e., whether it related to target location or arm use). A green
square was used for an arm-use signal, whereas a blue cross was used for
a target-location signal. At the same time, a white square appeared to the
left or right of the FP and indicated laterality of arm use (for arm-related
instructions) or target location (for target-related instructions). After the
subsequent delay period (delay 1) that lasted ≥1,200 ms, the second
instruction (cue 2: 400 ms) was given to complete the information required
for the subsequent action. After the second delay (delay 2: ≥1,200 ms),
squares appeared on each side of the fixation point (set cue: ≥1,000 ms),
signaling the monkey to prepare to reach for the target when the fixation
point disappeared (the GO signal). If the monkey subsequently reached for
the appropriate target with the appropriate arm, s/he received a reward.
The order of appearance of the target and arm signals was alternated in a
block of 20 trials, and laterality was randomized within each block. A series
of five 250 Hz tones was presented after a reward signaled a reversal of the
order of the instructions.
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By recording neurons in the PMd while the monkeys performed
the task, three groups of neurons were identified that followed
three distinct patterns of activity during the performance of this
task (Hoshi and Tanji, 2000, 2006). Two patterns of neuronal activ-
ity were observed after the appearance of the first cue. The first
group of neurons selectively responded to the appearance of the
first cue about which arm to use, and the activity of this group per-
sisted until the second cue was presented. For example, the neuron
shown in Figure 5A discharged selectively after the appearance of
the right-arm (RA) cue. The second group of neurons became

FIGURE 5 |Three types of neuronal activity in the PMd when monkeys

planned a forthcoming reaching movement. (A–C) Three examples of
PMd neuronal activity presented with raster displays and plots of spike
density functions (SDFs). Gray areas (from left to right) represent when the
first, second, and set cues were presented. Tick marks on the abscissa are
at 400-ms intervals. First and second signals are shown at the top of each
panel (RA, right arm; LA, left arm; RT, right target; LT, left target). SDFs
(Gaussian kernel, σ = 20 ms, mean ± SE) appear below each raster display.
Raster plots and SDFs were aligned to the onset of the first and second
signal and the onset of the set cue. The ordinate represents the
instantaneous firing rate. Of the eight possible sequences of first and
second cues (four instructions × two presentation orders), only four are
illustrated. (A) Activity of this PMd neuron was greater when cue 1
signaled the use of the right arm (RA). (B) Activity of this PMd neuron was
greater when cue 1 signaled the right target. (C) Activity of this PMd
neuron was observed when the combination of the two signals was RA
(use of the right arm) and LT (left target). Activity was similar, regardless of
the order of the two instructions (adapted from Hoshi and Tanji, 2006).

active after the appearance of the cue regarding target location.
The neuron shown in Figure 5B selectively discharged after the
right-target (RT) cue was given, and, like those in the first group, its
activity persisted until the second cue was presented. These find-
ings revealed that PMd neurons retrieve and store a partial motor
instruction, or a building block of action, when this informa-
tion is embedded in a conditional visuomotor association. These
processes correspond to the first level in the hierarchical organi-
zation of the reaching movement. When the second cue appeared,
the third group of neurons became active. Neurons in this group
seemed to represent the specific combination of the two instruc-
tions on arm use and target location given by the two cues. For
example, the neuron shown in Figure 5C responded to the appear-
ance of the second cue only when the combination of the two
instructions on arm use and target location signaled the RA and
the left target (LT). In other words, the third group of neurons
was considered to contribute to the forthcoming reaching move-
ment by integrating the two distinct sets of motor information,
on arm use and target location. The existence of the three pat-
terns of activity in the PMd suggests that this area contributes to
planning reaching movements by collecting and integrating dis-
tinct sets of information on target location and arm use. These
processes correspond to the second-level processing in the hier-
archical organization and are the cardinal ones involved in action
planning. We also found that during the preparation and execu-
tion periods of a reaching movement, PMd neurons selectively
represented the specific combination of arm and target informa-
tion (Hoshi and Tanji, 2002), which corresponded to the third
level of processing in the hierarchical organization of the reaching
movement. Altogether, the variety of activity found in the PMd
suggests that this area is involved in all three levels of the processes
underlying the generation of reaching movements. In humans,
neurovascular activation in subjects performing a task with these
demands indicated that the PMd represents the neural processes
identified in monkeys (Beurze et al., 2007), revealing that the PMd
of both human and non-human primates plays a crucial role in
planning reaching movements.

In the behavioral task described above (Hoshi and Tanji, 2000),
an identical instruction was presented with the first and second
cues. An aim of this was to assess how each PM neuron responded
to the first and second cues. By comparing the selectivity of the
response of each neuron to each cue, we found that neurons
selective for each instruction given by the first cue were evenly
distributed among the three groups of the forthcoming action
selectivity (arm use only, target location only, and both arm use
and target location; see Figure 13A in Hoshi and Tanji, 2006). This
suggests that there are no direct relationships between the selectiv-
ity after the first cue and that after the second cue. This indicates
that PMd neurons conditionally represent the motor informa-
tion in a planning-stage-dependent manner. This is consistent
with a previous report showing that neuronal selectivity in the
dorsomedial frontal cortex, which partly overlaps with the PMd,
changed dynamically depending on the task requirements (Mann
et al., 1988).

Taken together, the data discussed in this section suggest that
the planning process of the PMd in humans and monkeys relies on
conditional visuomotor association to retrieve the partial motor
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instructions provided by visual signals and integrate them for
specific actions (Hoshi and Tanji, 2007).

HOW IS THE PMd INVOLVED IN CONDITIONAL VISUOMOTOR
ASSOCIATION?
Although these studies established that the PMd plays a central
role in selecting or specifying an action and in representing and
integrating the building blocks of action provided by arbitrarily
associated visual signals, PMd neurons only rarely represented
the visual-object signals themselves (Wallis and Miller, 2003). The
absence of object-feature selectivity is consistent with the absence
of direct connections with the inferotemporal cortex or the ven-
trolateral prefrontal cortex (vlPFC; Luppino et al., 2003), where
visual features are amply represented (Ungerleider et al., 1982;
Wilson et al., 1993; Tanaka, 1996; Orban, 2008). These obser-
vations lead to a question: How does the PMd contribute to
conditional visuomotor association in the absence of its carrying
information about the identity of visual objects?

Kalaska et al. (1998) proposed a theoretical account asserting
that visual inputs are used in two different ways. First, the iden-
tity of a visual object provided through the ventral “what” visual
pathway is used to make decisions about objectives and strategies
for action. Second, the spatial visual signals provided through
the dorsal “how” visual pathway are used to represent poten-
tial motor actions. They further proposed that the action to be
executed is chosen through interaction between these two sys-
tems. This theoretical account suggests that the PMd may also
contribute an abstract representation, such as “objectives and
strategies for action,” to the process of conditional visuomotor
association. Importantly, neurophysiological studies support this
hypothesis. Specifically, Cisek and Kalaska (2002, 2005) developed
a task in which two potential targets (red and blue) were initially
presented, and monkeys chose between them based on the target
color. Their findings revealed that PMd neurons initially represent
potential reach directions and subsequently represent the direc-
tion of the selected reach target. Based on these findings, they
proposed that multiple reach options are initially specified and
then gradually eliminated in competition for which is to be actu-
ally executed. Subsequently, Cisek and Kalaska (2004) showed that
PMd neurons carry task-relevant signals when monkeys observe
a learned, visuomotor task being performed by others as well as
when monkeys perform the task themselves. Bastian et al. (2003)
reported that the activity of PMd neurons is modulated by the
degree of certainty that the selected object is indeed the correct
reach target. Wallis and Miller (2003) found that PMd neurons
can represent abstract information that is not directly related to
the movement parameters. In that study, monkeys were required
to apply a “same” or “different” rule to execute or withhold action
in response to two successively presented pictures. They found
that neurons in both the PMd and prefrontal cortex represented
abstract rules, which are more strongly represented in the PMd
than in the prefrontal cortex. In oculomotor behavior, Olson and
colleagues revealed that neurons in the supplementary eye field in
the pre-PMd represented the relative position of two target objects
for saccadic eye movements (Olson and Tremblay, 2000; Tremblay
et al., 2002). These crucial observations indicate that PMd neu-
rons reflect abstract representation that is not directly related to

the movement in question in advance of the specification of an
action.

INVOLVEMENT OF THE PMd IN CONDITIONAL VISUO-GOAL
ASSOCIATION
Based on this account, we developed a new behavioral task for
monkeys (Nakayama et al., 2008) that includes an abstract repre-
sentation of behavior; a cue evoking this abstract representation
was inserted between a visual object and an action (Figure 1B).
This design was also based on the notion that a visual signal
often indicates an abstract aspect of behavior rather than an actual
movement. For instance, a red traffic light instructs us to “stop”;
subsequently, we execute an action to “stop” (e.g., squeezing a
bicycle brake lever or pressing a car brake pedal). Thus, it can be
seen that we first make a decision about a behavioral goal (“stop”)
based on a sensory signal (a red traffic light) and subsequently
choose the appropriate action to achieve the goal. Figure 6 shows
the time sequence of the behavioral task (the symbolic cue task;
Nakayama et al., 2008). This task had the following three behav-
ioral phases, which were temporally separated: (1) determining the
behavioral goal on the basis of the visual-object cue; (2) specifying
or selecting an action based on the information about the behav-
ioral goal and the spatial position of the choice cue; (3) preparing
and executing the action. The visual object indicated that either
the LT or the RT should be selected later in the task period, but
it did not indicate the exact position of the future target. During
this phase, the monkeys could determine only the relative position
of the reach target (an abstract behavioral goal), but no specific
information about the actual reach target was available because
the choice cue, consisting of two potential targets, was presented
later at various positions on the screen. At this stage, the monkeys
could determine, for the first time, where to reach on the screen
(an action) by transforming the behavioral goal into an action
based on the choice-cue position. After a delay, the color changed
from gray to white, which served as the GO signal. In this task,“the
relative position of the reach target” corresponds to “the locations
that an animal choses as the targets for its actions” (i.e., the goals),
but not “the representations specifying which goal is appropriate
in a given context” (i.e., the rules; see Introduction for the defini-
tions of goals and rules). Thus, by analyzing the activity of neurons
while monkeys performed the task, we were able to examine the
information-processing operation from the perception of visual
objects to the specification of the action mediated by the abstract
behavioral goal.

While monkeys performed this task, we first recorded neurons
from the PMd. The activity of PMd neurons initially reflected the
behavioral goal, reaching toward the LT or the RT after the choice
cue signaled by the visual objects (Figure 7A), although it was
rarely selective for the visual objects themselves (Figure 8A). Sub-
sequently, when a pair of potential targets was presented as the
choice cue, information about the spatial position of the choice
cue was rapidly combined with information about the behavioral
goal (Figure 8B), resulting in the development of an action rep-
resentation (Figure 7B), which eventually replaced the behavioral
goal representation. Our observations also revealed a subset of
PMd neurons that first exhibited activity representing the behav-
ioral goal, which changed into activity representing a mixture of
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FIGURE 6 | Symbolic cue task. (A) Temporal sequence of behavioral
events in the symbolic cue task. If the monkey continued to gaze at the
fixation point for 1,200 ms, a cue was randomly presented for 800 ms to
signal the animal to select either the right or the left target (i.e., the
behavioral goal). A green circle and a yellow square signaled selection of
the target on the right, whereas a red diamond and a blue cross indicated
that the left target should be selected (B). Because no information about
future targets was available at this stage, the monkeys were required to
select right or left without specifying a forthcoming action. If the monkey
continued to gaze at the fixation point for 1,200 ms during the subsequent
delay, a choice cue consisting of two gray squares appeared at one of six
different locations on the screen (C). At this point, the animal could specify
what to do (i.e., action) for the first time. After 1,500–2,500 ms, the color
changed from gray to white (the GO signal). If monkeys reached for the
target with their right arm, they received a fruit juice reward 500 ms after
touching the correct square. (B) Visual signals used to designate selection
of left or right in the forthcoming choice cue. (C) Locations of the choice
cue and target on the screen. For the choice cue, two gray squares
appeared at neighboring positions (locations 0–6, depicted with dotted
squares). The target position was selected from five potential targets
(T1–T5) that were located on the left or the right of the choice cue.

the behavioral goal and the choice-cue location after the appear-
ance of the choice cue, suggesting that these neurons directly
contributed to the transition between the goal-related and the
action-related use of the information. These results suggest that
the PMd hosts a neural network involved in integrating the behav-
ioral goals retrieved from visual-object signals with the locations
of choice cues to specify forthcoming actions.

As discussed above, prior studies have indicated that the PMd
employs abstract representations as a part of an information-
processing operation involving partial motor instructions, the rule
for linking visual-signal processing to action, the potential reach
direction, others’ performance of a learned visuomotor task, and
the certainty with which a target is selected. Our study revealed

FIGURE 7 |Two examples of neurons in the PMd. (A) Goal-related
activity of a PMd neuron. Activity of this PMd neuron increased when
either a red diamond or a blue cross was used to specify the left target.
(B) Action-related activity of a PMd neuron. After choice-cue onset, this
PMd neuron exhibited more activity when the correct target was located
on the right side of the screen (T5), regardless of the goal. Of the five
positions (T1–T5), only three (T1, T3, and T5) are displayed here. (A,B)

Rasters and spike-density functions (smoothed using a Gaussian kernel;
σ = 10 ms, mean ± SEM) indicate activity in sorted trials. The ordinate
represents the instantaneous firing rate (spikes/s). Neuronal activity was
aligned with the onset of the instruction, choice-cue, and GO signals. Gray
areas on the left indicate when the instruction was presented, and gray
areas in the middle and on the right represent when the choice cue was
presented. Tick marks on the horizontal axis are placed at 200-ms intervals
(adapted from Nakayama et al., 2008).

that the PMd represents abstract behavioral goals derived from
arbitrarily associated visual signals that specify later action. These
results provide compelling evidence that the PMd is involved not
only in the preparation and execution of action but also in the
representation of the abstract information needed to specify an
action. In general, the PMd is involved not only in visuomotor
association but also in conditional visuo-goal association, which
includes an abstract representation of a behavioral goal as a core
element. Consistent with this, Hanakawa et al. (2002) showed that
the PMd in humans is active during mental-operation tasks, such
as mental calculation, that do not involve any immediate overt
movement. Based on this finding, they proposed that the PMd
plays a major role in motor behavior requiring cognitive manip-
ulation of abstract representations. The goal neurons found by
Nakayama et al. (2008) were considered to play an important role
in this process; the goal is the abstract representation that does
not directly relate to action execution, but goal representation is
crucial for specifying the action.
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FIGURE 8 | Distribution of selective neurons in the PMd, vlPFC, dlPFC,

and GP. Pie charts summarize the proportion of neurons classified into five
categories. Two sets of data are shown for 101–300 ms after the onset of
instruction cue (A) and 101–300 ms after the onset of the choice cue (B). Each

category is color coded according to the inset. The parentheses enclose the
number of neurons. Green, object neurons; Blue, goal neurons; Gray, neurons
selective for choice-cue location; Yellow, neurons selective for both goal and
choice-cue location; Red, action neurons (adapted from Arimura et al., 2013).

SOURCES OF PMd INFORMATION ABOUT ABSTRACT GOALS
Nakayama et al. (2008) reported that the PMd retrieves the abstract
information derived from a visual-object signal even though it
rarely represents that information. This paradox raises an intrigu-
ing question: From which areas does the PMd receive such abstract
information? To gain insight into this issue, the temporal devel-
opment of the selection of the behavioral goal was compared
with the development of visuospatial selectivity (Yamagata et al.,
2009). PMd neurons represented the initial visuospatial signals
90 ms after the presentation of visual stimuli. The rapidity of
this process suggests that the PMd receives this signal from the
directly interconnected posterior parietal cortex, where visuospa-
tial signals are amply represented (Figure 2; Johnson et al., 1993;
Galletti et al., 1997; Snyder et al., 1997; Wise et al., 1997; Matelli
et al., 1998; Colby and Goldberg, 1999; Pesaran et al., 2008). By
contrast, the development of the goal representation was found
to take much more time; PMd neurons began to represent the
goals 150 ms after the visual object was presented. This 60-ms
delay indicates that goal signals reach the PMd via distinct path-
ways. Based on the following findings, we hypothesized that the
basal ganglia (BG) and/or lateral prefrontal cortex mediate these
pathways.

The BG and lateral prefrontal cortex play crucial roles in asso-
ciating visual signals with actions in a goal-oriented and adaptive
manner (Graybiel et al., 1994; Wise et al., 1996; Konishi et al.,
1998; Rainer et al., 1998; Kim and Shadlen, 1999; Hollerman
et al., 2000; Everling et al., 2002; Nieder et al., 2002; Packard and
Knowlton, 2002; Takeda and Funahashi, 2002; Barraclough et al.,

2004; Genovesio et al., 2005; Saito et al., 2005; Sakagami and
Pan, 2007; Sakai, 2008; Buckley et al., 2009; Hussar and Paster-
nak, 2009; Yoshida and Tanaka, 2009; Cisek and Kalaska, 2010;
Goodwin et al., 2012; Meyers et al., 2012; Swaminathan and Freed-
man, 2012). Substantial structural interactions between the BG
and the frontal cortex are considered to provide the structural basis
for this process (Alexander et al., 1986; Flaherty and Graybiel,1994;
Inase and Tanji, 1994; Middleton and Strick, 2000; Nambu et al.,
2002; Graybiel, 2008). Neurovascular activation in humans per-
forming conditional visuomotor association was observed in the
vlPFC and the BG as well as in the PMd (Toni et al., 2001, 2002).
Because the BG and vlPFC receive inputs from the inferotemporal
cortex, where visual-object signals are amply represented (Saint-
Cyr et al., 1990; Webster et al., 1993, 1994; Middleton and Strick,
1994; Schall et al., 1995; Cheng et al., 1997; Petrides and Pandya,
2002), these projections are thought to provide visual-object sig-
nals to these areas. Lesion studies of monkeys have revealed that
impairments in conditional visuomotor association arise from dis-
ruptions in the vlPFC (Wang et al., 2000; Bussey et al., 2001), the
interconnection between the vlPFC and the inferotemporal cortex
(Eacott and Gaffan, 1992; Bussey et al., 2002), and the interac-
tion between the BG and the PMd (Nixon et al., 2004). From a
functional perspective, vlPFC neurons have been shown to inte-
grate the two sets of information about object features and the
selected directions of saccades (Asaad et al., 1998). Furthermore,
association learning in the BG (the striatum) has been shown to
precede that in the lateral PFC (Pasupathy and Miller, 2005). Mod-
ulation of the activity of neurons in the globus pallidus (GP)
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is enhanced when the stimulus–response association is famil-
iar (Inase et al., 2001). Similarly, the activity of neurons in the
striatum is enhanced during learning of visuomotor associations
(Hadj-Bouziane and Boussaoud, 2003). Moreover, the learning
of associations between visual objects and movements has been
shown to progress simultaneously in striatal and PMd neurons
(Brasted and Wise, 2004). These observations suggest that the BG
and vlPFC are crucially involved in conditional visuomotor asso-
ciation and that the interaction between the PMd and these areas
is essential to the successful operation of this process.

However, because the PMd does not receive direct inputs from
either area (Barbas and Pandya, 1987; Webster et al., 1994; Luppino
et al., 2003), this anatomical connection remains to be proven. To
address this issue, the rabies virus was transneuronally traced in
macaque monkeys to provide evidence for communication across
synapses between the PMd and the vlPFC and BG (Takahara et al.,
2012). The rabies virus is transported across synapses from the
postsynaptic to presynaptic neurons in a time-dependent manner.
This feature allowed the identification of the areas that project
across synapses to the PMd after injection of the rabies virus into
the PMd.

Initially, the corticocortical pathways from the vlPFC to the
PMd were analyzed. Fast Blue (a conventional retrograde tracer)
was injected into the PMd to identify the cortical areas that
send projection fibers directly to the PMd. Considerable ret-
rograde labeling occurred in the dlPFC, area F7 (pre-PMd),
pre-supplementary motor area (pre-SMA), and PMv (Barbas and
Pandya, 1987; Lu et al., 1994; Luppino et al., 2003), whereas the
vlPFC was virtually devoid of neuronal labeling. Subsequently, the
rabies virus was injected into the PMd. Three days after the rabies
injections, second-order neurons were newly labeled in the vlPFC,
providing evidence that the vlPFC sends disynaptic projections to
the PMd. To identify the areas that mediate the pathways from
the vlPFC to the PMd, an anterograde/retrograde dual-labeling
experiment was conducted in individual monkeys. By examining
the distribution of axon terminals labeled from the vlPFC and cell
bodies labeled from the PMd, substantial overlap was found in the
dlPFC (area 46d), area F7 (pre-PMd), and pre-SMA (Figure 9).
These results indicate that vlPFC outflow is directed toward the
PMd in a multisynaptic fashion through these areas (Figure 2).

Subsequently, the multisynaptic projections from the BG to the
PMd were analyzed (Saga et al., 2011) after the injection of the

FIGURE 9 | Overlaps of axon terminals arising from the vlPFC and cell

bodies projecting to the PMd in the frontal cortex. (A) Five representative
coronal sections are arranged rostrocaudally. The approximate rostrocaudal
levels of the sections (a–e) are indicated in the lateral view of the brain (with
the sites of BDA and FB injections specified by blue and red circles,
respectively). Labels in blue represent axon terminals labeled with BDA
injected into vlPFC (area 45), and labels in red represent cell bodies labeled
with FB injected into PMd. (B) A two-dimensional density map showing the
distribution patterns of axon terminals labeled with BDA and cell bodies

labeled with FB. The bins (900 × 1,000 μm) where the BDA-labeled axon
terminals were observed appear in blue. The box encloses the area where
BDA terminals were investigated. The gray zone denotes the extent of the FB
or BDA injection sites. Three different sizes of filled circles represent the
numbers of neurons labeled with FB. Arrowheads (a–e) point to the
approximate rostrocaudal levels of coronal sections (a–e) shown in (A). BDA,
biotinylated dextran amine; FB, Fast Blue. AS, arcuate sulcus; CgS, cingulate
sulcus; F7, area F7 (Luppino et al., 2003); iAS, inferior limb of AS; PS, principal
sulcus; sAS, superior limb of AS (adapted from Takahara et al., 2012).
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rabies virus into the PMd. Specifically, second-order neurons were
identified in the internal segment of the globus pallidus (GPi)
and the substantia nigra pars reticulata (SNr). Labeled GPi neu-
rons were found in the dorsal portion at the rostrocaudal middle
level and in the caudoventral portion. In the SNr, labeled neu-
rons were widespread in the rostrocaudal direction. Subsequently,
third-order neuron labeling was observed in the external segment
of the globus pallidus (GPe), the subthalamic nucleus (STN), and
the striatum. In the GPe, the labeled neurons were observed over
a broad territory centered in the rostral and dorsal portions. In
the STN, PMd injection resulted in extensive labeling over the
nucleus, especially in the dorsoventral middle and dorsal portions.
In the striatum, labeled neurons were widespread in the striatal
cell bridge region and neighboring areas, as well as in the ventral
striatum. These results provide evidence that the PMd receives
substantial inputs across synapses from the BG. Taken together
with prior studies revealing the projections from the PMd to the
striatum and the STN (Nambu et al., 1997; Takada et al., 1998;
Tachibana et al., 2004), it appears that the PMd and BG form loop
circuits that subserve multiple aspects of information processing
(Alexander et al., 1986; Alexander and Crutcher, 1990a).

These anatomical studies revealed that the PMd receives inputs
across synapses from the vlPFC and the BG (Figure 2), raising
the intriguing possibility that the circuits linking the PMd to the
vlPFC and/or the BG may be involved in retrieving the abstract
goals from the visual-object signals. To test this hypothesis, the
response properties of neurons in the lateral PFC and the BG were
compared with those of neurons in the PMd.

INVOLVEMENT OF THE PREFRONTAL CORTEX IN
CONDITIONAL VISUO-GOAL ASSOCIATION
These anatomical studies suggest that the PMd receives inputs
from the vlPFC partly via the dlPFC, which has been implicated in
behavioral planning (Luria, 1966; Shallice, 1982; Funahashi et al.,
1989, 1993; Frith et al., 1991; Goel and Grafman, 1995; Rowe
et al., 2000; Averbeck et al., 2002, 2003; Hoshi and Tanji, 2004a;
Mushiake et al., 2006; Mansouri et al., 2007). Based on these obser-
vations, the neuronal activity in the vlPFC and dlPFC was exam-
ined while monkeys performed the symbolic cue task involving
conditional visuo-goal association (Yamagata et al., 2012).

When the instruction cue was presented, a sizeable number of
vlPFC neurons exhibited responses that were selective for visual-
object features (Figure 8A). For example, the neuron shown in
Figure 10A strongly responded to the appearance of a yellow
square. This object representation is consistent with anatomical
reports that the vlPFC receives input from the inferotemporal
cortex and with prior studies reporting ample object represen-
tations by vlPFC neurons (Wilson et al., 1993; O Scalaidhe et al.,
1997, 1999). The existence of object-selective activity suggests that
vlPFC neurons participate substantially in encoding visual-object
features for subsequent use. We found that the object-feature selec-
tivity in the vlPFC was rapidly replaced with activity that was
selective for behavioral goals. In contrast, dlPFC neurons rarely
represented visual-object features; instead, they began to repre-
sent goals after the instruction cue was presented (Figure 8A).
For example, the dlPFC neuron shown in Figure 10B selectively
responded to the appearance of a red diamond and a blue cross

FIGURE 10 |Two examples of neurons in the prefrontal cortex selective

for visual objects (A) and behavioral goals (B). (A) Activity of this vlPFC
neuron increased when the yellow square was presented. (B) Activity of
this dlPFC neuron increased when the instruction was presented and either
a red diamond or a blue cross was used to specify the left target. The
display formats are the same as those used in Figure 7 (adapted from
Yamagata et al., 2012).

signaling the LT. The limited representation of the visual-object
signals in the dlPFC is in accord with the paucity of anatomi-
cal connectivity between the dlPFC and the inferotemporal cortex
(Petrides and Pandya, 1999). These observations indicate that both
the vlPFC and dlPFC are involved in retrieving the goals signaled
by visual objects. However, the two areas are involved in differ-
ent ways: the visual-object feature was represented in the vlPFC
when the neural representations of the goal developed, whereas
the goal representation in the dlPFC developed independently of
any encoding of object features. From a perspective of a catego-
rization, Freedman et al. (2001) revealed that lateral PFC neurons
categorize visual stimuli as “cats” and “dogs,” whereas the observa-
tions made by Nakayama et al. (2008) and Yamagata et al. (2012)
suggest that lateral PFC and PMd neurons categorize visual stimuli
as associated with right and left behavioral goals.

To better understand the flow of information across the vlPFC,
dlPFC, and PMd, the timing of the emergence of selectivity was
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compared with a measure of population selectivity (Yamagata
et al., 2012). In the vlPFC, object selectivity began 130 ms after
onset of the instruction cue, whereas goal selectivity began 150 ms
after that point, indicating that goal selectivity developed in the
vlPFC while object information was represented. In the dlPFC,
goal selectivity developed 170 ms after the instruction-cue onset.
Based on these findings, we propose the following hypothesis
regarding the involvement of the vlPFC and dlPFC in conditional
visuo-goal association: Neurons in the vlPFC retrieve goal sig-
nals (150 ms after instruction-cue onset) from the visual-object
signals that are already represented there (130 ms). Then, the
retrieved signals are transferred via cortico-cortical connections
to the dlPFC, where they trigger the goal representation (170 ms).
If the development of the goal representation in the PMd were
later than that in the dlPFC, we could propose the operation of a
cortico-cortical pathway from the vlPFC to the PMd via the dlPFC.
However, goal representation developed in the PMd 150 ms after
the onset of the instruction cue, which was comparable to the tim-
ing in the vlPFC (150 ms) and earlier than that in the dlPFC
(170 ms). Furthermore, the selectivity developed significantly
earlier in the PMd than in the dlPFC for individual neurons repre-
senting the behavioral goals (Figure 11B, Kolmogorov–Smirnov
test, p = 0.0293). These observations reveal that goal represen-
tation develops almost simultaneously in the PMd and vlPFC,
which are indirectly interconnected, whereas goal development
in the dlPFC, which is thought to mediate the pathway between
these areas, tends to follow that in the PMd and vlPFC. These data
did not support the view that the goal signals generated in the
vlPFC travel cortico-cortically to the PMd via the dlPFC. Wallis
and Miller (2003) showed this kind of non-hierarchal represen-
tation between the PFC and the PMd in the representation of
an abstract, matching-to-sample, or a non-matching-to-sample
rule related to initiating action and revealed that PMd neu-
rons begin to encode the rule information earlier than PFC
neurons do.

INVOLVEMENT OF THE CORTICO-BG CIRCUITS IN
CONDITIONAL VISUO-GOAL ASSOCIATION
In the context of this evidence against the hierarchical orga-
nization of goal development, the areas from which the PMd
receives goal signals remain unidentified. To address this issue,
we examined neurons in the BG while monkeys performed the
symbolic cue task. We recorded neurons in the GP of the BG
while monkeys performed the task (Arimura et al., 2013). GP neu-
rons were considered to carry signals within the BG at the output
stage (the internal segment, GPi) and at the intermediate stage
(the external segment, GPe) of a series of information-processing
steps. Thus, comparing the neuronal response properties in the
GP with those in the PMd and lateral PFC would lead to a
better understanding of the involvement of cortico-BG circuits
in conditional visuo-goal association. When the instruction cue
appeared, a subset of GP neurons started to reflect visual fea-
tures (Figure 12A), and selectivity developed as early as it did
in vlPFC neurons (Figure 11A). This prompt representation of
visual objects by BG neurons is consistent with previous reports
(Caan et al., 1984; Brown et al., 1995; Yamamoto et al., 2012, 2013;
Yasuda et al., 2012). Subsequently, GP neurons began to reflect

FIGURE 11 | Comparison of the development of selectivity for visual

objects, behavioral goals, and actions. (A) Cumulative fractions of
selectivity onset for visual objects in the GP (light green) and vlPFC (dark
green) after instruction-cue onset in the symbolic cue task. (B) Cumulative
fractions of selectivity onset for the behavioral goal in the GP (light blue),
PMd (dark blue), vlPFC (dark purple), and dlPFC (light purple) after
instruction-cue presentation in the symbolic cue task. (C) Cumulative
fractions of the onset of action selectivity in the GP (pink), PMd (red), vlPFC
(orange), and dlPFC (brown) after choice-cue onset in the symbolic cue
task. (A–C) The p-values indicate the results of the statistical analysis
(Kolmogorov–Smirnov test) between the GP and the other three areas
(adapted from Arimura et al., 2013).

goals that were informed by the visual signals (Figure 12B), and
the timing of selectivity development was no later than it was in the
PMd, vlPFC, and dlPFC (Figure 11B). These observations indicate
that the GP is involved in the early determination of behav-
ioral goals, suggesting that the GP may emit a signal to inform
wide cortical areas that a certain object or goal has appeared,
serving to trigger subsequent information processing in these

Frontiers in Neural Circuits www.frontiersin.org October 2013 | Volume 7 | Article 158 | 77

http://www.frontiersin.org/Neural_Circuits/
http://www.frontiersin.org/
http://www.frontiersin.org/Neural_Circuits/archive


“fncir-07-00158” — 2013/10/17 — 21:31 — page 12 — #12

Hoshi Conditional visuo-goal association and brain networks

FIGURE 12 |Two examples of neurons in the GP selective for a visual

object and a behavioral goal in the symbolic cue task. (A) Activity of
this GP neuron decreased when a red diamond was presented as an
instruction cue, whereas it increased when a blue cross was presented as
an instruction cue. (B) Activity of this GP neuron decreased when either a
red diamond or a blue cross was presented. Neuronal activity was aligned
with the onset of the instruction cue. The gray areas on the left indicate
when the instruction was presented, and the gray areas on the right
represent the earliest presentation of the choice cue. The tick marks on the
horizontal axis are placed at 200-ms intervals. The display formats are the
same as those used in Figure 7 (adapted from Arimura et al., 2013).

areas. The representation of an abstract aspect of motor behav-
ior is consistent with prior reports showing that neurons in the
putamen and GP represent a target position or a movement direc-
tion as the intended movement direction (Mitchell et al., 1987;
Alexander and Crutcher, 1990b,c). Clinical studies have reported
that BG dysfunction results in deficits in cognitive processes

(Mendez et al., 1989; Dubois and Pillon, 1997; Crucian and Okun,
2003; Uc et al., 2005). The loss of neurons representing abstract
aspects of behavior may underlie these deficits.

INVOLVEMENT OF CORTICO-BG CIRCUITS IN SELECTION OF
ACTION BASED ON A GOAL
Monkeys participating in the symbolic cue task could specify or
select the forthcoming action (the absolute position of a target
on the screen) after the appearance of the choice cue. We found
that neuronal activity selective for actions developed in the GP as
well as in the PMd, dlPFC, and vlPFC. In contrast to the timing
of the development of goal selectivity, the timing of the develop-
ment of action selectivity in the GP differed from that in cortical
areas; action representation in the GP emerged 30 ms later than
it did in the cortical areas (Figure 11C). Furthermore, neurons
that integrated representations of goals with choice-cue locations,
which are considered to play a crucial role in the transformation
from goal to action, were less numerous in the GP than in the
PMd (Figure 8B). Muhammad et al. (2006) reported that behav-
ioral responses in a visuomotor task employing the GO/NO-GO
paradigm tended to begin earlier in the PMd than in the striatum.
Antzoulatos and Miller (2011) showed that the lateral PFC plays
a major role in the abstract categorization of visual signals for
executing saccadic eye movements. Seo et al. (2012) revealed that
representation of a selected action occurred earlier in the lateral
PFC than in the dorsal striatum. Taken together, these data suggest
that an action command determination based on visual signals is
initially specified in cortical areas such as the PMd and lateral PFC,
and this is followed by representation in the GP. This suggests that
the BG do not play a major role in the process by which a behav-
ioral goal is transformed into an action or in specifying an action
based on a goal. Rather, the BG may be involved in registering an
established action, based on which, competing motor programs
are suppressed (Mink, 1996) or subsequent processes for action
preparation and execution are initiated.

NEURAL COMPUTATIONS OF CORTICO-BG CIRCUITS
In a series of studies on conditional visuo-goal association
(Nakayama et al., 2008; Yamagata et al., 2009, 2012; Arimura et al.,
2013), neurons from both the cortical areas (the PMd, vlPFC,
and dlPFC) and the BG (GP) were recorded. This provided an
opportunity to analyze activity with the aim of gaining insights
into the neural computations of cortico-BG circuits. According
to Marsden (1982), “the BG might focus attention on a sin-
gle event in the environment to the exclusion of all others” (p.
512). Additionally, Houk and Wise (1995) proposed that the
BG may play a role in contextual pattern recognition. Accord-
ing to this theory, GP neurons transiently decrease or increase
activity, giving rise to sustained activity enhancement (context
registration) or suppression (context negation) in the thalamus
and cerebral cortex. Graybiel (2008) revealed that the BG are
involved in representing behavioral boundaries. Consistent with
these, we observed that goal and action representations by each
GP neuron were transient in nature and much briefer than
were those in the PMd and dlPFC (Figure 13). In contrast, the
duration of goal selectivity of vlPFC neurons was comparable
to that of GP neurons, supporting the hypothesis that vlPFC
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FIGURE 13 |Temporal profiles of neuronal selectivity for behavioral

goals and actions in the symbolic cue task. (A) Cumulative fractions of
the duration of goal selectivity in the GP (light blue), PMd (dark blue), vlPFC
(dark purple), and dlPFC (light purple) after instruction cue-onset in the
symbolic cue task. (B) Cumulative fractions of the duration of action
selectivity in the GP (pink), PMd (red), vlPFC (orange), and dlPFC (brown)
after choice-cue presentation in the symbolic cue task. In (A) and (B), the
parentheses enclose the number of neurons with an onset of selectivity
≤2,000 ms after instruction-cue onset (for goal selectivity, A) and
≤1,500 ms after choice-cue onset (for action selectivity, B). The p-values
indicate the results of the statistical analysis (Kolmogorov–Smirnov test)
examining differences between neurons in the GP and the three cortical
areas (adapted from Arimura et al., 2013).

is not essential for maintaining working memory (Rushworth
et al., 1997). Although the duration of the goal and action rep-
resentations of GP neurons was shorter, the magnitude of the
selective responses representing the goal and action were consid-
erable: the mean activity modulation of GP neurons amounted
to 16–47 spikes/s. The potency of neuronal responses was fur-
ther characterized by the promptness of activity modulation,
which was revealed by population selectivity, as selectivity peaked
shortly (<400 ms) after the onset of the instruction and choice
cues. Overall, the GP codes information via highly active neurons
with short-lasting selectivity. This type of information coding is
known as sparse coding and is thought to constitute a critical
mechanism underpinning sensory (Olshausen and Field, 2004)
and motor processing (Hahnloser et al., 2002). Taken together,
our data suggest that the BG may employ sparse coding in
the determination of behavioral goals and the specification of

actions, whereas the PMd and dlPFC neurons are involved in
maintaining the determined goals and specified actions with sus-
tained responses, as well as in goal determination and action
specification.

FUTURE DIRECTIONS
The data and hypotheses discussed in the present study should
be expanded in several directions to gain deeper insights into the
neural mechanisms underlying conditional visuo-goal association.
First, although we focused on the lateral frontal cortex, other cor-
tical areas may also play a role, including the orbitofrontal cortex,
the anterior cingulate cortex, the frontal polar cortex, the pre-
SMA and the posterior parietal cortex (Matsuzaka et al., 1992;
Matsuzaka and Tanji, 1996; Sakai et al., 1999; Hernández et al.,
2002; Hoshi and Tanji, 2004b; Stoet and Snyder, 2004; Diedrich-
sen et al., 2006; Freedman and Assad, 2006; Kamigaki et al., 2009;
Tsujimoto et al., 2009, 2010, 2011; Amiez et al., 2012; Luk and
Wallis, 2013). Because these areas are interconnected with the
networks involving the PMd, lateral PFC, and BG (Selemon and
Goldman-Rakic, 1985; Barbas and Pandya, 1989; Luppino et al.,
1993; Matelli et al., 1998; Petrides and Pandya, 1999, 2002; Ongur
and Price, 2000; Haber et al., 2006; Rozzi et al., 2006; Morecraft
et al., 2012; Haynes and Haber, 2013), it is suggested that a large-
scale network underlies the goal-directed behavior mediated by
conditional visuo-goal association. Second, we here focused on
neural representations when the animals were familiar with the
association between the visual stimuli and goals. However, it is
also necessary to examine the mechanisms at different stages of
association or rule learning because each area/network can play a
specific role depending on these parameters (Schultz et al., 1997;
Hikosaka et al., 1999; Doya, 2000; Samejima et al., 2005; Lee et al.,
2012). For example, Amiez et al. (2012) showed in humans that
as the learning of conditional visuomotor associations progresses,
the areas active in relation to motor selection move from the cog-
nitive networks involving the dlPFC, the caudate nucleus, and
the PMd to the motor networks, including the putamen and the
PMd. They also showed that that the orbitofrontal cortex and
anterior cingulate cortex are active in relation to the evaluation
of the consequences of a selected action. Consistent with this,
neurons in the orbitofrontal cortex can represent response choices
when feedback is provided (Tsujimoto et al., 2009, 2011), and neu-
rons in the anterior cingulate cortex can interactively represent
actions and rewards (Matsumoto et al., 2003). Third, we discussed
the representation of goals in the spatial domain (spatial-specific
goals; i.e., right vs. left). In future studies, goal representations
in other domains should be examined. For example, neurons
in the prefrontal cortex and the GP can encode object-specific
goals, such as shape or color (Hoshi et al., 1998; Genovesio et al.,
2012; Saga et al., 2013). Neural mechanisms for making associa-
tions between visual objects were identified in the prefrontal cortex
(Hasegawa et al., 1998; Rainer et al., 1999) and the inferotemporal
cortex (Sakai and Miyashita, 1991; Naya et al., 2001; Hirabayashi
et al., 2013a,b). However, it remains unclear whether the same
brain areas responsible for motor behavior based on spatial-
specific goals support motor behavior based on object-specific
goals.
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SUMMARY AND CONCLUSION
Previous studies based on a framework derived from conditional
visuomotor association (Figure 1A) revealed neural mechanisms
underlying the specification and planning of actions based on
sensory signals. However, applications resting solely on this con-
ceptualization encounter problems related to generalization and
flexibility, which are essential processes in executive function.
To overcome this problem, we extended this conceptualization
and postulated a more general framework, conditional visuo-goal
association (Figure 1B), in which the visual signal identifies an
abstract behavioral goal, and an action is subsequently selected
and executed to meet this goal. Neuronal activity recorded from
the brain areas of monkeys performing a task involving con-
ditional visuo-goal association revealed that they regulate the
task in an area-dependent manner. By comparing the response
properties of neurons in the GP, PMd, dlPFC, and vlPFC of mon-
keys engaging in goal-directed behavior mediated by conditional

visuo-goal association, we revealed that these areas are commonly
involved in the initial stages of goal determination based on visual
signals. Neurons representing an abstract behavioral goal are con-
sidered to provide a foundation for executive function. In contrast,
we found that GP activity follows the leading activity in the PMd,
dlPFC, and vlPFC in specifying an action based on an abstract
behavioral goal. Taken together with the finding that a shorter
length of time represented goal and action by neurons in the
GP compared with neurons in the PMd and dlPFC, these data
suggest a unique involvement of the BG and the frontal corti-
cal areas in goal-directed behavior. Increased understanding of
the neural mechanisms underlying conditional visuo-goal asso-
ciation will yield deeper insights into the fundamental principles
underpinning goal-directed behavior.
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During development, axons form branches in response to extracellular molecules. Little
is known about the underlying molecular mechanisms. Here, we investigate how
neurotrophin-induced axon branching is related to synaptic vesicle cycling for thalamocorti-
cal axons.The exogenous application of brain-derived neurotrophic factor (BDNF) markedly
increased axon branching in thalamocortical co-cultures, while removal of endogenous
BDNF reduced branching. Over-expression of a C-terminal fragment of AP180 that inhibits
clathrin-mediated endocytosis affected the laminar distribution and the number of branch
points. A dominant-negative synaptotagmin mutant that selectively targets synaptic vesicle
cycling, strongly suppressed axon branching. Moreover, axons expressing the mutant
synaptotagmin were resistant to the branch-promoting effect of BDNF. These results
suggest that synaptic vesicle cycling might regulate BDNF induced branching during the
development of the axonal arbor.

Keywords: axon, branching, neurotrophin, synapse, endocytosis, thalamus, neocortex, development

INTRODUCTION
During development, axons form elaborate arbors to make synap-
tic contacts with their target cells. Neurotrophins, such as brain-
derived neurotrophic factor (BDNF), have been shown to regulate
axon branching in the developing brain (Cohen et al., 1954;
Vicario-Abejón et al., 1998; Cohen-Cory, 1999; Marshak et al.,
2007). Neurotrophins secreted from cells in a given region of the
brain bind Trk or p75 receptors and activate intracellular signaling
pathways in neurons projecting to that region (Chao and Hemp-
stead, 1995). Activated Trk receptors can be internalized at the
terminals and undergo retrograde trafficking along the axon via
signaling endosomes (for a recent review, see Ascano et al., 2012).
Growing evidence suggests that activated Trk receptors recruit dif-
ferent signaling pathways after endocytosis compared to when they
remain on the cell surface (Grimes et al., 1996; Watson et al., 2001;
Zheng et al., 2008).

Experimental evidence suggests that Trk receptor internal-
ization is achieved through clathrin-mediated endocytosis, as
Trk receptors co-localize with clathrin in immunohistochemi-
cal analyses (Grimes et al., 1996), BDNF induces the translo-
cation of clathrin and clathrin-related proteins to the plasma
membrane (Beattie et al., 2000), and RNAi targeting proteins
required for clathrin-mediated endocytosis inhibit BDNF-induced
retrograde signaling (Zheng et al., 2008). However, a clathrin-
independent endocytic pathway has also been identified (Valdez
et al., 2005). Synaptic vesicles are normally endocytosed using
clathrin (Granseth et al., 2006; Zhu et al., 2009). Interest-
ingly, Trk receptors and synaptic vesicle markers co-localize

at synapses and in endosomes in dissociated cultures of neo-
cortical neurons (Gomes et al., 2006). This indicates that
clathrin-dependent endocytosis might be important for axon
development.

The aim of this work is to determine if BDNF affects axon
branching in the thalamocortical projection and to investigate
whether synaptic vesicle cycling might influence this component
of development. We demonstrate that exogenously applied and
endogenously produced BDNF promote axon arbors in a co-
culture system containing explants from the thalamus and cortex
(Yamamoto et al., 1989). When clathrin function was reduced, the
effect on branching was multifaceted; however, there were indi-
cations that endocytosis contributes to branching and synapse
formation. When synaptic vesicle cycling was inhibited, branching
was markedly reduced and was unresponsive to the branch-
promoting effect of BDNF. These results suggest that BDNF
and synaptic vesicle cycling are involved in thalamocortical axon
branching.

MATERIALS AND METHODS
CELL CULTURE
Thalamocortical slice co-cultures were prepared according to
Yamamoto et al. (1989, 1992). Cortical slices were dissected from
postnatal day (P) 1 Sprague-Dawley rat pups of either sex. Dor-
sal thalamic blocks were prepared from embryonic day (E) 15
embryos. The thalamic and cortical slices were plated on a mem-
brane filter (Millicell-CM PICMORG50; Millipore) coated with
rat-tail collagen. The culture medium is comprised of a 1:1 mixture
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of Dulbecco’s modified eagle medium (DMEM) and Ham’s F-12
(Invitrogen) containing N2 supplement and 5% Fetal Bovine
Serum.

Dissociated thalamic cell cultures were prepared as described
previously (Maruyama et al., 2008). Thalamic blocks were pre-
pared from E15 rat embryos. After trituration with 0.1% trypsin
containing Calcium-, Magnesium-free Hanks’ solution, the cells
were plated at 5000 cells/cm2 in 24-well culture dishes. The cul-
ture medium comprised a 1:1 mixture of DMEM and Ham’s F-12
supplemented with B27 (Invitrogen).

Dissociated hippocampal cell cultures were prepared according
to Granseth et al. (2006). Hippocampi were dissected from E18
embryos, and the cells were dissociated using papain (10 U/ml).
The cells were plated on 16-mm borosilicate glass coverslips
at 15000–20000 cells/cm2 to obtain low-density neuronal net-
works on astrocyte monolayers. The culture medium was initially
HEPES-buffered minimum essential medium (MEM) without
phenol red, supplemented with N2, and 10% horse serum, but was
subsequently changed to Neurobasal media without phenol red
(Invitrogen), supplemented with L-glutamine and B27 at 10 days
in vitro (DIV).

The cultures were maintained at 37◦C in an environment
of humidified 95% air and 5% CO2. All procedures were
performed according to the guidelines of the animal welfare
committees of Osaka University (Japan) or the Home Office
regulations (UK).

PROTEIN APPLICATION
Brain-derived neurotrophic factor (Alomone Labs) was applied at
200 ng/ml to the culture medium between 7–14 DIV. A recombi-
nant fragment of the ligand-binding domain of the TrkB receptor
fused to the Fc region of human IgG (TrkB.Fc, R&D systems) or
the Fc region alone was applied at 1 μg/ml to the culture medium
between 7 and 14 DIV.

Cy3-BDNF LOADING
To produce Cy3-conjugated BDNF, 20 μl of a 32 μM BDNF (a gen-
erous gift from Sumitomo Seiyaku) solution was incubated with
0.2 μl of a 32 mM Cy3 maleimide (Amersham) solution overnight
on ice. The reaction was stopped with 1 μl of 100 mM DTT.
To remove free-Cy3 maleimide, the solution was passed through
a gel filtration column (AutoSeq G-50, Amersham). The eluate
containing Cy3-labeled BDNF was collected and confirmed using
SDS-PAGE. The labeled BDNF was added to melted agar at 42◦C
to a final concentration of 500 μM and rapidly cooled to room
temperature. Strips approximately 1 mm× 0.5 mm× 0.5 mm in
size were cut and placed in the center of the cortical explant after
10 DIV.

REVERSE TRANSCRIPTION PCR
Total RNA was extracted from thalamic explants, and
cDNA was synthesized. A DNA fragment (174 bp) of
trkB (NM_001163168) was amplified by PCR with a pair
of primers (5′-TCTCCAGGAGACGAAATCCAGCC-3′ and 5′-
CTGCAGGAAATGGTCACAGA-3′). The cycling parameters were
32 cycles at 95◦C (30 s), 55◦C (20 s), and 72◦C (2 min).

PLASMID CONSTRUCTION
The coding region of a fusion protein of the C-terminal frag-
ment of accessory protein 180 (AP180C) and monomeric red
fluorescent protein (mRFP) was cloned into a pCAGGS vector
(Niwa et al., 1991; Granseth et al., 2006) or the pTRE-Tight
response vector of the Tet-On Advanced gene expression sys-
tem (Clontech). To optimize the Tet-On Advanced plasmid
for use in the slice culture system, the coding region for the
reverse tetracycline-controlled transactivator protein (rtTA2M2)
was cloned into the pCAGGS vector. No mRFP-AP180C pro-
duction could be detected through fluorescence microscopy in
cells double transfected with pCAGGS-rtA2M2 and pTRE-mRFP-
AP180C until doxycycline was added to the culture medium at
12 DIV. The control cells expressed enhanced green fluorescent
protein (EGFP) from the pCAGGS vector.

To prepare the synaptotagmin expression plasmids, the cod-
ing region for wild-type synaptotagmin 1 (Syt1) or mutant Syt1
(mSyt1) was cloned into an expression vector. Total RNA was
extracted from P2 rat brain RNA, and was subjected to reverse
transcription (Thermoscript RT-PCR system, Invitrogen). To
obtain Syt1 cDNA (Genbank: AJ617615), PCR was carried out
with a set of primers (5′-ATCCGCAGTCAGATCGGAAG-3′ and
5′-AAGAGCACTATGTGGGCAGA-3′). The obtained cDNA was
subcloned into pGEM-T vector (Promega), and the cDNA con-
taining the coding region was further amplified with primers con-
taining XhoI site (5′-GCTCGAGATGGTGAGTGCCAGTCATCC-
3′ and 5′-CGGATCCTTCTTGACAGCCAGCATGG-3′) to be
cloned into a pCAGGS (Niwa et al., 1991) or pCMV plasmid.
To generate the mSyt1 expression plasmid, a Ca2+-binding
aspartic acid at position 209 was substituted with asparagine
(Nishiki and Augustine, 2004). For this, the whole pCAGGS-
Syt1 was subjected to PCR with two complementary primers
(5′-GTGGGTGGCTTATCTAATCCCTACGTGAAG-3′ and 5′-
CTTCACGTAGGGATTAGATAAGCCACCCAC-3′) containing a
mutation site (underlined), which produces the amino acid
replacement.

TRANSFECTION
To visualize thalamic axons in thalamocortical slice co-cultures,
an expression plasmid (pCAGGS) encoding EGFP or enhanced
yellow fluorescent protein (EYFP) was transfected into a small
number of thalamic neurons at 1 DIV using an electropora-
tion method as thoroughly described in Uesaka et al. (2005,
2008). The plasmid solution was applied through a fire-
polished borosilicate glass micropipette (50-μm tip diameter),
and electrical pulses (five to seven trains of 200 square pulses
of 1 ms duration at 200 Hz, 500–700 μA) were delivered
through a second borosilicate micropipette (tip diameter of
200–300 μm). Two to four sites were electroporated on each tha-
lamic explant. The plasmids, pCAGGS-mSyt1 and pCAGGS-Syt1
were co-transfected with either pCAGGS-EGFP or pCAGGS-
EYFP. The plasmid concentrations used were 2.0 and 1.0 μg/μl
for pCAGGS-mSyt1/Syt1 and pCAGGS-EGFP/EYFP, respectively.
Electroporations using the Tet-On system were performed with
a plasmid solution containing pCAGGS-rtA2M2, pTRE-mRFP-
AP180C, and pCAGGS-EGFP at 2.0, 2.0, and 1.0 μg/μl, respec-
tively.
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Transfections in dissociated cell culture were performed using
Lipofectamine 2000 (Invitrogen) according to the manufacturer’s
instruction. The hippocampal cells were transfected at 12 DIV with
pCMV-synaptophysin-pHluorin (SypHy) and pCMV-mRFP. The
thalamic cells were transfected with pCMV-mSyt1 and pCMV-
EGFP immediately before plating the cells.

IMMUNOHISTOCHEMISTRY
After 14 DIV, the slice cultures were fixed with 4% paraformalde-
hyde in phosphate buffered saline (PBS) on ice for 1 h and
pre-incubated in blocking solution containing 20% normal goat
serum and 0.3% Triton X-100 in PBS at room temperature for 3 h.
The cultures with EGFP or EYFP labeled axons were incubated
with rat monoclonal anti-GFP (1:2000; Nacalai Tesque) at 4◦C for
24 h followed by an Alexa488-conjugated anti-rat secondary anti-
body (1:400, Invitrogen) at 4◦C for 12 h. For double labeling of
EGPF and mRFP, the cultures were incubated for an additional
24 h at 4◦C with rabbit polyclonal anti-RFP (1:2000, Medical
and Biological Laboratories Co.) followed by Cy3-conjugated anti-
rabbit (1:400; Chemicon) at 4◦C for 12 h. The slices were mounted
on glass slides using a 50% glycerol mounting medium contain-
ing 2.3% 1,4-diazobicyclo[2.2.2]octane (DABCO, Sigma Aldrich),
cover-slipped and sealed with nail polish.

MICROSCOPY
Alexa488-labeled axons were visualized through confocal
microscopy at a >515 nm fluorescence emission excited at 488 nm
using an argon-laser scanning microscope (MRC-600; Bio-Rad).
Images were obtained using a 10×, 0.30 NA objective and digitized
at a depth of 8 bits. For the Alexa488/Cy3 double-labeled cultures,
the fluorescence was sequentially detected for two channels using
a Zeiss LSM 700 to avoid emission spectral bleed-through. For
Alexa488, a 495–544 nm fluorescence emission from 488 nm diode
laser excitation was used. For Cy3, a 560-nm longpass fluorescence
emission from 555 nm diode laser excitation was used. Confo-
cal stacks were captured using 10×, 0.45 NA and 40×, 1.3 NA
Zeiss objective lenses and digitized at a depth of 16 bits. Over-
lapping image stacks consisting of 2–20 optical sections 1–5 μm
apart were collected to completely visualize the entire axon arbor.
Individual optical sections were normalized according to average
background fluorescence and collapsed to a single plane using the
maximum intensity for each pixel. Axons were reconstructed using
the NeuronJ plugin for ImageJ (Meijering et al., 2004). An analysis
of the axonal tracings was performed using IgorPro (Wavemet-
rics). Small processes (<5 μm) were excluded from analysis. The
axonal fluorescence intensity was calculated by subtracting the
background fluorescence measured using an offset version of the
axon trace from the average intensity for pixels along the axon.

SYNAPTIC VESICLE IMAGING
Hippocampal cultures were imaged at 14 DIV using a Photomet-
rics Cascade 512B camera mounted on an inverted Nikon Diaphot
200 microscope with a 40×, 1.3 NA, oil immersion objective.
Images were captured at a depth of 16 bits. The cells were super-
fused with a pH 7.4 buffer containing (in mM) 136 NaCl, 2.5 KCl,
10 HEPES, 1.3 MgCl2, 10 glucose, 2 CaCl2, 0.01 CNQX, and 0.05
dl-APV. All chemicals were obtained from Sigma Aldrich, and the

receptor antagonists were purchased from Tocris Cookson. A 100
W Xenon arc lamp was used for illumination. To minimize photo-
bleaching, the light was attenuated 4–8 times using neutral density
filters. A Uniblitz VMM-D3 shutter was used to restrict illumina-
tion to periods when the camera was actively acquiring images.
Action potentials were evoked through field stimulation (20 mA,
1 ms pulses) in a custom-built chamber with two parallel plat-
inum wires 5 mm apart (Royle et al., 2008). The image sequences
were imported into IgorPro (Wavemetrics) and analyzed using
custom-written scripts. Square regions of interest (ROIs) measur-
ing 4.8 μm × 4.8 μm were positioned on synapses identified by
the presence of a >2 SD SypHy fluorescence increase to 40 APs
at 20 Hz compared with the baseline noise. The SypHy fluores-
cence was quantified using a 475:40 nm bandpass excitation filter,
a 505 nm dichroic mirror, and a 535:45 nm bandpass emission
filter (Omega Filters). For mRFP-AP180C, the filterset comprised
a 560:35 nm bandpass excitation filter, a 595 nm dichroic mirror,
and a 645:75 nm bandpass emission filter. To subtract the local
background fluorescence, the intensity of the ROI displaced in the
x- or y-direction was used (Royle et al., 2008). A corrected baseline
for individual synapses prior to averaging was used to normalize
the traces. All traces were visually inspected before averaging.

STATISTICS
The data are presented as the means ± standard error of the
mean (SEM). A value of P < 0.05 was considered statisti-
cally significant using Student’s t-test unless otherwise indicated.
Multiple comparisons were evaluated using analysis of variance
(one-way ANOVA) with a significance level 0.05 with post hoc
Newman–Keuls test. The Kolmogorov–Smirnov test was used to
compare cumulative distributions. All analyses were performed
using IgorPro.

RESULTS
BDNF PROMOTES THALAMOCORTICAL AXON BRANCHING
Using co-cultures of the thalamus and cortex (Yamamoto et al.,
1989) we set out to investigate the effect of BDNF on thalam-
ocortical axon branching. Low numbers of thalamic cells were
transfected with EYFP or EGFP encoding plasmids so individual
axons could be observed in the neocortical explant (Figures 1A,B).
As demonstrated previously, thalamocortical axons branched
extensively in the neocortical explant after 14 DIV (Figure 1E;
Yamamoto et al., 1992; Uesaka et al., 2007). The average number
of branch points was 11.4 ± 1.6 (n = 19; Figure 1C), and con-
sistent with previous studies (Yamamoto et al., 1992; Uesaka et al.,
2007), the majority of branches were formed in the upper layers
of the cortical explant (Figures 1D,E).

When BDNF (200 ng/ml) was added to the culture medium
at 10 DIV, thalamic axon branching was substantially increased
(Figure 1F). At 14 DIV, the number of branch points more than
doubled to 26.9 ± 6.2 when BDNF was present (n = 9, P < 0.01;
Figure 1C). The laminar location of the BDNF-induced branches
seemed normal since the cumulative plot of branch point distribu-
tion across the cortical layers was not significantly different from
control condition (Figure 1D; Kolmogorov–Smirnov test). Thus,
BDNF promotes axonal branching without disturbing the laminar
pattern of branch formation.
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FIGURE 1 | Brain-derived neurotrophic factor (BDNF) promotes axon

branching in thalamocortical co-cultures. (A) Reconstruction of a
thalamic neuron expressing EYFP (green) superimposed on a differential
interference contrast-enhanced micrograph of a thalamocortical co-culture.
Cx cerebral cortex; Th thalamus. (B) Confocal micrograph of the axon
from the neuron reconstructed in A. (C) Bar diagram for the average
number of axonal branch points (the number of times the axon bifurcates)
when BDNF is added to the medium. The error bars represent SEM.
**P < 0.01. (D) Cumulative plot of branch-point location with respect to

pial surface for control cultures (green) and cultures treated with BDNF
(gray). (E) Reconstructions of representative axons from thalamic cells in
the neocortical explant and a histogram showing the distribution of
axonal branch points with respect to the pial surface. Branch-point
density = number of branch points/number of axons. (F) Reconstructions
of representative axons from thalamic cells in the neocortical explant
when BDNF was added to the medium. A histogram plotting the
distribution of the axonal branch points with respect to the pial surface is
shown on the right.

To investigate the role of endogenous BDNF, TrkB.Fc was added
to the culture medium at 10 DIV to sequester the existing neu-
rotrophin. We found that branch formation of thalamocortical
axons was inhibited in the presence of TrkB.Fc, whereas axons
grew up to the pial surface. The number of axonal branch points
at 14 DIV was significantly reduced in the presence of TrkB.Fc
(6.23 ± 0.91, n = 17, P < 0.001; Figures 2B,C) compared to the
control condition when the Fc without TrkB was used (13.1 ± 1.49,
n = 18; Figures 2A,C). Reverse transcription PCR on thalamic
explants revealed that trkB was expressed in the cultured thala-
mic cells (Figure 2D), indicating that exogenous and endogenous
BDNF can promote thalamocortical axon branching via TrkB
receptors.

We further investigated whether exogenous BDNF may be taken
up from thalamocortical axon terminals. To present neurotrophin

to the thalamic axons at a site remote from the cell bodies and their
dendrites, agar strips containing 500 μM of Cy3-tagged BDNF
were placed on the neocortical explant side at a distance of >1 mm
from the thalamic explant (Figure 2E). After a 5-day incubation,
Cy3-BDNF fluorescence was present at the soma of thalamic neu-
rons (Figure 2F). It appears that the labeled BDNF was taken up
by the terminals and transported retrogradely to the thalamus.

CLATHRIN-MEDIATED ENDOCYTOSIS IN THALAMOCORTICAL AXONS
Several studies support clathrin-mediated endocytosis as the
mechanism for internalizing BDNF bound to TrkB receptors
(Grimes et al., 1996; Beattie et al., 2000; Zheng et al., 2008). Thus,
we examined whether a clathrin-dependent endocytic mechanism
is important for thalamic axon branching. Clathrin-mediated
endocytosis can be inhibited through the over-expression of

Frontiers in Neural Circuits www.frontiersin.org December 2013 | Volume 7 | Article 202 | 89

http://www.frontiersin.org/Neural_Circuits/
http://www.frontiersin.org/
http://www.frontiersin.org/Neural_Circuits/archive


“fncir-07-00202” — 2013/12/18 — 21:32 — page 5 — #5

Granseth et al. BDNF uptake and axon branching

FIGURE 2 | Endogenous brain-derived neurotrophic factor (BDNF)

supports thalamocortical axon branching. (A) Reconstructions of
representative axons in thalamocortical co-cultures treated with the Fc
region of human IgG. Note the similar morphology to untreated controls in
Figure 1E. (B) Reconstructions of representative thalamocortical axons
when TrkB.Fc was added to the culture to remove endogenously produced
BDNF. (C) Bar diagram for average number of branch points for TrkB.Fc

treatment and Fc controls. The error bars represent SEM. ***P < 0.001.
(D) Reverse transcriptase PCS product from thalamic explants in
co-cultures. The ∼170 bp PCR product suggests that thalamic cells produce
TrkB. (E) BDNF tagged with Cy3 was molded in strips of agar and applied
to the neocortical explant (hatched region) in thalamocortical co-cultures. (F)

Neurons in the thalamic explants contained Cy3-BDNF 5 days later.
Fluorescence micrograph from the boxed region in E.
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AP180C, which contains several clathrin- and adaptor protein
2 (AP2)-binding domains (Ford et al., 2001; Granseth et al.,
2006). However, when AP180C was introduced into thala-
mic cells through electroporation at the second day in vitro,
the axons did not extend their axons more than halfway into
the neocortical explant at 14 DIV (Figure 3C). The AP180C
transfection seemingly resulted in a defect in initial axonal
growth.

To induce the expression at the appropriate point in time when
thalamic axons are forming branches after reaching the target
layer, an inducible Tet-On expression system was used. For this,
thalamocortical neurons were transfected with pCAGGS-rtA2M2,
pTRE-mRFP-AP180C and pCAGGS-EGFP (see Materials and

Methods) at 1–2 DIV, and doxycycline was added to the culture
medium at 12 DIV. When axon branching was examined two days
later, the number of branch points (11.8 ± 2.2, n = 19) was not
significantly different from control axons (12.3 ± 1.4, n = 19;
Figures 3A,B,E). However, the location of branches was affected
(Figure 3D; P < 0.05, Kolmogorov–Smirnov test). More branch
points were present in the deeper and the most superficial layer
of the cortical explant, and less branch points were found in the
appropriate laminae (Figure 3B).

The mislocalization of branch points in AP180C-overexpressing
thalamic axons could be from defects in clathrin-mediated
endocytosis as well as other clathrin-mediated cellular mecha-
nisms. The C-terminal fragment of AP180C contains AP2- and

FIGURE 3 | Reducing clathrin-mediated endocytosis with AP180C affects

axon branching. (A) Reconstructions of representative axons from thalamic
cells in the neocortical explant and a histogram showing the distribution of
axonal branch points with respect to the pial surface. Control axons exposed
to doxycycline for two days. Branch-point density = number of branch
points/number of axons. (B) Reconstructions of representative axons from
thalamic cells where the expression of mRFP-AP180C was induced with
doxycycline two days earlier. A histogram showing the distribution of axonal
branch points with respect to the pial surface is shown on the right. Axons
expressing low amount of mRFP-AP180C are against a light brown
background. Axons expressing high amount of the construct are against a
dark brown background. (C) Reconstructions of representative axons from
thalamic cells expressing mRFP-AP180C for 13 days. (D) Cumulative plot of

the branch-point location with respect to the pial surface for
doxycycline-induced mRFP-AP180C-expressing axons (red) and controls
(gray). (E) Average number of branch points for doxycycline-exposed
controls and induced mRFP-AP180C-expressing cells. When mRFP-AP180C-
expressing cells were divided into two groups according to a k-means
clustering algorithm (see panel F), the group with low mRFP-AP180C
fluorescence had fewer branch points than the controls. The error bars
represent SEM. *P < 0.05 (ANOVA). (F) Number of branch points plotted
against mRFP-AP180C fluorescence intensity. The black line illustrates
opposing effects on branch number from two AP180C-mediated mechanisms
using the sum of two sigmoid functions with opposite signs and parameters
fit using least sum of squares. Large markers are centroids from a k-means
clustering analysis with the relevant data points connected with lines.
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clathrin-binding domains but lacks the membrane-binding N-
terminal domain (Ford et al., 2001; Zhao et al., 2001). Thus,
over-expression could have two molecular consequences: (1)
competitive antagonism of endogenous AP180 when clathrin is
recruited to AP2 during endocytosis, and (2) clathrin sequestra-
tion in the cytosol that diminish the availability of this molecule for
endocytosis and other clathrin-mediated cellular processes (Zhao
et al., 2001). The first mechanism would be specific for endocyto-
sis, while the second mechanism would affect all clathrin-mediated
cellular processes in the neuron. Unassembled clathrin constitutes
as much as 0.1% of the total cell-protein mass (Goud et al., 1985);
therefore, clathrin-sequestration requires a high concentration of
AP180C. Since the AP180C is tagged with mRFP we can get an
estimate of intracellular concentration by measuring fluorescence
intensity in maximum-intensity z projections of confocal-image
stacks. To examine if the two mechanisms have different dose
response curves we fitted the sum of two sigmoid curves for branch
number as a function of fluorescence intensity (Figure 3F). When
expression of mRFP-AP180C was low, the number of branches
was diminished, and with increasing concentration the num-
ber of branch points increased. A k-means clustering algorithm
sorted the data into two groups (Figure 3F). Neurons with low
levels of mRFP-AP180C had fewer branch points than the con-
trols (P < 0.05, ANOVA, n = 8; Figure 3E). The number of
branch points in neurons with high expression of mRFP-AP180C
was not significantly different to controls (ANOVA, n = 11;
Figure 3E) although branches were often mislocalized (P < 0.05,
Kolmogorov–Smirnov test). Because of the increased number of
mislocalized branches, it seems reasonable to infer that branching
in the right cortical laminae might be reduced also in neurons
expressing high levels of AP180C.

The sequestration of intracellular clathrin at high concentra-
tion of AP180C has been demonstrated using immunohistochem-
istry (Zhao et al., 2001). An additional mode of action that requires
less AP180C, such as the competitive antagonism of endogenous
AP180, has not yet been demonstrated in living cells. To inves-
tigate if AP180C could act in this way, we investigated if the
clathrin-mediated endocytosis of synaptic vesicles was affected
when the molecule was present at low concentration. Neurons
in hippocampal cultures were double-transfected using vectors for
mRFP-AP180C and SypHy (Granseth et al., 2006; Zhu et al., 2009).
The cells were incubated for less than 48 h for expression, and
the synapses with the lowest mRFP-AP180C fluorescence inten-
sity were selected for separate analysis (20% of the total pool).
The speed of clathrin-mediated endocytosis, as measured using
the vesicle cycling probe SypHy, was markedly reduced compared
with that of the controls (Figure 4A). The slowing of the vesi-
cle membrane uptake in the 20% of synapses with the lowest
mRFP-AP180C expression was not substantially different from
that seen for the entire mRFP-AP180C expressing group in gen-
eral (Figure 4A). Although there was no statistically significant
reduction in the total number of synaptic vesicles in synapses with
low expression when measured by NH4 dequenching (n = 42),
the readily releasable pool of vesicles, that is, the number of vesi-
cles released after 40 action potentials at 20 Hz, was markedly
reduced (P < 0.01; Figure 4B). Thus, clathrin-mediated endo-
cytosis is impaired in the 20% of synapses with mRFP-AP180C

levels just above our detection limit for live fluorescence imag-
ing (>2 SEM of background). This result is consistent with
the possibility that AP180C acts as an antagonist to endogenous
AP180, supporting the interpretation that the reduction of axon
branches at low AP180C expression level results from inhibition
of clathrin-mediated endocytosis.

Axon branching is closely associated with the formation of
synapses (Alsina et al., 2001; Ruthazer et al., 2006; Fukunishi et al.,
2011). We examined the varicosities that are the likely locations
of synapses along the axons in the hippocampal cultures. SypHy
fluorescence responses to NH4 were usually localized to these vari-
cosities, indicating that they contain large numbers of labeled
synaptic vesicles (Figure 4C). Axons expressing mRFP-AP180C
had fewer of these putative synapses per unit length of axon
(0.84 ± 0.07 synapses/10 μm, n = 8, Figure 4D) compared to con-
trols (1.21 ± 0.10 synapses/10 μm, n = 9, P < 0.01). The smaller
number of putative synapses in AP180C-expressing axons in hip-
pocampal culture is in accordance with the decreased number of
axonal branches in thalamocortical co-cultures.

SYNAPTIC VESICLE CYCLING AND BDNF SIGNALING
The AP180C construct potentially slows clathrin-mediated endo-
cytosis of both Trk receptors and synaptic vesicles. To selectively
target synaptic vesicle cycling, we over-expressed mSyt1 where
a Ca2+ binding aspartic acid (209) in the C2B domain was
substituted with asparagine (Mackler et al., 2002; Nishiki and
Augustine, 2004). This will reduce the exocytosis of synaptic
vesicles with an accompanying reduction in endocytic activity at
the terminals. The mSyt1 and EYFP expression vectors were co-
electroporated into thalamic cells in thalamocortical co-cultures at
2 DIV. At 14 DIV, mSyt1-expressing thalamocortical axons showed
less developed axonal arbors (average number of branch points
= 2.7 ± 0.6, n = 19, P < 0.001; Figures 5A,E). High-resolution
fluorescence microscopy showed that axonal varicosities were less
frequent along axons expressing mSyt1 than axons expressing
wild-type Syt1 (P < 0.01; Figures 5C,D). Fewer putative presy-
naptic boutons per unit length and less extensive axonal arbors
suggest that the total number of synaptic connections was severely
reduced in neurons with synaptic vesicles carrying the mutant Syt1
protein.

It is unlikely that the small axonal arbors in mSyt1-expressing
axons resulted from late-arriving axons having less time to develop
branches and synapses. The mSyt1-expressing thalamocortical
axons extended well into the upper layers of the neocortical
explants (Figure 5A), which was different from the obvious
growth defect associated with AP180C without the inducible vec-
tor (Figure 3C). To investigate whether there might be a subtle
defect in axon growth when expressing mSyt1, we characterized
neurite outgrowth and elongation in dissociated cell culture of E15
thalamic neurons (Figures 6A,B). The growth cones were not dif-
ferent from the controls (Figures 6C,D), and after 5 days in culture,
neurite length of mSyt1-expressing thalamic cells (191 ± 15 μm,
n = 32) was similar to that of the controls (176 ± 14 μm, n = 27).
Thus, there is no reason to suspect that the mSyt1 axons arrive in
the cortex any later than the controls.

To determine if the reduction in branch number in mSyt1
expressing axons could be related to BDNF signaling, we
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FIGURE 4 | Clathrin-mediated endocytosis of synaptic vesicle membrane

is reduced in synapses even when mRFP-AP180C content is low. (A)

Change in SypHy fluorescence intensity (normalized to the peak) after 40

action potentials at 20 Hz (40 AP train). During the action potential train,
the fluorescence intensity increased from exocytosis of synaptic

(Continued)
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FIGURE 4 | Continued

vesicles when SypHy in the acidic lumen of vesicles was exposed to the
neutral pH of the extracellular space. After termination of the action
potential train, the fluorescence returned to baseline when SypHy was
endocytosed with the vesicle membrane and the vesicle lumen re-acidified.
The blue trace indicates control synapses with no detectable mRFP-AP180C
fluorescence. The red line indicates entire population of synapses
containing mRFP-AP180C. The gray trace indicates the 20% of synapses
with the least intense mRFP-AP180C fluorescence. (B) Total vesicle pool
estimated through the fluorescence change from collapsing the pH of all
synaptic vesicles using an NH4-containing buffer at pH 7.4. Readily
releasable pool estimated from the fluorescence change after 40 action
potentials at 20 Hz. The error bars represent SEM. *P < 0.05, **P < 0.01,
***P < 0.001. The inset shows the average response for control synapses
in one culture to illustrate the protocol. (C) Micrographs of red fluorescence
in control axons (Ctrl) expressing mRFP and axons expressing
mRFP-AP180C and the increase in green fluorescence (�F) from SypHy,
induced by NH4-containing buffer. Blue and red lines are tracings along the
axons. (D) Average number of points per 10 μm of axon that responds to
NH4-containing buffer. These points where SypHy containing vesicles are
accumulated are the locations of putative synapses. The error bars
represent SEM. *P < 0.05, **P < 0.01, ***P < 0.001.

added recombinant BDNF to the culture medium at the same
concentration that induced the marked expansion of axonal
branch points in naïve axons (Figure 1C). If the effect of synaptic
vesicle cycling on axonal branching is unrelated to BDNF signaling,
exogenously applied neurotrophin should be efficient at increasing
branch numbers. The axons expressing mSyt1 were however unre-
sponsive to the branch-promoting effect of BDNF (Figures 5B,E).
The average number of branch points was 4.8 ± 1.3 (n = 12),
which was not significantly different from untreated mSyt1 axons.
BDNF-treated mSyt1 neurons remained significantly smaller than
untreated wild-type control axons (P < 0.01). Thus, inhibiting
synaptic vesicle release through mSyt1 desensitizes thalamocor-
tical axons to the branch-promoting effects of BDNF, suggesting
that synaptic vesicle cycling might facilitate this aspect of BDNF
signaling.

DISCUSSION
The present study demonstrates that BDNF promotes the devel-
opment of branches in thalamocortical axons. Both exogenously
added BDNF and endogenously produced neurotrophin, act-
ing on TrkB receptors in the thalamic neurons, increase axonal
branching during development. Although the results from the
experiments targeting clathrin function were complex, there were
indications that endocytosis supports branching and synapse for-
mation. When synaptic vesicle cycling was inhibited, branching
was markedly reduced and was unresponsive to the branch-
promoting effect of BDNF. We propose a hypothesis that synaptic
vesicle cycling enhaces BDNF signaling via clathrin-dependent
endocytosis of activated TrkB receptors.

BRAIN-DERIVED NEUROTROPHIC FACTOR PROMOTES
THALAMOCORTICAL AXON BRANCHING
Wiesel and Hubel (1963) showed that the projection from the
thalamus will segregate into eye-specific columns in the primary
visual cortex after eye-opening. The development of these ocular
dominance columns can be inhibited by intracortical injections
of BDNF (Cabelli et al., 1995; Galuske et al., 1996) or by removal

of endogenous BDNF via TrkB.Fc (Cabelli et al., 1997). Moreover,
BDNF is known to be involved in dendritic development of cor-
tical neurons (McAllister et al., 1995, 1997). Until now, the effects
of BDNF on thalamocortical axon branching have not been inves-
tigated. The present paper demonstrates that BDNF is a potent
branch-promoting factor for these axons (Figures 1 and 2). BDNF
has been known to act both as a retrograde factor (Du and Poo,
2004; Zweifel et al., 2005), and as an anterograde factor (Altar
et al., 1997; Conner et al., 1997; Caleo et al., 2000; Kohara et al.,
2001; Kojima et al., 2002). Since exogenous BDNF applied only
to the cortical portion of the co-culture system can be taken up
by thalamic axons and transported to the soma (Figures 2E,F),
BDNF seems to function as a retrograde signal for the developing
thalamocortical neurons.

Recently, Jeanneteau et al. (2010) identified a mechanism by
which BDNF promotes branch formation in neocortical pyra-
midal neurons. BDNF-TrkB activation enhances MAP kinase
phosphatase-1 (MKP-1) function by inducing its production and
by protecting it from degradation. This phosphatase deactivates
c-jun N-terminal kinase (JNK) leading to destabilization of
cytoskeletal components and promoting branch formation. Inter-
estingly, selective administration of BDNF to axons robustly
induced MKP-1 expression. It is unknown if this retrograde signal
might rely on endocytosis and axonal transport of TrkB signaling
endosomes.

SYNAPTIC VESICLE CYCLING SUPPORTS AXONAL
ARBORIZATIONS
When an action potential reaches the presynaptic bouton,
neurotransmitter is released through exocytosis of small synaptic
vesicles. The vesicle membrane that has fused with the presynaptic
membrane will be recycled to make new vesicles via clathrin-
mediated endocytosis (Granseth et al., 2006; Zhu et al., 2009).
AP180C slowed down clathrin-mediated endocytosis of synap-
tic vesicles, but also reduced neurotransmitter release (Figure 4B).
This is similar to the effect on synaptic vesicle exocytosis seen in the
Drosophila AP180 knockout (Bao et al., 2005) and when AP2 func-
tion is inhibited in the Calyx of Held (Hosoi et al., 2009). While
the direct action of mSyt1 was to inhibit neurotransmitter release,
it also reduces endocytosis as there is less vesicular membrane to
be recycled. In the present study, both manipulations reduced tha-
lamocortical axon branching in the target layer (Figures 3E and
5E), suggesting that synaptic vesicle cycling promotes axon arbor
formation.

A recent investigation of thalamocortical axon branching in
a SNAP-25 knockout mouse came to a different conclusion
(Blakey et al., 2012). Branching was similar in thalamocorti-
cal co-cultures when the thalamic explant was prepared from
knockouts or from wild-type mice. The conflicting results might
be explained by differences in the magnitude and distribution
of the induced defects in vesicle cycling. Synchronous synap-
tic vesicle release is completely absent in the SNAP-25 knockout
while mSyt1 and AP180C cause graded reductions of vesicle
cycling. All neurons in the thalamic explant from the knock-
out mouse have the defect in transmitter release while only a
small proportion of neurons express mSyt1 or AP180C after
electroporation.
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FIGURE 5 | Reducing synaptic vesicle cycling produces less axonal

branches. (A) Reconstructed axons of thalamic neurons expressing mSyt1.
(B) Reconstructed axons of mSyt1-expressing neurons supplemented with
200 ng/ml of brain-derived neurotrophic factor (BDNF). Note the similar
morphology to the axons without BDNF. (C) Pseudocolor micrographs of
axons expressing wild type Syt1 or mSyt1. The arrows indicate the locations

of varicosities where the EYFP fluorescence accumulates, indicative of
presynaptic boutons. (D) Average number of fluorescence accumulations per
10 μm of axon in the control cells and neurons expressing mSyt1. (E) The
average number of branch points is reduced in axons expressing mSyt1 and is
not significantly affected by BDNF present in the growth medium. The error
bars represent SEM. **P < 0.01, ***P < 0.001.
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FIGURE 6 | Axon growth is normal in thalamic neurons expressing

mutant synaptotagmin. (A) Representative fluorescence micrographs of
thalamic dissociated neurons in culture. The LUTs are inverted for clarity.
(B) Representative neurons expressing mSyt1. (C) Representative
fluorescence micrographs of axonal growth-cones of thalamic neurons in
culture. (D) The growth cones in the axons of thalamic neurons expressing
mSyt1 show a normal morphology.

A HYPOTHESIZED ROLE FOR ENDOCYTOSIS IN ACTIVITY-DEPENDENT
AXON COMPETITION
The mechanism that initiates the endocytic uptake of activated Trk
receptors is unknown. Since endocytosis of synaptic vesicle mem-
brane and Trk receptors occurs at the same axonal location (Gomes
et al., 2006; Granseth et al., 2006), and use the same core compo-
nents for endocytic internalization (Grimes et al., 1996; Beattie
et al., 2000; Granseth et al., 2006; Zheng et al., 2008; Zhu et al.,
2009; McMahon and Boucrot, 2011), we would like to propose the
hypothesis that Trk receptor endocytosis is enhanced by synaptic
vesicle endocytosis following transmitter release. This hypothesis
not only explains the experimental findings of the present study,
but also provides a mechanism for activity-dependent competition
and cooperation between axon arbors during development.

Neuronal activity increases the exocytic secretion of BDNF
from neocortical cells (Kolarow et al., 2007; Matsuda et al., 2009).
If neighboring axons compete for the supply of this retrograde
factor and endocytosis of activated TrkB receptors is enhanced
during a time-window defined by synaptic vesicle endocytosis,
the thalamic axons that reliably deporarize the target neuron
will have a competitive advantage over those that do not. The
enhanced survival and growth of stronger axons over weaker
axons with disparate action potential firing pattern will lead to
a gradual activity-dependent refinement of innervation where
relevant axons are kept while unrelated axons retract.

This hypothesis can explain the effects we observed with
AP180 and mSyt1. Axons in which vesicle cycling was impaired
by mSyt1 would rapidly fail in the competition against nor-
mal axons, leading to the markedly reduced axonal arbors
we obtained in the present study (Figure 5E). Axons with
slowed clathrin-mediated endocytosis produced by AP180C would
also be at a competitive disadvantage because the mechanism
for Trk receptor internalization is impaired. However, since
synaptic vesicle endocytosis is slowed-down, the time win-
dow during which Trk receptor internalization is enhanced by
synaptic activity might be increased. Thus, the effect on branch-
ing might be less pronounced, as we observed in the present
investigation (Figure 3E).

In the proposed hypothesis, AP180C and mSyt1 reduce axon
branching through their effects on clathrin-mediated endocytosis.
An alternative hypothesis would be that they inhibit branching
through their effect on exocytosis. Branching and synapse for-
mation are closely related activities in developing axons (Alsina
et al., 2001; Fukunishi et al., 2011). Neurotransmitter release is
important for the maturation of synaptic connections (Waites
et al., 2005) and is unarguably affected by AP180C and mSyt1
(Figure 4B; Mackler et al., 2002; Nishiki and Augustine, 2004,).
However, de novo formation of synapses does not require neu-
rotransmission (Waites et al., 2005), and it is the appearance
of new synapses that seems to be relevant for BDNF induced
axon branching (Alsina et al., 2001). So even though exocy-
tosis cannot be excluded, endocytosis appears to be a more
likely mechanism.

ACKNOWLEDGMENTS
This study was financially supported through funding from
Grants-in-Aid on Innovative Areas “Mesoscopic Neurocircuity”
(23115102) from the Japanese Ministry of Education, Culture,
Sports, Science, and Technology and For Scientific Research
(20300110, 23300118) from the Japan Society for the Promo-
tion of Sciences to Nobuhiko Yamamoto; Wellcome Trust to
Leon Lagnado; the Swedish Research Council (3050, 2862), Knut
and Alice Wallenberg Foundation and Carl and Axel Molin i
Motala minne-foundation to Björn Granseth. Björn Granseth
was a Japan Society for the Promotion of Sciences visiting sci-
entist in Osaka. We would like to thank Dr. Harvey McMahon,
Dr. Roger Tsien, and Dr. Stephen Royle for providing plasmids
used in this study and Dr. Sarah H. Lindstrom for critically
reading the manuscript.

REFERENCES
Alsina, B., Vu, T., and Cohen-Cory, S. (2001). Visualizing synapse formation in

arborizing optic axons in vivo: dynamics and modulation by BDNF. Nat. Neurosci.
4, 1093–1101. doi: 10.1038/nn735

Altar, C. A., Cai, N., Bliven, T., Juhasz, M., Conner, J. M., Acheson, A. L., et al.
(1997). Anterograde transport of brain-derived neurotrophic factor and its role
in the brain. Nature 389, 856–860. doi: 10.1038/39885

Ascano, M., Bodmer, D., and Kuruvilla, R. (2012). Endocytic trafficking of
neurotrophins in neural development. Trends Cell Biol. 22, 266–273. doi:
10.1016/j.tcb.2012.02.005

Bao, H., Daniels, R. W., Macleod, G. T., Charlton, M. P., Atwood, H. L., and Zhang,
B. (2005). AP180 maintains the distribution of synaptic and vesicle proteins in the
nerve terminal and indirectly regulates the efficacy of Ca2+-triggered exocytosis.
J. Neurophysiol. 94, 1888–1903. doi: 10.1152/jn.00080.2005

Frontiers in Neural Circuits www.frontiersin.org December 2013 | Volume 7 | Article 202 | 96

http://www.frontiersin.org/Neural_Circuits/
http://www.frontiersin.org/
http://www.frontiersin.org/Neural_Circuits/archive


“fncir-07-00202” — 2013/12/18 — 21:32 — page 12 — #12

Granseth et al. BDNF uptake and axon branching

Beattie, E. C., Howe, C. L., Wilde, A., Brodsky, F. M., and Mobley, W. C.
(2000). NGF signals through TrkA to increase clathrin at the plasma mem-
brane and enhance clathrin-mediated membrane trafficking. J. Neurosci. 20,
7325–7333.

Blakey, D., Wilson, M. C., and Molnár, Z. (2012). Termination and initial
branch formation of SNAP-25-deficient thalamocortical fibres in heterochronic
organotypic co-cultures. Eur. J. Neurosci. 35, 1586–1594. doi: 10.1111/j.1460-
9568.2012.08120.x

Cabelli, R. J., Hohn, A., and Shatz, C. J. (1995). Inhibition of ocular dominance
column formation by infusion of NT-4/5 or BDNF. Science 267, 1662–1666. doi:
10.1126/science.7886458

Cabelli, R. J., Shelton, D. L., Segal, R. A., and Shatz, C. J. (1997).
Blockade of endogenous ligands of TrkB inhibits formation of ocu-
lar dominance columns. Neuron 19, 63–76. doi: 10.1016/S0896-6273(00)
80348-7

Caleo, M., Menna, E., Chierzi, S., Cenni, M. C., and Maffei, L. (2000).
Brain-derived neurotrophic factor is an anterograde survival factor in the
rat visual system. Curr. Biol. 10, 1155–1161. doi: 10.1016/S0960-9822(00)
00713-2

Chao, M. V., and Hempstead, B. L. (1995). p75 and Trk: a two-receptor system.
Trends Neurosci. 18, 321–326. doi: 10.1016/0166-2236(95)93922-K

Cohen, S., Levi-Montalcini, R., and Hamburger, V. (1954). A nerve growth-
stimulating factor isolated from sarcomas 37 and 180. Proc. Natl. Acad. Sci.
U.S.A. 40, 1014–1018. doi: 10.1073/pnas.40.10.1014

Cohen-Cory, S. (1999). BDNF modulates, but does not mediate, activity-dependent
branching and remodeling of optic axon arbors in vivo. J. Neurosci. 19, 9996–
10003.

Conner, J. M., Lauterborn, J. C., Yan, Q., Gall, C. M., and Varon, S. (1997). Distri-
bution of brain-derived neurotrophic factor (BDNF) protein and mRNA in the
normal adult rat CNS: evidence for anterograde axonal transport. J. Neurosci. 17,
2295–2313.

Du, J. L., and Poo, M. M. (2004). Rapid BDNF-induced retrograde synaptic
modification in a developing retinotectal system. Nature 429, 878–883. doi:
10.1038/nature02618

Ford, M. G., Pearse, B. M., Higgins, M. K., Vallis, Y., Owen, D. J., Gibson, A.,
et al. (2001). Simultaneous binding of PtdIns(4,5)P2 and clathrin by AP180 in
the nucleation of clathrin lattices on membranes. Science 291, 1051–1055. doi:
10.1126/science.291.5506.1051

Fukunishi, A., Maruyama, T., Zhao, H., Tiwari, M., Kang, S., Kumanogoh, A.,
et al. (2011). The action of Semaphorin7A on thalamocortical axon branching. J.
Neurochem. 118, 1008–1015. doi: 10.1111/j.1471-4159.2011.07390.x

Galuske, R. A., Kim, D.-S., Castren, E., Thoenen, H., and Singer, W.
(1996). Brain-derived neurotrophic factor reverses experience dependent synap-
tic modifications in kitten visual cortex. Eur. J. Neurosci. 8, 1554–1559. doi:
10.1111/j.1460-9568.1996.tb01618.x

Gomes, R. A., Hampton, C., El-Sabeawy, F., Sabo, S. L., and McAllister, A. K.
(2006). The dynamic distribution of TrkB receptors before, during, and after
synapse formation between cortical neurons. J. Neurosci. 26, 11487–11500. doi:
10.1523/JNEUROSCI.2364-06.2006

Goud, B., Huet, C., and Louvard, D. (1985). Assembled and unassembled pools of
clathrin: a quantitative study using an enzyme immunoassay. J. Cell Biol. 100,
521–527. doi: 10.1083/jcb.100.2.521

Granseth, B., Odermatt, B., Royle, S. J., and Lagnado, L. (2006). Clathrin-
mediated endocytosis is the dominant mechanism of vesicle retrieval at
hippocampal synapses. Neuron 51, 773–786. doi: 10.1016/j.neuron.2006.
08.029

Grimes, M., Zhou, J., Beattie, E., Yuen, E., Hall, D., Valletta, J., et al. (1996). Endocy-
tosis of activated TrkA: evidence that nerve growth factor induces formation of
signaling endosomes. J. Neurosci. 16, 7950–7984.

Hosoi, N., Holt, M., and Sakaba, T. (2009). Calcium dependence of exo- and
endocytotic coupling at a glutamatergic synapse. Neuron 63, 216–229. doi:
10.1016/j.neuron.2009.06.010

Jeanneteau, F., Deinhardt, K., Miyoshi, G., Bennett, A. M., and Chao, M. V. (2010).
The MAP kinase phosphatase MKP-1 regulates BDNF-induced axon branching.
Nat. Neurosci. 13, 1373–1379. doi: 10.1038/nn.2655

Kohara, K., Kitamura, A., Morishima, M., and Tsumoto, T. (2001). Activity-
dependent transfer of brain-derived neurotrophic factor to postsynaptic neurons.
Science 291, 2419–2423. doi: 10.1126/science. 1057415

Kojima, M., Klein, R. L., and Hatanaka, H. (2002). Pre- and post-synaptic
modification by neurotrophins. Neurosci. Res. 43, 193–199. doi: 10.1016/S0168-
0102(02)00034-2

Kolarow, R., Brigadski, T., and Lessmann, V. (2007). Postsynaptic secretion of
BDNF and NT-3 from hippocampal neurons depends on calcium-calmodulin
kinase II signaling and proceeds via delayed fusion pore opening. J. Neurosci. 27,
10350–10364. doi: 10.1523/JNEUROSCI.0692-07.2007

Mackler, J. M., Drummond, J. A., Loewen, C. A., Robinson, I. M., and Reist,
N. E. (2002). The C2B Ca2+-binding motif of synaptotagmin is required
for synaptic transmission in vivo. Nature 418, 340–344. doi: 10.1038/nature
00846

Marshak, S., Nikolakopoulou, A. M., Dirks, R., Martens, G. J., and Cohen-
Cory, S. (2007). Cell-autonomous TrkB signaling in presynaptic retinal ganglion
cells mediates axon arbor growth and synapse maturation during the estab-
lishment of retinotectal synaptic connectivity. J. Neurosci. 27, 2444–2456. doi:
10.1523/JNEUROSCI.4434-06.2007

Maruyama, T., Matsuura, M., Suzuki, K., and Yamamoto, N. (2008). Cooperative
activity of multiple upper layer proteins for thalamocortical axon growth. Dev.
Neurobiol. 68, 317–331. doi: 10.1002/dneu.20592

Matsuda, N., Lu, H., Fukata,Y., Noritake, J., Gao, H., Mukherjee, S., et al. (2009). Dif-
ferential activity-dependent secretion of brain-derived neurotrophic factor from
axon and dendrite. J. Neurosci. 29, 14185–14198. doi: 10.1523/JNEUROSCI.1863-
09.2009

McAllister, A. K., Katz, L. C., and Lo, D. C. (1997). Opposing roles for endogenous
BDNF and NT-3 in regulating cortical dendritic growth. Neuron 18, 767–778.
doi: 10.1016/S0896-6273(00)80316-5

McAllister, A. K., Lo, D. C., and Katz, L. C. (1995). Neurotrophins regulate dendritic
growth in developing visual cortex. Neuron 15, 791–803. doi: 10.1016/0896-
6273(95)90171-X

McMahon, H. T., and Boucrot, E. (2011). Molecular mechanism and physiological
functions of clathrin-mediated endocytosis. Nat. Rev. Mol. Cell Biol. 12, 517–533.
doi: 10.1038/nrm3151

Meijering, E., Jacob, M., Sarria, J. C. F., Steiner, P., Hirling, H., and Unser, M.
(2004). Design and validation of a tool for neurite tracing and analysis in
fluorescence microscopy images. Cytometry 58, 167–176. doi: 10.1002/cyto.a.
20022

Nishiki, T., and Augustine, G. J. (2004). Dual roles of the C2B domain of Synapto-
tagmin I in synchronizing Ca2+-deendent neurotransmitter release. J. Neurosci.
24, 8542–8550. doi: 10.1523/JNEUROSCI.2545-04.2004

Niwa, H., Yamamura, K., and Miyazaki, J. (1991). Efficient selection for high-
expression transfectants with a novel eukaryotic vector. Gene 108, 193–199. doi:
10.1016/0378-1119(91)90434-D

Royle, S. J., Granseth, B., Odermatt, B., Derevier, A., and Lagnado, L. (2008).
Imaging phluorin-based probes at hippocampal synapses. Methods Mol. Biol.
457, 293–303. doi: 10.1007/978-1-59745-261-8_22

Ruthazer, E. S., Li, J., and Cline, H. T. (2006). Stabilization of axon
branch dynamics by synaptic maturation. J. Neurosci. 26, 3594–3603. doi:
10.1523/JNEUROSCI.0069-06.2006

Uesaka, N., Hayano, Y., Yamada, A., and Yamamoto, N. (2007). Interplay between
laminar specificity and activity-dependent mechanisms of thalamocortical axon
branching. J. Neurosci. 27, 5215–5223. doi: 10.1523/JNEUROSCI.4685-06.2007

Uesaka, N., Hirai, S., Maruyama, T., Ruthazer, E. S., and Yamamoto, N. (2005).
Activity dependence of cortical axon branch formation: a morphological and
electrophysiological study using organotypic slice cultures. J. Neurosci. 25, 1–9.
doi: 10.1523/JNEUROSCI.3855-04.2005

Uesaka, N., Nishiwaki, M., and Yamamoto, N. (2008). Electroporation for axon
tracing Single cell electroporation method for axon tracing in cultured slices.
Develop. Growth Differ. 50, 475–477. doi: 10.1111/j.1440-169X.2008.01024.x

Valdez, G., Akmentin, W., Philippidou, P., Kuruvilla, R., Ginty, D. D., and
Halegoua, S. (2005). Pincher-mediated macroendocytosis underlies retro-
grade signaling by neurotrophin receptors. J. Neurosci. 25, 5236–5247. doi:
10.1523/JNEUROSCI.5104-04.2005

Vicario-Abejón, C., Collin, C., McKay, R. D., and Segal, M. (1998). Neurotrophins
induce formation of functional excitatory and inhibitory synapses between
cultured hippocampal neurons. J. Neurosci. 18, 7256–7271.

Waites, C. L., Craig, A. M., and Garner, C. C. (2005). Mechanisms
of vertebrate synaptogenesis. Annu. Rev. Neurosci. 28, 251–274. doi:
10.1146/annurev.neuro.27.070203.144336

Frontiers in Neural Circuits www.frontiersin.org December 2013 | Volume 7 | Article 202 | 97

http://www.frontiersin.org/Neural_Circuits/
http://www.frontiersin.org/
http://www.frontiersin.org/Neural_Circuits/archive


“fncir-07-00202” — 2013/12/18 — 21:32 — page 13 — #13

Granseth et al. BDNF uptake and axon branching

Watson, F. L., Heerssen, H. M., Bhattacharyya, A., Klesse, L., Lin, M. Z., and Segal, R.
A. (2001). Neurotrophins use the Erk5 pathway to mediate a retrograde survival
response. Nat. Neurosci. 10, 981–988. doi: 10.1038/nn720

Wiesel, T. N., and Hubel, D. H. (1963). Single-cell responses in striate cortex of
kittens deprived of vision in one eye. J. Neurophysiol. 26, 1003–1017.

Yamamoto, N., Kurotani, T., and Toyama, K. (1989). Neural connections between
the lateral geniculate nucleus and visual cortex in vitro. Science 245, 192–194. doi:
10.1126/science.2749258

Yamamoto, N., Yamada, K., Kurotani, T., and Toyama, K. (1992). Laminar specificity
of extrinsic cortical connections studied in co-culture preparations. Neuron 9,
217–228. doi: 10.1016/0896-6273(92)90161-6

Zhao, X., Greener, T., Al-Hasani, H., Cushman, S. W., Eisenberg, E., and Greene, L.
E. (2001). Expression of auxilin or AP180 inhibits endocytosis by mislocalizing
clathrin: evidence for formation of nascent pits containing AP1 or AP2 but not
clathrin. J. Cell Sci. 114, 353–365.

Zheng, J., Shen, W. H., Lu, T. J., Zhou, Y., Chen, Q., Wang, Z., et al. (2008).
Clathrin-dependent endocytosis is required for TrkB-dependent Akt-mediated
neuronal protection and dendritic growth. J. Biol. Chem. 283, 13280–13288. doi:
10.1074/jbc.M709930200

Zhu, Y., Xu, J., and Heinemann, S. F. (2009). Two pathways of synaptic vesi-
cle retrieval revealed by single-vesicle imaging. Neuron 61, 397–411. doi:
10.1016/j.neuron.2008. 12.024

Zweifel, L. S., Kuruvilla, R., and Ginty, D. D. (2005). Functions and mecha-
nisms of retrograde neurotrophin signalling. Nat. Rev. Neurosci. 6, 615–625.
doi: 10.1038/nrn1727

Conflict of Interest Statement: The authors declare that the research was conducted
in the absence of any commercial or financial relationships that could be construed
as a potential conflict of interest.

Received: 31 July 2013; accepted: 04 December 2013; published online: 20 December
2013.
Citation: Granseth B, Fukushima Y, Sugo N, Lagnado L and Yamamoto N
(2013) Regulation of thalamocortical axon branching by BDNF and synap-
tic vesicle cycling. Front. Neural Circuits 7:202. doi: 10.3389/fncir.2013.
00202
This article was submitted to the journal Frontiers in Neural Circuits.
Copyright © 2013 Granseth, Fukushima, Sugo, Lagnado and Yamamoto. This is an
open-access article distributed under the terms of the Creative Commons Attribution
License (CC BY). The use, distribution or reproduction in other forums is permit-
ted, provided the original author(s) or licensor are credited and that the original
publication in this journal is cited, in accordance with accepted academic practice.
No use, distribution or reproduction is permitted which does not comply with these
terms.

Frontiers in Neural Circuits www.frontiersin.org December 2013 | Volume 7 | Article 202 | 98

http://dx.doi.org/10.3389/fncir.2013.00202
http://dx.doi.org/10.3389/fncir.2013.00202
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Neural_Circuits/
http://www.frontiersin.org/
http://www.frontiersin.org/Neural_Circuits/archive


NEURAL CIRCUITS
ORIGINAL RESEARCH ARTICLE

published: 10 February 2014
doi: 10.3389/fncir.2014.00008

Parallel neural pathways in higher visual centers of the
Drosophila brain that mediate wavelength-specific
behavior
Hideo Otsuna1,2, Kazunori Shinomiya1,3 and Kei Ito1*
1 Institute of Molecular and Cellular Biosciences (IMCB), University of Tokyo, Tokyo, Japan
2 Department of Neurobiology and Anatomy, University of Utah, Salt Lake City, UT, USA
3 Department of Psychology and Neuroscience, Life Sciences Centre, Dalhousie University, Halifax, NS, Canada

Edited by:
Masanobu Kano, The University of
Tokyo, Japan

Reviewed by:
Bassem Hassan, The Vlaams Instituut
voor Biotechnologie (VIB), Belgium
Iris Salecker, MRC National Institute
for Medical Research, UK

*Correspondence:
Kei Ito, Institute of Molecular and
Cellular Biosciences (IMCB),
University of Tokyo, 1-1-1 Yayoi,
Bunkyo-ku, Tokyo 113-0032, Japan
e-mail: itokei@iam.u-tokyo.ac.jp

Compared with connections between the retinae and primary visual centers, relatively
less is known in both mammals and insects about the functional segregation of neural
pathways connecting primary and higher centers of the visual processing cascade. Here,
using the Drosophila visual system as a model, we demonstrate two levels of parallel
computation in the pathways that connect primary visual centers of the optic lobe to
computational circuits embedded within deeper centers in the central brain. We show
that a seemingly simple achromatic behavior, namely phototaxis, is under the control
of several independent pathways, each of which is responsible for navigation towards
unique wavelengths. Silencing just one pathway is enough to disturb phototaxis towards
one characteristic monochromatic source, whereas phototactic behavior towards white
light is not affected. The response spectrum of each demonstrable pathway is different
from that of individual photoreceptors, suggesting subtractive computations. A choice
assay between two colors showed that these pathways are responsible for navigation
towards, but not for the detection itself of, the monochromatic light. The present study
provides novel insights about how visual information is separated and processed in parallel
to achieve robust control of an innate behavior.

Keywords: Drosophila, phototaxis, wavelength-dependent, color vision, higher visual center

INTRODUCTION
In animals ranging from insects to mammals, visual information
is processed in a highly parallel manner. In certain mammals, seg-
regated retinotopic pathways convey motion and color/contrast
signals separately from the eye to the primary visual cortex
(Zeki et al., 1991; Van Essen and Gallant, 1994), from where
information is sent to multiple higher visual centers distributed
in the occipital, parietal and temporal lobes that process different
aspects of the information (Zeki et al., 1991; Born, 2001; Nassi
and Callaway, 2006). Similarly, in insects, projections from the
compound eye to nested neuropils of the optic lobe show clear
retinotopic patterns, with each columnar visual cartridge in the
optic lobe neuropils having specific projection from the retinal
cells oriented to a specific angle of view (Figure 1A). These
retinotopic projections involve many different morphologically
and functionally distinct neurons (Fischbach and Dittrich, 1989;
Otsuna and Ito, 2006; Strausfeld et al., 2006; Strausfeld and
Okamura, 2007), which encode specific visual information such
as figure-ground discrimination, motion detection, spectral infor-
mation, and stereopsis (Krapp and Hengstenberg, 1996; Wicklein
and Strausfeld, 2000; Douglass and Strausfeld, 2003; Strausfeld
et al., 2006).

A compound eye of Drosophila melanogaster has about 750
ommatidia (ca. 730 and 780 in male and female eyes, respectively)

(Wolff and Ready, 1993). Each ommatidium consists of eight
photoreceptor cells that are called R1-R8. Axons of the R1-R6
cells from neighboring ommatidia, which receive light from the
same direction of the visual field, converge into a single visual
cartridge in the lamina. Axons of the R7 and R8 cells pass through
the lamina cartridge and terminate in specific layers of the cor-
responding cartridge in the medulla. Relay interneurons connect
the cartridges of different neuropils to mediate retinotopic signal
transmission (Figure 1A).

The R1-R6 cells are essentially identical in that they express
Rhodopsin 1 (Rh1) and have relatively broad spectral sensitivity
(Salcedo et al., 1999) (Figure 1B). The R7 and R8 cells have two
subtypes each that are called pale (p type) and yellow (y type)
(Chou et al., 1996; Papatsenko et al., 1997; Chou et al., 1999).
R7p and R7y cells express Rh3 or Rh4, respectively, and have
sensitivity peaks at slightly different wavelengths in the ultraviolet
(UV) range. R8p and R8y cells express blue-absorbing Rh5 and
green-absorbing Rh6. The UV-, blue-, and green-sensitive R7
and R8 cells are regarded to play important roles in fly color
vision (Bausenwein et al., 1992; Anderson and Laughlin, 2000;
Strausfeld et al., 2006; Morante and Desplan, 2008; Yamaguchi
et al., 2008, 2010), although R1-6 may in part be involved in
color discrimination and R7/R8 may also play roles in motion
discrimination (Wardill et al., 2012; Zhou et al., 2012).
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FIGURE 1 | Drosophila visual system and phototaxis assay. (A)
Schematic diagram of the Drosophila visual system. Photoreceptors project
from about 750 ommatidia of the retina to as many retinotopic columns
(visual cartridges) in the four nested neuropils of the optic lobe. Relay
interneurons project each retinotopic level onto the next (indicated by four
colored lines on top of each neuropil). Hexagons with the projected images
of an apple schematize the distribution of retinotopic visual cartridges and
the relayed visual field. Cylindrical lines represent the visual projection
neurons (VPNs) that connect the lower visual centers in the optic lobe to
higher visual centers in the central brain (Otsuna and Ito, 2006). They
terminate in the anterior optic tubercle (AOTU), posterior ventrolateral
protocerebrum (PVLP), posterior lateral protocerebrum (PLP), posterior
slope (PS) and a few other neuropils. The diameters of the lines reflect the
numbers of neurons per pathway. Two red lines represent the pathways we
analyzed in this study. (B) Sensitivity spectra of the photoreceptors
(Salcedo et al., 1999). (C) The counter-current apparatus. Flies were put in
the first tube and allowed to run towards the light for 30 s (panel i). The flies
moved to the opposite tube were transferred to the bottom of the next
tubes by tapping (ii) and let run towards light again (iii). After repeating this
process five times (iv), flies were distributed to six tubes according to the
times they moved towards light (0–5). (D) Phototaxis indices of the

(Continued )

FIGURE 1 | Continued
wild-type CS flies in the apparatus lit completely uniformly with white lamp
(as negative control) and of the CS flies and GAL4 driver lines crossed with
either CS (>CS, as positive control) or UAS-shits1 (>shi) towards specific
wavelengths of light (at 30◦C). Mean ± SEM of three independent
measurements with different sets of flies were shown. Statistical
significance of differences by t-test is indicated with * (p < 0.05) and
** (p < 0.01) below the abscissa indicates the cases that were not
significantly different from the behavior under uniform light (p > 0.05). (E)
Schematic diagram of the Okazaki Large Spectrograph (OLS).

Compared with connections between the retinae and pri-
mary visual centers, relatively less is known in both mammals
and insects about the functional segregation of neural pathways
connecting primary and higher centers of the visual processing
cascade. In the insect nervous system, visual projection neurons
(VPNs) connect the lower visual centers in the optic lobe to higher
visual centers in the central brain (Figure 1A). A minimum of 44
types of VPNs, among which at least 20 are efferent, have been
identified (Otsuna and Ito, 2006). Efferent VPNs terminate in
the distributed but discrete centers in the central brain. These
centers are called the optic glomeruli (Otsuna and Ito, 2006;
Strausfeld and Okamura, 2007). Unlike optic lobe neuropils, each
optic glomerulus does not have clear columnar arrangement. At
this level of the visual system, therefore, simple retinotopic infor-
mation is transformed to provide higher-level reconstructions
about the visual world as in the connections between primary and
higher visual cortices of the mammalian brain.

The relationship between the organization of identified neu-
rons within a defined circuit and visual behaviors requiring spe-
cific nerve cells has been shown in the primary visual neuropils
in the optic lobes (Rister et al., 2007; Yamaguchi et al., 2008;
Zhou et al., 2012) and a higher integrative center, the brain’s
central complex (Liu et al., 2006). Almost nothing, however, is
known about the functional roles of neurons connecting these
primary and integrative centers except for those mediating infor-
mation about visual motion (Borst and Haag, 2002). What other
functions are supported by these many efferent pathways? To
address this question, we examined the roles of specific pro-
jection neurons in phototaxis, which is a robust innate behav-
ior. Unlike random-walk phototaxis of unicellular organisms
(Häder and Häder, 1988), flies determine the direction of the
light source and walk straight towards it (Hotta and Benzer,
1970). Our analysis revealed that visual information required
for proper phototaxis is mediated by multiple parallel pathways
in a wavelength-specific manner and that phototactic responses
towards ambient light and distant light source are handled
differently.

MATERIALS AND METHODS
FLY STOCKS
GAL4 enhancer-trap strains with preferential expression in the
efferent VPNs (Otsuna and Ito, 2006) were crossed with wild-type
Canton S (CS) or a strain carrying upstream activation sequence
(UAS)-shibirets1 (Kitamoto, 2001). Flies 4–8 days after eclosion
were used for the behavioral assay.
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To avoid the effect of UAS-shibirets1 during development,
flies were reared on standard cornmeal-yeast-agar medium at
19◦C (i.e., permissive temperature for shibirets1) under 12/12 h
light/dark intervals. Adult flies were collected within 1 day of
eclosion and stored in batches of 45–50 flies per vial at 19◦C.
They were dark-adapted 1–2 h prior to behavioral assay. To avoid
the effects of fatigue and possible learning behavior, flies were
subjected to the phototaxis assay only once.

WAVELENGTH-SPECIFIC PHOTOTAXIS ASSAY
The Okazaki Large Spectrograph facility (Watanabe et al., 1983)
provides evenly dispersed monochromatic light between 250 and
1000 nm (Figures 1E, 2A) with wavelength specificity superior to
regular band-pass filters and light-emitting diodes (Figure 2B).
Counter-current analysis was performed using the original appa-
ratus reported by Benzer (Benzer, 1967; Hotta and Benzer, 1970)
(Figure 1C). We used polystyrene tubes (Falcon Round-Bottom
tube 35-2917, φ17 × 100 mm) for visible range of light, and
borosilicate tubes (Iwaki PYREX grass TE-32, φ16.5 × 105 mm)
for ultraviolet light (350 and 380 nm) to avoid autofluorescence of
the tubes. The tubes were cleaned thoroughly after each test with
an ultrasonic washer in order to remove any remnants of the flies
and their secretions.

The wavelength of light was calibrated with digital spectro-
radiometers USR-40V and USR-40D (Ushio). Because of the
width of the counter-current apparatus, the wavelength peaks of
the light for the first and sixth tubes were shifted by ±4 nm
from that of the mid point (shown as colored rectangles in
Figure 2B). Light intensity was measured with a digital pho-
tometer RMS-101 (Rayon) and adjusted to an equal level by
placing neutral-density UV-transparent acrylic filters (Mitsubishi
Rayon N083-085, 097, and 099, with 30–80% transmission) in
front of the counter-current apparatus (Figure 2A). Because flies
do not show clear phototaxis if the light is too strong or too
weak, we adjusted the light intensity to the same level (3.0 ×

1018 photons/m2s, Figure 2B) where wild-type flies showed clear
phototaxis at all the wavelength ranges examined (Figure 2D).
Phototaxis towards white light was tested using a 15 w fluorescent
lamp driven by a 20,000 Hz inverter and placed 15 cm from the
apparatus.

For the negative control experiment under uniform light
(Figure 1D leftmost column), each tube was covered completely
with semi-transparent paper, and the entire apparatus was lit from
below and above with a pair of large light boxes.

Experiments with both CS and UAS-shibirets1 flies were per-
formed at 30◦C, i.e., the restrictive temperature of shibirets1. A
group of 45–50 flies were subjected to phototaxis assay at one
time, and measurements with three independent sets of flies were
averaged. All the strains showed normal anti-geotaxis behavior
measured by the counter-current apparatus oriented vertically
(data not shown).

SELECTION OF GAL4 DRIVER LINES
From the collection of 3,939 NP- and MZ-series GAL4 enhancer-
trap strains, we first identified 96 lines that label specific
subsets of VPNs but no other neurons in the retina or the
optic lobe (Otsuna and Ito, 2006). We chose the strains for

phototaxis assay with the following criteria: (1) Efferent path-
ways, which should convey visual information from the optic
lobe to the brain, are labeled; (2) Only a single or max-
imum two such pathways are labeled; and (3) more than
one such strain is available for labeling a particular pathway.
We identified 15 such strains for analyzing six efferent path-
ways, and subjected them to the initial phototaxis experiments
towards three wavelengths of monochromatic light (350, 440
and 570 nm). Pathways for which only a subset of the tested
strains showed aberrant phenotype were excluded from further
analysis.

VISUALIZATION OF GAL4-EXPRESSING CELLS
Confocal serial optical sections of whole-mount brains of the
GAL4 strains expressing cytoplasmic UAS-green fluorescence
protein (GFP) (S65T) or the combination of synaptic vesicle-
targeted UAS-n-Syb-GFP and cytoplasmic UAS-DsRed were taken
with a laser scanning microscope LSM510 (Zeiss) as described
before (Otsuna and Ito, 2006). Neuropils were labeled with anti-
Bruchpilot monoclonal antibody nc82 (Wagh et al., 2006). Single
cells of the MC61 pathway were visualized using the flippase
(FLP)-out system (Wong et al., 2002). Obtained serial section
datasets were reconstructed using Imaris 2.7 (Bitplane) run-
ning on a Silicon Graphics Octane workstation or Fluorender
2.13 (Scientific Computing and Imaging Institute, University of
Utah) running on a Windows PC. Definitions of neuropils were
according to the systematic nomenclature of the insect brain
proposed by the Insect Brain Name Working Group (Ito et al.,
2014).

STATISTICAL ANALYSES
Statistical significance of the differences between control and
experiment (Figures 1, 2) and between phototaxis and wavelength
choice assay (Figure 4) were examined using two-tailed t-test
of the phototaxis indices. We assumed equal variance because
of the results of f -test. Note, however, that t-test sometimes
reported significance when both control and experiment data
showed clear positive phototaxis but there were certain differences
in the distribution of the flies (e.g., 505 and 540 nm of Figure 3E,
475 nm of Figure 3F, and 540 and 600 nm of Figure 3H).

For the phototaxis assay across fly’s visual spectrum, we per-
formed 10 experiments for each experimental group (i.e., 350–
600 nm and white light; Figure 2). Analysis of variance (ANOVA)
of these 10 data sets showed no significance (P > 0.05) in the
control groups (Figures 2D, I–L) but clear significance (P <

0.008) in all the experimental groups with shibire expression
(Figures 2E, H).

When the counter-current analysis was performed under com-
pletely uniform lighting, the phototaxis index was higher than
0.5 (leftmost column of Figure 1D), as the distribution of the
flies was shifted slightly towards the tubes that were further from
the initial tube. This is likely because some flies try to escape
from the area of the tube where they experienced shock by the
tapping of the apparatus. Taking this effect into account, we
determined aberrant phototaxis using the following criteria: (1)
phototaxis index is not significantly different from that under
uniform lighting (P > 0.05, t-test); (2) the index is significantly
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FIGURE 2 | Detailed phototaxis assay across the visual spectrum of
the fly eye. (A) Experimental setup of the OLS. Filters are placed in front
of the counter-current apparatus to normalize the light intensity. For actual
measurement, illumination except for a single apparatus was blocked in
order to avoid the effect of stray light. (B) Intensity and spectrum of the
light used for each experiment, measured at the center of the apparatus.
Colored boxes indicate the wavelength range that illuminates each
apparatus. (C) To minimize minor fluctuation of data, counts of the six
tubes (0–5) are merged into three groups, which correspond to the flies
that seldom moved towards light (left column, 1), moved or stayed

roughly at random (middle, 2), and moved most of the time (right, 3). (D)
Control experiment of the wild-type CS flies crossed with UAS-shits1

(CS > shi) at 30◦C. Mean ± SEM of three independent measurements.
(E–H) Phenotypes of the GAL4 driver strains crossed with UAS-shits1 at
30◦C. Colored background rectangles indicate the cases in which flies
showed aberrant phototaxis. The cases that were significantly different
from the control (I–L) are indicated with ** (p < 0.01) and * (p < 0.05,
t-test). (I–L) Control phototaxis experiment of (E–H); each GAL4 line was
crossed with wild-type CS. Phototaxis at 30◦C was normal in all the
cases.

different from that of the control experiment with the GAL4
strains crossed with CS (P < 0.05, t-test); and (3) the percentage
of the flies in the right column of the three-bar graph (i.e., the flies
that moved towards light for four or five times out of five trials)

is lower than in the middle column (i.e., those that moved two
or three times out of five trials), or the right and left columns are
about the same level and more than 10% of the flies remain in the
left column (i.e., the flies that did not move or moved only once
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out of five trials). For example, phototaxis of the NP6099 > shi
flies towards 350 nm light was considered normal even though
the index was not significantly different from negative control
(Figure 1D), because the index was not significantly different
from positive control (NP6099> CS), either (Figure 2J).

RESULTS
IDENTIFICATION OF NEURONAL PATHWAYS THAT ARE ASSOCIATED
WITH PHOTOTAXIS
Phototaxis can be assayed using the counter-current apparatus
(Figure 1C) (Benzer, 1967). In this paradigm, flies in a tube are
startled, or agitated, by tapping the apparatus, and they are left
horizontally for certain period (typically 30 s) to stay in the same
end or to run towards the other end of the tube that is facing the
light. Flies that moved to the other end are transferred to the next
tube, and the same tests are repeated. After five repetitive tests,
most wild-type flies end up in the fourth or fifth tubes, showing
that they chose to run towards light in 80% or 100% of the trials.
The phototaxis index is calculated as the weighted average of the
percentage of the flies in each tube. For wild-type flies, the index
is above 0.7 if one end of the apparatus is lit by light, and 0.5–0.6 if
the apparatus is lit evenly with uniform light (Figure 1D leftmost
panel).

Mutant flies that show aberrant phototaxis have been screened
using such apparatuses, and important mutants that affect devel-
opment and fate determination of the retinal cells have been iden-
tified (Schümperli, 1973; Seiger and Woodruff, 1987; Ballinger
and Benzer, 1988). However, such screening was unable to iden-
tify mutants that showed defects in the function or structure of the
neural circuits deep within the brain. To identify neural pathways
that are potentially associated with the phototaxis control, we
therefore modified the assay in two respects.

First, instead of looking for gene mutations that are asso-
ciated with phototaxis, we analyzed the roles of specific sub-
sets of neurons by selectively silencing their functions. We
expressed temperature-sensitive synaptic transmission inhibitor
UAS-shibirets1 (shits1) (Kitamoto, 2001) with a series of GAL4
enhancer-trap driver strains that label certain VPNs but not
retinal cells or intrinsic neurons of the optic lobe (Otsuna and
Ito, 2006).

And second, because each ommatidium of the fly compound
eye possesses photoreceptor cells with different wavelength sen-
sitivity (Figure 1B; Salcedo et al., 1999), we suspected that pho-
totaxis might be controlled in a color-dependent manner via
separate neural pathways. We therefore tested phototaxis towards
characteristic wavelengths of light that coincide with the sensitiv-
ity peak of photopic receptors: UV (350 nm), which correspond
to the sensitivity peak (λmax) of the R7y/p photoreceptor cells,
blue (440 nm) that is the λmax of R8p, and green (570 nm) that
is detected predominantly by the R8y photoreceptors (Feiler et al.,
1992; Salcedo et al., 1999).

To minimize the detection of light by other photopic receptors,
the wavelength range of the light should be kept narrow. It is dif-
ficult to obtain such light with band-pass filters or light emitting
diode (LED), which tends to have rather broad half bandwidth.
Although a monochromator is ideally suited for this purpose, an
ordinary one cannot provide monochromatic light for a broad

enough area that covers the size of the counter current apparatus.
To overcome this problem, we used the Okazaki Large Spectro-
graph (OLS) facility (Watanabe et al., 1983), which consists of a
30 kw xenon arc lamp and large interference grating and generates
a spectrum from ultraviolet to infrared onto a platform that
spans across 7.5 m (Figure 1E). By placing the counter current
apparatus onto the platform, it is possible to perform phototaxis
assay towards specific wavelength of light (Figures 2A, B).

Using the OLS, we identified two pairs of GAL4 driver strains
that drove expression in the same visual pathways and showed
identical phenotypes (Figure 1D). Two strains (NP1035 and
NP6099) with GAL4 expression in a specific VPN pathway called
Lobula Tangential 11 neurons (LT11) showed aberrant phototaxis
(i.e., low phototaxis index) towards blue light (440 nm) when
crossed with the UAS-shibirets1 strain (Figure 1D middle panels).
The observed phenotype should not be due to general locomotion
defects, because the phototaxis of these flies towards UV or green
light (350 and 570 nm) was not affected significantly. The other
two lines (NP302 and MZ820) had preferential expression in a
newly identified neuron type that we named Medulla Columnar
61 neurons (MC61). They showed aberrant phototaxis towards
UV and green light, but not towards blue light (Figure 1D right
panels).

SPECTRAL RESPONSES OF THE PHOTOTAXIS-ASSOCIATED VISUAL
PROJECTION NEURONS (VPNs)
Neurons silenced by these GAL4 driver strains are likely to be nec-
essary specifically for phototaxis towards particular wavelength
ranges. As shown in Figure 1D, the responses of the LT11 and
MC61 pathways appear complementary: LT11 for blue and MC61
for UV/green. Possibly, this suggests that the two pathways convey
information about primary colors involving a form of color
opponency mechanism (Fischbach, 1979). To explore this, we
tested the response spectrum of these neurons at higher resolution
by subjecting flies to the phototaxis assay at ∼30 nm intervals
(Figure 2).

When the control flies that carry UAS-shibirets1 but without
GAL4 driver were subjected to this assay, they showed normal
phototaxis behavior not only towards white light but also towards
monochromatic light across all the visible ranges from 350 to
600 nm (Figure 2D). Functional knockout of LT11 neurons
caused aberrant phototaxis specifically at 410- and 440-nm ranges
(for NP1035, Figure 2E) or at 440 nm (for NP6099, Figure 2F).
Although these wavelengths correspond to the λmax of the R8p
cells (Salcedo et al., 1999), the wavelength dependence appears
to be more specific than the sensitivity spectrum of the R8p
photoreceptor (Figure 1B).

The response to MC61 knockout was even more intriguing
(Figures 2G, H). Though the MC61-silenced flies showed defec-
tive phototaxis at 350 nm, they showed a normal response at
a slightly longer UV wavelength (380 nm). They again showed
defects towards violet light (410 nm), but behaved normally
towards blue (440 nm). Their phototaxis further showed defects
in green light (570 nm), but behavior at slightly different wave-
lengths (470–540 nm and 600 nm) was normal. The characteristic
wavelength dependency was identical between the two indepen-
dent driver strains.
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It is important to note that phototaxis towards mixed white
light was never affected in all the four strains and that the flies
showed normal phototaxis in many wavelength ranges. These
indicate that the components of the nervous system that are
responsible for locomotion control and for the phototaxis towards
these colors of light are kept intact in these flies.

ARCHITECTURE OF THE PHOTOTAXIS-ASSOCIATED VISUAL
PROJECTION NEURONS (VPNs)
We next examined the detailed architecture of the LT11 and MC61
pathways. As described earlier, the LT11 pathway consists of a
single unique neuron (Otsuna and Ito, 2006), with a cell body in
the lateral cell body rind, tree-like arborization in the lobula that
spans across the entire relayed visual field, and axon terminals in
the posterior ventrolateral protocerebrum (PVLP) of the central
brain (Figures 3A, B).

The MC61 pathway has not been described before. It is signif-
icantly different from LT11 in that it consists not of one neuron
but of an ensemble of many isomorphic neurons. They have their
cell bodies in the lateral surface of the medulla. These neurons
send their neurites in parallel with the medulla visual cartridges
and form extensive dendritic arborizations in its middle layers
(Figures 3C, D). Background labeling with nc82 antibody, which
labels neuropils according to the density of the active zone protein
Bruchpilot (Wagh et al., 2006), shows two bands that appear
darker in the medulla (two arrows in Figure 3B). Because of
its location that is closely associated with the accessory medulla
(AME) at its anterior end, and the relative paucity of synapses
because of the massive tangential axon fibers of the serpentine
layer that run in this region, the medial band corresponds to the
medulla M7 layer. The region just lateral to this layer is labeled
densely because of the abundant presynaptic sites of the retinal
R7 photoreceptors (Fischbach, 1979) and is called the medulla
M6 layer. High-magnification cross section views of this region
indicate that the dendrites of the MC61 neurons arborize in these
two layers (Figures 3E, F).

Axons arising from different optic cartridges of the medulla
converge at the second optic chiasmus (OCH2; Figures 3C, E, F)
but are again get dispersed to pass through the lobula in a
mutually parallel manner at various positions (Figures 3C, D).
The axons again converge at the root of the anterior optic tract
and terminate in the lateral zone of the anterior optic tubercle
(AOTU).

Interestingly, the two strains label different subsets of isomor-
phic MC61 neurons (Figures 3G, H). NP302 strain labeled ca. 120
neurons (111, 120 and 125 cells observed in 3 samples) lying in the
dorsal half of the medulla (Figure 3G), whereas MZ820 labeled
ca. 13 neurons (10, 14 and 16 cells observed in three samples)
that are scattered more sparsely in the ventral medulla half. Thus,
the MC61 neurons labeled in the two strains preferentially process
information from the dorsal and ventral halves of the visual field,
respectively. In the AOTU, axons labeled in the NP302 strain are
spread almost in its entire cross section, whereas those labeled in
MZ820 are confined in its dorsal region.

To analyze the dendrites of MC61 neurons in relation to
medulla layers, reconstructions viewed from the angles parallel
and perpendicular to these layers were examined (Figures 3I–L).

Because the tangential medulla layer spans obliquely from
anterior-medial to posterior-lateral, oblique viewing angles were
employed (arrows in Figure 3C). The columnar arrangement of
the neurites of the MC61 neurons, as well as their dendrites span-
ning tangentially in specific layers, were apparent when the sample
was observed in a view parallel to the layer (Figure 3I). When the
same sample was viewed at a right angle to the layer, the distri-
bution of the MC61 somata appeared disorganized (Figure 3J).
Indeed, single-cell labeling showed that tangential dendrites of
each neuron arborized in specific subregions of the relayed visual
field (Figures 3K, L), which is slightly offset compared to the
position of the somata. The extent of these dendrites covered
about 1% of the tangential cross-section area of the medulla (0.8%
and 1.15% in two samples), suggesting that they span roughly
across eight out of the total ca. 750 medulla visual cartridges.

We then analyzed the distribution of putative input and output
sites of these neurons by comparing the labeling patterns of
cytoplasmic GFP and synaptic vesicle-targeted reporter n-Syb-
GFP (Figures 3M, N). Because the transgenic n-Syb-GFP protein
is produced in the cell body and transported to the distal synaptic
sites, surplus molecules tend to visualize somata (Figure 3N). In
spite of this, within the neurites the protein is distributed specif-
ically to the presynaptic sites, while axons and postsynaptic sites-
specific regions of dendrites are left unlabeled. The dendrites of
LT11 reside in three discrete layers (Lo3, 4 and 5 layers) of the lob-
ula (Figure 3M). Presynaptic sites in this neuron were observed
not only in its terminals in the PVLP but also in two layers of the
lobula (Lo3 and Lo4), suggesting that its distal branches in the
lobula outer layers are both receiving and imparting information.
Likewise, the MC61 neurons had presynaptic sites both in the
distal target in the AOTU and in the proximal dendrites in the
medulla (Figure 3N). Although MC61 neurons arborized in two
layers of medulla (M6 and M7 layers, Figure 3E), presynaptic sites
were confined only in the M7 layer and the medial half of the M6
layer (M6M; Figure 3N).

Thus, for both LT11 and MC61 pathways, one level of their
arborizations in, respectively, the lobula Lo5 layer and the lateral
half of the medulla M6 layer (M6L) were devoid of presynaptic
sites and were therefore exclusively dendritic (Figures 3M, N).
That efferent neurons also possess discrete levels of presynaptic
processes within what looks like a dendritic tree indicates the
participation of these neurons also in local computation of the
visual signal within the primary visual centers.

As mentioned above, the four strains showed no GAL4 expres-
sion in the photoreceptors or intrinsic neurons of the optic lobe.
However, some lines label other types of VPNs in addition to
the LT11 and MC61: The NP6099 strain labels the horizontal
system (HS) cells (Figure 3B), whereas MZ820 labels lobula plate
tangential 2 (PT2) neurons (Figures 3D, P). To ask whether these
additionally labeled neurons might affect the observed pheno-
type, we looked for other GAL4 driver strains that label these
neurons. The NP6651 strain labels HS as well as the vertical
system (VS) cells, but not the LT11 neuron (Figures 3Q, R).
Unlike NP1035 and NP6099 strains, phototaxis towards 440 nm
light was normal (Figure 3U), suggesting that the observed phe-
notype in NP6099 was not because of the silenced HS cells.
Likewise, silencing PT2 as well as LT13 neurons with the NP1582
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driver strain (Figures 3S, T) caused no aberrant phototaxis
(Figure 3V).

The four driver lines also labeled a few other neurons or glial
cells in the central brain. Because there was no overlap in these
central brain neurons that were labeled between NP1035 and
NP6099 strains (Otsuna and Ito, 2006) and between NP302 and
MZ820 strains (Figures 3O, P), these cells were unlikely to be
the cause of the observed phenotype that are common within
each pair of strains. None of these strains labeled descending
motor control neurons projecting from the brain to the thoracico-
abdominal ganglia.

ROLE OF THE PHOTOTAXIS-ASSOCIATED VISUAL PROJECTION
NEURONS (VPNs) IN COLOR-CHOICE TEST
Why, then, do silencing particular visual neural circuits cause
phototactic defects at particular wavelengths? Do the flies become
blind to these colors of light? Or, are they able to recognize the
source of illumination but unable to navigate towards that direc-
tion? To distinguish which of the two is more likely, we performed
a choice assay between two wavelengths of light (Figure 4).

Wild-type flies prefer shorter wavelength of light (Schümperli,
1973; Fischbach, 1979). Consistent with this, phototaxis of the
wild-type flies from dark towards 540 nm green light was lost,
if the flies were asked to run from the end of the counter-
current apparatus that was lit by blue (440 nm) or UV (350 nm)
light towards the end that was lit by green light (Figure 4B left
panels).

Interestingly, flies with silenced LT11 or MC61 pathways
showed the same phenotype (Figure 4B middle and right panels).
When the flies were placed in the end of the apparatus that was lit
by blue or UV light, respectively, and the other end was lit by green
light, many flies remained in the blue or UV-lit end and did not
run towards green light, even though their phototaxis behavior
was normal towards green light but defect towards blue or UV
(Figures 2E, H).

This apparently contradicting phenotype could be because
these flies might have lower sensitivity towards green light than
wild-type flies do, causing the misinterpretation that blue or UV
light might appear brighter to them. To test whether this would
be the case, we increased the intensity of green light tenfold. The
phenotype remained essentially the same, however (Figure 4C).
Thus, these flies were able to determine that blue or UV light is
preferable to green light.

We next placed the flies in the end of the tubes that was lit by
green light and asked the flies to run towards the end that was lit
by blue or UV light. Even though they were able to stay in the end
that was lit by shorter wavelengths of light, they failed to run from
green-lit towards blue- or UV-lit ends (Figure 4D). These data
indicate that only navigation towards shorter wavelength of light,
but not the detection of ambient light, was impaired by silencing
these neural circuits.

DISCUSSION
The current study identified parallel pathways of the visual neural
circuits that mediate phototaxis towards highly specific wave-
length ranges. The finding is intriguing in three respects.

First, we found that seemingly achromatic behavior such as
phototaxis is actually mediated by multiple parallel pathways,
each of which responds to only specific colors of light (Figure 2).
The visual signals conveyed by these neurons are distinct from the
spectral sensitivity curves of the photoreceptors. Their spectral
responses are so narrowly tuned that animals living in the natural
environment would seldom encounter with such monochromatic
illumination. Thus, the two pathways should function most of
the time in parallel. Such parallel computing is advantageous
for the animals, because it should help achieving the robust
control of innate behaviors; malfunction of any of these parallel
pathways should not affect the fly’s response towards mixed
light.

Secondly, the pathways we identified are responsible for the
navigation towards the light source, but not the detection of the
ambient light (Figure 4). Phototaxis behavior has been analyzed
in two paradigms. In the so-called “slow” phototaxis, animals are
put at the center of the tube or the branch point of the T- or
Y-maze, and asked to move towards either direction (Fischbach,
1979). In this paradigm the choice of both ends involves naviga-
tion through the tubes. On the contrary, in the startled phototaxis
such as the counter-current paradigm we used, flies are put in one
end of the tube and asked either to stay there or to move towards
the other end of the tube. Using the latter paradigm, we were
able to distinguish the flies’ preference towards specific color of
light between the situations when it is presented as an ambient
light around where the flies are placed, or when it is presented
in the other end of the tube as a distant target. Silencing of the
two pathways caused defects only in the latter case. Detection of
the colors of the ambient light might be mediated by other, yet
unidentified, visual pathways.

The separation of visual processing between ambient color
and target color is reminiscent of the motion detection, in which
movement of the large background objects and small target
objects are handled separately (Kirschfeld, 1994; Fox and Frye,
2013). The fact that the two pathways analyzed here are involved
only in the detection of the target light source may infer that
they might be involved in the distinction of the colors of distant
objects. If this is the case, then the narrowly tuned wavelength
responses should be useful for examining the reflection spectra of
the target objects.

Thirdly, even though the two pathways seem to function
in parallel, they are drastically different in terms of the visual
information they convey. The LT11 pathway consists of a single
neuron that extends dendrites across the entire relayed visual field.
Given its structure, the single neuron cannot convey information
about the distribution of light in the visual field (Otsuna and
Ito, 2006). The MC61 pathway, on the contrary, consists of more
than 100 columnar neurons. Though they are somewhat fewer
than the number of the ca. 750 visual cartridges, the pathway
might be able to transmit retinotopic information albeit at a lower
resolution. Their terminals in the AOTU are rather intermingled.
Although the terminals of the MC61 neurons arising from the
ventral medulla, labeled in the MZ820 strain, are confined in the
dorsal region of the AOTU suggesting some sort of retinotopic
projection, the terminals labeled in the NP203 strain essentially
cover the entire cross section of the AOTU even though these
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FIGURE 3 | Morphology of the VPNs labeled by the GAL4 lines with
aberrant phototaxis. Right-angled arrows on the bottom corners of the
panels indicate directions in the images, A: anterior, L: lateral, D: dorsal. Scale
bars correspond to either 20 or 50 µm. (A–D) Three-dimensional (3D)
reconstruction of confocal laser scanning sections (horizontal view). Labeled
neurons (green-white, visualized with GAL4-driven UAS-GFP) on the
background labeling of synaptic neuropils (magenta, with anti-Bruchpilot nc82
antibody). CB indicates labeled cell bodies. In addition to the lobula tangential
11 (LT11) and medulla columnar 61 (MC61) VPNs, NP6099 and MZ820 strains
labeled horizontal system (HS) neurons and lobula plate tangential 2 (PT2)
neurons, respectively, in the optic lobe. Two arrows in B indicate dark-labeled
layers in the background neuropil labeling of the medulla. Box and arrows in C

indicate the region and the direction of oblique frontal views shown in
Figures 3I, L. ME: medulla, AME: accessory medulla, LO: lobula, LOP: lobula
plate, PVLP: posterior ventrolateral protocerebrum, AOT: anterior optic tract,
AOTU: anterior optic tubercle, OCH2: second optic chiasmus. (E, F)
High-magnification view of the horizontal sections of NP302 and MZ820
strains, showing specific arborizations in the medulla M6 and M7 layers
(triangles). Note that the dendrites in the 3D reconstruction images of
Figures 3C, D, G, H appear to extend more medially, because they visualize
all the arborizations along the curved surface of the M6 and M7 layers. (G, H)
Posterior 3D reconstruction of these strains, showing the labeling in different
subsets of the MC61 neurons in the dorsal and ventral halves of the medulla.

(Continued )
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FIGURE 3 | Continued
(I, L) 3D reconstruction views of the region shown as a box and arrows in
Figure 3C, viewed along the axis that is parallel (I, K) or perpendicular (J, L)
to the tangential plane of medulla layers. Entire population of MC61 neurons
(I, J) and a sample with two FLP-induced (Wong et al., 2002) single-cell
clones (K, L) are shown. In the latter, one of the cell bodies is out of the
region of reconstruction (indicated with gray characters). (M, N) Distribution
of presynaptic sites (white, visualized with synaptic vesicle-targeting
UAS-n-Syb-GFP) and all the neural fibers (red, with cytoplasmic UAS-DsRed ).
Stacks of confocal horizontal sections. Lo3-5 and M6L, 6M and 7 indicate the
layers of dendrites with (white) and without (yellow) presynaptic cites. Note
that some of the cell bodies (CBs) are labeled with surplus amount of
n-Syb-GFP. (O–P) Labeled cells in the central brain. In addition to the MC61
neurons, NP302 labels glial cells on the surface, dorsal giant interneuron
(DGI), mushroom body neurons (MB), terminals of the olfactory sensory
neurons (OSN) in the antennal lobe, and putative gustatory and other sensory

neurons (GSN) in the gnathal (subesophageal) ganglia. MZ820 labels PT2
neurons as well as extensive glial cells on the surface. See Otsuna and Ito
(2006) for the labeling pattern of NP1035 and NP6099. (Q–V) Labeling
patterns and phototaxis phenotypes of other GAL4 driver strains that label HS
and PT2 neurons, which are labeled simultaneously in the NP6099 and
MZ820 strains, respectively, but not neurons of the LT11 or MC61 pathway.
Q, R GAL4 strain NP6651 drives expression in the horizontal system cells
(HS). The strain also labels the vertical system cells (VS; Note that in total 8–9
VS cells are observed, not 5–7 cells as previously described Heisenberg et al.,
1978). S, T GAL4 strain NP1582 drives expression in PT2 neurons. LT13
neurons are also labeled. Reconstruction (horizontal view) of the labeled
neurons (green-white, visualized with GAL4-driven UAS-GFP) on the
background labeling of autofluorescence (magenta) (Q, S), and posterior
views without background labeling (R, T). (U, V) Phototaxis behavior of
NP6651 (U) towards 440 nm light and that of NP1582 towards 350- and
570-nm light (V).

axons derive from only the dorsal half of the medulla. It is not
yet clear whether precise retinotopic projection is maintained by
these neurons.

The two pathways are contrasting also in their target neu-
ropils. Whereas LT11 terminate in the PVLP, MC61 innervate
the AOTU. The AOTU is one of the most prominent optic
glomeruli, and bundles of neural fibers project from the AOTU
towards the region called the bulb, or the lateral triangle, where
they contact with the neurons of the ellipsoid body (Ito et al.,
2013). Thus, information sent via the MC61 pathway is likely
to be transmitted to the central complex, which is known to be
important for higher-order visual processing (Liu et al., 2006;
Heinze and Homberg, 2007). On the contrary, the PVLP has
no direct connection with the bulb or the central complex,
although it is connected with various other neuropils (Ito et al.,
2013).

The observed phenotypes in terms of a lack of movement
towards the light, as opposed to lack of detection per se, suggest
potential involvement of the downstream neural circuits from
visual to motor centers. Because the examined flies showed nor-
mal phototaxis towards white as well as towards many specific
wavelength ranges of light, and because the four strains we
used did not label overlapping neural circuits in the central
brain, it is not likely that the downstream neural circuits in
the potential higher visual or motor centers were affected in
our assay. Further identification of the information pathways
arising from the target regions of the LT11 and MZ61 neurons
to higher visual/motor centers would be required to understand
how wavelength-specific information is utilized for behavior
control.

The parallel pathways also differ in the location of their input
sites. Whereas LT11 arborizes in the Lo3, 4 and 5 layers of the lob-
ula, MC61 neurons receive information in the M6 and M7 layers
of the medulla. The sharp and complex response spectra of LT11
and MC61 neurons should require subtraction of signals deriving
from different types of photoreceptors, as has been described for
chromatic sensitive ganglion cells in higher mammals (Martin
et al., 2001). Indeed, the layers in the medulla and lobula in which
these neurons have dendrites receive inputs from neurons relaying
information from R7 and R8 photoreceptors (Bausenwein et al.,
1992; Gao et al., 2008; Shinomiya et al., 2011).

In spite of their structural differences, the two pathways share
one common characteristic: neurons of both pathways can gather
information from multiple visual cartridges. The single LT11
neuron arborizes across the entire visual cartridges of the lobula.
Even though the MC61 neurons have columnar organization,
a single neuron extends its dendrites tangentially across about
eight neighboring visual cartridges (Figures 3K, L). Considering
the existence of extensive pre- and post-synaptic sites in these
dendrites (Figures 3M, N), it is likely that these dendrites should
take part in complex computation to compare light intensity
between different parts of relayed visual fields. Not only global
comparison of the entire visual field by the LT11 neuron but
also local comparison by each of the MC61 neurons will provide
information about the gradient of light intensity, which is a
decisive cue for determining the direction of light source for
phototaxis.

In this study we used two driver strains for assessing the
role of each pathway. The observed phenotypes were slightly
different between drivers. Concerning the LT11 pathway, NP1035
strain caused defect phototaxis at two wavelength ranges (410
and 440 nm), whereas NP6099 showed defects only at the latter
(Figures 2E, F). As for the MC61 pathway (Figures 2G, H),
although the two strains showed aberrant phototaxis at the same
sets of wavelengths, defects towards 350- and 570-nm light were
slightly weaker with NP302 than with MZ820. (Rightmost bars
in the triplet graphs at these wavelengths in Figure 2G were
higher than the leftmost bar, indicating that slightly more flies ran
towards light, whereas the right and left bars in Figure 2H had
similar heights). Stronger phenotype with MZ820 is interesting,
because it drives expression in much fewer number of MC61
neurons compared to NP302.

Recent connectomics analysis has provided highly compre-
hensive information about the connections of medulla-associated
neurons (Takemura et al., 2013). Considering their dendritic
arborization patterns, the MC61 neurons should be included in
the volume of the electron microscope preparation analyzed in
that study, although it is not possible at this state to identify them
due to the lack of information about the projection targets outside
of the analyzed volume.

Because of the technical difficulty, we were not able to examine
the activity of LT11 and MC61 neurons in response to various
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FIGURE 4 | Wavelength choice assay. (A) Experimental setup. Two
wavelengths of light are redirected using a pair of mirrors and introduced to
the counter-current apparatus from both sides. Flies were allowed to run
either from shorter to longer wavelength of light (B, C) or from longer to
shorter wavelength (D). (B–D) Choice assay between the wavelengths to
which flies showed normal (540 nm) or aberrant phototaxis (440 and

350 nm for LT11 and MC61, respectively). Light intensity was adjusted to
the same level as in Figure 3 (3 × 1018 p/m2s) in (B, D) but was set to 10
times brighter (3 × 1019 p/m2s) in (D). Mean ± SEM of three independent
measurements. Statistical significance of the differences between
phototaxis (above) and choice assay (below) are indicated with ** (p <
0.01), * (p < 0.05; t-test).

wavelengths of light. AOTU of the honeybee brain was recently
reported to show spectral responses (Mota et al., 2013). Technical
sophistication in the future may reveal wavelength-dependent
activity of LT11/MC61 neurons and their possible downstream
partners.

Neural mechanisms underlying even a simple behavior like
phototaxis have not been well understood. In spite of the recent
advances in the understanding of the neural networks involved

in color vision, little is yet known about how such information is
conveyed to higher centers. Our study has provided a first glimpse
into how multiple higher visual centers receive visual signals that
encode complex responses to spectra in a complementary man-
ner. Further analyses of the synaptic organization of neural cir-
cuits associated with the neurons described above will reveal how
such computations are achieved and will shed broader insight into
the principles of how the brain reconstructs the visual world.
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Modulation of synapses under acute stress is attracting much attention. Exposure to
acute stress induces corticosterone (CORT) secretion from the adrenal cortex, resulting in
rapid increase of CORT levels in plasma and the hippocampus. We tried to test whether
rapid CORT effects involve activation of essential kinases as non-genomic processes. We
demonstrated rapid effects (∼1 h) of CORT on the density of thorns, by imaging Lucifer
Yellow-injected neurons in adult male rat hippocampal slices.Thorns of thorny excrescences
of CA3 hippocampal neurons are post-synaptic regions whose presynaptic partners are
mossy fiber terminals. The application of CORT at 100, 500, and 1000 nM induced a
rapid increase in the density of thorns in the stratum lucidum of CA3 pyramidal neurons.
Co-administration of RU486, an antagonist of glucocorticoid receptor (GR), abolished the
effect of CORT. Blocking a single kinase, including MAPK, PKA, or PKC, suppressed CORT-
induced enhancement of thorn-genesis. On the other hand, GSK-3β was not involved in
the signaling of thorn-genesis. Blocking AMPA receptors suppressed the CORT effect.
Expression of CA3 synaptic/extranuclear GR was demonstrated by immunogold electron
microscopic analysis. From these results, stress levels of CORT (100–1000 nM) might
drive the rapid thorn-genesis via synaptic/extranuclear GR and multiple kinase pathways,
although a role of nuclear GRs cannot be completely excluded.

Keywords: corticosterone, hippocampus, kinase, thorn, stress, spine

INTRODUCTION
Functions and architectures of mammalian hippocampus are
altered or modulated under the stressful conditions. At least in
part, the influences of stress are elicited by corticosterone (CORT),
produced in adrenal cortex in response to stress. The hippocam-
pus, center for learning and memory, is particularly sensitive to
CORT (Woolley et al., 1990b; Watanabe et al., 1992; Reagan and
McEwen, 1997), because glucocorticoid receptors (GR) are abun-
dantly expressed in the hippocampus (Morimoto et al., 1996). The
chronic stress-induced increase in CORT slowly produces neu-
ronal cell damage in the hippocampus. Rats exposed to restraint
stress for 3 weeks have exhibited neuronal atrophy and decreases
of dendritic branches similar to that seen in rats treated with a
high dose of CORT for 3 weeks (Woolley et al., 1990b; Watanabe
et al., 1992).

The CA3 is considered as a region where controls associative
memory (Morris et al., 1982; McNaughton and Morris, 1987). In
the stratum lucidum of the CA3, pyramidal neurons have huge
and complex post-synaptic structures, named thorny excrescences.
One thorny excrescence consists of multiple heads named thorns
with one neck along a dendritic branch (Amaral and Dent, 1981;
Chicurel and Harris, 1992). One mossy fiber terminal of dentate
granule cells contacts multiple thorns of thorny excrescences of

CA3 neuron. Thorny excrescences may play essential roles in hip-
pocampal function. Chronic restraint stress has induced retraction
of thorny excrescences, which has subsequently been reversed after
water maze training. On the other hand, water maze training alone
has increased the volume of thorny excrescence as well as the num-
ber of thorns per thorny excrescence (Stewart et al., 2005). These
slow steroid effects may be mediated by nuclear receptors. Upon
binding of steroids to nuclear GR, GR forms dimer and bind to the
glucocorticoid response element of genes, resulting in modulation
of protein synthesis.

The neuronal response to acute stress (within a few hours) may
be very different from that of chronic stress (Sorrells et al., 2009).
CORT modulates rapidly (within 2 h) the neuronal activity, which
may occur independently of the regulation of the gene expression
(Lupien and McEwen,1997). Stress levels (500–1000 nM) of CORT
have been demonstrated to rapidly suppress within 0.5 h the long-
term potentiation (LTP) induced by primed burst stimulation
(Diamond et al., 1992) or tetanic stimulation (Shibuya et al., 2003).
A 0.5 h application of 1–10 μM CORT has rapidly suppressed the
N-methyl D-aspartate (NMDA)-induced Ca2+ elevation in the
CA1 region of adult hippocampal slices (Sato et al., 2004). In our
early study (Komatsuzaki et al., 2012), we demonstrated in CA1
that the application of CORT at 100–1000 nM induces a rapid
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(∼1 h) increase in the density of spines of pyramidal neurons.
Blocking kinases, including MAPK, PKA, and PKC, suppressed
CORT-induced enhancement of spinogenesis. The receptor of this
rapid CORT reaction is synaptic GR.

Compared to the CA1 region, little is known about the response
of CA3 hippocampal thorns to the acute stress. We perform the
investigations in order to examine the hypothesis that CORT may
induce activation of synaptic/extranuclear GR, leading to activa-
tion of essential kinases, resulting in rapid remodeling of thorns
in CA3 neurons.

MATERIALS AND METHODS
ANIMALS
Male Wistar rats were purchased from Saitama Experimental Ani-
mal Supply (Japan). All animals were maintained under a 12 h
light/12 h dark exposure and free access to food and water. The
experimental procedure of this research was approved by the
Committee for Animal Research of the University of Tokyo.

CHEMICALS
Corticosterone, actinomycin D, cyano-nitroquinoxaline-dione
(CNQX), MK-801, PD98059, RU486, and Lucifer Yellow CH
were purchased from Sigma (USA). Chelerythrine and glycogen
synthase kinase-3β (GSK-3β) inhibitor VIII (AR-A014418) were
purchased from Calbiochem (Germany). H-89 was purchased
from Biomol (USA).

SLICE PREPARATION
Twelve weeks male rats were deeply anesthetized and decapitated
between 9:00 AM and 10:00 AM when plasma CORT levels are
low. Immediately after decapitation, the brain was removed from
the skull and placed in ice-cold oxygenated (95% O2, 5% CO2)
artificial cerebrospinal fluid (ACSF) containing (in mM): 124
NaCl, 5 KCl, 1.25 NaH2PO4, 2 MgSO4, 2 CaCl2, 22 NaHCO3,
and 10 D-glucose (all from Wako); pH was set at 7.4. Hip-
pocampal slices, 400 μm thick, were prepared with a vibratome
(Dosaka, Japan). These slices were“freshly prepared”slices without
ACSF incubation. Slices were then incubated for recovery in oxy-
genated ACSF for 2 h (slice recovery process) in order to obtain
conventional “acute slices.” These “acute” slices were then incu-
bated at room temperature with CORT or other drugs such as
kinase inhibitors. Immediately after drug exposure (for 0.5, 1, or
2 h), slices were prefixed with 4% paraformaldehyde at 4◦C for
2–4 h.

CURRENT INJECTION OF LUCIFER YELLOW
Thorn imaging and analysis with confocal microscopy was per-
formed essentially as described previously (Komatsuzaki et al.,
2005, 2012; Tsurugizawa et al., 2005; Mukai et al., 2007). Briefly,
neurons within slices were visualized by an injection of Lucifer
Yellow under a Nikon E600FN microscope (Japan) equipped with
a C2400–79H infrared camera (Hamamatsu Photonics, Japan)
and with a 40× water immersion lens (Nikon). Dye was injected
with a glass electrode whose tip (tip diameter < 1 μm) was filled
with 5% Lucifer Yellow under a negative DC current of 10 nA
for 15 min, using Axopatch 200B (Axon Instruments, USA).
Approximately five neurons within a 100–200 μm depth from the

surface of a slice were injected (Duan et al., 2002). After label-
ing, slices were fixed again with 4% paraformaldehyde at 4◦C
overnight.

CONFOCAL LASER SCAN MICROSCOPY AND ANALYSIS
The imaging was performed from sequential z-series scans with
confocal laser scan microscope (LSM5; Carl Zeiss, Germany) at
high zoom (×3.0) with a 63× water immersion lens, NA 1.2. For
Lucifer Yellow, the excitation and emission wavelengths were 488
and 515 nm, respectively. Three-dimensional image was recon-
structed from approximately 40 sequential z-series sections of
every 0.45 μm. The applied zoom factor (×3.0) yielded 23 pix-
els per 1 μm. The confocal lateral resolution was approximately
0.26 μm. Our resolution limits were regarded to be sufficient to
allow the determination of the density of thorns. Confocal images
were then deconvoluted using AutoDeblur software (AutoQuant,
USA).

In each slice, two to three neurons with more than 100 thorns
were analyzed, and at least 90 thorns were counted on each frame.
In total, N = 12 neurons and n = 1400–1800 thorns were analyzed
for each drug treatment. The density of thorns was analyzed with
Spiso-3D developed by Bioinformatics Project of Kawato’s group
(Mukai et al., 2011; Komatsuzaki et al., 2012). Results obtained by
Spiso-3D are similar to those by Neurolucida (MicroBrightField,
USA) within assessment difference of 2%, and Spiso-3D consid-
erably reduces human errors and experimental labor of manual
software (Mukai et al., 2011). The apical dendrite in the stratum
lucidum has thorns. Such a dendrite (primary or secondary den-
drite) is present within 100 μm from the soma. The density of
thorns was calculated from the number of thorns along the den-
drite having a total length of 30–100 μm. While counting the
thorns in reconstructed images, the position and verification of
thorns were aided by three-dimensional reconstructions and by
observation of the images in consecutive single planes.

POSTEMBEDDING IMMUNOGOLD METHOD FOR ELECTRON
MICROSCOPY
Immunoelectroscopic analysis was performed essentially as
described elsewhere (Hojo et al., 2004; Mukai et al., 2007; Ooishi
et al., 2012b). Rat hippocampus was frozen and sliced coronally.
Freeze substitution and low-temperature embedding of the spec-
imens was performed as described previously (Roberson et al.,
1999). The samples were immersed in uranyl acetate in anhydrous
methanol (−90◦C). The samples were infiltrated with Lowicryl
HM20 resin (Electron Microscopy Sciences, USA) and polymer-
ization was performed with ultraviolet light. Ultrathin sections
were cut using a Reichert-Jung ultramicrotome. For immunola-
beling, sections were incubated with primary antibody for GR
(Morimoto et al., 1996; diluted to 1/3000) overnight, and incu-
bated with secondary gold-tagged (10 nm) Fab fragment in Tris
buffered saline (TBS). Sections were counterstained with 1%
uranyl acetate, and viewed on a JEOL 1200EX electron microscope
(Japan). Images were captured using a CCD camera (Advanced
Microscopy Techniques, USA). The antibody is specific to GR in
the hippocampus as shown with Western blot (Komatsuzaki et al.,
2005; Ooishi et al., 2012b).
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STATISTICAL ANALYSIS
All the data are expressed as means ± SEM. The significance of
CORT or drug effect was examined using the Tukey–Kramer post
hoc multiple comparisons test when one way ANOVA tests yielded
p < 0.05.

RESULTS
We investigated the effect of CORT on the modulation of the
thorn density in the hippocampus CA3 stratum lucidum. Lucifer
Yellow-injected neurons in hippocampal slices from 12-week-
old male rats were imaged using confocal laser scan microscopy
(Figure 1). Thorny excrescences were located on apical dendrites
within 100 μm from the soma, on which mossy fiber terminals
attached.

CORT INCREASED THE DENSITY OF THORNS IN CA3 STRATUM
LUCIDUM
Following a 1 h treatment with CORT, treated dendrites had
significantly more thorns than control dendrites (i.e., 1 h
incubation in ACSF without CORT). Time dependency was
examined by treating slices for 0.5, 1, and 2 h with 1 μM
CORT. The enhancing effect on the total thorn density was
approximately proportional to the incubation time, showing 2.7
(0.5 h), 3.2 (1 h), and 3.2 thorns/μm (2 h) in CORT-treatments
(Figure 2A). Dose dependency was also examined after a 1 h incu-
bation (Figure 2B). In CORT-treatment group, the enhancing
effect was significant at 1 μM CORT (3.2 thorns/μm) com-
pared with 10 nM (2.4 thorns/μm), 30 nM (2.9 thorns/μm),
100 nM (3.0 thorns/μm), and 500 nM (3.3 thorns/μm)
CORT. Because a 1 h treatment with 1 μM CORT was most
effective for thorn-genesis, these incubation time and con-
centration were used in the following investigations unless
specified.

A 1 h treatment with 1 μM CORT was used in the kinase
inhibitor investigations unless specified, because 1 μM CORT

showed the strongest effects. Blocking of GR by 10 μM RU486
completely abolished the enhancing effect by 1 μM CORT on the
thorn density (2.4 thorns/μm; Figure 3). It should be noted that
rapid CORT effects (within 1 h) did not induce neurodegenera-
tion, as judged from no significant shrinking in dendrite length
and atrophy of cell body (data not shown).

EFFECT OF CORT WAS BLOCKED BY SEVERAL KINASE INHIBITORS
Next we investigated kinase signaling pathways involved in the
CORT-induced thorn-genesis using specific inhibitors for kinases
(Figure 4), by examining the total thorn density. We focus
on MAPK, PKA, and PKC, since these kinases often play an
important role in synaptic plasticity. Blocking of Erk MAPK
by application of 20 μM PD98059 (PD; Dudley et al., 1995),
abolished the CORT-induced increase in thorn density result-
ing in 2.6 thorns/μm. Application of 10 μM H-89 (H89), a
protein A kinase inhibitor (Chijiwa et al., 1990), prevented the
effect by CORT. Application of 10 μM chelerythrine (Chel),
an inhibitor of all the PKC species (alpha, delta, and epsilon;
Herbert et al., 1990), prevented the effect by CORT. Blocking
of glycogen synthase kinase-3β (GSK-3β) by 10 μM Inhibitor
VIII (I8; Bhat et al., 2003) did not alter CORT-induced thorn-
genesis. Effect of GSK-3β, which is tau protein kinase, was
investigated, since phosphorylation of tau protein (that stabilizes
microtubules) is necessary for BDNF (brain-derived neurotrophic
factor)-induced spinogenesis in the hippocampus (Chen et al.,
2012).

Because the concentrations of inhibitors applied are recom-
mended levels (Bhat et al., 2003; Alonso et al., 2004; Birnbaum
et al., 2004; Hammond et al., 2008), the observed inhibitory effects
are not artifacts due to excess amount of inhibitors. It should
be noted that these kinase inhibitors alone did not significantly
affect the thorn density within experimental error, indicating that
the observed inhibitory effects are not due to simple blocker’s
non-specific suppressive effects (Figure 4B).

FIGURE 1 | Changes in the density of thorns by CORT in

hippocampal slices. Maximal intensity projections onto XY plane
from z-series confocal micrographs, showing thorns along the primary
dendrites of hippocampal CA3 pyramidal neurons. Left image shows

a traced whole image of Lucifer Yellow-injected CA3 neuron. Right
images show thorns (red arrowheads) without drug-treatments
(Control) or thorns after 1 μM CORT treatments (CORT) for 1 h. Bar
10 μm.
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FIGURE 2 |Time dependency and dose dependency of CORT effects on

the thorn density of CA3 neurons. Thorns were analyzed along the primary
and secondary dendrites of pyramidal neurons in the stratum lucidum of CA3
neurons. (A) The time dependency of CORT effects on the thorn density in
CA3 neurons, after 0.5 h treatment (0.5 h), 1 h treatment (1 h), and 2 h
treatment (2 h) in ACSF with 1 μM CORT. As a control, no treatment with
CORT (0 h) is shown. (B) Dose dependency of CORT treatments on the thorn
density. A 1 h treatment in ACSF without CORT (0 nM), with 10 nM CORT

(10 nM), with 30 nM CORT (30 nM), with 100 nM CORT (100 nM), with
500 nM CORT (500 nM), and with 1 μM CORT (1 μM). Vertical axis is the
average number of thorns per 1 μm of dendrite. Results are reported as
mean ± SEM. The significance of CORT or drug effect was examined using
the Tukey–Kramer post hoc multiple comparisons test when one way ANOVA
tests yielded P < 0.05. The significance yielded **P < 0.01 *P < 0.05,
**P < 0.01 to 0 h and 0 nM. For each drug treatment, we investigated 3 rats,
6 slices, 12 neurons, 12 dendrites, and 1400–1800 thorns.

FIGURE 3 | Effects of blockers of receptors on CORT-induced changes

in the thorn density. A 1 h treatment in ACSF without drugs (Control),
with 1 μM CORT (CORT), with 1 and 10 μM RU486 (CORT + RU), with
1 μM CORT and 20 μM CNQX (CORT + CNQX), and with 1 μM CORT and
50 μM MK-801 (CORT + MK). Vertical axis is the average number of thorns
per 1 μm of dendrite. Results are reported as mean ± SEM. The
significance of CORT or drug effect was examined using the Tukey–Kramer
post hoc multiple comparisons test when one way ANOVA tests yielded
P < 0.05. *P < 0.05, **P < 0.01 vs. Control. #P < 0.05 vs. CORT. For each
drug treatment, we investigated 3 rats, 6 slices, 12 neurons, 12 dendrites,
and 1400–1800 thorns.

Blocking of glutamate receptors abolished CORT-induced
thorn-genesis
We investigated the importance of Ca2+ homeostasis within
thorns on CORT effects. Because the Ca2+ level may be
maintained with spontaneous fluctuation of opening/closing
via ionotropic glutamate receptors in thorns, we examined
thorn-genesis in the presence of inhibitors of these recep-
tors. 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX), an inhibitor
of α-amino-3-hydroxy-5-methyl-4-isoxazolepropionate (AMPA)

receptor, significantly suppressed the effect of CORT on the thorn
density to 2.3 thorns/μm (Figure 3). MK-801, an NMDA receptor
blocker, did not abolish the CORT effect.

In additional experiments, Actinomycin D (ActD), an mRNA
synthesis inhibitor, did not significantly suppress the CORT-
induced increase in the density of thorns (Figure 3).

Ultrastructural analysis for synaptic, extranuclear and nuclear
localization of GR
To explain the site of rapid thorn-genesis by the activation of
GR, a clarification of the subcellular localization (particularly
the synaptic or extranuclear localization) of GR in CA3 pyra-
midal cells is essential. The synaptic, extranuclear and nuclear
localization of GR was clarified via ultrastructural investigations
using GR IgG (1/3000). An immunoelectron microscopic analysis
using post-embedded immunogold was performed to determine
the localization of GR-immunoreactivity in the hippocampal CA3
pyramidal cells. GR was localized not only in the nuclei but also in
both the axon terminals and thorns of pyramidal cells (Figure 5A).
At postsynapses, gold particles were distributed within the cyto-
plasm of the thorn head. Significant labeling along dendrites was
also observed (Figure 5B). For a search of immunogold-labeled
GR proteins, multiple labeling (three or more) of immuno-
gold in the pre- and post-synaptic compartments was confirmed
in at least 100 images. Each image contained several synapses
among which at least one synapse expressed GR particles. We
also observed some synapses in one image that did not express
GR particles. Consequently, we observed approximately 10–20%
of synapses that expressed GR particles. Preadsorption of the anti-
body with GR antigen (30 μg/ml) resulted in the disappearance of
immunoreactivity.

The antibody used for the current experiments were shown to
have specific binding to GR in the hippocampus with Western
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FIGURE 4 | Suppression effects by kinase inhibitors on CORT-induced

changes in the density of thorns. (A) A 1 h treatment in ACSF without
drugs (Control), with 1 μM CORT (CORT), with 1 μM CORT and 20 μM
PD98059 (MAPK inhibitor; CORT + PD), with 1 μM CORT and 10 μM H-89
(PKA inhibitor; CORT + H89), with 1 μM CORT and 10 μM chelerythrine (PKC
inhibitor; CORT + Chel), and with 1 μM CORT and 10 μM GSK-3β Inhibitor VIII
(CORT + I8). (B) No effect of kinase inhibitors alone on the density of thorns

in CA3 neurons. Abbreviations are the same as (A). Vertical axis is the
average number of thorns per 1 μm of dendrite. Results are reported as
mean ± SEM. The significance of CORT or drug effect was examined using
the Tukey–Kramer post hoc multiple comparisons test when one way ANOVA
tests yielded P < 0.05. ∗∗P < 0.01 vs. Control. #P < 0.05, ##P < 0.01 vs.
CORT. For each drug treatment, we investigated 3 rats, 6 slices, 12 neurons,
12 dendrites, and 1600–1800 thorns.

FIGURE 5 | Immunoelectron microscopic analysis of the distribution of

GR within the mossy fiber synapses, dendrites in stratum lucidum and

nuclei of pyramidal cells in CA3 region. Gold particles (arrowheads),
specifically indicating the presence of GR, were localized in the pre- and
postsynaptic regions (A). In dendrites, gold particles were often found in
the cytoplasmic space (B). Gold particles were also localized in the nuclei
(C). A search for immuno-gold labeled GR proteins was performed at least
30 synapses at CA3 region from more than 100 independent images. A
1:3000 dilution of IgG was used to prevent non-specific labeling. Pre,
presynaptic region; Post, post synaptic region; Den, dendrite; Nuc, nucleus.
Scale bar, 500 nm.

blotting (Komatsuzaki et al., 2005; Ooishi et al., 2012b). As a
negative control of GR specificity, no GR immunoreactivity was
observed in the magnocellular division of the paraventricular
nucleus (Morimoto et al., 1996).

DISCUSSION
The current study demonstrated GR- and kinase-dependent mech-
anisms of rapid CORT-induced thorn-genesis in CA3 pyramidal
neurons of the adult male rat hippocampus. An extremely con-
centrated distribution of thorny excrescences, as compared with
sparse distribution of spines located in other regions, such as
CA1, prevented detailed analysis of thorny excrescences by pre-
vious studies using Golgi staining methods (Gould et al., 1990;
Woolley et al., 1990a). We were able to analyze the num-
ber of thorns by the high-resolution image analysis of Lucifer
Yellow-injected neurons, using deconvolution, and digital three-
dimensional analysis. Mossy fiber terminals originating from
granule cells in DG provide excitatory inputs to CA3 neurons via
thorny excrescences in the stratum lucidum (Amaral and Dent,
1981; Chicurel and Harris, 1992). Our data imply that CORT may
rapidly enhance the excitatory input to CA3 from DG by increasing
the density of thorns.

STEROID LEVELS IN “ACUTE” SLICES USED FOR THORN EXPERIMENTS
Following exposure to stress in rat, a high-dose of CORT (about
1 μM) is secreted by the adrenal cortex and readily penetrates
into the brain from the blood circulation. The steroid levels in
slices used for thorn analysis must be known. From our earlier
study (Komatsuzaki et al., 2012), the CORT concentration in the
freshly isolated hippocampus was 400–1000 nM as determined
by mass-spectrometric analysis (Hojo et al., 2009, 2011; Ooishi
et al., 2012a,b), because rats were under decapitation stress which
caused penetration of elevated plasma CORT (1-2 μM) into the
hippocampus (Pardridge and Mietus, 1979). Note that 1-2 μM
CORT is more than the upper limit capacity (400–600 nM) of
CORT binding globulin (Breuner and Orchinik, 2002). However,
the control “acute” slices, used for the thorn analysis, have very
low CORT level of approximaterly 2 nM by recovery incubation
of “fresh” slices (with high CORT concentration of 400–1000 nM)
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in steroid-free ACSF for 2 h, due to leakage of CORT from slices
to ACSF (Hojo et al., 2011; Ooishi et al., 2012a,b). This CORT
leakage always occurs in hippocampal slices prepared at different
time (morning, afternoon, or evening), therefore control acute
slices should have always low CORT. From these reasons, the
enhanced thorn-genesis occurred upon increase in CORT level
from approximately 2 nM (control) to 100–1000 nM by CORT
application.

CONTRIBUTION OF SYNAPTIC/EXTRANUCLEAR GR TO THE RAPID
MODULATION
Since the effect of CORT had been blocked by RU486, we
confirmed that CORT-effect was directly mediated by GR. The
expression of GR in the CA3 region was demonstrated by immu-
noelectron microscopy, although the GR expression in CA3 was a
little bit weak in immunohistochemistry and in situ hybridization,
in comparison with CA1 (Morimoto et al., 1996). We observed GR
localized within the postsynaptic structures via postembedding
immunogold staining (Figure 5). The current CORT treatment
may rapidly activate the synaptic GR. GR was often located in
the cytoplasm of thorns (Komatsuzaki et al., 2005; Ooishi et al.,
2012b). GR was observed also in dendrites and nuclei (Komat-
suzaki et al., 2005; Ooishi et al., 2012b). Our earlier study shows
that GR also expressed in purified PSD fraction by Western blot
analysis (Komatsuzaki et al., 2005; Ooishi et al., 2012b). These
results suggest that the rapid modulation of thorns by CORT may
be mediated by postsynaptic or extranuclear GR. The involvement
of GR in the CORT effect was also supported by GR antagonist
RU486 which blocked CORT-induced thorn-genesis (Figure 3).
In addition, GR agonist dexamethasone induces rapid spinogen-
esis in hippocampal CA1 neurons within 1 h (Komatsuzaki et al.,
2005). Membrane GR-induced rapid PKA activation (∼1 h) has
been demonstrated for inhibitory avoidance behavior via rat baso-
lateral amygdala (Roozendaal et al., 2002), suggesting that synaptic
GR may activate kinases.

Since in our “acute” slice CORT level is around 2 nM, all min-
eral corticoid receptor (MR) may be occupied due to high affinity
(Kd ∼ 0.5 nM) to aldosterone or CORT. Therefore the effect of
CORT on thorns is mainly mediated by GR but not by MR, in
the presence of 1 μM CORT. The 1 h responses may be too rapid
for nuclear GR actions which often need more than 5 h due to
genetic processes. As an another possibility, these rapid actions
may include rapid genomic actions via nuclear GR, which are sug-
gested as a reduction of dendritic length (1–4 h; Alfarez et al.,
2009) or an impairment of enhancement of voltage-dependent
Ca2+ currents in mutated GR (1–4 h; Karst et al., 2000), in hip-
pocampal neurons. However, since ActD did not suppress the
CORT-induced thorn-increase (Figure 3), rapid transcriptional
process probably does not participate in the thorn-genesis. A sig-
nificant suppression of thorn changes by application of kinase
inhibitors (Figure 4) may put more weight on GR-kinase pathway
rather than DNA binding of GR.

Since RU486 suppresses not only GR but also progesterone
receptor (PR) in Figure 3, progesterone (PROG) effect should be
considered. The treatment of slices with 10 nM PROG for 1 h did
not significantly increase the thorn density within experimental
error (data not shown), excluding the involvement of PROG and
PR in the observed thorn-genesis.

CORT-INDUCED THORN-GENESIS VIA KINASE NETWORKS AND THEIR
DOWNSTREAM
There is increasing evidence implying that CORT is capable of
driving rapid signaling (around 1h), independent of slow tran-
scriptional signaling (model illustration in Figure 6). Rapid
MAPK activation (∼2 h) via GR has been demonstrated in the
mice hippocampus or pituitary-derived cell-lines AtT20 (Revest
et al., 2005). The expression of Raf1, Ras, p-MAPK is elevated
rapidly upon application of 10 nM CORT. Fear conditioning of
mice is dependent on GR-MAPK pathway. Rapid PKA activation
(phosphorylation of PKA; ∼1 h) via membrane located GR has

FIGURE 6 | Model illustration. (A) Schematic illustration of CORT-driven
multiple kinase pathways. Upon binding of CORT, GR induces the sequential
activation of PKA, PKC, MEK, and Erk MAPK. Erk MAPK regulates

phosphorylation of actin-related proteins such as cortactin, resulting in actin
reorganization. (B) Schematic illustration of CORT-induced rapid thorn-genesis
via multiple kinase pathways.
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been demonstrated in rat basolateral amygdala (Roozendaal et al.,
2002).

To consider the molecular mechanisms of kinase signaling in
the modulation of CA3 thorn, we temporarily use the model of
CA1 region. In this model, MAPK cascade is coupled with PKA
and PKC via PKC → Raf1 → MAPK, PKA → B-Raf → MAPK
in synaptic modulation (Adams et al., 2000; Komatsuzaki et al.,
2012). Taking the knowledge into account, MAPK may be a key
kinase responsible for modulation of thorns. The target of Erk
MAPK in thorn reorganization is cortactin, since Erk MAPK is
known to phosphorylate cortactin, a structural protein associated
to actin (MacQueen et al., 2003). Cortactin interacts with both
F-actin and actin-related protein (Arp) 2/3 complex as well as
scaffold protein Shank in the PSD at the SH3 domain (Weed et al.,
1998; Daly, 2004), resulting in promotion of actin fiber remodeling
within spines or thorns.

It is thus probable that CORT exerts its effect on thorns via
cortactin-actin pathway. Cortactin has multiple phosphoryla-
tion sites which are activated by MAPK (Campbell et al., 1999).
Phosphorylation of cortactin may promote assembly of actin
cytoskeletal matrices, resulting in thorn formation or modula-
tion of thorn morphology (Hering and Sheng, 2003). These sites
are putative phosphorylation sites also for other serine/threonine
kinase (PKA or PKC) that are activated by CORT.

In the case of in vivo hippocampus, the similar rapid CORT-
induced modulation of thorns might occur. In response to acute
severe stress, elevation of plasma CORT (to 1–2 μM) occurs,
resulting in elevation of hippocampal CORT to 0.5–1 μM, due to
penetration of CORT into hippocampus after crossing the Blood
Brain Barrier (Higo et al., 2011). This increase of CORT level
should affect thorn-genesis in vivo.

The abolishment of the CORT-induced increase in the den-
sity of thorns by CNQX (Figure 3) suggests the correlation of
the CORT signaling pathway with AMPA receptors. Maintenance
of the suitable basal Ca2+ level may be important for action of
PKC or MAPK on thorn-genesis. CNQX may decrease the basal
Ca2+ level which is spontaneously formed by ion exchange sys-
tems consisting of AMPA receptors plus voltage activated calcium
channels. This explanation is deduced from previous study which
has shown that the Ca2+ influx within thorny excrescences has
occurred via AMPA receptor-dependent voltage activated calcium
channels during subthreshold activation of CA3 neurons, while
NMDA receptors-mediated calcium influx within CA3 thorny
excrescences is smaller than that in CA1 spines upon subthresh-
old activation (Monaghan et al., 1983; Baude et al., 1995; Fritschy
et al., 1999; Reid et al., 2001; Reid, 2002).

OTHER EXAMPLES OF KINASE-DEPENDENT THORN-GENESIS OR
SPINOGENESIS
The activation of synaptic androgen receptor AR by testosterone or
dihydrotestosterone induces a rapid increase of thorns of thorny
excrescences in CA3 pyramidal neurons of adult rat hippocampal
“acute” slices within 2 h. The rapid synaptic action of androgen is
also mediated by activation of many kinases. This thorn-genesis
induced by androgen is mediated by Erk MAPK, p38 MAPK,
PKC, CaMKII, but not by PKA and PI3K (Hatanaka et al., 2009).
The rapid spinogenesis by estradiol in CA3 and CA1 pyramidal

neurons of hippocampal “acute” slices is mediated by synaptic
ERα → Erk MAPK pathway (Tsurugizawa et al., 2005; Mukai et al.,
2007).

Concerning CA3 rapid stress effects, the administration of
corticotropin releasing hormone (CRH), rapidly (within 0.5 h)
induces loss of CA3 dendritic spines (different from thorns)
in stratum radiatum, using Yellow Fluorescence Protein (YFP)-
expressing hippocampal neurons (Chen et al., 2008).

One of the physiological significance of GR-induced increase in
thorns may be that upon acute stress (for example, stress at exami-
nation or oral interview) neurons may be activated and new thorns
may appear, resulting in synaptic remodeling. This is very differ-
ent from chronic stress-induced depression of neural activities via
nuclear GR-induced genetic transcription processes.
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Cortical microcircuits are nonrandomly wired by neurons. As a natural consequence,
spikes emitted by microcircuits are also nonrandomly patterned in time and space. One of
the prominent spike organizations is a repetition of fixed patterns of spike series across
multiple neurons. However, several questions remain unsolved, including how precisely
spike sequences repeat, how the sequences are spatially organized, how many neurons
participate in sequences, and how different sequences are functionally linked. To address
these questions, we monitored spontaneous spikes of hippocampal CA3 neurons ex vivo
using a high-speed functional multineuron calcium imaging (fMCI) technique that allowed
us to monitor spikes with millisecond resolution and to record the location of spiking
and non-spiking neurons. Multineuronal spike sequences (MSSs) were overrepresented
in spontaneous activity compared to the statistical chance level. Approximately 75%
of neurons participated in at least one sequence during our observation period. The
participants were sparsely dispersed and did not show specific spatial organization. The
number of sequences relative to the chance level decreased when larger time frames
were used to detect sequences. Thus, sequences were precise at the millisecond level.
Sequences often shared common spikes with other sequences; parts of sequences were
subsequently relayed by following sequences, generating complex chains of multiple
sequences.

Keywords: spontaneous activity, calcium imaging, action potentials, spike sequences, hippocampus, ripple

INTRODUCTION
The brain uses a limited number of neurons to process virtually
unlimited patterns of information from external environments.
Therefore, individual neurons are unlikely to independently pro-
cess specific information, and it is more plausible that they
cooperatively form subgroups that work as functional units. This
idea, called the “cell assembly” hypothesis (Hebb, 1949; Harris,
2005; Buzsaki, 2010), leads to two important predictions about
neuronal circuit operation. First, a given neuron can participate in
two or more cell assemblies. Second, the synapse weight between
two given neurons is modifiable over time. More specifically, the
weight is strengthened when the neurons work cooperatively,
otherwise it is weakened. This bidirectional synaptic plasticity
has been experimentally proven by studies showing that cortical
synapses are capable of exhibiting long-term potentiation (LTP)
and long-term depression (LTD) of synaptic transmission. These
two features suggest that neuronal networks self-organize through
reorganization of neuronal connectivity due to ongoing external
stimuli and are thereby functionally compartmentalized to form
cell assemblies.

Synchronous activity among multiple neurons is regarded as
one of the simplest aspects of cell assembly dynamics, not only
because it triggers the induction of synaptic plasticity but also
because it is realized through synchronization between groups
of presynaptic neurons (Takahashi et al., 2010). At a more

microscopic level, synchronized activity is often composed of
sequential activation of multiple neurons. Indeed, such multi-
neuronal spike sequences (MSSs) are known to exist during
sensory-evoked and spontaneous network activity at frequen-
cies greater than chance (Abeles and Gerstein, 1988; Prut et al.,
1998; Abeles and Gat, 2001; Ikegaya et al., 2004; Luczak et al.,
2007). MSSs are conceptually consistent with the so-called “syn-
fire chains” hypothesis, in which neurons form several layers
through which synchronized spikes can stably propagate with
temporal precision, therefore generating a chain of spikes across
neurons (Abeles, 1991). Although MSSs have been reported in
different brain preparations, including the neocortex of monkeys
and rodents in vivo and in vitro, some reports still cast doubt on
the existence of MSSs (Oram et al., 1999; Baker and Lemon, 2000;
Mokeichev et al., 2007).

We focus the present work on the hippocampus. One of
the reasons for this selection is that the hippocampus sponta-
neously emits sharp waves-ripples (SW-Rs), a transient form of
high-frequency field oscillations. SW-Rs primarily occur during
slow-wave sleep and quiet awake states (Buzsaki et al., 1983).
During SW-Rs, neurons that were previously involved in behav-
ioral exploration, called place cells, increase their firing rates
sequentially in the same or opposite order of which those neu-
rons were activated during the behavioral exploration (Lee and
Wilson, 2002; Harris et al., 2003; Foster and Wilson, 2006;
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O’Neill et al., 2006; Diba and Buzsaki, 2007; Pastalkova et al.,
2008; Davidson et al., 2009). Therefore, the hippocampus may
be a good model to study MSSs. In vitro slices prepared from
the hippocampus are also reported to emit spontaneous SW-
Rs (Norimoto et al., 2012; Sun et al., 2012), and the slices may
produce MSSs. If it were the case, it would be easy to ana-
lyze the properties of MSSs because the in vitro experimental
system is more accessible and manipulatable than the in vivo
system.

Functional multineuron calcium imaging (fMCI) is an opti-
cal technique that monitors spikes of neurons in situ through
spike-evoked somatic calcium transients. We have optimized the
method for hippocampal slice cultures (Takahashi et al., 2007,
2011). In the CA3 region of organotypically cultured slices, the
probability of a synaptic connection between randomly selected
adjacent pyramidal cells is approximately 25%. This ratio is
higher than that reported in acute slice preparations (2–8%)
(Miles and Wong, 1983; Smith et al., 1995). In acute hippocampal
slices, however, 75–90% of the axons of CA3 pyramidal neurons
are cut, even in slices as thick as 500 µm (Gomez-Di Cesare et al.,
1997). In contrast, cultured networks self-restore their complex-
ity to a realistic extent. Indeed, levels of spontaneous excitatory or
inhibitory postsynaptic currents are similar between ex vivo and
in vivo hippocampal neurons (Takahashi et al., 2010). Moreover,
we have demonstrated, by using an optical synapse mapping tech-
nique, that in such restored CA3 networks, pyramidal cells are
nonrandomly connected to generate diverse repertoires of syn-
chronized activity, like the in vivo conditions (Takahashi et al.,
2010).

MATERIALS AND METHODS
ANIMAL
Experiments were performed with the approval of the animal
experiment ethics committee at the University of Tokyo (approval
number: 19-43, P21-6) according to the University of Tokyo
guidelines for the care and use of laboratory animals.

SLICE CULTURE PREPARATIONS
Entorhino-hippocampal organotypic slices were prepared from
7-day-old Wistar/ST rats (SLC, Shizuoka, Japan) as previously
described (Koyama et al., 2007). Briefly, rat pups were anes-
thetized by hypothermia and decapitated. The brains were
removed and placed in aerated, ice-cold Gey’s balanced salt solu-
tion supplemented with 25 mM glucose. Horizontal entorhino-
hippocampal slices were made at a thickness of 300 µm using a
vibratome (DTK-1500, Dosaka, Kyoto, Japan). The slices were
placed on Omnipore membrane filters (JHWP02500, Millipore,
Bedford, MA, USA) and incubated in 5% CO2 at 37◦C.
The culture medium, which was composed of 50% minimal
essential medium (Invitrogen, Gaithersburg, MD, USA), 25%
Hanks’ balanced salt solution, 25% horse serum (Cell Culture
Laboratory, Cleveland, OH, USA), and antibiotics, was changed
every 3.5 days. Experiments were performed on days 7–11
in vitro.

Although slice cultures are known to form abnormal con-
nections that very rarely exist under normal conditions, such as
CA1-to-CA1, CA1-to-CA3, and CA3-to-dentate gyrus connec-
tions (Gahwiler et al., 1997; De Simoni et al., 2003), there are

few of these aberrant connections in our slice culture prepa-
rations. Investigation using reverse optical trawling, a synapse
mapping technique (Sasaki et al., 2009), demonstrated that these
abnormal connections are less than 0.5% of the total connec-
tions and that an overwhelming number of connections project
to their normal targets. This result is most likely because the
entorhinal cortex was not dissected out in our preparations.
Lesions of the entorhinal cortex are known to result in abnormal
sprouting and reorganization of hippocampal networks in vivo
and ex vivo (Laurberg and Zimmer, 1981; West and Dewey,
1984).

FUNCTIONAL MULTINEURON CALCIUM IMAGING
Slices were incubated with 2 ml of dye solution at 37◦C for
1 h (Takahashi et al., 2011). The dye solution was aCSF con-
taining 0.0005% Oregon Green 488 BAPTA-1AM (OGB-1AM),
0.01% Pluronic F-127, and 0.005% Cremophor EL. After a 1-h
recovery, a slice was transferred to a recording chamber. Images
were acquired at 500 frames/s with a Nipkow-disk confocal unit
(CSUX-1, Yokogawa Electric, Tokyo, Japan), a back-illuminated
electron-multiplying charge-coupled device (EM-CCD) camera
(iXon DV860, Andor, Belfast, Northern Ireland, UK), a water-
immersion objective lens (16×, 0.80 NA, Nikon, Tokyo, Japan),
and Solis software (Andor). Fluorophores were excited at 488 nm
with an argon laser (10–15 mW, 532-BS-AO4, Omnichrome,
Chino, CA, USA) and visualized with a 507-nm long-pass emis-
sion filter. In each cell body, the fluorescence change �F/F was
calculated as (Ft –F0)/F0, where Ft is the fluorescence intensity
at frame time t, and F0 is baseline (Figure 1A). Spike timing
was defined as the onset of individual calcium transients with
an automatic machine-learning algorithm that can accurately
detect spike timing within one frame jitter (Sasaki et al., 2008).
In some experiments, picrotoxin was bath-applied to prevent
fast inhibitory synaptic transmission. Picrotoxin (purchased from
Sigma-Aldrich, St. Louis, MO) was dissolved in aCSF at the
final concentration of 50 µM and perfused to slices. Imaging was
started 30 min after the perfusion onset.

LOCAL FIELD POTENTIAL RECORDINGS AND RIPPLE DETECTION
In a single experiment, CA1 local field potentials (LFP) were
recorded during fMCI monitoring of the calcium activity of CA3
neurons. Glass pipettes were filled with 2 M NaCl and placed
in CA1 stratum pyramidale. To extract the SW-R activity, the
recorded data were band-pass filtered at 150–300 Hz. SW-R-like
events were automatically detected based on their oscillatory
powers and durations; the root mean square (3-ms window)
of the band-passed signal was used to detect SW-Rs of 10 ms
duration with a power threshold of 5 standard deviations (SDs).

MSS DETECTION
We used a template-matching algorithm to search for MSSs
(Ikegaya et al., 2004). We first selected cells that showed more than
one calcium transient. After determining the reference calcium
levels of a reference cell (cell1), we designated a vector consisting
of a set of cells and relative timings of their calcium events as fol-
lows: (cell2, . . . , cellN , t2, t3, . . . , tN ), where ti denotes the delay
of the event in celli after the reference event. ti was limited to less
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than 500 ms. This vector was used as a template and was slid along
the successive events of cell1 throughout the recording session.
If more than two elements were identical between any template
pairs, we regarded the matched elements as an MSS. Each mis-
matched spike configuration was used as another template in
a subsequent scan. Thus, every event was considered part of a
template MSS, and each template occurred at least once. Unless
otherwise specified, one frame jitter (2 ms) was allowed so that

the total number of MSSs satisfied statistical demands (Kendall
et al., 1994).

SURROGATE DATA
To determine whether MSSs or their structures can arise from a
stochastic process, we created surrogate raster plots using a Monte
Carlo resampling method (Ikegaya et al., 2004). Each calcium
event was exchanged between a pair of cells, maintaining their

FIGURE 1 | High-speed fMCI of spontaneous CA3 network activity.

(A) Top: representative confocal image of the CA3 stratum pyramidale in an
OGB1-loaded hippocampal slice culture. Bottom: Time changes in the OGB1
fluorescence intensity in the somata of 7 randomly selected neurons
indicated by the colored circles in the top photograph. (B) Representative

rastergram of all 110 CA3 neurons (top) and time histogram of the percentage
of active neurons (bin = 10 ms). A large synchronization is time-expanded in
the inset and is displayed together with 150–300 Hz band-passed LFPs
simultaneously recorded from the CA1 pyramidal stratum. Synchronization
was accompanied by SW-R-like oscillations.
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relative timings (Figure 3A). This procedure was repeated for all
calcium transients in each raster plot. This randomization pre-
serves the event frequencies of individual cells and the population
modulation of event timings, such as network synchronization.
In each shuffled surrogate, we searched MSSs using the same
detection algorithm. Twenty surrogates were generated for each
dataset, and the averages across the 20 surrogates were defined as
the chance level.

ASYNCHRONY INDEX
The temporal sparseness of network activity during the obser-
vation period was captured by a normalized Shannon index,
termed asynchrony index (Usami et al., 2008; Mizunuma et al.,
2009; Ujita et al., 2011). The Shannon index quantifies the dis-
persion of components in a histogram and is generally defined
as − ∑

i(ki/K) log2 (ki/K), where K is the total number of compo-
nents, and ki is the number of components in the i-th bin. This
definition of diversity is conceptually equivalent to Shannon’s
entropy. Because this index is sensitive to K and the bin size, SI has
often been normalized with the maximal value and other stan-
dard values to compare groups. Here we normalized Shannon
index with the maximal (SImax) and minimal values (SImin)
that can be taken in the distribution of the same number of
spikes in the raster plot. SImax and SImin were obtained through
data shuffle with maintaining K and bin; SImax is given when
components are as evenly redistributed over the time axis as pos-
sible, whereas SImin is given when components are as temporally

biased as possible. Then normalized Shannon index is defined as
(SI–SImin)/(SImax–SImin). Thus, it takes a value from 0 to 1,
with higher values being more dispersive.

DATA REPRESENTATION
We reported all averaged values as the mean ± SDs.

RESULTS
HIGH-SPEED IMAGING OF SPIKING CA3 NETWORKS ex vivo
Hippocampal slice cultures were incubated in OGB1AM, and
OGB1-loaded neurons were imaged from the CA3 stratum pyra-
midale at 500 Hz using a spinning-disk confocal microscope
and a high-speed EM-CCD camera (Takahashi et al., 2011).
The microscopic field covered an area of approximately 350 ×
200 µm (Figure 1A) and contained an average of 91.7 ± 26.7
neurons (mean ± SD of 9 videos, ranging from 60 to 137 neu-
rons). Each video was 130 s in length, and a total of 9 videos
were recorded from 9 slices (n = 9 rat pups borned from 9
mothers).

In all 9 videos, spontaneous activity was evident; among a total
of 825 neurons in 9 videos, 757 neurons (91.8%) exhibited at least
one spike during the observation period. The mean firing rates of
active neurons were 0.25 ± 0.29 Hz (n = 9 videos), ranging from
0.008 to 2.33 Hz. Therefore, spontaneous activity was sparse as
a whole. Nevertheless, neurons occasionally exhibited synchro-
nization at the population level (Figure 1B); synchronization that
recruited more than 5% or 10% of the total neurons occurred

FIGURE 2 | Examples of MSSs. Three representative MSSs are merged in a single rastergram and magnified in time in the bottom panels.
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at frequencies of 2.46 ± 3.0 or 0.26 ± 0.52 per min, respectively
(n = 9 videos, bin = 2 ms = one frame).

We succeeded in simultaneous LFP recording in one single
video; note that in general, LFP recording is technically diffi-
cult in slice cultures, most likely because neurite reorganiza-
tion during cultivation slightly alters the fine layer structure of
the hippocampus, collapsing the net dipole moment generated
by synaptic activity or because cultured networks may be het-
erogenous from preparation to preparation (e.g., see Figure 4).
In the single dataset, we found that synchronous activity was

FIGURE 3 | Monte Carlo evaluation for the significance of MSSs. (A)

Left: the total numbers of MSSs in the rastergram shown in (A) are plotted
as a function of spike-time jitters allowed for MSS detection. Right: MSSs
were identified in the same way in spike-shuffled rastergrams. Data are the
mean ± SDs of 20 surrogates. (B) Relationship between the CVs of the
number of MSSs detected in surrogates and the number of surrogates
generated. (C) Ratios of the numbers of MSSs in the original (real)
rastergram to the mean numbers of MSSs in 20 randomized surrogates.
Data are the same as (B).

always accompanied by SW-R-like high-frequency oscillations
(Figure 1B, inset).

MSSs WITH MILLISECOND PRECISION
We detected MSSs. The maximal length of an MSS, i.e., the
time interval between the first spike and the last spike, was
set to be 500 ms. Three examples of MSSs found in a raster
plot are shown in Figure 2. Not surprisingly, the number of
MSSs depended on the spike time jitters allowed to detect MSSs
(Figure 3A left). MSSs increased in number when jitters were
increased from 0 ms (0 frame) to 32 ms (16 frames); note that
0-ms jitter (= 0 frames) had a time window of 2 ms due to 500-Hz
imaging.

The total number of MSSs varied among videos, probably
because the network states fluctuate over time and are not iden-
tical among preparations (Sasaki et al., 2007). The total number
of MSSs in each video (2-ms jitter allowed) was plotted against
the total number of neurons recorded in the corresponding
videos (Figure 4A), the mean activity frequency of those neu-
rons (Figure 4B), and the asynchrony index of the corresponding
videos (Figure 4C); note that the asynchrony index is a nor-
malized Shannon index for spike dispersion along the time axis
(Usami et al., 2008; Mizunuma et al., 2009; Ujita et al., 2011).
Thus, we investigated the statistical significance of MSSs by com-
paring the number of MSSs to its stochastic level. To estimate
the stochastic level, we created surrogate raster plots by ran-
domly exchanging spikes across neurons. Specifically, a single
spike of a randomly selected neuron was swapped with a spike of
another randomly selected neuron without changing their abso-
lute spike timings, and this swapping procedure was repeated
until all spikes in the original dataset were exchanged (Figure 3A
right, inset). This shuffling method preserved both the firing rates
of individual neurons and the level and frequency of network syn-
chronization. Therefore, comparing an original dataset with these
surrogates makes it possible to examine whether MSSs are actively
generated by complex network dynamics or are merely a math-
ematically natural consequence of the firing rates of individual
neurons.

The coefficient of variation (CV) for the number of MSSs
detected in surrogates depended on the number of surrogates

FIGURE 4 | Across-video variations of the number of MSSs. The total
number of MSSs varied among datasets and thus is plotted against the
total number of neurons recorded in the corresponding videos (A), the

mean frequency of activity of those neurons (B), and the synchrony index
of the corresponding videos (C). Each dot indicates a single video. n = 9
videos.

Frontiers in Neural Circuits www.frontiersin.org June 2013 | Volume 7 | Article 112 | 124

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Matsumoto et al. Spike sequences with millisecond precision

generated. The CV rapidly decreased as a function of the number
of surrogates; it dropped to about 0.05 by 20 surrogates, and
thereafter, it was kept almost constant (Figure 3B, 2-ms jitter
allowed). To reduce computation burden with preserving statis-
tical stability, therefore, we searched MSSs in 20 surrogates gener-
ated from each raster plot. MSSs in the surrogates also increased
in number with spike jitter timing (Figure 3A right). We thus
plotted the ratio of the MSS number in the real dataset to that in
the surrogates as a function of jitters. The ratio peaked at a jitter of
0 ms and decreased gradually with increasing jitters (Figure 3C).
We repeated this procedure for all other datasets and found sim-
ilar results in the pooled data (n = 9 videos; Figure 5), that is,
the mean real-to-surrogate ratio is a simple reduction function of
spike jitters. Based on these results, we reached two fundamental
conclusions: (1) MSSs emerge more frequently than expected by
chance and therefore cannot be explained by a stochastic process,
and (2) relative spike times within MSSs are maintained at the
millisecond level.

FIGURE 5 | Millisecond precision of MSSs. Summary of 9 videos.
Color-edged circles are 5% significant data points between real datasets
and surrogates (paired t-test). The data are the mean ± SDs.

INTERNAL STRUCTURES OF MSSs
In the following analyses, we used MSSs detected at a spike jitter
of 2 ms. Although the real-to-surrogate ratios of MSSs was max-
imal at a jitter of 0 ms, the absolute number of MSSs detected at
0 ms was substantially smaller than at 2 ms. To enhance statisti-
cal accuracy, we selected the 2-ms jitter in this study. Note that
the MSS properties described below were fundamentally consis-
tent and exhibited similar tendencies at jitters of 0, 2, 4, and 8 ms
(data not shown).

At a jitter of 2 ms, we identified a total of 27,804 MSSs in 9
videos. Among the 825 total neurons, 624 neurons (75.6%) par-
ticipated in at least one MSS. On average, single MSSs contained
3.4 ± 1.1 neurons, persisted for 107.9 ± 158.6 ms (i.e., the MSS
length, defined as the time interval between the first and last
spike), and were repeated 2.1 ± 1.1 times during the observation
periods. We compared these values to those found in surrogate
datasets. The real-to-surrogate ratio of the number of neurons
involved in single MSSs was consistently higher than 1 and peaked
at 5–8 neurons (Figure 6A). As to the MSS length, the real-to-
surrogate ratios of the number of MSSs were significantly higher
than 1, and roughly in the range of 40–280 ms, peaking at 60 ms
(Figure 6B). The real-to-surrogate ratios of the number of MSSs
were independent of MSS repeat numbers and were consistently
higher than 1 (Figure 6C).

Two examples of MSSs (Figure 7A) are shown in a cell map
(Figure 7B). We examined whether the neurons involved in each
MSS were spatially clustered. For each MSS, we computed the
center of gravity for the locations of all neurons that participated
in the MSS and calculated the mean distance from these neu-
rons to the center of gravity. If the MSS is spatially clustered, the
mean distance will be smaller than chance. The chance values
were estimated by 100 surrogates of pseudo-MSSs generated by
the same number of neurons randomly selected from the original
map. The mean distance from the center of gravity did not dif-
fer between real and surrogate MSSs [t(27, 804) = 1.08, P = 0.28,
paired t-test; Figure 7C]. Thus, MSS-participating neurons are
spatially dispersed at the stochastic level.

Here we returned to the statistical issues about MSS exis-
tence. Our spike shuffling method did not consider the spatial

FIGURE 6 | Characterization of MSSs. (A–C) The number of cells that
participated in individual MSSs (A), the duration that individual MSS
events persisted (i.e., the time intervals between the first and last spikes
within MSSs) (B), and the number of repetitions of MSSs (C) are shown

as ratios of values in real datasets to the mean value of 20 randomized
surrogates. Color-edged circles are 5% significant data points between
real datasets and surrogates (paired t-test). The data are the mean ± SDs
of 9 videos.

Frontiers in Neural Circuits www.frontiersin.org June 2013 | Volume 7 | Article 112 | 125

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Matsumoto et al. Spike sequences with millisecond precision

FIGURE 7 | Spatial dispersion of MSSs. (A,B) Two representative MSSs in
a rastergram (A) and in a cell map (B). (C) The mean Euclidean distance from
individual cells that participated in a MSS to the center of gravity of all cells
that participated in the MSS was compared surrogates in which the same
number of cells in the original MSS were selected randomly from the same

cell map. This comparison was repeated for 27,804 MSSs in 9 videos, and
data are shown as the mean ± SDs. (D) The number of MSSs was still
overrepresented in surrogates generated by activity shuffling in which spatial
configurations were preserved. ∗∗P < 0.01, paired t-test. The data are the
mean ± SDs of 9 videos.

organization of cells that participated in MSSs. We thus created
surrogates using another shuffling method; for each MSS, spikes
were preserved for only one MSS appearance, while the other
spikes constituting the MSS were randomly exchanged within
the MSS. This procedure did not collapse the spatial organiza-
tion of cells that exhibited MSSs. Using this shuffling method,
we again confirmed that MSSs were overrepresented relative to
chance (Figure 7D, n = 9 videos). However, because these Monte
Carlo-shuffling evaluations did not completely abolish statisti-
cally innate problems, such as false-negative errors and false-
positive errors, we also adopted a completely different approach
to validate MSSs without spike shuffling; MSSs are embossed in
pairwise correlograms among spike triplets occurring across three
distinct cells (Luczak et al., 2007). For each cell trio, one cell
was designated the trigger for calculation of the joint distribution
of spike times of the other two (Figure 8A). A clear dense peak
was observed at t2–t1 = −231 ms and t3–t1 = −12 ms in this dis-
tribution (n = 180 triplet spikes), suggesting that a particular
sequence occurred preferentially (Figure 8B).

We sought to examine the timing of MSS appearance relative
to the entire network activity. Figure 9A demonstrates the peri-
MSS time histogram of the mean firing rates of all neurons in the
video. In the peri-MSS time histogram, we aligned the first spikes
in individual MSSs at time 0. Data were pooled from 27,804 MSSs
in 9 videos. The histogram revealed that the neuronal network
transiently increased the global firing rate during MSSs. This tran-
sient synchronization persisted for approximately 100 ms, which
corresponded to the durations of SW-Rs (Buzsaki et al., 1983).

During SW-Rs, excitatory neurons and inhibitory neurons
were both activated at particular phases in a cell type-specific
manner (Klausberger et al., 2003). To examine the involvement
of GABAergic transmission, we perfused slices with 50 µM picro-
toxin, a GABAA receptor channel inhibitor. Bath application
of picrotoxin reduced MSSs, as compared to control solution
(Figure 9B). Thus, MSSs do not represent simple spike chains via
excitatory synapses, but rather, they are more likely to emerge
actively from network-coordinated excitatory and inhibitory
balance.

FIGURE 8 | Pairwise correlogram of precisely repeating triplets. (A) For
every trio of neurons, a spike triplet is described by two inter-spike intervals
(t2–t1 and t3–t1). (B) Count matrix for a representative triplet of neurons,
indicating the probability of different inter-spike interval combinations.

BIASED MSS PARTICIPATION OF INDIVIDUAL NEURONS
The same neurons were often recruited in different MSSs. On
average, individual cells participated in 81.8 ± 282.2 MSSs; how-
ever, the frequency of MSS participation varied among neurons.
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The representative cell map shown in Figure 10A represents the
real-to-surrogate ratios of the number of MSS participations with
a pseudo-colored scale, indicating that some neurons frequently
participated in MSSs, whereas others did not. In Figure 10B, we
plotted the Lorenz curve of these frequency ratios (n = 825 neu-
rons in 9 videos). The Gini coefficient was 0.44, indicating that
neurons are not homogeneous in terms of MSS participation.

To investigate the spatial organization of MSS-participating
neurons, we selected neurons that scored in the top 5% of

FIGURE 9 | Mechanisms of MSSs. (A) Peri-MSS time histogram of the
mean firing rates of all neurons monitored in 9 videos. The firing rates were
aligned at the time relative to the onset of 27,804 individual MSSs. (B) The
number of MSSs relative to chance were decreased by bath application of
50 µM picrotoxin. ∗∗P < 0.01 versus control, Student’s t-test. The data are
the mean ± SDs of 9 videos.

the frequency ratios and computed the mean distance from
these cells to their center of gravity (Figure 10A bottom). We
also calculated the mean distances for the top 5–10, 10–15,
15–20, and 20–25% of the neurons and found that they did
not differ among these groups [P = 0.43, F(4, 40) = 0.97, One-
Way ANOVA, Figure 10A bottom]. Thus, the spatial distribu-
tion of neurons is unlikely to depend on the frequency of MSS
participation.

We plotted the frequency of MSS participation against the
firing rates of the corresponding neurons (Figure 10C). The real-
to-surrogate ratios of the MSS participation frequency decreased
with the firing rates. These results indicate that frequently fir-
ing neurons do not necessarily participate frequently in MSSs,
whereas rarely firing neurons seem to contribute more signifi-
cantly to MSSs.

We then conducted a similar analysis for neuron pairs. Joint
participation was defined as when two given neurons simultane-
ously participated in the same MSS. We counted the number of
joint participations for all possible pairs of neurons in each video.
Figure 11A shows a representative matrix of the real-to-surrogate
ratios of the frequency of joint participation of 96 neurons in
a single video. Like the behaviors by single neurons, some neu-
ron pairs co-participated frequently in MSSs, whereas other pairs
did not. Moreover, the real-to-surrogate ratios of the joint par-
ticipation frequency decreased with the joint firing rates of the
neuron pairs (Figure 11B); note that the joint firing rates were
defined as (fi × fj)1/2, where fi and fj are the firing rates of celli
and cellj .

FIGURE 10 | Relationship between the firing rates of neurons and their

MSS participations. (A) Top: a cell map representing the number of
individual cells participating in MSSs during the observation period. Data are
shown as the ratio of the real rastergrams to their randomized controls.
Bottom: The mean Euclidean distance to the center of gravity from individual
cells with the highest x% of the real-to-surrogate ratio. The ranges of x
values are indicated in the abscissa. For example, in the case of 5–10%, we
selected cells with the real-to-surrogate ratios that ranged from the top 5 to
the top 10%, calculated the center of gravity of those selected cells, and
measured the mean distance from those cells to their center of gravity. (B) A
Lorenz curve representing the proportion of real-to-surrogate ratios assumed

by the proportion of cells with the lowest ratios. A Lorenz curve is used to
show the degree of “inequality” of a distribution defined by two variables
(herein, the real-to-surrogate ratio of individual cells versus the number of
cells with a given real-to-surrogate ratio). The inequality can be represented
by a Gini coefficient, a number between 0 and 1, where perfect equality has a
Gini coefficient of zero, and absolute inequality yields a Gini coefficient of 1.
In this case, the Gini coefficient was 0.44. (C) The ratios of the numbers of
MSS participations of individual cells in real datasets to the mean values
in 20 randomized surrogates are plotted against their mean firing rates.
Color-edged circles are 5% significant data points between real datasets and
surrogates (paired-t test). The data are the mean ± SDs of 9 videos.
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FIGURE 11 | Relationship between the joint firing rates of neuron pairs

and their MSS joint participations. (A) A pseudo-colored matrix representing
the numbers of joint participations by two given cells. Data are shown as the
ratio of the real rastergrams to their randomized controls. (B) The ratios of the

number of MSS co-participations of cell pairs in real datasets to the mean
value of 20 randomized surrogates were plotted against their mean joint firing
rates. Color-edged circles are 5% significant data points between real datasets
and surrogates (paired-t test). The data are the mean ± SDs of 9 videos.

MSS CHAINS
The significant joint participation in MSSs, which was described
above, is of importance in understanding MSS dynamics. Given
that single neurons were recruited to different MSSs, the joint
participation suggests the existence of “core” neuron groups that
were shared with different MSSs. Indeed, we often encountered
MSS series in which parts of MSSs were replayed by parts of other
MSSs (Figure 12A).

We thus defined a MSS chain as a sequence of MSSs that shared
at least two spikes. Under this definition, a transition from one
MSS to another MSS through the shared spikes was referred to
herein as ‘relay’. We also defined a core pattern as shared spikes
at each relay step of a MSS chain. Figure 12A shows an example
MSS chain in which three MSSs were relayed (from blue to red
and from red to green) through two core patterns (indicated by
arrows). Of 27,804 MSSs in 9 videos, 22,234 MSSs (80.0%) con-
tained at least one core pattern. Single MSSs contained 1.44 ±
0.85 core patterns, and single core patterns were shared by 4.0 ±
4.2 MSSs (n = 3264 core patterns). The mean firing rate of neu-
rons that were involved core patterns was 0.38 ± 0.26 Hz (n =
401), which was significantly higher than that of non-core neu-
rons [0.08 ± 0.10 Hz, n = 427, P = 4.6 × 10−8, t(826) = 5.57].
Figure 12B shows the whole dynamics of two representative MSS
chains; each circle indicates a single MSS, and each line indicates
a relay between two MSSs. Single videos included 26.1 ± 11.6
independent MSS chains (n = 9 videos). Single MSS chains con-
sisted of 86.5 ± 284.3 MSSs, contained 53.6 ± 158.1 relay steps,
and were 7.9 ± 4.4 s in length (n = 234 chains).

Relay steps did not always reflect simple relays between MSSs.
The steps often exhibited divergent relays, in which core pat-
terns in one MSS were subsequently used in two or more
MSSs, or convergent relays, in which core patterns in two or
more MSSs were simultaneously used in a subsequent MSS
(see Figure 12B). Single chains contained 17.8 ± 56.6 divergent
relays and 19.8 ± 61.7 convergent relays (n = 234 chains), sug-
gesting that MSS chains constitute MSS subgroups. Therefore,
based on core patterns between MSSs, we analyzed MSSs using
Ward’s method. Figure 12C depicts a dendrogram of MSSs
in a representative video, indicating that MSSs were clustered
into subgroups. Similar MSS cliqueness was observed in the
other videos. As a whole, therefore, MSSs are not mere rep-
etitions of precise firing patterns within specific sets of neu-
rons, but they are parts of larger complex and flexible network
dynamics.

DISCUSSION
In this work, we used fMCI with 2 ms temporal resolution and
monitored CA3 network activity in cultured hippocampal slices.
We searched MSSs using a template-matching method and ana-
lyzed them by comparing them to surrogates. We generated the
surrogates using a spike-exchanging shuffling procedure, a ran-
domization method that is believed to most reliably minimize
false-positive errors because it does not collapse the firing rates of
individual neurons or population modulation. We demonstrated
that the temporal precision of MSSs in the hippocampus is high
at the millisecond level. MSSs consisted of heterogeneous neurons
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FIGURE 12 | Flexibility and complexity of MSSs. (A) An example of an
MSS chain. Spikes that consisted of MSSs were partially shared (i.e., relayed)
by other MSSs. Arrows indicate the shared spikes, referred to here as core

patterns. (B) Two examples of the time evolution of the chains that originated
from single MSSs. (C) A rastergram of the onset of individual MSSs, the order
of which were arranged along the dendrogram clustered by Ward’s method.

or neuronal subsets. Moreover, we found core patterns across
multiple MSSs, and the core patterns served as hubs through
which MSSs are replaced with other MSSs and are sometimes split
or joined together with other MSSs.

MSS-like fixed firing patterns have been reported in the neo-
cortex of monkeys and rats (Abeles and Gerstein, 1988; Aertsen
et al., 1991; Abeles et al., 1993; Prut et al., 1998; Mao et al.,
2001; Cossart et al., 2003; Shmiel et al., 2006; Luczak et al., 2007).
They have been thought to be experimental evidence supporting
the synfire chain hypothesis, a theoretical framework for effi-
cient spike propagation; however, the statistical significance of
MSSs has been questioned by several studies (Oram et al., 1999,
2001; Baker and Lemon, 2000; Mokeichev et al., 2007). In this
work, we simultaneously monitored spikes of approximately 100
neurons and confirmed that MSSs occurred in spontaneous activ-
ity more than chance. Importantly, the existence of MSSs was
most significant at a spike jitter of zero frames. Thus, MSSs were
repeated with spike precision of less than 2 ms. However, it is
statistically difficult to find the true null hypothesis of temporal

structures of spikes (Luczak et al., 2007). Therefore, we also tried
to demonstrate the existence of MSSs by examining the properties
of MSS-participating neurons. If MSSs are a stochastic prod-
uct, neurons or neuron pairs with higher firing rates would be
expected to participate more frequently in MSSs. Conversely, we
found that, in the ratio scale, neurons with lower firing rates
contributed more to MSSs. This result implies that MSSs are gen-
erated by network dynamics independent of the firing rates of
individual neurons. Moreover, the number of neurons involved in
single MSSs and the MSS length peaked at 6 neurons and 60 ms.
These data also suggest that MSSs reflect organized network
dynamics.

The majority of MSSs were generated by specific sets of neu-
rons. Similar heterogeneous participations have been suggested
by multi-electrode array recordings from cultures of dissociated
mouse neocortical neurons (Sun et al., 2010). In this work, we
further identified the core patterns that mediated MSS relays.
The core patterns seemed to serve as hubs that generated a wide
variety of MSSs that were dynamically associated with each other.
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The clustering of MSSs in the dendrogram suggests that single
cells participate in different MSSs and that single MSSs are also
involved in larger-scale MSS chains. This “MSS-family” concept
is consistent with cell assembly dynamics and also with phase
sequences of synfire chains, both of which occur together with
network synchronization. However, the complexity of MSSs must
be interpreted with caution. For instance, the mean number of
neurons involved in single MSSs was 3.4. The mean number
of total neurons monitored simultaneously was 91.7, whereas
approximately 5000 CA3 neurons exist in a hippocampal slice cul-
ture (Kimura et al., 2011). This result means that we missed the
vast majority of MSSs. Therefore, we underestimate both the true
MSS size and the true complexity of MSS dynamics.

Although MSSs are theoretically accepted to be important
for stable spike propagation through neuronal microcircuits that

consist of weak and stochastic synapses (Abeles, 1991; Diesmann
et al., 1999; Reyes, 2003), the physiological roles of MSSs in brain
function remain unclear. Our work did not address this funda-
mental question, but it is intriguing to find that MSSs occurred
during SW-Rs. We believe that MSSs underlie memory replay
during SW-Rs. Manipulations of MSSs, i.e., artificial controls to
increase or decrease MSSs, will help our understanding of the
behavioral function of MSSs.
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Populations of neurons in the hypothalamic preoptic area (POA) fire rapidly during sleep,
exhibiting sleep/waking state-dependent firing patterns that are the reciprocal of those
observed in the arousal system. The majority of these preoptic “sleep-active” neurons
contain the inhibitory neurotransmitter GABA. On the other hand, a population of neurons
in the lateral hypothalamic area (LHA) contains orexins, which play an important role in
the maintenance of wakefulness, and exhibit an excitatory influence on arousal-related
neurons. It is important to know the anatomical and functional interactions between the
POA sleep-active neurons and orexin neurons, both of which play important, but opposite
roles in regulation of sleep/wakefulness states. In this study, we confirmed that specific
pharmacogenetic stimulation of GABAergic neurons in the POA leads to an increase in the
amount of non-rapid eye movement (NREM) sleep. We next examined direct connectivity
between POA GABAergic neurons and orexin neurons using channelrhodopsin 2 (ChR2) as
an anterograde tracer as well as an optogenetic tool. We expressed ChR2-eYFP selectively
in GABAergic neurons in the POA by AAV-mediated gene transfer, and examined the
projection sites of ChR2-eYFP-expressing axons, and the effect of optogenetic stimulation
of ChR2-eYFP on the activity of orexin neurons. We found that these neurons send
widespread projections to wakefulness-related areas in the hypothalamus and brain
stem, including the LHA where these fibers make close appositions to orexin neurons.
Optogenetic stimulation of these fibers resulted in rapid inhibition of orexin neurons.
These observations suggest direct connectivity between POA GABAergic neurons and
orexin neurons.

Keywords: orexin, preoptic area, GABA, sleep, wakefulness, hypothalamus

INTRODUCTION
The preoptic area (POA) of the hypothalamus has been impli-
cated in a variety of physiological functions, including the regu-
lation of sleep/wakefulness states (Boulant, 1981; McGinty et al.,
2001). Especially, this region is thought to play an important role
in the initiation and maintenance of sleep. Initially, electrical or
chemical stimulation of the lateral POA in animals was shown to
promote EEG slow-wave activity and sleep onset (Sterman and
Clemente, 1962; Benedek et al., 1982; Ticho and Radulovacki,
1991; Mendelson and Martin, 1992). Consistently, lesions in the
POA have been shown to result in profound and persistent sleep
loss (John and Kumar, 1998; Lu et al., 2000). However, these stud-
ies are not genetically targeted to specific neuron types, and so the
cells that are responsible remain to be clarified. In this study, we
focused on the GABAergic neurons, as some of them have been
shown to provide inputs in particular to the arousal system. We
examined the role of the projection from GABAergic neurons in
the POA to the orexin neurons in the LHA in inhibiting the latter
cells, and the effect of activating this pathway on sleep.

Extracellular recording studies have identified sleep-active
neurons in a region extending from the medial through the lat-
eral POA (Kaitin, 1984; Koyama and Hayaishi, 1994), while it

was reported that neurons in the rat ventrolateral preoptic area
(VLPO) and median preoptic nucleus (MnPN) exhibited Fos
expression following consolidated sleep (Gong et al., 2000). The
POA was shown to send GABAergic inhibitory projections to
monoaminergic regions, including the locus coeruleus (LC), dor-
sal raphe nucleus (DRN), and tuberomammilary nucleus (TMN)
(Sherin et al., 1996, 1998; Steininger et al., 2001; Uschakov et al.,
2007). Consistently, firing patterns of monoaminergic neurons in
these nuclei across the sleep-waking cycle are the reciprocal of
those observed in POA sleep-active neurons. They fire at a rapid
rate during wakefulness, slow down during non-rapid eye move-
ment (NREM) sleep, and cease firing during rapid eye movement
(REM) sleep (Saper et al., 2001). Electrophysiological studies sug-
gested that VLPO neurons are inhibited by noradrenaline and
serotonin (Gallopin et al., 2000), suggesting mutually inhibitory
interactions between VLPO and the monoaminergic arousal sys-
tems (Saper et al., 2001).

Monoaminergic arousal systems are also thought to be regu-
lated by orexin neuropeptides, which are thought to be a critical
regulator of sleep/wake states (Sakurai, 2007). Orexin deficiency
causes the sleep disorder narcolepsy in humans and animals
(Chemelli et al., 1999; Lin et al., 1999; Peyron et al., 2000;
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Thannickal et al., 2000; Hara et al., 2001). Orexin-producing neu-
rons (orexin neurons) in the lateral hypothalamic area (LHA)
send dense axonal projections to monoaminergic neurons in the
brain stem/hypothalamic regions. Recent studies have suggested
the POA also sends projections to orexin neurons in the LHA
(Sakurai et al., 2005; Yoshida et al., 2006). However, how the
endogenous firing of POA sleep-active neurons affects the activity
of orexin neurons has been unknown. Functional studies of this
issue are important, because both POA sleep active neurons and
orexin neurons play highly important roles in the physiological
regulation of sleep.

To examine the electrophysiological impact of activity of
endogenous POA neurons, we first confirmed that selective phar-
macogenetic stimulation of GABAergic neurons in the POA,
using the Designer Receptors Exclusively Activated by Designer
Drugs (DREADD) technology, leads to an increase of NREM
sleep (Armbruster et al., 2007). We also used channelrhodopsin-
2 (ChR2) as an anterograde tracer as well as an optogenetic
tool (Bernstein et al., 2012; Yizhar et al., 2011) for selective
optical excitation of GABAergic POA neurons and their axons.
We examined the axonal projections of ChR2-eYFP-positive
fibers and confirmed that POA GABAergic neurons send abun-
dant projections to arousal-related regions, including the LC,
DR, TMN, and laterodorsal/pedunculopontine tegmental nucleui
(LDT/PPT). Dense projections were also found in the LHA,
and these GABAergic fibers made appositions to orexin neurons.
We then explored the effects of fast and selective optogenetic
stimulation of GABAergic axons on orexin neurons. By com-
bining whole-cell patch-clamp recordings from orexin neurons
with optogenetic stimulation of GABAergic axons in acute mouse
brain slices, we found that photostimulation of POA GABAergic
fibers immediately caused a decrease in the firing rate of orexin
neurons through GABA release. These observations suggest that
POA GABAergic neurons send direct inhibitory projections to
orexin neurons.

MATERIALS AND METHODS
ANIMALS
All experimental procedures involving animals were approved
by the Animal Experiment and Use Committee of Kanazawa
University (AP-132649), and were thus in accordance with NIH
guidelines. Gad67-Cre mice, in which the Cre gene was knocked-
in in the Gad67 allele were previously described (Wu et al., 2011).
The mice were bred with wild type C57BL/6J mice more than ten
times and maintained.

AAV PRODUCTION AND PURIFICATION
We used AAV with the FLEX switch system (Atasoy et al., 2008) to
specifically express HA-tagged hM3Dq or ChR2 fused with EYFP
(ChR2-EYFP) only in Cre recombinase-expressing neurons. We
applied this method to heterozygous Gad67-Cre mice in which
the Cre recombinase gene is specifically expressed in GABAergic
neurons (Wu et al., 2011).

pAAV-DIO-HAhM3Dq was provided by Dr. Brian Roth. pAAV-
DIO-hChR2(H134R)-EYFP-WPRE-pA was provided by Dr. Karl
Deisseroth of Stanford University (Kozorovitskiy et al., 2012).
We constructed a plasmid, pAAV-horexin-tdTomato-WPRE-pA, as

follows. A 1.3-kb fragment of the human prepro-orexin gene pro-
moter, which has the ability to drive expression in orexin neurons
specifically (Moriguchi et al., 2002), was amplified by PCR with
a pair of primers 5′-CACGCGTGCATGCTGTAATCCCAGCTAC-
3′ and 5′-TGTCGACGGTGTCTGGCGCTCAGGGTG-3′. The
PCR product was fully sequenced and digested by MluI
and SalI, and ligated to Mlu I and SalI-digested pAAV-
DIO-hChR2(H134R)-EYFP-WPRE-pA, yielding pAAV-horexin-
hChR2(H134R)-EYFP-WPRE-pA. The tdTomato gene fragment
from ptdTomato (Clontech) was inserted into the EcoRI and SalI
sites of pAAV-horexin-hChR2(H134R)-EYFP-WPRE-pA, yielding
pAAV-horexin-tdTomato-WPRE-pA.

Viruses were produced using a triple-transfection, helper-free
method using a modification of a published protocol (Auricchio
et al., 2001; Sasaki et al., 2011). The final purified viruses
were aliquoted and stored at −80◦C. The titers of AAV-DIO-
hChR2(H134R)-EYFP and AAV-orexin-tdTomato were 1.63 ×
1012 and 1.03 × 1012 genome copies/ml, respectively.

VIRUS INJECTION
Adenoassociated-virus AAV-DIO-HAhM3Dq or AAV-DIO-
hChR2(H134R)-EYFP was injected into the POA of Gad67-Cre
mice (Wu et al., 2011). In in vitro electrophysiological exper-
iments for recording orexin neurons, AAV-orexin-tdTomato
was simultaneously injected into the LHA of these mice for
identification of orexin neurons (Figure 4A). Male mice were
anesthetized with isofluorane and placed in a stereotaxic frame
(David Kopf Instruments). For injection into the POA, two holes
were drilled into the skull of Gad67-Cre mice (12–15 weeks
of age, weight 25–30 g), at sites +0.3 mm anterior, ±0.65 mm
lateral, and −5.72 mm ventral to the bregma under deep anes-
thesia. For injection into the LHA, four holes were drilled into
the skull of each mouse under anesthesia, at sites −1.4 mm
posterior, ±0.9 mm lateral, and −5.5 mm ventral; and −1.8 mm
posterior, ±0.9 mm lateral, and −5.7 mm ventral to the bregma
(four injection sites per mouse).

A Hamilton needle syringe (33-gauge) was placed at each site,
and 0.5 µl purified virus was delivered to each site over a 10-min
period. After 5 min of rest, the needles were removed. The mice
were sacrificed 14 days later, and slice preparations were ana-
lyzed by electrophysiological experiments and tissue samples by
immunohistochemical staining.

ELECTROPHYSIOLOGY
Acute slices containing the LHA were prepared from the mice
14 days post-AAV injection, as described in our previous stud-
ies (Tsujino et al., 2005). The mice were decapitated under deep
anesthesia. Brains were isolated in ice-cold cutting solution con-
sisting of (mM): 280 sucrose, 2 KCl, 10 HEPES, 0.5 CaCl2,
10 MgCl2, 10 glucose, pH 7.4, bubbled with 100% O2. Brains
were cut coronally into 300-µm slices with a vibratome (VTA-
1200S, Leica, Germany). Slices were transferred to an incubation
chamber at room temperature filled with physiological solu-
tion containing (mM): 125 NaCl, 2.5 KCl, 1.25 NaH2PO4, 2.0
CaCl2, 1.0 MgSO4, 26 NaHCO3, 11 glucose, pH 7.4, bubbled with
95% O2/5% CO2. After 1-h incubation in an incubation cham-
ber, the slices were transferred to a recording chamber (RC-27L,
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Warner Instrument Corp., CT, USA) at 32◦C on a fluorescence
microscope stage (BX51WI, Olympus, Tokyo, Japan). Neurons
that showed tdTomato fluorescence were used for patch-clamp
recordings. The fluorescence microscope was equipped with an
infrared camera (C-3077, Hamamatsu Photonics, Hamamatsu,
Japan) for infrared differential interference contrast (IR-DIC)
imaging and a CCD camera (JK-TU53H, Olympus) for fluores-
cent imaging. Each image was displayed separately on a monitor.
Recordings were carried out with an Axopatch 200B amplifier
(Axon Instruments, Foster City, CA) using a borosilicate pipette
(GC150-10, Harvard Apparatus, Holliston, MA) prepared using
a micropipette puller (P-97, Sutter Instruments, Pangbourne,
UK) and filled with intracellular solution (4–10 M�), consist-
ing of (mM): 125 K-gluconate, 5 KCl, 1 MgCl2, 10 HEPES, 1.1
EGTA-Na3, 5 MgATP, 0.5 Na2GTP, pH7.3 with KOH. Osmolarity
of the solution was checked with a vapor pressure osmometer
(model 5520, Wescor, Logan, UT). The osmolarity of the inter-
nal and external solutions was 280–290 and 320–330 mOsm/l,
respectively. The liquid junction potential of the patch pipette
and perfused extracellular solution was estimated to be −16.2 mV
and was applied to the data. The recording pipette was under
positive pressure while it was advanced toward individual cells
in the slice. Tight seals of 0.5–1.0 G� were made by applying
negative pressure. The membrane patch was then ruptured by
suction. The series resistance during recording was 10–25 M�

and was compensated. The reference electrode was an Ag-AgCl
pellet immersed in bath solution. During recordings, cells were
superfused with extracellular solution at a rate of 1.0–2.0 ml/min
using a peristaltic pump (K.T. Lab, Japan).

Light activation was performed using an LED device (KSL-
70; Rapp OptoElectronic, Hamburg, Germany) at a wavelength
of 470 nm (maximum: 8 mW/mm2). Pulse was generated with
SEN-3301 stimulator (Nihon Koden, Japan).

CLOZAPINE-N-OXIDE ADMINISTRATION
Clozapine N-oxide (CNO; C0832, Sigma-Aldrich) was dissolved
in saline to a concentration of 0.5 mg/ml. Silicon tubes were
implanted for remote CNO injection. The tip of a 30 cm-long sil-
icon tube was inserted 1 cm into the peritoneal cavity and sutured
to the abdominal wall. The other end of the silicon tube was
placed outside the body through an incision in the neck, and all
incisions were sutured. All animals were then housed individually
for a recovery period of at least 7 days. CNO was administered to
each mouse (0.3 ml/30 g body weight) through the silicon tube.
Injections were done at 21:00 and at 13:00.

SLEEP RECORDINGS
An electrode for EEG and EMG recording was implanted in the
skull of each mouse as decscribed previously (Hara et al., 2001).
The three arms of the electrode for EEG recording were placed
∼2 mm anterior and 2 mm to the right, 2 mm posterior and 2 mm
to the right, and 2 mm posterior and 2 mm to the left of the
bregma. Stainless steel wires for EMG recording were sutured to
the neck muscles of each mouse bilaterally, and each electrode was
glued solidly to the skull. After the recovery period, animals were
moved to a recording cage placed in an electrically shielded and
sound attenuated room. A cable for signal output was connected

to the implanted electrode and animals were allowed to move
freely. Signals were amplified through an amplifier (AB-611J,
Nihon Koden, Tokyo) and digitally recorded on a computer using
EEG/EMG recording software (Vital recorder, Kissei Comtec).
Animals were allowed at least 7 days to adapt to the recording
conditions prior to any EEG/EMG recording session. Following
the adaptation period, each animal was intraperitoneally admin-
istered both CNO and saline on separate experimental days with a
3-day interval. The order of injection was randomized. EEG/EMG
data were evaluated and staged for 3 h after administration. Data
acquired on the day of saline administration were used as con-
trol. We analyzed FFT spectra of NREM period in 1–2 h epoch of
saline- or CNO-injected mice (N = 14). Power spectral analysis
of EEG signals was performed using custom FFT software.

IMMUNOHISTOCHEMISTRY
To confirm GABAergic-specific expression of Cre recom-
binase activity in the POA of Gad67-Cre mice, we crossed
them with Rosa26-tdTomato tracer mice (B6; 129S6-
Gt(ROSA)26Sortm9(CAG-tdTomato)Hze/J, Jackson Laboratory
#007905). Mice at 8 weeks of age were deeply anesthetized with
sodium pentobarbital and then fixed by intracardiac perfusion
with 4% paraformaldehyde. Then, the brain was post-fixed for
24 h in the same fixative and cryoprotected by immersion in
30% sucrose for 2 days. Cryostat sections (40-µm thick) of
the brains were incubated for 1 h in 0.1 M phosphate buffer
containing 1% bovine serum albumin and 0.25% Triton-X-100,
and incubated overnight at 4◦C with rabbit anti-GAD65/67
antibody (Uchigashima et al., 2007) in the same solution. After
three washes in the same solution, the sections were incubated
with goat anti-rabbit IgG conjugated with Alexa 488 (Invitrogen,
Carlsbad, CA) for 90 min at room temperature. After three
washes in 0.1 M phosphate buffer, the sections were mounted
on glass slides and cover-slipped. Slides were examined with a
laser-confocal microscope (Olympus FV10i, Olympus, Japan).

To detect monoaminergic and cholinergic neurons, we used
mouse anti-tryptophan hydroxylase (TPH) antibody (Sigma,
T0648, 1:200), guinea pig anti-histidine decarboxylase (HDC)
antibody (PROGEN Biotechnik Gmbh, No.16046, 1:4,000),
rabbit anti-tyrosine hydroxylase (TH) antibody (Millipore,
AB152, 1:2,000), and goat anti-choline acetyltransferase (ChAT)
antibody (Millipore, Ab144D, 1:100). As a second antibody, Alexa
Fluor 594-goat anti-mouse IgG (Molecular Probes, 1:800), Alexa
Fluor 594-goat anti-guinea pig IgG (Molecular Probes, 1:800)
were used.

To detect Fos immunoreactivity in orexin-expressing neurons,
coronal sections were incubated overnight with rabbit anti-cFos
antibody Ab-5 (Calbiochem, 1:10000) and guenia pig anti-orexin
antibody in 0.1 M phosphate buffer containing 1% bovine serum
albumin and 0.25% Triton X-100. The primary antibody was
localized with the avidin-biotin system (Vector). Bound peroxi-
dase was visualized by incubating sections with 0.01 M imidazole
acetate buffer containing 0.05% hydrogen peroxide and 2.5%
nickel ammonium sulfate, resulting in a black reaction product
in the nuclei. The sections were then incubated with anti-guenia
pig IgG and then with the avidin-biotin-peroxidase complex
as described above. Nickel sulfate was omitted from the final
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incubation, resulting in a golden brown reaction product in the
cytoplasm. The numbers of cFos-positive and -negative orexin-
containing neurons were counted in coronal sections throughout
the hypothalamic region by a single examiner who was blinded to
the treatment conditions, using a Keyence BZ-9000 microscope
(Keyence, Japan). Cells were counted on both sides of the brain in
consecutive 40-µm sections. Orexin neuron activity was scored as
the percentage of double-labeled cells per animal.

In situ HYBRIDIZATION
Double in situ hybridization was performed according to proce-
dures previously described (Mieda et al., 2006). For double in
situ hybridization, each combination of two antisense riboprobes
labeled with either fluorescein-UTP (Gad1) or digoxygenin-UTP
(GFP) was hybridized to sections simultaneously. Following the
chromogenic reaction of the first color (blue) obtained with anti-
digoxygenin-alkaline phosphatase (AP) Fab fragments, 5-bromo-
4-chloro-3-indolyl phosphate (Roche) and nitroblue tetrazolium
(Roche), sections were rinsed three times with TBS, treated twice
with 0.1M glycine pH 2.2; 0.1% Tween 20 for 5 min, washed, and
then incubated with anti-fluorescein-alkaline phosphatase (AP)
Fab fragments. For the chromogenic reaction of the second color
(orange), 5-bromo-4-chloro-3-indolyl phosphate (Roche) and
2-[4-iodophenyl]-3-[4-nitrophenyl]-5-phenyl-tetrazolium chlo-
ride (Roche) were used. Antisense riboprobes were synthesized
from plasmids containing GFP and mouse Gad1 (NM_008077,
nucleotides 281-821) cDNAs.

STATISTICAL ANALYSIS
Data were expressed as mean ± s.e.m. Two-way analysis of vari-
ance (ANOVA) followed by Bonfferoni correction as a post-hoc
test or Student’s t-test using IBM SPSS Statistics ver.19 was used
for comparison among the various treatment groups. Differences
were considered significant at p < 0.05.

RESULTS
PHARMACOGENETIC SELECTIVE STIMULATION OF POA GABAergic
NEURONS INCREASED NREM SLEEP
Before examining the connectivity between POA GABAergic
neurons and orexin neurons, we confirmed whether spe-
cific stimulation of GABAergic neurons in the POA affects
sleep/wakefulness states in mice. We applied the DREADD tech-
nology (Armbruster et al., 2007; Sasaki et al., 2011), to phamaco-
genetically manipulate the activity of POA GABAergic neurons.
To express hM3Dq in GABAergic neurons in the POA, we
injected AAV-DIO-HAhM3Dq into the POA of Gad67-Cre mice,
in which GABAergic neurons specifically express Cre recombi-
nase (Wu et al., 2011). GABAergic specific expression of Cre
recombinase in the POA of Gad67-Cre mice was confirmed
by crossing them with ROSA26-tdTomato mice (containing
tdTomato gene preceded by a transcriptional blocker flanked with
lox-P sites) (Figure 1A). We confirmed virtually all tdTomato-
expressing neurons were positive for Gad65/67 immunoreactivity
(95.4%). After injection of AAV-DIO-HAhM3Dq, we implanted
thin silicone tubes into the peritoneal space of Gad67-Cre
mice so that we could administer clozapine-N-oxide (CNO),
the synthetic ligand for hM3Dq, with minimal disturbance.

Fourteen days after virus injection, we administered CNO
to mice.

Fourteen days after the virus injection, we administered
CNO or saline intraperitoneally to Gad67-Cre mice expressing
hM3Dq at 13:00 (light period) or 21:00 (dark period). The
sleep/wakefulness states of these mice were monitored by simul-
taneous EEG/EMG recording. As a control, we treated the same
mice with saline on separate experimental days. Each mouse
was administered CNO or vehicle using a randomized crossover
design at an interval of 3 days.

After the recording, mice were subjected to immunostain-
ing with anti-HA antibody. We observed expression of HA-
immunoreactivity in the POA region of most mice (Figure 1B).
We injected the virus in 62 mice, and only used data obtained
from 14 mice in which the existence of HA-positive cell bodies
was limited within the POA. In many cases, we observed expres-
sion of HA-positive cells outside the POA, including the basal
forebrain regions, such as the horizontal nucleus of the diago-
nal band. Therefore, we gathered data from 14 mice, in which
HA-immunoreactivity was confined in the POA.

After the EEG/EMG recordings, we injected CNO (n = 8)
or saline (n = 6) into Gad67-Cre mice expressing hM3Dq at
21:00, sacrificed and fixed them at 23:00. Hypothalamic slices of
these mice were examined by double staining with anti-Fos and
anti-Gad65/67 antibodies to assess the activity of POA neurons
(Figure 1C).

We observed an approximately 2.5-fold increase in Fos-
positive GABAergic neurons in the whole POA of the CNO-
injected group as compared with the vehicle-injected group
(29.7 ± 3.7% vs. 76.6 ± 4.3%, p < 0.001) (Figure 1C). These
observations demonstrate that the DREADD system used in this
study appropriately stimulates the activity of POA neurons.

EEG/EMG analyses found that the percent of wakefulness
during 3 h after CNO administration was significantly shorter
(128.3 ± 3.3min vs. 112.7 ± 4.1 min, p = 0.006), while NREM
time was longer in CNO-treated conditions than in saline-
injected control conditions in the dark period (49.9 ± 3.0 min
vs. 65.1 ± 3.1 min, p = 0.004) (Figure 2A). A significant increase
of NREM sleep was also observed for 3 h after administration
in the light period (13:00). We observed an increase in NREM
episode duration when CNO was administered in the light period
(Figure 2B). Although we also observed similar tendency when
CNO was administered in the dark period, the difference was
not statistically significant. The power density of EEG of each
episode in the CNO-administered group in the dark period
showed no difference from that in the vehicle-administered group
(Figure 2C).

These results suggest that, consistent with previous non-
specific electrical and chemical stimulation studies of the POA,
specific stimulation of POA GABAergic neurons results in a
decrease of wakefulness time, accompanied by increased NREM
sleep time. We did not observe a significant difference in
REM sleep time between the CNO-injected and control groups
(Figure 2A).

We next examined the effect of stimulation of POA GABAergic
neurons on orexin neuronal activity by Fos-immunostaining.
After CNO or saline was injected at 21:00, the brains were fixed
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FIGURE 1 | Selective pharmacogenetic stimulation of POA neurons. (A)

Gad67-Cre mice were crossed with Rosa26-tdTomato reporter mice (see
method) to confirm GABAergic neuron-specific expression of Cre
recombinase. A representative image of the POA of the Gad67-Cre;
Rosa26-tdTomato mice is shown (Bregma-0.1 mm). Left panels, upper,
tdTomato fluorescence. Lower, same section stained with Gad65/67
anti-body. Middle panel, merged image of rectangular region in the left
panel. Right panel: High power view of rectangular region in central panel.
Arrowheads show the colocalization of tdTomato fluorescence and
Gad65/67 immunoreactivity. (B) Left, Virus injection sites are shown by
dots. Injection site for right panel image is shown by a red dot. Right,

Representative image of HA-like immunoreactivity observed in POA region
of Gad67-Cre mice injected with AAV-DIO-HAhM3Dq to express hM3Dq
fused with HA tag. (C) Activation of POA neurons in Gad67-Cre mice
expressing hM3Dq by CNO. Left panels, upper, representative images of
double-immunostaining with anti-Fos and anti-Gad 65/67 in the POA region
after administration of saline (left) or CNO (right) at 21:00. The brain was
fixed at 23:00. Left panels, lower, high power view of the rectangular
regions shown in upper panels. Arrowheads show the colocalization
of Fos (nuclei) and Gad65/67 (cytoplasm). Right panel, Number of
fos-immunoreactive GABAergic neurons in POA after treatment with saline
or CNO (N = 4 and 4, respectively).

at 23:00, and subjected to double staining with anti-orexin and
anti-Fos antibody. We observed decrease in number of dou-
ble positive cells (45.1 ± 6.5% vs. 27.3 ± 5.3%) (Figure 2D),
although it was unknown whether the inhibition was directly
mediated by POA GABAergic neurons or rather resulted from
increased amount of sleep, because orexin neuronal activity was
shown to correlate with the amount of wakefulness (Estabrooke
et al., 2001).

POA GABAergic NEURONS SEND INNERVATIONS TO REGIONS
IMPLICATED IN THE REGULATION OF SLEEP/WAKEFULNESS STATES
We next examined whether POA GABAergic neurons
directly innervate orexin neurons. We injected AAV-DIO-
hChR2(H134R)-EYFP into the POA of Gad67-Cre mice, because
ChR2 works well as an anterograde tracer (Harris et al., 2012).
Because ChR2-eYFP is distributed in axons and dendrites,
it is difficult to observe cell bodies of neurons that express
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FIGURE 2 | Specific pharmacogenetic stimulation of GABAergic neurons

in the POA increased NREM sleep amount. (A) Total time of wakefulness
(WAKE), NREM sleep and REM sleep for 3 h after CNO (or saline)
administration at 21:00 (upper panels, Saline n = 14, CNO n = 13) and at
13:00 (lower panels, Saline n = 7, CNO n = 7). (B) Episode duration of
WAKE, NREM sleep, and REM sleep for 3 h after CNO (or saline)
administration at 21:00 (upper panels, Saline n = 14, CNO n = 13) and at
13:00 (lower panels, Saline n = 7, CNO n = 7). (C) EEG power density of

WAKE, NREM sleep and REM sleep in 1–2 h time window after the
administration of CNO or saline at 21:00 (Saline n = 14, CNO n = 13). EEG
power density is shown as the mean percentage of total EEG power ±
s.e.m. (D) Representative images of fos expression in orexin neurons, as
shown by double staining of the LHA of Gad67-Cre mice 2 h after injection of
saline (n = 5) or CNO (n = 8) at 21:00. Scale bars, 50µm. Right panel, ratio of
Fos-positive orexin neurons after injections of saline or CNO. Arrowheads
show colocalization of Fos (nuclei) and orexin (cytoplasm).
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ChR2-eYFP, we examined the expression pattern of ChR2-eYFP
mRNA in the POA by double label in situ hybridization to detect
the original cell bodies that expressed ChR2-eYFP mRNA and
Gad67 mRNA (Figure 3A). ChR2-eYFP mRNA-expressing cells
were widely spread within the POA. Almost all these ChR2-eYFP
mRNA-positive neurons also expressed Gad67 mRNA. We
injected the virus into 27 mice, and selected four mice in which

Gad67 mRNA expression was confirmed to be restricted within
the POA.

Following the specific expression of ChR2 in GABAergic neu-
rons in the POA of Gad67-Cre mice, we observed a network
of ChR2-containing axons in the brain by immuostaining the
YFP-positive fibers (Figure 3B, Table 1). We found abundant
ChR2-eYFP-positive fibers in many of known arousal-related

FIGURE 3 | Mapping of projection sites of the POA GABAergic

neurons. (A) Expression of ChR2-eYFP mRNA (blue) and Gad67
mRNA (red) in the POA of Gad67-Cre mice after bilateral injection of
AAV-DIO-hChR2(H134R)-eYFP into the POA. Almost all (>95%, n = 4)
ChR2-eYFP mRNA-positive neurons also expressed Gad67 mRNA.
Arrowheads show co-localization of ChR2-eYFP mRNA and Gad67
mRNA. (B) After injection of AAV-DIO-hChR2(H134R)-eYFP into the
POA of Gad67-Cre mice, the brain was subjected to histological

analysis. Representative images show localization of ChR2-positive
fibers from rostral to caudal in Gad67-Cre mouse brain coronal
sections revealed by immunohistochemical staining using anti-GFP
antiserum. (C) Images of single confocal planes showing
ChR2-positive axonal fibers observed in the LHA, VTA, LC, LDT, PPT,
DR, and TMN. Slices were stained with anti-GFP (green) and
designated antibodies (red), including anti-orexin, anti-TH, anti-ChAT,
anti-TPH and anti-HDC antibodies. Scale bars: 40 µm.
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Table 1 | Projection sites of POA GABAergic neurons.

Cell group Relative density

I. FOREBRAIN

A. Isocortex

I ±
II ±
III ±
IV ±
V ±
VI ±
Claustrum ++
Endoperiform nucleus ++

B. Hippocampal formation

1. Entorhinal area +
2. Subculum +
3. CA1 +
4. CA2 +
5. CA3 +
6. Dentate ±
7. Induseum griseum −

C. Amygdala

1. Medial nucleus ++
2. Amygdalohippocampal area −
3. N. lat. Olfactory tract −
4. Anterior amygdaloid area −
5. Central nucleus −
6. Lateral nucleus −
7. Basolateral nucleus +
8. Basomedial nucleus +
9. Intercalated nuclei +
10. Cortical nucleus +

D. Septum

1. Lateral nucleus + + +
Dorsal part + + +
Intermediate part + + +
Ventral part + + +

2. Medial nucleus + + +
3. Bed n. stria terminalis + + +

Rosteromedial resion + + +
Rosterolateral resion + + +
Posterodorsal resion + + +
Posteroventral resion + + +

4.Septofimbrial nucleus + + +
5. Subfornical organ + + +
6. Bed n. anterior commissure + + +

E. Basal ganglia

1. Caudoto putamen −
2. Glabus pallidus −
3. Substantia nigra, Conpact part + + +
4.Substancia nigra, reticular part −
5. Subthalamic mucleus ++

F. Thalamus

1. Medial habenula + + +
2. Lateral habenula ++

(Continued)

Table 1 | Continued

Cell group Relative density

3. Anterior group

Anteroentral n. + + +
Anteromedial n. ++
Anterodorsal n. ++
Interanterolmedial n. −
Interamediodorsal n. +

4. Mediodorsal nucleus

Medial part + + +
Central part + + +
Lateral part −

5. Lateral groupe

Lateral dorsal n. −
Lateral posterior n. −

6. Midline group

Paraventricular n. + + +
Paratenial n. +
Central medial n. + + +
Centrolateral n. −
Rhomboid n. −
N. reuniens −

7. Posterior complex +
8. Medial geniculate n. −
9. Lateral geniculate n. −
10. Intralaminar nuclei −
11. Reticular nucleus −
12. Zona incerta +
13. N.firlds of Forei ±

G. Hypothalamus

1. Periventricular zone + + +
Median preoptic n. + + +
Anteroventral periventricular n. + + +
Preoptic periventricular nucleus + + +
Suprachiasmatic n. + + +
Supraoptic nucleus + + +
Paraventricular n. + + +
Parvicellular part, post + + +
Magnocellular part + + +
Periventricular nucleus + + +
Arcuate nucleus + + +
Posterior periventricular n. ++

2. Medial zone

Medial preoptic area + + +
Medial preoptic n. + + +
Anterior hypothalamic n. + + +
Retrochiasmatic area + + +
Ventromedial n. + + +
Dorsomedial n. + + +
Tuberomammillary n. + + +
Supramammillary n. + + +
Lateral mammillary n. + + +
Medial mammillary n. + + +

3. Lateral zone

(Continued)
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Table 1 | Continued

Cell group Relative density

Lateral preoptic area + + +
Lateral hypothalamic area + + +
Posterior hypothalamic area + + +

II. BRAIN STEM

A. Sensory

1. Visual

Superior colliculus −
Parabigeminal n. −
Pretectal resion

Olivary n. −
N. optic tract −
Anterior n. −
Posterior n. −
Medial pretectal area −
N. posterior commissure −

2. Somatosensory

Mesencephalic n. (5) +
Principal sensory, n. (5) −
Spinal n. −
Gracile n., dorsal −

3. Auditory

Cochlear nuclei

Dorsal −
Ventral −
N. trapezoid body ±
Superior olive +
N. lateral lemniscus −
Inferior colliculus −
Exterminal −
Dorsal −
Central −
N. brachium inf. Coll. −

4. Vestibular −
5. Visceral

N. solitary tract −
Area postrema −
Parabranchial n.

Lateral +
Medial +

B. Motor

1. Eye

Oculomotor(3) +
Edinger-westphal nucleus ++
Trochlear(4) +
Abducens(6) −

2. Jaw

Motor n. (5) −
3. Face

Facial n. (7) ±
4. Pharynx/larynx

(Continued)

Table 1 | Continued

Cell group Relative density

N. ambiguus −
5. Tongue

Hypoglossal. n.(12) −
6. Viscera

Dorsal motor n. (10) +
C. Reticular core (including central gray and raphe)

1. Periaqueductal gray-assoc. w/PAG

Interstitial n. of cajal −
Dorsal tegmental n. −
Laterodorsal teg. N. + + +
Barrington’s n. + + +
Locus coeruleus + + +

2. Raphe

Interfascicular n. + + +
Rostral linear n. + + +
Dorsal raphe + + +
Median raphe + + +
N. raphe pontis + + +
N. raphe magnus + + +
N. raphe pallidus + + +

3. Interpeduncular n.

Rostral subnucleus ±
Apical subnucleus ±
Dorsomedial subnucleus −
Lateral subnucleus ±
Intermediate subnucleus +
Central subnucleus +

4. Reticular formation

Central teg. field +
Peripeduncular n. −
Pedunculopontine n. ++
Cuneiform n. ++
Pontine reticular +
Parvocellular ret. Firld +
Gigantocellular ret. +
Lat. paragigantocellular +
Intermediate ret. field −
Paramedian reticular n. −

D. Pre- and postzerebellar

1. Pontine gray −
2. Tegmental reticular n. −
3. Lateral reticular n. −
4. Red nucleus −
5. N.Roller −
6. Prepositus hypoglossal nucleus −

III. CEREBELLUM

1. Flocculus −
2. Other parts −

We attempt to grade the density of fiber-like structures in the sections into five

categories according to Nambu et al. (1999); dense (+ + +); moderately dense

(++); sparse (+); very sparse (−).
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regions in the hypothalamus and brain stem, including the LHA,
ventral tegmental area (VTA), substantia nigra pars compacta
(SNc), TMN, LC, and LDT (Figure 3B). The projecting fibers
seemed to avoid the main part of the dorsal raphe (DR), and
density of the fibers in the PPT was sparser than other arousal-
related regions, although we found considerable numbers of
YFP-positive fibers in these regions (Figure 3C). Double stain-
ing studies suggested that these fibers made apposition to LC
noradrenergic neurons, PPT cholinergic neurons, DR serotoner-
gic neurons and TMN histaminergic neurons (Figure 3C). When
we infected AAV-DIO-hChR2(H134R)-EYFP into the POA unilat-
erally, most of (>95%) the axonal projections were found in the
ipsilateral side (not shown).

We found prominent projections to the LHA (Figures 3B,C),
in which orexin neurons are localized. Double staining of LHA
slices with anti-GFP and anti-orexin antibodies showed that
most orexin neurons in the LHA were densely surrounded by
rich ChR2-eYFP fibers (Figure 3C). This suggests that POA
GABAergic neurons send innervations to orexin neurons in
the LHA.

DETECTING SPIKE-MEDIATED GABA RELEASE FROM AXONS OF POA
NEURONS ONTO OREXIN NEURONS
To test if stimulation of these axons modulates activity of
orexin neurons, we performed whole-cell patch-clamp record-
ings from orexin neurons during optical stimulation of ChR2-
eYFP-containing axons. To make identification of orexin neurons
easy, we expressed tdTomato specifically in orexin neurons by
AAV-mediated gene transfer (AAV-horexin-tdTomato). We used
the human prepro-orexin promoter (Sakurai et al., 1999) to
express tdTomato specifically in orexin neurons (Figure 4A).
Immunolabeling confirmed that virtually all (>97%, n = 3)
tdTomato-expressing neurons also contained detectable orexin-
like immunoreactivity, suggesting highly specific expression of
tdTomato in orexin neurons after injection of AAV (Figure 4B),
although there were many orexin neurons that were negative for
tdTomato fluorescence, suggesting incomplete penetrance of the
virus-mediated expression.

To examine the connectivity between POA GABAergic neu-
rons and orexin neurons, we simultaneously injected AAV-DIO-
hChR2(H134R)-EYFP into the POA and AAV-horexin-tdTomato
in the LHA of Gad67-Cre mice. 14 days after the injection, we
prepared acute LHA slices and made patch clamp recordings from
red fluoresced cell. We then stimulated axons with light emitting
diode (LED) light of 470 nm in a 90-µm diameter window sur-
rounding recorded orexin neurons. When orexin neurons were
recorded under current-clamp with zero holding current, the
light flashes slowed firing rate (Figure 4C). After recording for
several minutes without stimuli, we applied 20-ms light stim-
uli (10 Hz). Since a previous study suggested the firing rates of
sleep-active neurons in the POA ranged between about 5 and
20 Hz (Takahashi et al., 2009), we tried stimulation frequencies
of 6, 10, and 20 Hz, and found that frequencies above 20 Hz
evoked strong inhibition, but this lasted a very short time (for
only about 2 s). Because 10 Hz stimulation caused strong and
long-lasting inhibition of orexin neurons (data not shown), we
used 10 Hz stimulation throughout this study. The inhibition

of orexin neuron firing was completely abolished by a specific
GABAA antagonist, bicuculline (Figure 4C).

Optical stimulation of ChR2-axons located near orexin neu-
rons produced fast inhibitory post-synaptic currents (IPSCs) in
these cells (Figure 4D). Orexin neurons from slices prepared from
mice without ChR2 expression did not show any membrane
responses to the same light flashes (n = 10, data not shown),
confirming that without ChR2, our optical stimulation does not
affect synaptic input to orexin neurons. In ChR2-expressing slices,
the delay between flash onset and post-synaptic response was
3.4 ± 1.3 ms (Figure 4E). This short delay suggests that it is
likely that GABAeric fibers extending from the POA directly
inhibit orexin neurons. These observations show that GABAergic
axons originating from POA neurons modulate orexin neurons
via GABAA receptor-mediated synaptic transmission.

DISCUSSION
Extracellular recording studies have demonstrated cells in the
POA that display elevated firing rates during sleep with atten-
uated firing during wakefulness (Findlay and Hayward, 1969;
Kaitin, 1984). The discharge rate of these “sleep-active” neurons
increased several seconds prior to NREM sleep onset as defined
by EEG changes. These observations suggest that the POA plays
an important role in the initiation and maintenance of sleep.
Approximately 80% of sleep-active neurons in the VLPO also
contain the neuropeptide galanin, which is highly colocalized
with GABA in VLPO neurons (Sherin et al., 1998; Gaus et al.,
2002). The number of Fos and GAD-double positive neurons
in both the MnPN and the VLPO was shown to be positively
correlated with the amount of preceding sleep (Gong et al., 2004).

These POA sleep-regulatory neurons were shown to be acti-
vated by adenosine through both direct and indirect actions.
Adenosine caused A1 receptor-mediated suppression of sponta-
neous IPSPs in rat VLPO neurons recorded in vitro (Chamberlin
et al., 2003). Moreover, an adenosine A2A receptor agonist
evoked direct excitatory effects on a subset of rat VLPO neu-
rons (Gallopin et al., 2005). Furthermore, perfusion of an A2A

agonist into the POA in rats promoted sleep (Satoh et al., 1999).
These mechanisms have been thought to play an important role
in homeostatic regulation of sleep through actions of adenosine.

A recent extracellular recording study suggested widespread
distribution of sleep-active neurons within the whole POA
(Takahashi et al., 2009), so it is necessary to genetically target the
cell types being manipulated. In this study, we expressed hM3Dq
or ChR2 broadly in GABAergic neurons in the POA. Firstly, we
confirmed that specific stimulation of POA GABAergic neurons
leads to an increase of NREM time (Figure 2). Sasaki et al. (2011)
reported the same or even more NREM induction by hM4D-
mediated inhibition of orexin neurons. This was unexpected,
because the activation of POA GABA neurons should suppress
more wake-active neurons widely throughout the brain. One pos-
sible reason why the effects were not so strong in this study is
that we activated large numbers of GABAergic neurons in the
POA. It is known that only limited number of GABAergic neu-
rons in the POA would become active during sleep. However,
in this study, larger numbers of the GABAergic neuorns in the
POA, including GABAergic interneurons, might be activated.
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FIGURE 4 | Optogenetic stimulation of POA GABAergic axons rapidly

decreases orexin neuron firing. (A) Strategy of this study. We
simultaneously injected AAV-horexin-tdTomato into the LHA and
AAV-DIO-hChR2(H134R)-eYFP into the POA. (B) Identification of orexin
neurons in the LHA by expression of tdTomato in these neurons after
injection of AAV-horexin-tdTomato. Left: Coronal section at bregma
−2.1 mm showing distribution of orexin neurons stained by anti-orexin
antiserum (green). Center: Cells with red fluorescence of tdTomato. Right:
Merged image (C) Typical electrical current-clamp recording of orexin
neuron. Left: Example of changes in firing of orexin neurons induced by

optical stimulation in the absence (top trace) and presence (bottom trace)
of bicuculline (20 µM). We observed similar responses in three out of eight
cells. Right: Group data for response and recovery at 10 Hz stimulation,
expressed at % change in firing before (B), during (S) and after (R) light
stimulation. (D) Optogenetically induced IPSCs in orexin neurons with and
without bicuculline (20 µM). Holding potential was −60 mV. Black bar
indicates light stimulus (5 ms, 1 Hz). Individual responses without
bicuculline are shown in gray, average without bicuculline is in black, and
average with bicuculline is in red. (E) Times after light-on to IPSPs onset
are plotted for individual stimulations.
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Some population of GABAerigic neurons might rather inhibit
sleep-active neurons to counteract direct activation of these cells
by CNO.

We also expressed ChR2-eYFP selectively in GABAergic neu-
rons in the POA of Gad67-Cre mice. This allowed us to trace
axonal fibers of these cells, and perform fast electrical control
of action potential firing of these fibers with light (Petreanu
et al., 2007). Firstly, we examined the pattern of axonal pro-
jections by staining eYFP with an anti-GFP antibody. This
revealed that GABAergic neurons in the POA send projections
to arousal-regulating regions in the brain stem, including the
LC, DR, LDT/PPT, and TMN (Figures 3B,C, Table 1). Double
immunofluorescence study further suggested that these axonal
fibers make appositions to orexin neurons in the LHA as well
as other arousal-related neurons including TH-positive, nora-
drenergic cells in the LC, serotonergic cells in the raphe nuclei,
cholinergic cells in the LDT, and histaminergic cells in the TMN
(Figure 3C).

We next examined the effect of optogenetic stimulation
of ChR2-positive fibers around orexin neurons in the LHA
(Figure 4). In the stimulation paradigms used here, blockade of
GABAA receptors completely abolished the post-synaptic effect
of GABAergic axon stimulation, suggesting that release of other
transmitters, such as galanin, was not sufficient to alter orexin
neuron firing.

Previous studies as well as our present findings suggest that
POA GABAergic neurons send rich innervations to multiple brain
regions, including monoaminergic/cholinergic nuclei in the brain
stem, which fire at a rapid rate during wakefulness, slow down
during NREM sleep, and cease firing during REM sleep, and
are implicated in maintenance of wakefulness (Figure 3B). This
means it is difficult to speculate on the relative contribution of
the inhibitory action on orexin neuronal activity in increasing
NREM sleep time. However, because specific pharmacogenetic or
optogenetic inhibition of orexin neurons was shown to increase
NREM sleep (Sasaki et al., 2011; Tsunematsu et al., 2011), it
is possible to speculate that POA GABAergic neuron-mediated
NREM sleep promotion might be at least partly through the
inhibition of orexin neurons. Further studies, including optoge-
netic/pharmacogenetic activation/inhibition of POA GABAergic
neurons in vivo in orexin-deficient animals, will be required to
address this.
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The frontal cortex plays an important role in the initiation and execution of movements
via widespread projections to various cortical and subcortical areas. Layer 2/3 (L2/3)
pyramidal cells in the frontal cortex send axons mainly to other ipsilateral/contralateral
cortical areas. Subpopulations of layer 5 (L5) pyramidal cells that selectively project to the
pontine nuclei or to the contralateral cortex [commissural (COM) cells] also target diverse
and sometimes overlapping ipsilateral cortical areas. However, little is known about target
area-dependent participation in ipsilateral corticocortical (iCC) connections by subclasses
of L2/3 and L5 projection neurons. To better understand the functional hierarchy between
cortical areas, we compared iCC connectivity between the secondary motor cortex (M2)
and adjacent areas, such as the orbitofrontal and primary motor cortices, and distant non-
frontal areas, such as the perirhinal and posterior parietal cortices. We particularly assessed
the laminar distribution of iCC cells and fibers, and identified the subtypes of pyramidal
cells participating in those projections. For connections between M2 and frontal areas, L2/3
and L5 cells in both areas contributed to reciprocal projections, which can be viewed as
“bottom-up” or “top-down” on the basis of their differential targeting of cortical lamina. In
connections between M2 and non-frontal areas, neurons participating in bottom-up and top-
down projections were segregated into the different layers: bottom-up projections arose
primarily from L2/3 cells, while top-down projections were dominated by L5 COM cells.
These findings suggest that selective participation in iCC connections by pyramidal cell
subtypes lead to directional connectivity between M2 and other cortical areas. Based on
these findings, we propose a provisional unified framework of interareal hierarchy within
the frontal cortex, and discuss the interaction of local circuits with long-range interareal
connections.

Keywords: motor cortex, orbitofrontal cortex, posterior parietal cortex, perirhinal cortex, commissural, corticostri-

atal, corticopontine, corticothalamic

INTRODUCTION
Unlike cortical neurons in primary sensory areas, neurons in the
frontal cortex can sustain persistent activity to encode specific
information without external inputs, which may be supported by
excitatory reverberation of (i) local recurrent connections among
pyramidal cells; (ii) thalamocortical loops strongly influenced by
the basal ganglia and cerebellum; and (iii) reciprocal interareal
loops (Wang, 2001; Arnsten et al., 2012). Therefore, to understand
the functional operation of the frontal cortex, it is crucial to reveal
the formation rules for its corticocortical connections, as well as
the relationships between pyramidal cells sending information to
the thalamus, basal ganglia, and cerebellum, and those projecting
to various cortical areas (Veinante and Deschênes, 2003).

The rat frontal cortex can be divided into three regions:
the motor, orbitofrontal (OFC), and medial prefrontal cortices
(Uylings et al.,2003; Gabbott et al., 2005; Hoover andVertes,2007).
The motor cortex, which sends axons to the spinal cord, is further
divided into the rostral secondary motor area (M2) and the caudal
primary motor area (M1), which can be distinguished from M2 on

the basis of lower stimulation thresholds for movement-evoking
intracortical microstimulation and weaker immunolabeling for
the neurofilament heavy chain (NF-H) (Brecht et al., 2004; Ueta
et al., 2013). We have previously characterized two neuronal
subtypes of M2 layer 5 (L5) pyramidal cells based on their long-
distance axonal collateralizations to subcortical areas and their
intracortical connectivity: corticopontine (CPn) cells that project
to ipsilateral pontine nuclei and commissural (COM) cells that
project to the contralateral cortex (Morishima and Kawaguchi,
2006; Otsuka and Kawaguchi, 2008, 2011; Morishima et al., 2011;
Hirai et al., 2012; Ueta et al., 2013). Furthermore, we recently
found that M2 projections preferentially innervate upper layer 1
(L1a), rather than lower L2/3 (layer 2/3) (L2/3b) of M1, whereas
M1 efferents preferentially innervate L2/3b rather than L1a of M2
(Ueta et al., 2013). By analogy with the directionality of interareal
connection demonstrated between visual cortices, this organiza-
tion provides an anatomical basis for the “top-down” influence
from M2 to M1 and the “bottom-up” influence from M1 to M2
(Coogan and Burkhalter, 1993; Dong et al., 2004).
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Areas in the frontal cortex make reciprocal ipsilateral cortic-
ocortical (iCC) connections with multiple frontal cortical areas,
as well as with distant non-frontal areas (Reep et al., 1990; Condé
et al., 1995; Hoover and Vertes, 2007, 2011; Hira et al., 2013). In
this study, we examine iCC organization in the fontal cortex and
reveal the laminar distribution and subtype specificity of pyrami-
dal cells involved in iCC connections between M2 and its target
areas.

We demonstrate that the laminar pattern of iCC projections,
and the relative participation of L5 CPn and COM cell subtypes
among these projections, are specific to the pair of cortical areas
involved as well as the direction of connectivity between the two
areas. We outline a unified framework to understand the iCC con-
nections of the frontal cortex with adjacent and distant areas that
incorporates differences in top-down and bottom-up connectivity
between areas.

MATERIALS AND METHODS
ANIMALS
Wistar rats (Charles River Laboratories Japan, Inc., Tsukuba,
Japan) of either sex that were 19–23 days or 4–7 weeks old
were used for physiological and histological experiments, respec-
tively. Vesicular gamma-aminobutyric acid (GABA) transporter
(VGAT)-Venus transgenic rats, which express the fluorescent
protein Venus in GABAergic cells, were used to identify GABAer-
gic cells (Uematsu et al., 2008). VGAT-Venus transgenic rats
were generated by Drs. Y. Yanagawa, M. Hirabayashi, and
Y. Kawaguchi at the National Institute for Physiological Sci-
ences with pCS2-Venus that was provided by Dr. A. Miyawaki.
VGAT-Venus rats are distributed by the National BioResource
Project for the Rat in Japan1. All experiments were conducted
in compliance with the guidelines of the Institutional Animal
Care and Use Committee of the National Institutes of Natural
Sciences.

IMMUNOHISTOCHEMICAL IDENTIFICATION OF THE LAMINAR
STRUCTURE IN FRONTAL CORTEX
Wistar rats were deeply anesthetized with sodium pentobarbi-
tal [60 mg/kg, intraperitoneal (i.p.)] and perfused transcardially
with a prefixative [250 mM sucrose and 5 mM MgCl2 in 0.02 M
phosphate-buffered (PB) saline, pH 7.4] followed by a fixative
(4% paraformaldehyde and 0.2% picric acid in 0.1 M PB solu-
tion), and post-fixed within 30 min at room temperature. The
brain was obliquely cut (Kawaguchi et al., 1989) into 20-μm
sections using a vibratome (Leica Microsystems Inc., Buffalo
Grove, IL, USA). Sections were incubated overnight at 4◦C with
a mouse monoclonal antibody against neuronal nuclei (NeuN;
MAB377, EMD Millipore Corporation, Billerica, MA, USA;
1:5000) and a rabbit polyclonal antibody against calbindin D-
28K (CB-38a, Swant, Marly, Switzerland; 1:2000) in 0.05 M
Tris-buffered saline (TBS) containing 10% normal goat serum,
2% bovine serum albumin, and 0.5% Triton X-100. After wash-
ing in TBS, the sections were reacted with secondary antibodies
conjugated to Alexa Fluor 488 (for NeuN; Life Technologies
Corporation, Grand Island, NY, USA; 1:200) and Alexa Fluor

1http://www.anim.med.kyoto-u.ac.jp:80/nbr/default.aspx

594 (for calbindin; Life Technologies Corporation; 1:200) for
2–3 h at room temperature. Adjacent sections were incubated
overnight at 4◦C with a guinea pig polyclonal antibody against
vesicular glutamate transporter type 2 (VGluT2; AB2251, EMD
Millipore Corporation; 1:5000) and a rat monoclonal anti-
body against chicken ovalbumin upstream promoter transcription
factor-interacting protein 2 (Ctip2; ab18465, Abcam plc, Cam-
bridge, UK; 1:500). After washing in TBS, the sections were reacted
with secondary antibodies conjugated to Alexa Fluor 594 (for
VGluT2) and Alexa Fluor 488 (for Ctip2). The sections were
mounted on glass slides, coverslipped with Prolong gold antifade
reagent (Life Technologies Corporation), and observed with
epifluorescence.

GABAergic CELL IDENTIFICATION AMONG NeuN-POSITIVE CELLS
VGAT-Venus transgenic rats were deeply anesthetized with sodium
pentobarbital and perfused transcardially with a prefixative, which
was followed by a fixative (4% paraformaldehyde, 0.1% glu-
taraldehyde, and 0.2% picric acid in 0.1 M PB solution). After
post-fixation lasting 2 h at room temperature or overnight at
4◦C, the brain was obliquely cut into 8-μm sections on a cryostat
(Leica Microsystems Inc.). Sections were incubated overnight at
4◦C with a mouse monoclonal antibody against NeuN (1:3000), a
chicken polyclonal antibody against GFP/Venus (ab13970, Abcam
plc; 1:1000), a guinea pig polyclonal antibody against VGluT2
(1:1500), and a rabbit polyclonal antibody against calbindin D-
28K (1:2000) in 0.05 M TBS containing 10% normal goat serum,
2% bovine serum albumin, and 0.2% Triton X-100. After washing
in TBS, sections were reacted with secondary antibodies conju-
gated to Alexa Fluor 594 (for NeuN), Alexa Fluor 488 (for both
Venus and VGluT2), and Alexa Fluor 350 (for calbindin) for 2–3 h
at room temperature. It was possible to discriminate the staining
patterns between Venus (somata) and VGluT2 (fibers) at the same
fluorescence.

Ctip2-POSITIVE CELL IDENTIFICATION AMONG NON-GABAergic
NEURONS IN L5
VGAT-Venus transgenic rats were deeply anesthetized with sodium
pentobarbital and perfused with a prefixative, which was fol-
lowed by a fixative (4% paraformaldehyde and 0.2% picric acid
in 0.1 M PB solution). The brain was obliquely cut into 20-μm
sections using a vibratome. Sections were incubated overnight at
4◦C with a mouse monoclonal antibody against NeuN (1:1000),
a chicken polyclonal antibody against GFP/Venus (1:1000), a
guinea pig polyclonal antibody against VGluT2 (1:1500), and a rat
monoclonal antibody against Ctip2 (1:500) in 0.05 M TBS con-
taining 10% normal goat serum, 2% bovine serum albumin, and
0.2% Triton X-100. After washing in TBS, sections were reacted
with secondary antibodies conjugated to biotin (for NeuN), Alexa
Fluor 488 (for Venus), Alexa Fluor 488 (for VGluT2), and Alexa
Fluor 594 (for Ctip2) for 2–3 h at room temperature. The NeuN
signal was detected by further incubation with Alexa Fluor 350-
conjugated streptavidin (Life Technologies Corporation; 1:200).
Ctip2-positive and Ctip2-negative cells were counted among the
Venus-negative and NeuN-positive cells separately in L5a and the
upper and lower halves of L5b.
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RETROGRADE LABELING OF CPn CELL CLASSES
Animals were anesthetized with a mixture of ketamine (40 mg/kg,
i.p.) and xylazine (4 mg/kg, i.p.) followed by an injection of glyc-
erol (0.6 g/kg, i.p.) and dexamethasone (1 mg/kg, intramuscular)
before being placed in a stereotaxic apparatus. Two tracers were
used: Fast Blue (Dr. Illing GmbH and Co. KG, Groß-Umstadt,
Hesse, Germany; 2% in distilled water) and Alexa Fluor 555-
conjugated cholera toxin subunit B (CTB555; Life Technologies
Corporation; 0.2% in distilled water). One or two fluorescent
tracers with different excitations were injected into one or two
target areas by pressure injection (PV820 Pneumatic PicoPump,
World Precision Instruments, Inc., Sarasota, FL, USA) using glass
pipettes (tip diameter, 50–100 μm; 100 nL in total).

Pontine nuclei were injected with Fast Blue (5.8–6 mm poste-
rior to bregma, 0.8 mm lateral to the midline, 7.2–7.8 mm depth
from the pial surface). The upper cervical cord was injected with
Fast Blue or CTB555 (C1–2 segments). Ventral thalamic nuclei
were injected with CTB555 (2–2.6 mm posterior to bregma, 1.4–
2 mm lateral to the midline, and 5.4–5.8 mm from the surface).
For superior colliculus injections, the cerebral cortex just above the
superior colliculus was entirely removed by suction; CTB555 was
applied vertically at two sites (6.5 mm posterior to bregma, 1.5 and
2 mm lateral to the midline, and 0.6, 0.8, and 1 mm from the sur-
face of the superior colliculus). Because M2-derived anterogradely
labeled fibers innervated intermediate and deep, but not superfi-
cial, zones of the superior colliculus (data not shown), the tracer
was injected at a slightly deeper part of the superior colliculus. In
each case, a total tracer volume of 100 nL was injected.

After a survival period of 4–6 days, the animals were deeply
anesthetized with sodium pentobarbital and perfused transcar-
dially with a prefixative, followed by a fixative (4% paraformalde-
hyde and 0.2% picric acid in 0.1 M PB solution). Using a
vibratome, the frontal cortex was cut obliquely into 20-μm
sections to observe labeled cells, and the brainstem was cut sagit-
tally into 20- or 50-μm sections to confirm the injection sites.
Every four serial cortical sections were collected as a set. In each
set, the first or third section was used to count labeled cells. The
others were used for the determination of cortical areas and layers.

RETROGRADE LABELING OF iCC CELLS
CTB555 was injected into M2, OFC, and the posterior parietal
cortex (PPC) by pressure injection (PV820) using glass pipettes
(tip diameter, 50–100 μm; 100 nL in total). After a survival period
of 4–6 days, the animals were deeply anesthetized with sodium
pentobarbital and perfused with a prefixative followed by a fixative
(4% paraformaldehyde and 0.2% picric acid in 0.1 M PB solution).
After post-fixation ranging from 2 h to overnight (or <30 min
when combined with Ctip2 immunostaining), the brain was cut
into 20-μm sections. Retrogradely labeled cells were examined in
M2 (oblique or sagittal sections) from OFC and PPC, and in OFC
(sagittal or coronal sections), PPC (sagittal or coronal sections),
and the perirhinal cortex (PRC; coronal sections) from M2. Every
four serial sections were collected as a set. The first or third section
of each set was used to count labeled cells. The remaining sections
were used for the determination of cortical areas and layers.

For area identification, immunostaining for NF-H and NeuN
was used. Adjacent sections were incubated overnight at 4◦C with

a mouse monoclonal antibody against NF-H (N-200 antibody,
N0142, Sigma-Aldrich Co. LLC, St. Louis, MO, USA; 1:1000)
or a mouse monoclonal antibody against NeuN (1:5000) and a
guinea pig polyclonal antibody against VGluT2 (1:5000). After
washes with TBS, the sections were incubated with an Alexa
Fluor-conjugated secondary antibody (1:200).

To visualize Ctip2 immunoreactivity in retrogradely labeled
cells, sections were incubated overnight at 4◦C with a rat mono-
clonal antibody against Ctip2 (1:500) in 0.05 M TBS containing
10% normal goat serum, 2% bovine serum albumin, and 0.5%
Triton X-100. After washing in TBS, sections were reacted with an
Alexa Fluor 488-conjugated secondary antibody (1:200).

Injection coordinates of M2 were 4–4.5 mm anterior to bregma
and 1–2 mm lateral to the midline at four depths (0.2, 0.4, 0.6, and
0.8 mm from the surface, with 25◦ rostral inclination of pipettes).
Injection areas of OFC (including lateral orbital and dorsolateral
orbital areas) were 5 mm anterior to bregma, 2–3 mm lateral, and
2–3 mm deep (with a 25◦ rostral inclination of pipettes), and those
for PPC were 3.5 mm posterior to bregma and 2–3 mm lateral at
three depths (0.2, 0.4, and 0.6 mm from the surface).

In some cases of CTB555 injection into OFC or M1, Fast Blue
was also injected into PRC to examine double-labeling of M2 cells
projecting to PRC and those projecting to OFC or M1. The injec-
tion approach to the PRC area was described previously (Hirai
et al., 2012). In brief, the injection pipette was advanced with a 30◦
lateral inclination using positions of blood vessels and the rhinal
sulcus as a reference.

ANTEROGRADE LABELING OF CC FIBERS
Biotinylated dextran amine (10% w/v in 0.5 M potassium acetate;
BDA-10K; Life Technologies Corporation) was injected into L1 to
L5 of M2 by pressure injection from glass micropipettes (tip diam-
eter, 50–100 μm). After a survival period of 7–10 days, the animals
were deeply anesthetized with sodium pentobarbital and perfused
with a prefixative followed by a fixative (4% paraformaldehyde
and 0.2% picric acid in 0.1 M PB). The brain was cut into 50-μm
coronal sections using a vibratome.

BDA-10K was visualized by incubating sections with avidin–
biotin–peroxidase complex (1%; ABC Elite, Vector Laboratories,
Inc., Burlingame, CA, USA) in 0.05 M TBS overnight at 4◦C. To
enhance the signal, sections were reacted for 30 min at room tem-
perature with 2.5 μM biotinylated tyramine, 3 μg/mL glucose
oxidase, and 2 mg/mL β-D-glucose in 2% bovine serum albu-
min, which was dissolved in 0.05 M Tris-buffered (TB) solution.
Sections were subsequently incubated with Alexa Fluor 488-
conjugated streptavidin (Life Technologies Corporation; 1:200)
for 2–3 h at room temperature. Next, the same sections were
incubated overnight at 4◦C with a guinea pig polyclonal anti-
body against VGluT2 (1:5000) and a mouse monoclonal antibody
against NeuN (1:5000). After washes with TBS, the sections were
incubated with secondary antibodies conjugated to Alexa Fluor
594 (for VGluT2) and Alexa Fluor 350 (for NeuN) for 2–3 h at
room temperature. For area identification, adjacent sections were
incubated with N-200 antibody (1:1000).

To evaluate the laminar distribution of CC innervations from
M2, RGB color images were collected using a DP73 micro-
scope camera (Olympus Corporation, Tokyo, Japan), converted
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to gray-scale, and analyzed with Image J software. The density of
anterogradely labeled fibers was measured in L1 to L5 with a width
of 0.1 mm in each target area of M2 to obtain the laminar distribu-
tion index, [(fiber density in L1) − (fiber density in L2/3)]/[(fiber
density in L1) + (fiber density in L2/3)]. The laminar distributions
of anterogradely labeled fibers from M2 were examined in OFC,
M1, PRC 36, PPC, and contralateral M2.

IN VITRO ELECTROPHYSIOLOGICAL RECORDINGS OF RETROGRADELY
LABELED CELLS
Rats (postnatal days 17–21) were anesthetized with a mixture
of ketamine (40 mg/kg, i.p.) and xylazine (4 mg/kg, i.p.) and
placed in a stereotaxic apparatus. For simultaneous labeling of
COM cells and PRC-projecting cells, green fluorescent Retrobeads
(Lumafluor, Inc., Durham, NC, USA) and CTB555 were injected
into contralateral M2 and ipsilateral PRC, respectively. To label
corticothalamic (CTh) cells, CTB555 was injected into the ipsi-
lateral ventral thalamic nuclei. One or two days after tracer
injection (postnatal days 19–23), animals were deeply anes-
thetized with isoflurane and decapitated. The brain was quickly
removed and submerged in ice-cold physiological Ringer’s solu-
tion. Six 300-μm-thick slices were obtained from M2 ipsilateral
to the PRC or thalamic injection site. Slices were immersed in
a buffered solution containing 125 mM NaCl, 2.5 mM KCl,
2 mM CaCl2, 1 mM MgCl2, 25 mM NaHCO3, 1.25 mM
NaH2PO4, 10 mM glucose, and 4 mM lactic acid. This solu-
tion was continuously bubbled with a mixture of 95% O2 and
5% CO2. Lactic acid was omitted during recordings. In some
recordings from CTh cells (13/53 cells), glutamatergic synap-
tic transmission was blocked by supplemental application of
50 μM D-(−)-2-amino-5-phosphonopentanoic acid (D-AP5; R
& D Systems, Inc., Minneapolis, MN, USA) and 20 μM 6-
cyano-7-nitro-quinoxaline-2,3-dione (CNQX; Funakoshi, Tokyo,
Japan), and GABAA receptors were blocked with 50 μM picrotoxin
(Sigma-Aldrich Co. LLC). The recordings were made in whole-cell
mode at 30–31◦C. Labeled cells were identified using epifluores-
cence microscopy (BX50WI, Olympus Corporation) with a 40×
water-immersion objective (numerical aperture = 0.8, Olympus
Corporation).

The pipette solution for current-clamp recording consisted of
130 mM potassium methylsulfate, 0.5 mM EGTA, 2 mM MgCl2,
2 mM Na2ATP, 0.2 mM GTP, and 20 mM HEPES, with 0.75%
biocytin. The pH of the solution was adjusted to 7.2 using KOH,
and the osmolarity was 290 mOsm. The membrane potentials
were not corrected for liquid junction potentials. The series resis-
tance of the recording cells was <25 M�. The firing responses
to depolarizing current pulses were recorded within 5 min from
whole-cell break-in. Recordings were amplified with a Multiclamp
700B amplifier (Molecular Devices, LLC, Sunnyvale, CA, USA),
digitized at 10 kHz using a Digidata 1440A apparatus (Molecular
Devices, LLC), and collected with pClamp 10 software (Molecular
Devices, LLC). Data were analyzed with IGOR Pro software (Wave-
Metrics, Inc., Lake Oswego, OR, USA), including NeuroMatic
functions2.

2http://www.neuromatic.thinkrandom.com

CORTICAL AREA IDENTIFICATION
To identify individual cortical areas and to confirm the injection
localization to those areas, the following criteria were used.

Frontal areas
N-200 staining of L2/3 to upper L5 in M2 was weaker than that in
M1 or that in OFC (Ueta et al., 2013). However, staining in M2 was
stronger than that in the anterior cingulate area. Subdivisions of
OFC were identified by cytoarchitecture and N-200 staining (Van
De Werd and Uylings, 2008). M2 was intimately connected with
the lateral part (weaker in N-200 staining) of the lateral orbital and
dorsolateral orbital areas in OFC. These laminar structures were
determined in a similar manner to M2.

PRC
The areal and laminar structures of area 36 (PRC 36) and area 35
(PRC 35) were identified by immunostaining for N-200 (stronger
staining at superficial layers in PRC 36 than PRC 35; Hirai et al.,
2012), VGluT2 [stronger staining at layer 4 (L4) or lower at L2/3
in PRC 36 than PRC 35], Ctip2 [positive cells distributed mainly
in L5 and layer 6 (L6) of PRC 36, but also in L2/3 of PRC 35], or
NeuN (L4 found in PRC 36, but not in PRC 35).

PPC
The PPC area is situated just caudal to the M1 hindlimb area,
and rostral to both the secondary visual cortex and retrosplenial
cortex. PPC demonstrated stronger NF-H staining than the adja-
cent caudal cortical areas. The border between L2/3 and L5 was
determined by VGluT2 immunoreactivity (stronger in L2/3) and
pan-neuronal staining. Localization of retrograde tracer deposi-
tion to PPC was confirmed by differences in retrograde labeling
among thalamic nuclei: labeled cells were abundant in the LP
nucleus after PPC injection, and abundant in the ventral ante-
rior/ventromedial, ventrolateral, and posterior thalamic nuclei
upon adjacent M1 injection (Reep et al., 1994). Thalamic nuclei
were identified by calbindin expression pattern in addition to pan-
neuronal staining, as reported previously (Ushimaru et al., 2012).
Abbreviations used in this paper are summarized in Table 1.

QUANTITATIVE ANALYSIS OF AXON MORPHOLOGIES
Axon varicosities of biocytin-labeled L5 CTh and PRC-projecting
cells (preparations obtained from Hirai et al., 2012) were measured
with 100× objective combined with a further 1.25× magnifica-
tion, using the Neurolucida system (MBF bioscience, Williston,
VT, USA) and analyzed quantitatively with NeuroExplorer soft-
ware (MBF bioscience) and IGOR Pro software. Axon varicosities
were defined as darkly stained axonal dilations, typically about
1.5-fold wider than adjoining fibers. Serial images (0.5-μm step
depth) of axon varicosities were acquired by the Neurolucida sys-
tem, and were stacked into Adobe Photoshop software (Adobe
Systems, Mountain View, CA, USA).

STATISTICS
Data are presented as the mean ± standard deviation (SD). Pair-
wise data on the proportion of Ctip2-positive cells among iCC
cells were compared with the chi-square test. The ratio of Ctip2-
positive and Ctip2-negative cells was compared to an even split
(50%) in individual projections with a one-sample t-test. The
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Table 1 | Abbreviations for brain areas, projection types, and firing

types of pyramidal cells.

Abbreviations Description

Cortical areas

M1 Primary motor cortex

M2 Secondary motor cortex

OFC Orbitofrontal cortex

Pir Piriform cortex

PPC Posterior parietal cortex

PRC Perirhinal cortex

Te Ventral temporal association cortex

Thalamic nuclei

LP Lateral posterior nucleus

Po Posterior nucleus

VA Ventral anterior nucleus

VL Ventrolateral nucleus

VM Ventromedial nucleus

Projection types

CCS Crossed corticostriatal

COM Commissural

CPn Corticopontine

CSp Corticospinal

CTc Corticotectal

CTh Corticothalamic

CC Corticocortical

iCC Ipsilateral corticocortical

Firing types

FA Fast adapting

SA Slow adapting

SA-d Slow adapting with initial doublet

Mann–Whitney U-test was used for two-group comparisons. The
difference of axon length and varicosity distributions within L1
and L2/3 was tested by Kolmogorov–Smirnov two-sample test.
To assess the difference in anterogradely labeled fiber density
between L1 and L2/3, a two-tailed one-sample t-test was used
to compare the laminar distribution index to a no-difference
value (index = 0). The Tukey–Kramer multiple comparisons test
was used for statistical comparisons of the L1 sublaminar dis-
tribution patterns of anterogradely labeled fibers in OFC, M1,
PRC 36, PPC, and contralateral M2. Significance was set at
P values <0.05.

RESULTS
MULTIPLE PYRAMIDAL CELL SUBTYPES IN THE RAT FRONTAL CORTEX
The rat frontal cortical layers can be further divided into sev-
eral sublayers by the size and density of neuronal somata,
calbindin expression, thalamic fiber density, and Ctip2 expres-
sion (Figure 1A; Ueta et al., 2013). In all cortical layers below L1,
about 80% of neurons were non-GABAergic, mostly pyramidal

cells (Figures 1B,C). Among pyramidal cells, those in L5, which
provide the major outputs of the cortex to subcortical and sub-
cerebral areas, are highly differentiated in their physiological and
morphological characteristics and intralaminar and interlaminar
connectivities (Morishima and Kawaguchi, 2006; Hattox and Nel-
son, 2007; Otsuka and Kawaguchi, 2008, 2011; Brown and Hestrin,
2009; Morishima et al., 2011; Avesar and Gulledge, 2012; Hirai
et al., 2012; Ueta et al., 2013).

L5 pyramidal cells consist primarily of Ctip2-positive CPn cells
and Ctip2-negative COM cells (Arlotta et al., 2005; Ueta et al.,
2013). The proportion of these two major subtypes in the M2
area changed according to depth within L5: both subtypes were
abundant in L5a and upper L5b, but in lower L5b, Ctip2-positive
cells predominated, suggesting that CPn cells are more preva-
lent in the lower half of L5b (Figure 2A). Furthermore, both
CPn and COM cells comprise a variety of subtypes, as described
below.

Corticopontine cells innervate additional subcortical and sub-
cerebral targets, including the thalamus, superior colliculus, and
spinal cord (Figure 2B), relating to their depth within L5. The dis-
tribution of corticospinal (CSp) cells is restricted to L5b, whereas
CTh cells projecting to ventral thalamic nuclei in L5a are more
abundant than those in L5b (Hirai et al., 2012; Ueta et al., 2013).
L5b CTh cells send axons to the spinal cord (Ueta et al., 2013). Cor-
ticotectal (CTc) cells projecting to intermediate and deep zones
of the superior colliculus were commonly found at the border
between L5a and L5b, and L5b CTc cells also sent axons to the
spinal cord (Figure 2C).

Similarly, COM cells are differentiated into two subtypes
according to their projections to the striatum (Otsuka and
Kawaguchi, 2011). One subtype (COM type I) projects to the con-
tralateral cortex and ipsilateral striatum, while another subtype
(COM type II) additionally projects to the contralateral stria-
tum [crossed corticostriatal (CCS) cells; Wilson, 1987; Reiner
et al., 2003; Morishima and Kawaguchi, 2006]. These results
indicate that L5 of the rat frontal cortex contains multiple CPn
and COM cell subtypes that differ in their long-distance axon
collateralizations.

IMPLICATION FOR iCC CONNECTIONAL ORGANIZATION FROM THE M2
TO M1 PROJECTION PATTERN
We recently found that iCC projections to M1 preferentially origi-
nate from lower L2/3 (L2/3b) and L5a of M2 (Figure 3; Ueta et al.,
2013). Both CPn cells and two subtypes of COM cells in L5a of M2
send axons to M1. L5a CTh cells in M2 innervate upper L1 (L1a)
of M1 (Ueta et al., 2013), similar to their local projections to L1a
within M2 (Hirai et al., 2012). Between visual cortical areas, L1
innervation is denser in the direction from higher to lower areas
[called “feedback (top-down) connections”] than in the opposite
direction [“feedforward (bottom-up) connections”; Coogan and
Burkhalter, 1993; Dong et al., 2004]. Analogous to the visual sys-
tem, we observed that the iCC projection from M2 to M1 forms a
top-down type of anatomical connectivity (Ueta et al., 2013). This
result gives rise to the hypothesis that the participation of certain
pyramidal cell subtypes, especially those of L5, in reciprocal iCC
connections correlates with the functional relationship between
the two areas.
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FIGURE 1 | GABAergic and non-GABAergic neuronal populations

in M2 sublaminae. (A) Laminar identification of the M2 area by
immunofluorescence for NeuN, calbindin (CB), VGluT2, and Ctip2. L1,
L2/3, L5, and L6 were identified by cytoarchitecture. L1a demonstrates
higher immunoreactivity for VGluT2 than L1b. L2/3a demonstrates
weaker immunoreactivity for VGluT2 than L2/3b. L2/3b1 is immuno-
positive for CB, but L2/3b2 is not. L5 and L6 demonstrate higher
immunoreactivity for Ctip2 than superficial layers. L5a demonstrates
weaker immunoreactivity for VGluT2 and Ctip2 than L5b. L6a and L6b

are divided by an intervening neuron-sparse zone. Oblique section,
20 μm thickness. (B) Identification of GABAergic and non-GABAergic
neurons. Non-GABAergic neurons were identified by NeuN expression
without Venus expression (arrowheads) in the M2 area of VGAT-Venus
rats, which express fluorescent protein Venus in GABAergic neurons
(arrows). Oblique section, 8 μm thickness. (C) The proportion of
GABAergic and non-GABAergic neurons in each sublayer. Black bar,
GABAergic neurons; white bar, non-GABAergic neurons. (n), total number
of counted neurons.

M2 projects to various ipsilateral cortices, located proximally
or distally. To develop a more generalized organization scheme
of M2 iCC connectivity, we compared the iCC connections of
M2 with a caudally situated adjacent frontal area (M1), a ros-
tral adjacent area (OFC), a distant polysensory area (PPC), and
distant declarative memory-related areas (PRC 36 and PRC 35)
by investigating the laminar distributions of iCC cells in the
source area, their innervations in the target area, and the com-
position of L5 pyramidal cell subtypes participating in these iCC
projections.

LAMINAR DISTRIBUTIONS OF iCC CELLS IN RECIPROCAL
CONNECTIONS OF M2 AND ADJACENT FRONTAL AREAS
We found that the laminar distributions of iCC cells projecting to
adjacent frontal areas were more similar between M2 and OFC
than between M2 and M1. Both M2 cells projecting to OFC
and OFC cells projecting to M2 mainly originated from upper
L2/3 and upper L5 (Figure 4A; three rats per analysis). By con-
trast, between M2 and M1, M1 iCC cells were distributed widely
from L2/3a to L6b, whereas M2 iCC cells, mainly distributed
from L2/3b and L5a, were more restricted in territory (Ueta et al.,
2013).

LAMINAR DISTRIBUTIONS OF iCC CELLS CONNECTING M2 AND
DISTANT NON-FRONTAL AREAS
We found that the laminar distributions of iCC cells connecting
M2 and non-frontal distant areas were strongly related to the com-
bination of source and target areas. PRC 36 cells projecting to M2

were observed in superficial layers (L2/3 and L4) and L6, but rarely
in L5 (Figure 4B, middle; three rats), whereas M2 cells project-
ing to PRC 36 were distributed mainly in L5a (Hirai et al., 2012).
By contrast, PRC 35 cells projecting to M2 were found exclu-
sively, but in reduced numbers, in L5 (Figure 4B, right; three
rats), whereas M2 cells projecting to PRC 35 were distributed
mainly in L2/3a (Hirai et al., 2012). In PPC, M2-projecting cells
were mainly located at the upper and bottom portions of L2/3
and deep L6 (Figure 4C, right). In M2, on the other hand,
PPC-projecting cells were mainly localized to L5a (Figure 4C,
middle) and situated in the medial part of M2 (data not
shown).

Therefore, between M2 and the adjacent cortical areas, both
L2/3 and L5 cells participate in both directions of reciprocal
connections (Figures 4D, left; 4E, left), whereas, between M2 and
the distant areas, either L2/3 or L5 cells participate in one direction
(Figures 4D, right; 4E, right). Additionally, pyramidal cells in M2
L5a projected to all the adjacent and distant cortical areas assessed
with the exception of PRC 35 (Figure 4D).

PARTICIPATION OF L5 PYRAMIDAL CELL SUBTYPES IN iCC
PROJECTIONS IS RELATED TO BOTH THE SOURCE AND TARGET AREAS
Corticopontine and COM cell subtypes in L5 are distinguished by
Ctip2 molecular expression (Arlotta et al., 2005; Ueta et al., 2013).
We examined the Ctip2 expression pattern in individual iCC
projections originating from L5 and found that ratios of Ctip2-
positive CPn cells and Ctip2-negative COM cells systematically
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FIGURE 2 | Diversity of pyramidal cell subtypes dependent on L5

depth. (A) The proportions of Ctip2-positive and Ctip2-negative cells
dependent on L5 depth. NeuN-positive and Venus-negative populations
(corresponding to non-GABAergic neurons) were identified in the M2 area
of VGAT-Venus rats. L5b was divided into upper and lower halves. Black bar,
Ctip2-positive cells; white bar, Ctip2-negative cells. (n), total number of
counted neurons. (B) Comparative laminar distributions of CPn cell
subtypes in M2 L5: corticothalamic (CTh), corticotectal (CTc), and
corticospinal (CSp) cells. CPn cells were retrogradely labeled by Fast Blue.
Each dot corresponds to a single retrogradely labeled neuron. Oblique
section, 20 μm thickness. (C) Most L5b CTc cells were also labeled from
the spinal cord (arrowheads). CTc and CSp cells were labeled by CTB555
and Fast Blue in the same animal, respectively. Oblique section, 20 μm
thickness.

differed according to the iCC projection type. The fraction of
Ctip2-positive cells in L5 was higher in connections in the direction
from OFC to M2 (62.5% in L5; n = 304 cells, three rats) than
in connections directed from M2 to OFC (Figure 5A; 28.4% in
L5a; n = 338, three rats; P < 0.01, chi-square test). As reported
previously, the fraction of Ctip2-positive cells in L5a was higher
in connections in the direction from M2 to M1 (56.3% in L5a;
n = 679, four rats) than in connections directed from M1 to
M2 (Figure 5B; 33.8% in L5a; n = 225, three rats; P < 0.01,
chi-square test; data from Ueta et al., 2013). We found that iCC
projections to distant areas that originated from M2 L5a con-
sisted mainly of Ctip2-negative cells (Figure 5C; Ctip2-positive
cell ratio: M2 to PRC projection, 2.6%, n = 823, three rats;
M2 to PPC projection, 10.4%, n = 259, three rats). There-
fore, L5 CPn and COM cells in the source area, especially M2,
participate differently in iCC projection based on the target
area.

COM cells demonstrate heterogeneous firing patterns as
assessed by depolarized somatic current injection: a slow adapting

FIGURE 3 | Scheme of ipsilateral corticocortical (iCC) projections from

M2 to M1. Multiple L5 CPn (filled-black) and COM (filled-gray) cell subtypes
participate in iCC projection from M2 to M1. L1a, L2/3b, and L5b receive
dense thalamocortical inputs, labeled by VGluT2 immunoreactivity (gray).
FA, fast adapting; SA, slow adapting; SA-d, slow adapting with initial
doublet firing; WM, white matter.

(SA) type, a SA type with an initial doublet firing (SA-d), and
a fast adapting (FA) type (Figure 5D, whole COM; Otsuka and
Kawaguchi, 2008). All three firing types were observed simul-
taneously among L5 COM cells projecting to M1 (Figure 5D,
M1-projecting; Ueta et al., 2013), but those projecting to PPC
demonstrated more FA-type firing, similar to CCS cells innervat-
ing both sides of striatum in addition to the contralateral cortex
(Figure 5D, CCS and PPC-projecting; Otsuka and Kawaguchi,
2008, 2011). We further investigated the firing subtype composi-
tion of COM cells projecting to PRC.

We found that the L5a COM cell population projecting to
PRC contained more FA-type cells (Figure 5D, PRC-projecting),
whereas L5a CTh cells, a CPn subtype in L5a, demonstrated more
SA- or SA-d-type cells. We divided retrogradely labeled L5a cells
(32 cells simultaneously from PRC and the contralateral M2; 53
cells from the thalamus; 36 cells from contralateral M2 in rats with-
out other injections) into three classes using two firing parameters
obtained from interspike intervals (ISIs) during the current pulse
injection (recorded with potassium methylsulfate solution; fixed
amplitude, 0.5 nA; duration, 1 s): (1) the firing frequencies calcu-
lated from the first ISIs (f1) and (2) the ratio of firing frequencies
calculated from the seventh and second ISIs (f7/f2; adaptation
index). We classified cells with f7/f2 < 0.5 as FA type (81.3%
of PRC-projecting COM cells; no FA-type CTh cells; 55.6% of
L5a COM cells), cells with f7/f2 > 0.5 as SA type (18.8% of PRC-
projecting COM cells; 9.4% of CTh cells; 33.3% of L5a COM cells),
and SA cells with f1 > 80 Hz as SA-d type (no SA-d type PRC-
projecting COM cells; 90.6% of CTh cells; 11.1% of L5a COM
cells). Therefore, COM cell subtypes differentially participate in
iCC projection depending on the target area.
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FIGURE 4 | Laminar distributions of iCC cells connecting M2 to OFC,

PRC, and PPC. (A) iCC connections between M2 and OFC. Laminar
distributions of M2 cells retrogradely labeled by CTB555 from OFC (middle),
and OFC cells labeled from M2 (right). In OFC, CTB555 was injected into
lateral orbital and dorsolateral orbital areas. iCC cells were mainly
distributed in upper L2/3 and upper L5 in both areas. Each dot represents a
single retrogradely labeled neuron. Sagittal section, 50 μm thickness. (B)

iCC connections between M2 and PRC. Bottom left, PRC area identification
by immunostaining for NeuN and NF-H (N-200 antibody). Note the N-200
staining differences in the superficial layers among cortical areas.
Arrowhead, area border. 35, area 35 of PRC (PRC 35); 36, area 36 of PRC
(PRC 36); pir, piriform cortex; Te, ventral temporal association cortex. D,
dorsal; L, lateral. Coronal section, 50 μm thickness. Middle and right,
laminar distributions of PRC 36 and PRC 35 cells retrogradely labeled by
CTB555 from M2. Note iCC cells in L2/3 of PRC 36, but in L5 of PRC 35.

(C) iCC connections between M2 and PPC. Bottom left, retrograde tracer
injection into PPC-labeled thalamic cells in lateral posterior (LP) nucleus,
while injection into the rostrally adjacent M1-labeled thalamic cells in ventral
anterior/ventromedial (VA/VM), ventrolateral (VL), and posterior (Po) nuclei.
Sagittal section, 50 μm thickness. Middle and right, laminar distributions of
M2 cells retrogradely labeled by CTB555 from PPC, and PPC cells labeled
by CTB555 from M2. PPC-projecting cells were mainly distributed in L5a of
M2, whereas M2-projecting cells labeled the superficial and bottom parts of
L2/3 of PPC. D, dorsal; R, rostral. (D) Laminar patterns of M2 somata
projecting to the adjacent frontal areas (OFC and M1) and distant
non-frontal areas (PRC 36, PRC 35, and PPC). Red, somata distribution in
L2/3; blue, distribution in L5. Based on the present data combined with
Hirai et al. (2012) (PRC) and Ueta et al. (2013) (M1). (E) Laminar patterns of
somata projecting from the adjacent and distant areas to M2. Based on the
present data combined with Ueta et al. (2013) (M1).

LAMINAR DISTRIBUTIONS OF FIBERS FROM M2 IN IPSILATERAL
CORTICAL AREAS AND CONTRALATERAL M2
To characterize innervation patterns from M2 to target areas, we
quantified the relative laminar density of axon fibers in individ-
ual areas. First, we confirmed correlation of axonal length and
the frequency of their varicosities, most of which correspond to
synaptic boutons (Figures 6A,B; Kisvárday et al., 1986; Gabbott
et al., 1987). Previously we found that L5a CTh cells distribute
axon collaterals in the upper part of L1 than PRC-projecting cells
(Figure 6C; Hirai et al., 2012). Similar to the axon length distribu-
tions, we found that axon varicosities of CTh cell were found more
in the upper part of L1, whereas those of PRC-projecting cell more

in the lower part of L1 (Figure 6D). No differences were found
between the distributions of axon lengths and varicosities along
the depth in both subtypes (Kolmogorov–Smirnov two-sample
test). The axon length of individual branches correlated linearly
with the number of their axon varicosities in both subtypes (CTh
cells, correlation coefficient = 0.87 ± 0.05, six branches of two
cells; PRC-projecting cells, correlation coefficient = 0.83 ± 0.29,
five branches of two cells).

Next, to examine innervation patterns of M2 in its iCC tar-
get areas, we injected the anterograde tracer BDA-10K in M2. We
found that the laminar distribution pattern of labeled fibers dif-
fered among target areas of M2. To quantify innervation preference
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FIGURE 5 | iCC projection-specific participation of Ctip2-positive CPn

cells. (A) Ctip2 expression in OFC upper L5 cells projecting to M2 and
in M2 L5a cells projecting to OFC. Upper graph, the proportion of
Ctip2-positive cells was higher among OFC cells projecting to M2 than M2
cells projecting in the opposite direction (P < 0.01, chi-square test). OFC
cells projecting to M2 similarly contained Ctip2-positive and Ctip2-negative
cells (P = 0.29, one-sample t -test), but M2 cells projecting to OFC contain
more Ctip2-negative cells than Ctip2-positive cells (P < 0.05). Lower
photograph, M2 cells projecting to OFC (left, labeled by CTB555), which
contain cells positive for Ctip2 (arrowheads in left and right) and negative
for Ctip2 (arrows in left, asterisks in right). (B) Ctip2 expression in M2 L5a
cells projecting to M1 and in M1 L5a cells projecting to M2. Upper graph,
the proportion of Ctip2-positive cells was higher among M2 cells projecting
to M1 than M1 cells projecting in the opposite direction (P < 0.01,
chi-square test). M2 cells projecting to M1 similarly contained Ctip2-positive
and Ctip2-negative cells (P = 0.68, one-sample t -test), but M1 cells
projecting to M2 contain more Ctip2-negative cells than Ctip2-positive cells
(P < 0.01). Data taken from Ueta et al. (2013). Lower photograph, M2 cells
projecting to M1, which contain cells positive for Ctip2 (arrowheads) and
negative for Ctip2 (arrows in left, asterisks in right). (C) Ctip2 expression in

M2 L5a cells projecting to PRC and to PPC. Upper graph, the proportion of
Ctip2-positive cells among M2 L5a cells projecting to distant non-frontal
areas. M2 L5a cells projecting to PRC and PPC both contain more
Ctip2-negative cells than Ctip2-positive cells (P < 0.01, respectively,
one-sample t -test), and demonstrate lower proportion of Ctip2-positive cells
than M2 L5a cells projecting to frontal areas (OFC and M1; P < 0.01,
chi-square test). Lower photograph, M2 cells projecting to PPC negative for
Ctip2 (arrows in left, asterisks in right). (D) Proportion of firing subtypes
among L5 COM cell subtypes in M2, identified by retrograde labeling.
COM cells consist of all three firing types (53.1, 32, and 14.8% for FA, SA,
and SA-d types; n = 431). CCS cells, a type of COM cell, consist mostly of
FA-type cells, but contain no SA-d-type cells (88.2, 11.8, and 0% for FA, SA,
and SA-d types; n = 34). Similar to the entire COM cell population, COM
cells projecting to M1 consist of all three firing types (51.3, 30.8, and
17.9%, for FA, SA, and SA-d types; n = 39). By contrast, COM cells
projecting to PPC (93.5, 6.5, and 0% for FA, SA, and SA-d types; n = 31)
or to PRC (81.3, 18.8, and 0% for FA, SA, and SA-d types; n = 32), like
CCS cells, consist mostly of FA-type cells and contain no SA-d-type cells.
Data, except for COM cells projecting to PRC, are taken from Otsuka and
Kawaguchi (2008, 2011) and Ueta et al. (2013).

for L1 or L2/3 of target areas, we normalized the fiber density to the
maximum value (max = 1) in each section and obtained a laminar
distribution index from +1 (totally L1) to −1 (totally L2/3), with
0 indicating no difference between L1 and L2/3 (see Materials and
Methods). To examine the innervation preference within L1, we
divided L1 into four parts (upper and lower halves of L1a and L1b,
respectively) and compared the density across L1 subdivisions.

Labeled fibers in OFC were similarly distributed in L1 and L2/3
(Figure 7A, left; laminar distribution index, 0.02 ± 0.05, four rats)
and localized uniformly within L1 (Figure 7A, right; fiber density,
0.37 ± 0.12 in upper L1a, 0.42 ± 0.1 in lower L1a, 0.4 ± 0.09
in upper L1b, and 0.41 ± 0.12 in lower L1b). As reported pre-
viously, labeled fibers in M1 were more abundant in L1 than
in L2/3 (Figure 7B, left; data from Ueta et al., 2013; laminar
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FIGURE 6 | Correlation of axonal length and varicosity number of

superficial layer branches from L5 pyramidal cells. (A) L1a axon
varicosities (arrowheads) of an L5a CTh cell. (B) L1b axon varicosities
(arrowheads) of an L5a PRC-projecting cell. (C) Axon length distributions of
CTh cells (blue, six branches of two cells) and PRC-projecting cells (red,
five branches of two cells) within L1 and L2/3. Cortical depth was
normalized by L1 thickness: 0, cortical surface; 1, L1/L2 border. Axon

length and varicosity number were measured in each depth fraction
(fraction length, one-tenth of L1 thickness). Thin lines, individual axon
branches; thick lines, mean ± SD. Asterisks indicate significant differences
between L5 PRC-projecting and CTh cells in each bin (*P < 0.05,
**P < 0.01; Mann–Whitney U -test). (D) Axon varicosity distributions of
CTh cells (blue) and L5 PRC-projecting cells (red). *P < 0.05,
Mann—Whitney U -test.

distribution index, 0.37 ± 0.03, three rats; P < 0.05, two-tailed
one-sample t-test). Within L1, labeled fibers in L1a were more
abundant than those in L1b (Figure 7B, right; 0.73 ± 0.05 in
upper L1a, 0.78 ± 0.09 in lower L1a, 0.67 ± 0.09 in upper L1b, and
0.49 ± 0.08 in lower L1b; *P < 0.05, **P < 0.01, Tukey–Kramer
multiple comparisons test).

Labeled fibers seemed to demonstrate preference for L1 over
L2/3 in the distant areas PRC 36 (Figure 7C, left; laminar
distribution index, 0.23 ± 0.14, three rats) and PPC (Figure 7D,
left; laminar distribution index, 0.32 ± 0.24, three rats). The L1
innervation pattern was similar between PRC 36 (Figure 7C, right;
0.57 ± 0.06 in upper L1a, 0.61 ± 0.04 in lower L1a, 0.59 ± 0.13
in upper L1b, and 0.42 ± 0.09 in lower L1b) and PPC (Figure 7D,
right; 0.62 ± 0.07 in upper L1a, 0.6 ± 0.13 in lower L1a, 0.49 ± 0.11
in upper L1b, and 0.43 ± 0.13 in lower L1b).

Callosal fibers issue from COM cells, but not from CPn
cells. We found that labeled fibers in contralateral M2 were
abundant in both L1 and L2/3 (Figure 7E, left; laminar dis-
tribution index, −0.04 ± 0.1, four rats). Within L1, however,
labeled fibers in L1b were more abundant than those in L1a
(Figure 7E, right; 0.24 ± 0.07 in upper L1a, 0.44 ± 0.04 in
lower L1a, 0.6 ± 0.09 in upper L1b, and 0.61 ± 0.11 in lower
L1b; *P < 0.05, **P < 0.01, Tukey–Kramer multiple comparisons
test). Therefore, M2 differentially innervates the superficial lay-
ers, especially L1, of other cortical areas depending on the target
area.

SUBLAMINAR SEGREGATION OF iCC PROJECTIONS ORIGINATING
FROM M2 L2/3 DEPENDS ON THE TARGET AREA
Within L2/3 of M2, pyramidal cells projecting to OFC or PRC
35 were distributed more in L2/3a than in L2/3b, whereas those
projecting to M1 were distributed more in L2/3b (Figure 4). L2/3

cells retrogradely labeled from PRC partially double-labeled those
labeled from OFC (Figure 8A; two rats), but were almost entirely
distinct from those labeled from M1, with a different sublaminar
localization (Figure 8B; three rats). By contrast, L5a cells labeled
from PRC partially overlapped with those labeled from M1 (data
not shown; three rats). Some L2/3a cells projecting to PRC are
also retrogradely labeled from the amygdala (Hirai et al., 2012).
Therefore, M2 L2/3 sublayers are roughly correlated with different
iCC systems: L2/3a projecting to OFC, PRC 35, and amygdala, and
L2/3b projecting to M1 (Figure 8C).

DISCUSSION
COMPLEMENTARY LAMINAR DISTRIBUTIONS OF iCC CELLS
RECIPROCALLY CONNECTING M2 AND NON-FRONTAL AREAS
We found that M2 and the distant non-frontal areas we examined
were connected by pyramidal cells in either superficial or deep
layers, depending on the direction of connectivity. In visual cor-
tical areas, lower- to higher-order projections [called “forward
(bottom-up) connections”] originate either from superficial lay-
ers or from both superficial and deep layers, and terminate in
middle layers. By contrast, projections in the reverse direction
[“backward (top-down) connections”] originate either from deep
layers or from both superficial and deep layers and terminate
outside middle layers, especially in L1 (Felleman and Van Essen,
1991; Rockland, 1997; Barone et al., 2000; Douglas and Martin,
2004; Shipp, 2007). Similar anatomical differences to the lami-
nar patterns of iCC origins and their innervation sites between
visual cortical areas have been found between sensory, motor, and
association cortices (Felleman and Van Essen, 1991). Therefore, we
assumed the directionality of reciprocal connections between M2
and its target areas by analogy with the directionality demonstrated
between visual areas.
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FIGURE 7 | Laminar pattern of fiber terminations arising from M2 to

ipsilateral cortical areas and contralateral M2. (A) M2-derived fiber
distributions in L1 and L2/3 of ipsilateral OFC, labeled with BDA-10K injections
into L1 to L5 of M2. Left graph, uniform fiber distribution between L1 and
L2/3 (P = 0.5, two-tailed one-sample t -test). Laminar distribution index, [(fiber
density in L1) − (fiber density in L2/3)]/[(fiber density in L1) + (fiber density in
L2/3)], is positive for L1 preference and negative for L2/3 preference. Right
graph, uniform fiber distributions along L1, determined by comparing four
subdivisions (upper and lower halves of L1a and L1b, respectively). (B)

M2-derived fiber distributions in ipsilateral M1. Left graph, denser distribution

in L1 than in L2/3 (P < 0.01). Right graph, denser distribution in L1a than in
L1b (*P < 0.05, **P < 0.01; Tukey–Kramer multiple comparisons test). Data
taken from Ueta et al. (2013). (C) M2- derived fiber distributions in ipsilateral
PRC 36. Left graph, a non-significant trend was observed for denser
distribution in L1 than in L2/3 (P = 0.1). Right graph, uniform distributions
along L1. (D) M2-derived fiber distributions in ipsilateral PPC, similar to that in
ipsilateral PRC 36 (P = 0.15). (E) M2-derived fiber distributions in contralateral
M2. Left graph, uniform distribution between L1 and L2/3 (P = 0.53). Right
graph, denser distribution in L1b than in L1a (*P < 0.05, **P < 0.01;
Tukey-Kramer multiple comparisons test).

Between M2 and a distant area, including PRC 35, PRC 36,
and PPC, the laminar patterns of iCC cells were highly com-
plementary (Figures 4D,E). Between M2 and PPC, the direction
from PPC to M2 was considered bottom-up, while that from M2
to PPC was considered top-down (Figure 9). The frontal cor-
tex receives visual inputs through the parietal cortex, not directly
from the visual cortex, to control visuomotor and attentional per-
formance (Wise et al., 1997; Reep and Corwin, 2009; Corbetta
and Shulman, 2011). According to the anatomical connectivity,
supposed bottom-up signals from PPC relaying visual informa-
tion would arrive at M2. By contrast, the anatomical connectivity
between M2 and PRC 36 was the reverse of that between M2
and PRC 35. M2-to-PRC 35 and PRC 36-to-M2 projections were
considered bottom-up connections (Figure 9). Signals from the
frontal cortex to the hippocampal formation may initiate active

retrieval of declarative memories (Miyashita, 2004). According
to the anatomical connectivity, supposed retrieval signals would
arrive at PRC 35, with stronger connections with the entorhi-
nal cortex than PRC 36 (Burwell and Amaral, 1998; Agster
and Burwell, 2009). Meanwhile, the retrieved memory would
be transmitted to the frontal cortex from PRC 36, which is
more strongly connected to sensory and temporal cortical areas
than PRC 35 (Burwell and Amaral, 1998; Agster and Burwell,
2009).

DIFFERENTIATION OF L5 PYRAMIDAL CELLS ACCORDING TO DIVERSE
TELENCEPHALIC AND SUBCEREBRAL PROJECTIONS
L5a pyramidal cells participate in diverse iCC projections from
M2 to multiple cortical areas. Based on the projection patterns
to subcortical structures and the contralateral cortex, as well as

Frontiers in Neural Circuits www.frontiersin.org October 2013 | Volume 7 | Article 164 | 155

http://www.frontiersin.org/Neural_Circuits/
http://www.frontiersin.org/
http://www.frontiersin.org/Neural_Circuits/archive


“fncir-07-00164” — 2013/10/9 — 21:48 — page 12 — #12

Ueta et al. Corticocortical connectivity of frontal cortex

FIGURE 8 | Relation of iCC projections from M2 L2/3 to PRC with those

to OFC or to M1. (A) Upper L2/3 distributions of M2 iCC cells projecting to
OFC and to PRC, and their partial double-labeling. Left, M2 somata
retrogradely labeled from OFC (arrows and arrowhead; labeled by CTB555).
Right, M2 somata retrogradely labeled from PRC (labeled by Fast Blue).
Arrowhead, double-labeled cell; arrows, OFC-projecting cells not labeled
by PRC injection (asterisks). Oblique section, 20 μm thickness.
(B) Segregation of iCC projections from M2 L2/3 to M1 and to PRC. Left,
M2 somata projecting to M1 in lower L2/3 (arrows; labeled by CTB555), not
labeled from PRC (asterisks in right). Right, M2 somata projecting to PRC in
upper L2/3 (labeled by Fast Blue). (C) Schematic summary of M2 L2/3 iCC
projections. OFC-projecting cells are more prevalent in L2/3a, some of
which also send axon collaterals to PRC. By contrast, M1-projecting cells
are abundant in L2/3b.

firing characteristics and Ctip2 molecular expression, L5a pyrami-
dal cells could be divided into at least three subtypes (Figure 10).
Importantly, these subtypes are also differentially involved in iCC
connections.

In addition to their innervation of the pontine nuclei, CPn
cells also project to other subcortical targets according to their
depth location within L5 of M2: CTh cells without spinal cord
innervation in L5a; CTc cells without spinal cord innervation in
lower L5a; CSp cells in L5b, some of which innervate the thala-
mus; and CTc cells with spinal cord innervation in upper L5b.
The frontal cortex also sends axon collaterals to the subthalamus
(Nambu et al., 2002; Kita and Kita, 2012). The subthalamus-
projecting cells are a subtype of L5 CPn cells that also innervate
the thalamus and superior colliculus (Kita and Kita, 2012) and
are distributed in the middle of L5, consistent with the laminar
distribution of CTc cells (Figure 2B). This anatomical distri-
bution suggests that CPn cells at a given depth share the same
extracortical targets and that CPn cells may differentiate strongly

depending on cortical depth. COM cells may be more diverse at
a given depth, as the same sublayer contains at least two sub-
types of COM cells that differ in physiological, morphological,
and projection characteristics (Figure 10; Otsuka and Kawaguchi,
2011).

Both CPn and COM cells in L5 participate in iCC projections.
In M2, unlike M1, L5 iCC projections originate mainly from L5a
(Figure 4D; Ueta et al., 2013). L5a CPn cells innervate the adja-
cent frontal areas, but weakly innervate the distant areas. The
involvement of L5a COM cells in iCC connections differs between
their subtypes: the SA subtype may participate mainly in adja-
cent areas, but the FA subtype, including CCS cells, participates
in both intrafrontal and distant projections (Figures 10 and 11;
Otsuka and Kawaguchi, 2008, 2011; Hirai et al., 2012; Ueta et al.,
2013). These findings suggest that L5a CPn cells and COM cells
with similar firing characteristics to CPn cells share common iCC
innervation territory distinct from that of CCS cells, which have
a wider area of innervation (Figures 10 and 11). For a deeper
understanding of the functional interactions of iCC communica-
tion with subcortical and COM projections, it would be important
to examine their relationships more quantitatively by introduc-
ing selective molecular markers for individual neuron subtypes
(Molnár and Cheung, 2006; Molyneaux et al., 2007; Fame et al.,
2011).

DIRECTION-DEPENDENT INVOLVEMENT OF CPn CELLS IN iCC
CONNECTIONS BETWEEN FRONTAL AREAS
Among adjacent frontal areas, M2 is connected not only with
M1, but also with OFC (Conte et al., 2008; Reep and Corwin,
2009; Hoover and Vertes, 2011). Since these frontal areas were
bidirectionally connected by pyramidal cells in both superficial
and deep layers (Figures 4D,E), the directional connectivity could
not be determined solely based on laminar patterns of iCC origins.

L5 pyramidal cells connecting ipsilateral frontal areas were
found in both L5a and L5b, and contained both Ctip2-positive
CPn cells and Ctip2-negative COM cells, with their selective sub-
laminar distribution and Ctip2 expression patterns dependent
on the connection direction (Figures 4D,E and 5). M2 inner-
vates L1a of M1 more preferentially than M1 innervates M2
(Figure 7B), and the L1a innervation is conveyed by Ctip2-positive
cells in M2 L5a, including CTh cells (Figure 11; Ueta et al., 2013).
Between visual cortical areas, the backward projections inner-
vate upper L1 to a greater degree than the forward projections
(Coogan and Burkhalter, 1993; Dong et al., 2004). To understand
the CC connections in a unified framework, we assumed that,
in reciprocal connectivity between frontal areas, the direction
with more involvement of Ctip2-positive L5 cells, from OFC to
M2 and from M2 to M1, was defined as top-down (Figure 9).
Therefore, frontal areas might be directionally connected via L5a
CPn cells with more L1 innervation in a rostral-to-caudal, top-
down direction. L5a CPn cells are involved in projections to
the adjacent ipsilateral cortical areas as well as the ventral tha-
lamic nuclei, whereas L5b CPn cells send specific outputs from
individual areas to the thalamus, brainstem, and spinal cord
(Figure 2).

The framework for iCC connectivity of the frontal cortex
proposed here is similar to the idea that descending projections
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FIGURE 9 | Interareal direction-dependent laminar distributions of

iCC cells and involvement of L5 pyramidal cell subtypes. (A) iCC
projections from M2 and their L1 innervation in the target area. iCC
connections to the adjacent areas are mediated by L2/3 cells as well as
L5 cells of both CPn and COM subtypes, but their relative involvement
depends on each connection. More fibers from M2 terminate in L1a
than in L1b of M1 (1a > 1b), but they terminate in L1a and L1b of
OFC at similar levels (1a = 1b). iCC connections to the distant areas are

mediated by either L2/3 cells or L5 cells of mostly COM subtypes.
Fibers from M2 terminate at comparable levels in L1a and L1b of PRC
36 and PPC. By contrast, more fibers from M2 terminate in L1b than in
L1a of contralateral M2 (1b > 1a). (B) Supposed top-down (backward)
connections, assuming more involvement of L5 cells than L2/3 cells in
that direction between M2 and the distant non-frontal areas, and more
involvement of L5 CPn cells than COM cells in that direction between
M2 and the adjacent areas.

FIGURE 10 | Diversity of supposed relationships among iCC

projections, with multiple corticostriatal and COM cell subtypes in

M2 L5a. M2 L5a contains CPn/CTh, COM type I, and COM type II/CCS
cells that differ in their morphological, physiological, and connectional
characteristics, and all of these cells send axon collaterals to the
ipsilateral striatum (Morishima and Kawaguchi, 2006; Morishima et al.,
2011; Otsuka and Kawaguchi, 2011; Hirai et al., 2012). (A) Intralaminar
connection pattern: CPn cells innervate other CPn cells, and COM cells
form synaptic connections particularly with other COM cells sharing the
same firing pattern (Morishima et al., 2011; Otsuka and Kawaguchi, 2011).
COM subtypes innervate CPn cells, but CPn cells rarely innervate COM
subtypes (Morishima and Kawaguchi, 2006; Kiritani et al., 2012). (B) Firing
pattern: CPn cells and COM subtypes contain different proportions of FA,
SA, and SA-d firing types (Otsuka and Kawaguchi, 2008, 2011; Hirai et al.,

2012; the present study). (C) Ctip2 expression: CPn/CTh cells specifically
express Ctip2, but COM cells do not (Arlotta et al., 2005; Ueta et al.,
2013). (D,E) Corticostriatal (CS) and COM projection patterns: COM type I
cells project to the contralateral cortex (COM1) and ipsilateral striatum
(CS1); CCS (COM type II) cells project to the contralateral striatum in
addition to the contralateral cortex (COM2) and ipsilateral striatum (CS2);
and CPn/CTh cells project to the ipsilateral striatum (CS3), but not to the
contralateral hemisphere (Lévesque et al., 1996; Lévesque and Parent,
1998; Otsuka and Kawaguchi, 2011; Hirai et al., 2012; Shepherd, 2013).
(F) iCC projection pattern: COM type I cells preferentially innervate the
adjacent cortex compared to the distant cortex (CC1); COM type II cells
project to various adjacent and distant cortices; and CPn/CTh cells
preferentially innervate the adjacent cortex (especially in the top-down
direction) rather than the distant cortex (the present study).
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FIGURE 11 | Relationships between local excitation loops involving

L5a CCS and CPn cells with iCC projections. L5a CCS cells innervate
CPn cells unidirectionally in L5 and may form excitatory loops with L2/3a
cells including OFC-projecting (bottom-up projection to an adjacent area)
and PRC 35-projecting cells (bottom-up projection to a distant area). L5a
CCS cells send axon collaterals to various cortical areas and both sides of
striatum, but not to PRC 35. By contrast, CPn cells develop more reciprocal
connections with each other than CCS cells, innervate L1a preferentially
over L1b/L2/3a in their own area as well as in ipsilateral M1, and receive
convergent inputs from L2/3 cells of various depths. L5a CPn cells send
outputs to the ipsilateral thalamus as well as striatum. Apical dendrites of
L5a CCS and CPn cells extending to L1a are omitted (see Figure 10).

from the motor cortex are more like backward connections in the
visual cortex than the corresponding forward connections (Shipp,
2005). It is proposed that descending connections of sensory cor-
tices convey predictions of sensory inputs, and by the same token
those of frontal cortices send proprioceptive predictions, rather
than motor commands (Adams et al., 2013).

DIVERSE LAMINAR INNERVATION PATTERNS BY L5 PYRAMIDAL CELL
SUBTYPES IN THE TARGET CORTEX
COM cells in M2 preferentially innervate L1b and L2/3 compared
to L1a in contralateral M2 (Figure 7E), whereas L5a CPn cells
in M2 prefer to send axons to L1a within M2 and in M1 (Hirai
et al., 2012; Ueta et al., 2013). Therefore, when both L5a COM and
CPn cells in M2 project to another cortical area, two types of M2
L5 activity may be transferred independently into the local circuit
of the target cortex. L5a CPn cells in the source area send axon
collaterals to L1a in the iCC target area, where they interact with
axon collaterals in L1a arising from L5 CPn cells in the target area
(Thomson and Bannister, 2003), as well as with thalamocortical
innervations relaying basal ganglia outputs that heavily terminate
in L1a (Kuramoto et al., 2009, 2011; Rubio-Garrido et al., 2009;
Kaneko, 2013). Similarly, axon collaterals of L5a COM cells in the
source area would interact with those in the target area at L1b and
L2/3. These observations suggest that the activities of L5a CPn
and COM cells are separately processed both in their own and iCC
target areas.

SUBLAMINAR DISSOCIATION OF L2/3 BOTTOM-UP AND TOP-DOWN
iCC PROJECTIONS IN M2
In L2/3 of M2, iCC cells projecting to both OFC and PRC 35 origi-
nate mainly from L2/3a, whereas those projecting to M1 originate
from L2/3b (Figure 8). The former type of projection also sends
axon collaterals to the amygdala (Hirai et al., 2012). Therefore, in
superficial layers, iCC projections separately originate from the
upper and lower L2/3 sublayers according to their targets. Con-
sidering the connectivity between M2 and its target cortical areas,
the bottom-up projection may originate from L2/3a, whereas the
top-down projection may originate from L2/3b.

Both SA and SA-d firing types of L5 pyramidal cells receive
strong feedforward excitation from L2/3 pyramidal cells (Thom-
son and Bannister, 2003; Yu et al., 2008; Petreanu et al., 2009)
irrespective of their L2/3 depth (Otsuka and Kawaguchi, 2008),
indicating convergent inputs to CPn cells from L2/3 cells. By con-
trast, FA-type pyramidal cells in upper L5 (probably correspond-
ing to L5a) receive excitation from upper L2/3 (L2/3a) pyramidal
cells, whereas those in middle L5 (upper L5b) receive excitatory
inputs from middle L2/3 (probably upper L2/3b), indicating that
interlaminar connections are topographically organized depend-
ing on L5 pyramidal cell subtypes (Otsuka and Kawaguchi, 2008;
Anderson et al., 2010; Hirai et al., 2012). Interestingly, this finding
suggests that M2 L5 CCS cells can be differentiated into L5a cells
receiving excitatory input from L2/3a cells that may carry bottom-
up signals, and upper L5b cells receiving excitatory input from
L2/3b cells that may carry top-down signals.

L5a CCS cells reciprocally connect with L2/3a pyramidal cells,
and their axodendritic contacts are located in L1b and L2/3
(Figure 11; Hirai et al., 2012). Therefore, the excitation loop
between L2/3a pyramidal cells and L5a CCS cells is important
for the integration of the long-distance bottom-up and top-down
iCC connections in higher-order frontal motor areas (Figure 11).
Following the firing of CCS cells, L5a CPn cells would be activated
by unidirectional CCS connections and, if sufficiently excited,
maintain persistent firing via facilitating reciprocal excitation
among CPn cells (Figure 11; Morishima and Kawaguchi, 2006;
Morishima et al., 2011; Morita et al., 2012). Furthermore, if a suf-
ficient number of CPn cells fired persistently, L2/3 pyramidal cells
could begin to fire tonically in response to depolarization evoked
by ascending axon collaterals of L5 CPn cells to L1a, targeting dis-
tal tufts of L2/3 pyramidal cells. Increased firing of L2/3 pyramidal
cells would subsequently facilitate their convergent outputs to L5
CPn cells (Figure 11).

We have classified frontal cortical pyramidal cells into several
major classes based on their anatomical and physiological proper-
ties. It is likely that future studies examining selective expression
of molecular markers in these populations may reveal even finer
subtype specialization. However, our current work demonstrates
a fundamental structural relationship between local circuit ele-
ments and long-distance top-down and bottom-up connectivity
within the frontal cortex that may reflect a fundamental organizing
principle of the cerebral cortex as a whole.

CONCLUSION
We identified individual iCC connections between M2 and other
areas as being “top-down” or “bottom-up” by comparing the
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laminar distribution of iCC cells and their efferent inner-
vations, COM/subcortical projections of these neurons, and
their firing patterns. Based on our results, we proposed a
provisional unified framework of interareal hierarchy within
the frontal cortex and between the fontal and non-frontal
areas. Furthermore, we discussed the functional interaction
of the interareal hierarchy with the intraareal local cortical
microcircuit.
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Cerebellar cortex has an elaborate rostrocaudal organization comprised of numerous
microzones. Purkinje cells (PCs) in the same microzone show synchronous activity of
complex spikes (CSs) evoked by excitatory inputs from climbing fibers (CFs) that arise from
neurons in the inferior olive (IO). The synchronous CS activity is considered to depend on
electrical coupling among IO neurons and anatomical organization of the olivo-cerebellar
projection. To determine how the CF–PC wiring contributes to the formation of microzone,
we examined the synchronous CS activities between neighboring PCs in the glutamate
receptor δ2 knockout (GluD2 KO) mouse in which exuberant surplus CFs make ectopic
innervations onto distal dendrites of PCs. We performed in vivo two-photon calcium
imaging for PC populations to detect CF inputs. Neighboring PCs in GluD2 KO mice
showed higher synchrony of calcium transients than those in wild-type (control) mice.
Moreover, the synchrony in GluD2 KO mice hardly declined with mediolateral separation
between PCs up to ∼200μm, which was in marked contrast to the falloff of the
synchrony in control mice. The enhanced synchrony was only partially affected by the
blockade of gap junctional coupling. On the other hand, transverse CF collaterals in
GluD2 KO mice extended beyond the border of microzone and formed locally clustered
ectopic synapses onto dendrites of neighboring PCs. Furthermore, PCs in GluD2 KO mice
exhibited clustered firing (Cf), the characteristic CF response that was not found in PCs
of wild-type mice. Importantly, Cf was often associated with localized calcium transients
in distal dendrites of PCs, which are likely to contribute to the enhanced synchrony of
calcium signals in GluD2 KO mice. Thus, our results indicate that CF signals in GluD2
KO mice propagate across multiple microzones, and that proper formation of longitudinal
olivo-cerebellar projection is essential for the spatiotemporal organization of CS activity in
the cerebellum.

Keywords: cerebellum, inferior olive, Purkinje cell, climbing fiber, olivo-cerebellar loop, microzone, complex spike

INTRODUCTION
The cerebellum consists of several parasagittal zonal compart-
ments elongated along rostrocaudal direction (designated A,
B, C1–3, and D1–2). These compartments are based on the
topography of the olivo-cerebellar projection system that con-
stitutes one of the two major afferent systems to the cerebel-
lum (Groenewegen et al., 1979; Voogd and Glickstein, 1998;
Sugihara et al., 2001; Sugihara, 2005). These cerebellar zones are
thought to be involved in the control of different aspects of pos-
ture, movement and motor coordination (Buisseret-Delmas and
Angaut, 1993; Horn et al., 2010). Moreover, several physiologi-
cal studies have revealed that each cerebellar zone is composed
of smaller functional units, called microzones (Andersson and
Oscarsson, 1978; Lang et al., 1999; Lang, 2002; Apps and Garwicz,
2005). Detailed morphological studies have revealed that axons

of neurons in the inferior olive (IO) branch into about 7 climb-
ing fibers (CFs) along rostrocaudal axis of the cerebellum, and
each CF innervates a single Purkinje cell (PC) (Sugihara et al.,
1999, 2001; Sugihara and Shinoda, 2004). Experiments with a
small injection of anterograde tracer into the IO have demon-
strated that a small number of adjacent IO neurons project
CFs within narrow longitudinal bands of about 200 μm width
(Sugihara et al., 2001; Sugihara and Shinoda, 2004), which corre-
spond to physiologically identified microzones (Lang et al., 1999).
Because of this anatomical organization and electrical coupling
among adjacent IO neurons, CF inputs are synchronized among
PCs within a microzone, and the synchrony rapidly falls off as
the mediolateral separation between PCs increases (Llinas and
Yarom, 1981; Sotelo et al., 1986; Blenkinsop and Lang, 2006;
Ozden et al., 2009; Schultz et al., 2009).
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A major hypothesis as to the function of the olivo-cerebellar
system is that CFs convey error signals to PCs between the inten-
tion and the result of movement (Ito, 2011). Defects in the
olivo-cerebellar system results in impairment of motor control
and coordination (Chen et al., 2010; Horn et al., 2010; Ito, 2011).
It has been shown that several mutant mice that are impaired
in developmental CF synapse elimination exhibit ataxia (Chen
et al., 1995; Kano et al., 1995, 1998; Kashiwabuchi et al., 1995;
Offermanns et al., 1997; Hirai et al., 2005b), suggesting that
proper wiring of CFs to PCs is important for motor coordi-
nation. Among these examples, the mutant mouse deficient in
ionotropic glutamate receptor δ2 subtype (GluD2) is best char-
acterized by morphological, electrophysiological, and behavioral
studies. GluD2 is richly expressed at dendritic spines of PCs that
form synaptic contacts with terminals of parallel fibers (PFs)
(Takayama et al., 1995, 1996; Landsend et al., 1997). GluD2 is
essential for the formation and stabilization of PF–PC synapses
by interacting with Cbln1 that binds to neurexin at PF ter-
minals (Matsuda et al., 2010; Uemura et al., 2010). Thus, the
GluD2 knockout (KO) mouse (Kashiwabuchi et al., 1995) has
been shown to exhibit various defects in synaptic wiring and
neuronal response: (1) the number of PF–PC synapse is reduced
to nearly half of that of control mouse, which results in emer-
gence of numerous free spines in PC distal dendrites (Kurihara
et al., 1997; Ichikawa et al., 2002; Takeuchi et al., 2005), (2) CFs
extend distally along PC dendrites, take over spines from PFs and
form ectopic synapses on PC distal dendrites (Ichikawa et al.,
2002), (3) transverse collaterals of CFs that run perpendicularly
to the plane of PC dendritic tree are markedly elongated and form
ectopic synapses on distal dendrites of neighboring PCs along
the mediolateral axis (Miyazaki and Watanabe, 2010; Miyazaki
et al., 2010), (4) stimulation of the aberrant CFs in cerebellar slices
induces atypical excitatory postsynaptic responses with slow rise
time and small amplitudes in PCs which are associated with cal-
cium transients localized to distal dendritic arbors (Hashimoto
et al., 2001; Miyazaki et al., 2010), and (5) PCs in GluD2 KO
mice in vivo exhibit atypical “clustered firing (Cf)” (Yoshida et al.,
2004), which is considered to be induced by ectopic CF inputs to
PC distal dendrites. Thus, GluD2 KO mice provide an excellent
model to study how altered CF to PC wiring affects population
activity of PCs and functional microzonal organization in vivo.

In the present study, we employed in vivo two-photon calcium
imaging for PC populations (Sullivan et al., 2005; Mukamel et al.,
2009; Ozden et al., 2009; Schultz et al., 2009) and examined den-
dritic calcium signals representing CF inputs. We demonstrated
that the degree of synchrony in CF inputs between neighboring
PCs was much higher in GluD2 KO mice than in wild-type (con-
trol) mice. Moreover, the synchrony of CF inputs in GluD2 KO
mice hardly declined with the increase in mediolateral separation
between PCs, whereas the synchrony fell off within the separation
of ∼200 μm in control mice, which corresponded to the width
of a microzone. We also showed that the enhanced synchrony in
GluD2 KO mice was mainly ascribed to the aberrant CF to PC
wiring, especially to elongated transverse CF collaterals, and also
presumably to altered IO firing. Thus, proper formation of CF to
PC wiring is a basis for functional microzonal organization in the
cerebellum.

MATERIALS AND METHODS
ANIMALS AND SURGERY
We used homozygous Grid2-Cre knock-in mice on pure C57BL/6
genetic background (Yamasaki et al., 2011) as GluD2 knock-
out (GluD2 KO) mice. The GluD2 KO mice and their wild-
type littermates (control) were produced by mating heterozygous
animal pairs. All experimental procedures were approved by
Animal Experimental Committees of The University of Tokyo and
Hokkaido University, and all animal experiments were performed
according to the guidelines.

Male or female mice aged 1–3 months were anesthetized by
intraperitoneal injection of ketamine (100 mg/kg) and xylazine
(10 mg/kg). We confirmed the depth of anesthesia by monitoring
the lack of whisker movements and pinch withdrawal reflex, and
injected additional dose as needed. Body temperature was kept at
36◦C with a heating pad (FHC). The head of the animal was fixed
by ear bars and the skull was exposed by removing skins, muscles
and connective tissues on it. The occipital bone at the Crus IIa
region (centered 4 mm lateral and 2 mm posterior to the occipital
bone line) on the left cerebellar hemisphere was drilled to make a
small hole (∼2 mm in diameter). The dura matter was removed
and the surface of the cerebellar cortex was cleaned with extracel-
lular solution composed of (in mM) 150 NaCl, 2.5 KCl, 2 CaCl2,
1 MgCl2 and 10 HEPES (pH 7.4, adjusted with NaOH). Cortical
surface was covered with 1.5% agarose dissolved in the extracellu-
lar solution, and a small coverslip was placed on half of the cranial
window, in order to reduce motion artifacts caused by respiration
and heart beat.

DYE INJECTION AND POPULATION CALCIUM IMAGING
Multi-cell bolus-loading of calcium indicator dye was per-
formed as described (Stosiek et al., 2003; Sullivan et al., 2005;
Mukamel et al., 2009; Ozden et al., 2009; Schultz et al.,
2009). Oregon Green 488 BAPTA-1 acetoxymethyl ester (OGB-1
AM, ∼200 μM; Invitrogen), was dissolved with 10% w/v Pluronic
F-127 (Invitrogen) in DMSO and filled into a glass pipette
(5–7 M�) together with the extracellular solution containing
Alexa 594 fluorescent dye (20 μM; Invitrogen). Dye ejection was
performed in the cerebellar molecular layer (50–60 μm from sur-
face) at 5 psi for 3 min by using Picospritzer (General Valve).
Successful dye ejection was monitored by two-photon imaging
on Alexa channel. More than 30 min after dye ejection, cal-
cium imaging was performed in the molecular layer. To obtain
calcium transients from populations of PC dendrites, images
were acquired at the resolution of 256 × 64 or 128 × 128 pixels
(sampling rate = ∼8 Hz) for ∼2 min. These image stacks were
analyzed offline. For detecting local calcium transients in bolus-
loaded specimen, line-scan imaging (sampling rate = 500 Hz) was
performed on single PC dendrites.

IN VIVO TWO-PHOTON MICROSCOPY
In vivo calcium imaging was performed by using a two-photon
microscope (Denk et al., 1990) controlled by PrairieView software
(Ultima IV, Prairie technologies), or a custom-built two-photon
microscope (Sutter Instruments) controlled by ScanImage soft-
ware (Pologruto et al., 2003). The cerebellum was illumi-
nated with a pulsed Ti:sapphire laser (MaiTai, 810–840 nm
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in wavelength, 80 MHz repetition rate, 100 fsec pulse width;
Spectra-Physics). Laser was focused through a 40× water-
immersion objective lens (Olympus) onto the tissue. Average
laser power was adjusted to be less than 20 mW at the speci-
men. Fluorescence signals of OGB-1 and Alexa 594 were divided
into green and red channels respectively by a dichroic mirror
and emission filters (Chroma), and were detected by a pair of
photomultiplier tubes (Hamamatsu).

SIMULTANEOUS DENDRITIC CALCIUM IMAGING AND EXTRACELLULAR
RECORDING
A glass electrode (5–7 M�) filled with the extracellular solution
containing Alexa 594 was inserted into the cerebellum and tar-
geted to a PC soma that had been loaded with OGB-1 AM.
About 10 min after the establishment of cell-attached configu-
ration, simultaneous extracellular unit recording and dendritic
calcium imaging were performed. Electrophysiological data were
obtained by Multiclamp 700B (Molecular device). The data
were filtered at 10 kHz and digitized at 20 kHz using Digidata
1322A (Axon instruments) controlled by Axograph X software
(AxoGraph Scientific). Simple spikes (SSs), complex spikes (CSs),
and Cf (Yoshida et al., 2004) were distinguished by their char-
acteristic waveforms. CS showed a prominent spike followed
by several spikelets with smaller amplitude. The burst of 2–7
full-amplitude SS-like spikes occurred at >181 Hz (spike train
with <5.5 ms of inter-spike interval) was defined as Cf accord-
ing to the criterion in the previous study (Yoshida et al., 2004).
After the recording session, negative current (< −20 nA) was
injected into the recorded cell to rupture the membrane and to
stain it with Alexa 594, and a morphological image stack for
Alexa 594 was obtained to identify the dendrites of the recorded
cell among multiple OGB-1 positive PC dendrites in calcium
imaging data.

DRUG APPLICATION
Carbenoxolone (120 mg/kg; Sigma), an inhibitor of gap junction,
was dissolved in saline (0.8% w/v) and intraperitoneally injected
to mouse in which OGB-1 AM had been bolus-loaded. Then, cal-
cium imaging was performed at every 20 min until 120 min after
the drug application.

WHOLE-CELL RECORDING AND DENDRITIC CALCIUM IMAGING
For in vivo whole-cell current-clamp recording, we used a
potassium-based intracellular solution that was composed of
(in mM): 133 potassium methanesulfonate, 7.4 KCl, 10 HEPES,
3 Na2ATP, 0.3 Na2GTP, 0.3 MgCl2, 0.05 Alexa 594, and 0.2 OGB-1
(285 mmole/kg, pH 7.2 adjusted with KOH). According to the
shadowpatching method (Kitamura et al., 2008), PCs were visu-
alized with negative contrast to obtain targeted recordings. A
glass electrode (5–9 M�) was brought to a PC soma under
visual control and a brief suction was applied to form tight
gigaohm seal. Cell membrane was then ruptured by short
pulses of negative pressure to establish the whole-cell configu-
ration. At least 30 min after break-in, line-scan calcium imag-
ing (500 Hz) on dendrite was performed at ∼100 μm from
the soma and the membrane potential was simultaneously
recorded.

DATA ANALYSIS
All image analysis was performed offline by using ImageJ software
(http://rsb.info.nih.gov/ij/). Regions of interest (ROIs) corre-
sponding to individual PC dendrites were manually identified.
Calcium transients were obtained from time-series image stack
and expressed as �F/F = (F − F0)/(F0 − Fb), where F0 was
baseline fluorescence without calcium transient and Fb was
background fluorescence. The distances of mediolateral separa-
tion between PC dendrites were measured from a single high-
resolution image of the recording field. The detection threshold
for calcium transient was defined as 2 SD of �F/F for entire
recording time. Cross-correlation coefficients were calculated by
the formula below (Lang et al., 1996) using Igor pro software
(Wavemetrics).

Cij(τ) =

T∑

t = 0
Xi(t)Xj(t+τ)

√
T∑

t = 0
{Xi(t)}2

T∑

t = 0
{Xj(t)}2

where, Xi and Xj were calcium transient traces of ith and jth den-
drites, T was total recording time and τ was lag time between the
2 traces. Cij(0), cross-correlation coefficient at zero lag time, was
defined as synchrony. All the averaged data were represented as
mean ± s.e.m. Statistical significance of the data was examined by
Mann–Whitney U test unless otherwise noted, and all tests were
performed using Sigmastat 3.1 (Cranes Software International) or
R (http://www.r-project.org/).

ANTEROGRADE TRACER LABELING
Mice at P56 were anesthetized by intraperitoneal injection of
chloral hydrate (350 mg/kg) and head-clamped by a stereotaxic
instrument (SR-5N; Narishige). A glass pipette filled with 2–3 μl
of 10% solution of dextran Alexa 594 (DA-594; Invitrogen) in
PBS was inserted into the IO by dorsal approach. The tracer
was injected by air pressure at 20 psi with 5 s intervals for 1 min
(Pneumatic Picopump; World Precision Instruments). After 4
days of survival, mice were anesthetized by intraperitoneal injec-
tion of pentobarbital (100 mg/kg) and transcardially perfused
with 4% paraformaldehyde in 0.1 M sodium phosphate buffer
(pH 7.4). After excision from the skull, brains were further
immersed overnight in the same fixative. Horizontal cerebellar
sections with 50 μm thickness were prepared using a microslicer
(VT1000S; Leica).

IMMUNOHISTOCHEMISTRY
Horizontal cerebellar sections were obtained from 3 GluD2
KO and 3 control mice. All immunohistochemical incubations
were done at room temperature in a free-floating state. At
first, cerebellar sections were incubated with 10% normal don-
key serum for 20 min. Then, a mixture of primary antibodies,
including a guinea pig anti-vesicular glutamate transporter 2
(VGluT2) antibody and a rabbit anti-aldolase C (aldC) anti-
body, was applied to slices overnight, followed by an incubation
with Alexa 488- and Cy5-conjugated species-specific secondary
antibodies (Invitrogen; Jackson ImmunoResearch) for 2 h at a
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dilution of 1:200. Images of stained molecular layer were taken
with a confocal laser scanning microscope (FV1000; Olympus)
equipped with digital camera (DP70; Olympus), and analyzed
with MetaMorph software (Molecular Devices).

RESULTS
HIGHLY SYNCHRONOUS SPONTANEOUS CALCIUM TRANSIENTS IN
NEIGHBORING PCs IN GluD2 KO MICE
In rats and mice, spontaneous calcium transients in PC dendrites
in vivo have been shown to be attributed to CSs evoked by CF
input (Sullivan et al., 2005; Ozden et al., 2008, 2009; Mukamel
et al., 2009; Schultz et al., 2009; Kitamura and Häusser, 2011). To
compare the spatial pattern of CS firing in PCs of GluD2 KO mice
with that of wild-type control mice, OGB-1 AM was bolus-loaded
into the molecular layer of the cerebellar cortex (Ozden et al.,
2008, 2009; Mukamel et al., 2009; Schultz et al., 2009). About
30 min after dye-loading, OGB-1 was penetrated into various cell
types, including PCs, interneurons, and Bergmann glia. In the
molecular layer, dendrites of PCs extending along rostrocaudal
axis were clearly observed (Figure 1A). Spontaneous fluorescence
changes induced by calcium influx were observed in individ-
ual PC dendrites. In control mice, calcium transients occurred
at various timing in each dendrite with occasional highly syn-
chronized transients between neighboring dendrites (Figure 1B,
upper), which is consistent with the previous results (Sullivan
et al., 2005; Ozden et al., 2008, 2009; Mukamel et al., 2009;
Schultz et al., 2009). In contrast, almost all calcium transients
in GluD2 KO mice occurred at the same timing in all of the
dendrites observed (Figure 1B, lower). Cross-correlation coeffi-
cient was calculated to quantify synchronous activity between
neighboring PCs (Figure 1C), and the relationship between the
synchrony and the distance between the dendrites in mediolat-
eral direction was analyzed for all dendritic pairs in the field of
view (Figure 1D). As previously reported, synchrony in control
mice fell off as the mediolateral separation between PC dendrites
increased (Ozden et al., 2009; Schultz et al., 2009). In marked con-
trast, the synchrony in GluD2 KO mice was almost constant at all
the distances of mediolateral separation examined. On average,
the synchrony in GluD2 KO mice was significantly higher than
that in control mice at all the distances of mediolateral separation
(1064 dendrite pairs in 26 GluD2 KO mice and 1009 pairs in 33
control mice, p < 0.001 in Two-Way ANOVA) (Figure 2A), and
the rate of decline in synchrony was smaller in GluD2 KO mice
than in control mice (Figure 2B). These results indicate that the
synchrony of spontaneous CSs among neighboring PCs is greatly
enhanced in GluD2 KO mice, and the spatial range of synchrony
is extended in mediolateral direction.

RELATIONSHIP BETWEEN CALCIUM TRANSIENT AND CF INPUT IN
GluD2 KO MICE
In addition to the enhancement of the synchrony between cal-
cium transients of neighboring PCs, we found that the frequency
of calcium transient in GluD2 KO mice was lower than that in
control mice (0.15 ± 0.01 Hz and 0.29 ± 0.02 Hz, respectively;
11 mice each, p < 0.001) (Figure 1B), and the half-width of
transients was larger in GluD2 KO mice than in control mice
(0.710 ± 0.01 s and 0.517 ± 0.01 s, respectively; 5 mice each,

FIGURE 1 | Synchrony of spontaneous calcium transients in control

and GluD2 KO mice. (A) Fluorescence images showing the molecular
layer of the cerebellar cortex labeled with OGB-1 AM in control and GluD2
KO mice. PC dendrites are seen as gray bands that extend along the
rostrocaudal axis and aligned perpendicular to the mediolateral axis.
Spontaneous calcium transients were obtained by monitoring fluorescence
changes of the specified regions of interest (ROIs; orange). Scale bar,
50 μm. (B) Representative traces of calcium transient from 4 dendrites
(#1 – #4) that correspond to the ROIs in (A). Gray dots indicate detected
calcium transients from the baseline noise. (C) Cross-correlation
coefficients for the traces in (B) were calculated between #1 and the other
dendrites, and the distances along the axis (mediolateral separation)
between the dendrites were measured. Synchrony (i.e., the
cross-correlation at zero lag time, see Materials and Methods) in control
mice was the highest at the nearest neighboring pair, and gradually
decreased as the mediolateral separation increased. In marked contrast,
synchrony in GluD2 KO mice was almost constant regardless of the
mediolateral separation. (D) Summary graphs for the synchrony between all
dendrite pairs plotted against the mediolateral separations from the control
and GluD2 KO mice shown in (A) (55 dendrite pairs). Blue curves indicate
the exponential fit to the data.

p < 0.001), suggesting that the temporal pattern of CS firing is
altered in GluD2 KO mice. Therefore, simultaneous dendritic cal-
cium imaging and extracellular recordings were performed on
single PCs to clarify the electrophysiological correlates of cal-
cium transients (Figure 3A). Cell-attached recordings in both
control and GluD2 KO mice showed ongoing SSs and sporadic
CSs (Figure 3B). The mean firing rates of SS (22.12 ± 5.39 Hz
in control and 17.19 ± 2.33 Hz in GluD2 KO mice) and CS
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FIGURE 2 | Enhanced synchrony between dendrite pairs of GluD2 KO

mice at all the distances of mediolateral separation. (A) Summary
graph showing pooled data of synchrony plotted against the mediolateral
separation for 1009 dendrite pairs obtained from 33 control mice (black
symbols) and for 1064 dendrite pairs from 26 GluD2 KO mice (red symbols).
Each data point represents the average of synchrony and error bars indicate
SEM. There was significant difference between the two genotypes
(p < 0.001 by Two-Way ANOVA). (B) All values of synchrony were
normalized by the mean value of the nearest dendrite pairs within the
mediolateral separation of 20 μm. There were significant differences
between the two genotypes in all but the nearest pairs (∗∗p < 0.01,
∗∗∗p < 0.001 by Two-Way ANOVA and Tukey test), indicating that the
degree of decline in synchrony in the mediolateral direction is much smaller
in GluD2 KO mice than that in control mice.

(0.32 ± 0.04 Hz in control and 0.40 ± 0.03 Hz in GluD2 KO
mice) were not significantly different between the two genotypes
(13 mice each; p > 0.09 and p > 0.1, respectively). Although
calcium transients were induced by CS in both genotypes
(Figures 3C,D), each calcium transient in GluD2 KO mice tended
to be associated with multiple successive CSs. The fraction of cal-
cium transients induced by multiple CSs was significantly higher
in GluD2 KO mice than in control mice (Figure 3E, p < 0.001
in χ2 test). Besides, the histogram of inter-CS interval clearly
showed that CSs in GluD2 KO mice were induced in rapid suc-
cession with short interval (Figure 3F). These results indicate that
the lower frequency and longer duration of calcium transients
in GluD2 KO mice were attributed to the altered CS firing
pattern.

Atypical responses, termed “Cf” (Yoshida et al., 2004), were
observed only in GluD2 KO mice at similar frequency to CS fir-
ing rate (0.39 ± 0.09 Hz in 11 mice; p > 0.1; see Materials and
Methods for the definition of Cf). Cf was thought to be induced

by aberrant CF input (Yoshida et al., 2004). Cfs showed similar
or even shorter inter-Cf intervals than CS (Figure 3F). Moreover,
most Cfs occurred temporally close to CS (Figures 3D,G). These
results suggest that the firing pattern of IO neurons is altered
in GluD2 KO mice such that bursts of CSs/Cfs frequently occur
in PCs.

THE EFFECT OF GAP JUNCTIONAL COUPLING ON ENHANCED
SYNCHRONY OF CS ACTIVITY IN GluD2 KO MICE
According to previous reports, altered modulatory inputs in the
IO by pharmacological manipulation causes change in rhythmic-
ity and synchrony of CS firing (Llinas and Sasaki, 1989; Lang et al.,
1996; Lang, 2002). To examine whether the change in electrical
coupling among IO neurons made significant contribution to the
enhanced synchrony of CS firing in GluD2 KO mice, carbenox-
olone, a non-selective blocker of connexin, was intraperitoneally
injected during calcium imaging experiments. Although systemic
application of carbenoxolone has been reported to cause various
effects on whole mouse body (Rozental et al., 2007), a previous
study demonstrates that it has no effects on PC firing (Cheron
et al., 2004). About 1 h after drug application, synchronized cal-
cium transients were reduced in both control and GluD2 KO mice
(Figures 4A,B). As a result, the average synchrony significantly
decreased (from 0.48 ± 0.04 to 0.34 ± 0.02 in 8 control, p =
0.002 by paired t-test; from 0.73 ± 0.03 to 0.55 ± 0.04 in 5 GluD2
KO mice, p = 0.003). The degree of reduction in the synchrony by
carbenoxolone injection was not significantly different between
the two genotypes (0.14 ± 0.03 in control and 0.18 ± 0.03 in
GluD2 KO mice; p > 0.1). Therefore, the values of synchrony at
all the distances of mediolateral separation in GluD2 KO mice
were still larger than those in control mice even though electri-
cal couplings in IO neurons were inhibited (Figure 4B; p < 0.001
by Two-Way ANOVA). When the synchrony values were normal-
ized to those within 20 μm separation, the rate of decline in the
synchrony along the mediolateral axis remained much smaller in
GluD2 KO mice than in control mice after carbenoxolone appli-
cation (Figure 4C). While carbenoxolone enhanced the rate of
decline in the synchrony along the mediolateral axis to some
extent in control mice, it had much smaller effect in GluD2 KO
mice (Figure 4D). These results indicate that the enhancement of
synchrony in the mediolateral direction is likely to be attributable
largely to mechanisms other than gap junctional coupling in IO
neurons.

MULTI-ZONAL PROJECTION OF TRANSVERSE BRANCHES FROM
ASCENDING CF IN GluD2 KO MICE
We hypothesized that the enhanced mediolateral synchrony in
GluD2 KO mice was due to disorganized olivo-cerebellar pro-
jection by the persistent multiple CF innervation (Kashiwabuchi
et al., 1995; Hashimoto et al., 2001; Ichikawa et al., 2002; Miyazaki
et al., 2010). Immunohistochemical labeling of CF terminals
combined with tracer injection into the IO has revealed that den-
drites of PCs in GluD2 KO mice make contact with glutamatergic
terminals from ascending CFs as well as from transverse collater-
als of neighboring ascending CFs (Ichikawa et al., 2002; Miyazaki
et al., 2010). Thus, these aberrant transverse branches were
assumed to contribute to the enhanced mediolateral synchrony
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FIGURE 3 | Altered CF activity patterns in GluD2 KO mice. (A)

Representative image showing the molecular layer that was loaded with
OGB-1 AM in a GluD2 KO mouse. Simultaneous cell-attached recording and
dendritic calcium imaging from single PCs were performed. After the
recording, Alexa 594 was injected through the patch pipette to the PC from
which cell-attached recording was conducted. Spontaneous calcium
transients were obtained from the ROI enclosed by red line. Scale bar,
20 μm. (B) Sample traces for simple spike (SS), complex spike (CS), and
clustered firing (Cf) under cell-attached recordings from control (upper panel)
and GluD2 KO (lower panel) mice. Cf was not observed in control mice. (C)

Simultaneous recording of PC firing and dendritic calcium transients in a
control PC. Note that all the calcium transients are associated with CSs. (D)

Simultaneous recording of PC firing and dendritic calcium transients in the
PC shown in (A). SS, CS, and Cf are indicated in gray, orange, and green,
respectively. Note that calcium transients are elicited only when CS occurs,

or when CS and Cf fire in cluster. The bottom trace shows clustered CS and
Cf in an expanded timescale. In this period, a single calcium transient
included multiple CSs and Cfs that fired in temporal proximity. (E) Bar chart
showing the proportion of calcium transient induced by 1–5 CSs. The fraction
of each component was significantly different between control and GluD2 KO
mice (4 mice for each genotype; p < 0.001 by χ2 test). The numbers in
parentheses indicate the number of calcium transients. (F) Cumulative
probability plot of inter-spike intervals for CS and Cf. Each curve is composed
of 120 intervals obtained from 6 mice for each genotype. Curves for CS and
Cf in GluD2 KO mice were significantly different from the curve for CS in
control mice (p < 0.001 by K-S test). Moreover, there was a significant
difference between the curve for CS and that for Cf in GluD2 KO mice
(p = 0.004 by K-S test). Bin width, 100 ms. (G) Cross-correlogram of Cf
against CS was constructed using the data from 8 GluD2 KO mice. Note that
a prominent peak is present at 0 s. Bin width, 25 ms.

beyond the proper range of microzone in GluD2 KO mice. To
elucidate whether CFs projecting to a microzone could extend
their transverse branches to neighboring microzones in GluD2
KO mice, we examined the relationship between the extension of

CF transverse branches and the expression pattern of aldolase C
(aldC) in PCs. AldC is expressed in PCs aligned in longitudinal
stripes (Hawkes and Leclerc, 1987; Brochu et al., 1990; Sugihara
and Quy, 2007), and the tight link between aldC compartments
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FIGURE 4 | Carbenoxolone reduced the synchrony but little altered the

degree of decline along the mediolateral axis in GluD2 KO mice. (A)

Three representative traces of calcium transient from neighboring PC
dendrites before (baseline) and ∼1 h after carbenoxolone injection
(carbenoxolone), obtained from control (left) and GluD2 KO (right) mice.
Distances of mediolateral separation between dendrites are indicated on
the left of the traces. In both genotypes, synchronous calcium transients
were apparently reduced in frequency by carbenoxolone. (B) Summary
graph showing pooled data of synchrony for 318 dendrite pairs obtained
from 8 control mice and for 267 dendrite pairs from 5 GluD2 KO mice.
Carbenoxolone (cbx) injection reduced mean values of synchrony in both
genotypes. It should be noted that the difference between the genotypes
was highly significant after carbenoxolone injection [control + cbx (gray) vs.
GluD2 KO + cbx (magenda), p < 0.001 by Two-Way ANOVA], as was before
drug application (control (black) vs. GluD2 KO (red), p < 0.001 by Two-Way
ANOVA). (C) Normalized synchrony curves of control and GluD2 KO mice
after carbenoxolone injection. The rate of decline against the mediolateral
separation was significantly smaller in GluD2 KO mice than that in control
mice (∗∗∗p < 0.001 by Two-Way ANOVA and Tukey test). (D) Normalized
synchrony curves before and after carbenoxolone injection plotted for control
(left graph) and GluD2 KO (right graph) mice. In control mice, synchrony was
significantly decreased by carbenoxolone at all but the nearest and the
farthest points of separation, whereas in GluD2 KO mice, significant
differences were not detected at all points of mediolateral separation points
(∗p < 0.05, ∗∗p < 0.01 by Two-Way ANOVA and Tukey test).

and CF projections and CS synchrony have been shown in pre-
vious studies (Voogd et al., 2003; Sugihara and Shinoda, 2004;
Voogd and Ruigrok, 2004; Pijpers et al., 2005; Sugihara et al.,
2007).

A small amount of dextran Alexa 594 (DA594) was injected
into a certain subnucleus of the IO in order to visualize the tra-
jectories of subsets of CFs and their innervation patterns. After 4
days of survival, mice were sacrificed, brains were removed and
cerebellar sections were prepared. The sections were immunos-
tained for aldC, type 2 vesicular glutamate transporter (VGluT2,
a CF terminal marker) and DA594. In control mice, ascend-
ing CFs had a few short transverse branches (Figures 5A2,B2)
that had no detectable VGluT2-positive puncta (Figures 5A1,B1).
These short processes (20.9 ± 1.2 μm; 3.6–107.5 μm; n = 188)
originated from an aldC-negative zone and did not reach
the neighboring aldC-positive zone (Figures 5A,B), and vice
versa. By contrast, much longer transverse branches (Figure 5G;
46.9 ± 3.0 μm; 5.3–176.8 μm; n = 135, p < 0.001) containing
many VGluT2-positive puncta were observed in GluD2 KO
mice (Figures 5C–F). These branches bifurcated from ascend-
ing CFs located in an aldC-positive (Figures 5C,D) or -negative
(Figures 5E,F) zone, and elongated toward neighboring zones.
Furthermore, they made synaptic connections with multiple PCs
aligned in the mediolateral axis beyond the border of aldC
compartments (Figures 5D,F). Notably, 28.1% (38/135) of total
transverse branches in GluD2 KO mice had numerous excitatory
terminals to broad region of PC dendrites in the neighboring
zones (Figure 5F; red and yellow arrowheads), whereas no such
branch was observed in control mice (0/188) (Figure 5H). These
morphological data strongly suggest that PCs within a certain
microzone receive inputs from ascending CFs in that microzone
and from CF transverse collaterals originating from neighboring
microzones in GluD2 KO mice.

CALCIUM TRANSIENTS IN DISTAL DENDRITES INDUCED BY
ABERRANT CF INPUTS IN GluD2 KO MICE
To examine whether ectopic CF branches, including transverse
branches can induce detectable calcium transient in vivo, simul-
taneous somatic whole-cell recordings and calcium imaging at
distal dendrite were performed on single PCs in GluD2 KO
mice (Figure 6A). SS, CS and Cf were detected in current-
clamp recordings (Figure 6B). High-speed line-scan imaging
(2 ms/line) was performed to detect individual calcium transients,
because half of the CSs and Cfs occurred with subsecond inter-
spike interval (Figure 3F). CSs induced calcium transients over
the entire dendritic arbor (Figures 6C1,C2—orange traces and
columns), which was the same as in control mice and in rats
(Kitamura and Häusser, 2011). By contrast, Cfs induced cal-
cium transients only at a restricted region of distal dendrites
(Figure 6C). As exemplified in Figure 6C, Cf-evoked transients
were consistently observed only in the lower dendritic region
(Figures 6C1,C2—left panel, green trace and column) and vir-
tually no calcium signals were detected in the upper dendritic
region (Figures 6C1,C2—right panel, green trace and column).
This result is very similar to that obtained in cerebellar slice
preparations from GluD2 KO mice (Hashimoto et al., 2001) in
which stimulation of surplus weak CFs induced calcium tran-
sients restricted to small regions of distal dendritic arbors of
PCs. It should be noted that, although Cf-evoked calcium tran-
sients were spatially localized, no significant difference was found
between the amplitudes of calcium transients evoked by Cf and
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FIGURE 5 | Ectopic CF innervations beyond the zones in GluD2 KO mice.

(A) Photomicrographs of a horizontal section of cerebellar cortex from a
control mouse. In (A1), aldC (purple) and VGluT2 (green) positive structures are
present beside CFs labeled with DA594 (red). Double-headed arrows indicate
the region in which aldC-positive PCs are localized. In this case, the tracer was
taken up by CFs projecting to an aldC-negative zone. (A2) is the same section
as (A1) but shows DA594-labeled CFs only. (B) Magnified pictures of the
outer molecular layer near the pial surface in (A1) and (A2). There are short
transverse CF collaterals that lack VGluT2-positive puncta and do not reach the
adjacent aldC-positive zone. (C) Photomicrographs of a horizontal section of
cerebellar cortex from a GluD2 KO mouse. In this case, transverse CF
collaterals bifurcate from ascending CFs that project to aldC-positive PCs.
Note that transverse CF collaterals extend toward the adjacent aldC-negative
zone. (D) Magnified pictures of the outer molecular layer near the pial surface
in (C1) and (C2). Red arrowheads in (D1) indicate VGluT2-positive

glutamatergic terminals of transverse CF collaterals that form synaptic
contacts onto multiple PCs. White arrowheads in (D2) indicate the origins of
transverse CF collaterals. (E) Photomicrographs of a horizontal section of
cerebellar cortex in another GluD2 KO mouse. In this case, transverse CF
collaterals bifurcate from ascending CFs that innervate aldC-negative PCs and
extend toward the next aldC-negative zone beyond the adjacent aldC-positive
zone. (F) Magnified pictures of the outer molecular layer near the pial surface
in (E1) and (E2). Red and yellow arrowheads in (F1) indicate VGluT2-positive
glutamatergic terminals of transverse CF collaterals that form numerous
synaptic contacts onto aldC-positive and aldC-negative PCs, respectively.
White arrowheads in (F2) indicate the origins of transverse CF collaterals.
Scale bar, 20 μm in (A,C,E); 10 μm in (B,D,F). (G) Length of transverse CF
collaterals was significantly longer in GluD2 KO mice than in control mice
(∗∗∗p < 0.001). (H) Fraction of transverse branches, which had numerous
excitatory terminals to broad region of PC dendrites in the neighboring zones.
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FIGURE 6 | Local calcium transient induced by Cf in GluD2 KO mice. (A)

Fluorescence images showing a whole-cell patch-clamped PC of a GluD2 KO
mouse in transverse (left) and sagittal (right) views that were taken more than
30 min after filling of OGB-1 and Alexa 594 through the patch pipette. Line-scan
calcium imaging was performed at distal dendrite (∼100 μm from the soma)
indicated by orange line. Scale bar, 20 μm. (B) Sample traces of simple spike
(SS), complex spike (CS), and clustered firing (Cf) under current-clamp
recording from a GluD2 KO mouse. (C1) Simultaneous whole-cell recording
and line-scan calcium imaging was obtained from the PC shown in (A). Left
image indicates the location of line-scan (orange line). ROIs were determined
so that local calcium transients could be maximally recorded. The blue trace
was obtained from the lower ROI in which local calcium transient was
recorded, and the red trace was obtained from the upper ROI in which no local
calcium transients were detected for Cf. The onset of local calcium transient
coincided with the time when Cf occurred. (C2) (upper panels) Average traces
of calcium transients induced by CS (orange trace) and by Cf (green trace) in
the ROI from which Cf-evoked local calcium transients were detected
(Detected ROI) and in the other ROI of the same PC in which Cf-evoked local
calcium transients were absent (Undetected ROI). CS- or Cf-evoked calcium
transients are shown as mean ± s.e.m from 4 GluD2 KO mice. Note that the

magnitude and time course of Cf-evoked calcium transient in the detected
ROI was comparable to those of CS-evoked calcium transient (lower panels).
Bar graphs showing the magnitudes of calcium transients in the detected ROI
(left) and undetected ROI (right). There was no significant difference in
magnitude between CS-evoked and Cf-evoked calcium transients in the
detected ROI (left, p > 0.1). By contrast, there was no detectable
fluorescence change in the undetected ROI when Cf occurred (right;
∗p = 0.03). (D1) Line-scan imaging on a PC distal dendrite from a GluD2 KO
mouse that was stained by bolus-loading of OGB-1 AM. Left picture indicate
the location for line-scan (orange line). A local calcium transient was detected
in the lower ROI (blue trace) but was absent in the upper ROI (red trace). (D2)

Average traces of calcium transients (upper panels, from 5 GluD2 KO mice)
and bar graphs showing the magnitudes of global and local calcium transients
(lower panels) for the ROI from which local calcium transients were recorded
(Detected ROI) and for the ROI in which local calcium transients were absent
(Undetected ROI). Data are illustrated similarly to (C2). There was no
significant difference in magnitude between global and local calcium
transients in the detected ROI. There was no detectable fluorescence change
in the undetected ROI (right; ∗∗p = 0.008) at the time when local calcium
transients occurred in the detected ROI.
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those by CS in the same dendritic regions (Figure 6C2, left
panel). Importantly, Cfs and localized calcium transients were not
detected in control mice (11 mice).

We also found that localized calcium transients could be
detected in PC dendrites of GluD2 KO mice that were filled with
OGB-1 AM by bolus-loading method (Figure 6D). In the case
shown in Figure 6D1 and upper panel of Figure 6D2, a calcium
transient that was detected in both the upper and lower den-
dritic regions (Figure 6D1, red and blue traces; Figure 6D2 upper
panel, orange traces) was followed by another calcium transient
that was confined to the lower dendritic region (Figure 6D1, blue
trace; Figure 6D2 upper panel, green traces). The summary data
demonstrated that global and localized calcium transients were
present in PC dendrites of GluD2 KO mice (Figure 6D2 lower
panel). The global and localized calcium transients of PCs in
GluD2 KO mice by bolus-loading of OGB-1 AM (Figure 6D)
were very similar to CS-evoked and Cf-evoked calcium tran-
sients, respectively, in whole-cell recorded PCs in GluD2 KO mice
(Figure 6C). Since aberrant CF inputs to PCs in GluD2 KO mice
are thought to induce Cfs in intact cerebellum (Yoshida et al.,
2004) and local calcium transients in cerebellar slices (Hashimoto
et al., 2001), these results indicate that the localized calcium tran-
sients were induced, at least in part, by aberrant CF inputs from
transverse branches. The amplitudes of these localized calcium
transients were comparable to those of the global calcium tran-
sients (Figures 6C2,D2). Therefore, the localized calcium tran-
sients elicited by CF transverse collaterals are likely to contribute
to the enhanced synchrony of PC activity along the mediolateral
axis.

DISCUSSION
In the present study, we demonstrated that PCs within a given
microzone in GluD2 KO mice showed higher synchrony of CF
activities than in control mice, and the synchrony remained high
even when the mediolateral separation increased. The enhance-
ment of synchrony in mediolateral direction was ascribed to the
local calcium transients evoked by Cfs that frequently occurred in
close succession to the global calcium transients evoked by CSs.
These local calcium transients were likely to be induced by aber-
rant CF branches, including transverse collaterals elongated along
the mediolateral axis beyond the border of cerebellar zones.

ORIGIN OF THE MEDIOLATERAL ENHANCEMENT OF CS SYNCHRONY IN
GluD2 KO MICE
It has been demonstrated that surplus weak CF input can induce
localized calcium transients in distal dendrites of PCs in cerebel-
lar slice preparations from GluD2 KO mice (Hashimoto et al.,
2001). A recent morphological study also showed that ectopic CF
branches in GluD2 KO mice innervate limited areas in the distal
dendritic tree of PCs, and that transverse CF collaterals elongating
in the outer molecular layer near the pial surface have gluta-
matergic terminals around dendrites of multiple neighboring PCs
(Miyazaki and Watanabe, 2010). These elongated transverse CF
collaterals and ectopic synapse formation occur mutually among
neighboring PCs (Miyazaki and Watanabe, 2010). Thus, CFs of
GluD2 KO mice are considered to activate their main target
PCs through ascending main branches and also neighboring PCs

through transverse collaterals. Spike discharges of IO neurons in
GluD2 KO mice can induce global dendritic calcium transients
associated with CSs in their main target PCs, and also induce
local dendritic calcium transients associated with Cfs in neigh-
boring PCs (Figure 6). Furthermore, we found that Cfs tended to
be induced in a rapid succession (Figure 3F) in close proximity to
the occurrence of CS (Figure 3G). At a whole PC level, bursts of
Cfs are triggered by several aberrant branches from surrounding
CFs and can induce local calcium transients in various dendritic
regions of the same PC simultaneously. These clustered “local”
calcium signals are closely correlated in time with the CS-evoked
“global” calcium signals observed in other neighboring PCs, and
thus significantly contribute to the enhanced synchrony in the
mediolateral direction.

In contrast to the aberrant CF–PC wiring, the gap junctional
coupling between IO neurons seemed less important for the
enhanced mediolateral synchrony of CF activity in GluD2 KO
mice (Figures 4C,D). However, the synchrony between adjacent
PCs (distance between dendrites = 20 μm) of GluD2 KO mice
was reduced to the level of control mice by application of a
gap junction blocker (Figure 4B). This result indicates that the
gap junctional coupling among IO neurons contributes signifi-
cantly to the enhanced synchrony among adjacent PCs in GluD2
KO mice.

CHANGE IN FIRING PATTERNS OF PCs AND ITS POSSIBLE IMPACTS ON
ACTIVITIES OF THE OLIVO-CEREBELLAR LOOP IN GluD2 KO MICE
We found that not only spatial pattern but also temporal pat-
tern of CF activity was altered in GluD2 KO mice (Figure 3) as
reported previously (Yoshida et al., 2004). This alteration in fir-
ing pattern was also important for the enhanced synchrony in
mediolateral direction. Previous studies demonstrated that fir-
ing patterns of IO neurons are modulated by glutamatergic and
GABAergic inputs (Lang et al., 1996; Lang, 2002). These inputs
are elements of the olivo-cerebellar feedback loop composed of
IO, PCs and deep cerebellar nuclei (DCN). IO neurons send their
axons to PCs in specific cerebellar zones and their axon collaterals
to specific groups of DCN neurons that receive inhibitory inputs
from the same PCs to which the same IO neurons project. A part
of DCN neurons in turn send inhibitory signals back to the IO
(De Zeeuw et al., 1989; Lang et al., 1996; Chen et al., 2010). On
the other hand, another population of DCN neurons send excita-
tory inputs to mesodiencephalic nuclei, such as the red nucleus
and the nucleus of Darkschewitsch, which send excitatory sig-
nals back to the IO (De Zeeuw et al., 1998). Our results suggest
that these excitatory and inhibitory inputs to the IO are likely
to be altered by the change in spatial and temporal patterns of
CF responses of PCs in GluD2 KO mice. In addition to typical
CF response (CS), PCs in GluD2 KO mice showed a character-
istic burst of action potentials (Cf), which is most likely due to
surplus weak CF inputs arising from aberrant transverse CF col-
laterals (Yoshida et al., 2004). A Cf is a burst of 2–7 full spikes
at a firing rate of >180 Hz, whereas a CS consists of a single full
spike followed by several smaller spikelets (Figure 3B). As pre-
viously shown by simultaneous somatic and axonal recordings
from PCs in cerebellar slice preparations, PC axons can transmit
SSs with high fidelity at >200 Hz, whereas they cannot faithfully
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transmit the secondary spikelets in CS (Khaliq and Raman, 2005;
Monsivais et al., 2005). Therefore, weak surplus CF inputs, which
induce Cfs, would have significant or even larger impact on the
output of PC to DCN, compared with strong main CF inputs
that induce typical CSs. Furthermore, CS and Cf in GluD2 KO
mice fired in burst (2–16 CS/Cf at 6–12 Hz), even though the
mean firing rate was not significantly different from the CS fir-
ing rate of control mice. Given the highly convergent nature of
connections between PCs and DCN neurons (Palkovits et al.,
1977), spatial enhancement of synchrony and temporal cluster-
ing of CF activity in PCs would have striking effects on the
firings of DCN neurons in GluD2 KO mice. Since synchronized
CSs in PCs within a microzone can induce strong hyperpolariza-
tion followed by rebound spiking in corresponding DCN neurons
(Bengtsson et al., 2011), DCN neurons in GluD2 KO mice are
likely to show strong rebound burst firings in response to syn-
chronized CS/Cf clusters. Such burst firings of DCN neurons may
generate burst spiking in IO neurons through the excitatory path-
way involving mesodiencephalic nuclei, which may eventually be
converted to CS bursts in PCs via CFs. On the other hand, burst
firings of DCN neurons that send inhibitory inputs directly to the
IO are thought to induce large hyperpolarization and rebound
excitation in IO neurons (Khosrovani et al., 2007; Choi et al.,
2010). Thus, it is expected that highly synchronized PC activation
by CS/Cf causes strong modulation of the firing patterns of IO
neurons through rebound excitation of DCN neurons in GluD2
KO mice.

HIGHLY SYNCHRONOUS CF ACTIVITY BETWEEN PCs IN GluD2 KO MICE
Previous studies has revealed various cytoarchitectural, electro-
physiological and behavioral phenotypes of GluD2 KO mice,
including impaired PF–PC synapse formation (Kurihara et al.,
1997; Ichikawa et al., 2002; Takeuchi et al., 2005), persistent mul-
tiple CF innervation (Hashimoto et al., 2001; Ichikawa et al.,
2002; Miyazaki et al., 2010), deficient PF-LTD (Kashiwabuchi
et al., 1995; Hirai et al., 2005a), abnormal rhythmic CF firing
(Yoshida et al., 2004), ataxic gait (Kashiwabuchi et al., 1995; Hirai
et al., 2005a), oscillatory eye movements (Yoshida et al., 2004)
and impaired motor learning (Kashiwabuchi et al., 1995; Yoshida
et al., 2004; Hirai et al., 2005a). In addition to these deficits,
the present study has revealed a novel phenotype of GluD2 KO
mice that the synchrony of CF responses among neighboring PCs
are greatly enhanced in the mediolateral direction of the cere-
bellar cortex (Figures 1, 2). Parasagittal longitudinal microzones
based on the olivo-cerebellar projection are the functional units of
the cerebellar cortex and play a central role in information pro-
cessing in the cerebellum (Buisseret-Delmas and Angaut, 1993;
Sugihara and Shinoda, 2004). Sensory and/or motor information
can be robustly encoded in spatial patterns of activated micro-
zones (Welsh et al., 1995; Ozden et al., 2009; Schultz et al., 2009;
Ghosh et al., 2011), and the synchrony of CF activities among
neighboring PCs in a given microzone can convey sensorimotor
information without increasing the firing rates of CFs (Welsh,
2002; Schultz et al., 2009; Bosman et al., 2010). In GluD2 KO
mice, the abnormal enhancement of CF synchrony in the medi-
olateral direction leads to functional broadening of individual
microzones and reciprocal reduction in the pattern of activated

microzones. This should significantly reduce the quantity of
information conveyed by CF inputs, which may result, at least in
part, in motor deficits in GluD2 KO mice.

DISRUPTED ZONAL ORGANIZATION BY ABERRANT TRANSVERSE CF
COLLATERALS IN GluD2 KO MICE
According to the previous morphological studies, CF termi-
nals of single IO neurons are aligned within single aldC
bands, and these compartments are thought to represent func-
tional units (“zones”) for motor control of specific body parts
(Sugihara and Shinoda, 2004). The rate of decline in syn-
chrony in GluD2 KO mice was smaller than that in control
mice (∼10% decrease and 35–45% decrease at 190 μm, respec-
tively; Figures 2B, 4D), indicating that PCs in different zones
of GluD2 KO mice could be activated simultaneously. In fact,
transverse CF collaterals branching from ascending CFs in an
aldC-positive band elongated into neighboring aldC-negative
bands and vice versa (Figure 5). Mean length of transverse
branch was 46.9 ± 3.0 μm (maximum length: 176.8 μm) in
GluD2 KO mice, but this value is likely to be an underes-
timate and actual length would be even larger because these
branches were often cut during preparation of histological sec-
tions. Therefore, anomalously highly synchronous activation of
PCs in the mediolateral axis due to aberrant transverse CF collat-
erals can spread not only over the boundary of microzones but
also beyond the border of zones, indicating that the somatotopic
organization of cerebellar cortex of GluD2 KO mice might be
disrupted.

FUNCTIONAL SIGNIFICANCE
Our findings directly demonstrate the close relationship between
anatomical and functional microzonal organization in the
cerebellar cortex. Furthermore, it is possible that aberrant
transverse wiring affects the firing pattern of IO and DCN neu-
rons through the olivo-cerebellar feedback loop. During post-
natal development, only one CF is strengthened, and other
surplus CFs are weakened and ultimately eliminated to estab-
lish one-to-one relationship between CF and PC (Hashimoto
and Kano, 2003, 2005). Results from our on-going reserch sug-
gest that CF-induced calcium transients are highly synchronized
among PCs in immature mice and then become desynchronized
with development (unpublished data by J.-M. Good, Taisuke
Miyazaki, Kenji Sakimura, Masahiko Watanabe, Kazuo Kitamura,
Masanobu Kano). Thus, functional differentiation and elimina-
tion of redundant CFs during postnatal development are crucial
to establish the properly functioning olivo-cerebellar loop.
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The type 1 inositol 1,4,5- trisphosphate receptor (IP3R1) is a Ca2+ channel on the
endoplasmic reticulum and is a predominant isoform in the brain among the three
types of IP3Rs. Mice lacking IP3R1 show seizure-like behavior; however the cellular and
neural circuit mechanism by which IP3R1 deletion causes the abnormal movements is
unknown. Here, we found that the conditional knockout mice lacking IP3R1 specifically
in the cerebellum and brainstem experience dystonia and show that cerebellar Purkinje
cell (PC) firing patterns were coupled to specific dystonic movements. Recordings in
freely behaving mice revealed epochs of low and high frequency PC complex spikes
linked to body extension and rigidity, respectively. Remarkably, dystonic symptoms were
independent of the basal ganglia, and could be rescued by inactivation of the cerebellum,
inferior olive or in the absence of PCs. These findings implicate IP3R1-dependent PC firing
patterns in cerebellum in motor coordination and the expression of dystonia through the
olivo-cerebellar pathway.

Keywords: dystonia, Purkinje cells, inferior olive, cerebellum, basal ganglia, complex spikes, inositol 1,4,5-

trisphosphate, SCA15

INTRODUCTION
The inositol 1,4,5- trisphosphate receptors (IP3Rs) are intracel-
lular Ca2+ channels localized at the endoplasmic reticulum and
regulate the spatio-temporal change of intracellular Ca2+ concen-
tration, which are important for diverse physiological phenomena
including gene expression, development, growth, neural plastic-
ity, and secretion (Berridge et al., 2000). There are three subtypes
of IP3R in mammals and each IP3R isoform exhibits a distinct
expression pattern in vivo. Among the three subtypes, the type 1
IP3 receptor (IP3R1) is a brain dominant subtype (Foskett et al.,
2007; Mikoshiba, 2007). We have previously showed that mice
lacking the IP3R1 receptor (Itpr1−/−) exhibit ataxia and seizure-
like posture with multiple abnormal movements such as repetitive
rigid posture, opisthotonus, tonic contractions of the neck and
trunk, and premature death around the third week after birth
(Matsumoto et al., 1996). However, since IP3R1 is expressed in
a wide range of brain regions including cerebellum, cerebral cor-
tex, hippocampus, and striatum, the particular neural activities
and circuits causing these involuntary movements in the Itpr1−/−
mice remain unknown.

Dystonia is a neurological disorder in which sustained mus-
cle contractions induce twisting and repetitive movements or

abnormal posturing. Simultaneous abnormal contractions of
agonistic and antagonistic muscles (co-contractions) are one
of the most distinct features of dystonic movements. Because
of various phenotypic and genotypic subtypes in dystonia, its
pathogenic mechanisms remain elusive. Traditionally, dystonia
has been thought to be a basal ganglia (BG) disorder (Marsden
and Quinn, 1990; Lenz et al., 1998; Vitek et al., 1999; Zhuang
et al., 2004; Chiken et al., 2008; Nambu et al., 2011). In contrast,
recent accumulating evidence has further suggested abnormali-
ties of the cerebellum and brainstem in some dystonic patients
(Ceballos-Baumann et al., 1995; Eidelberg et al., 1998; Mazziotta
et al., 1998; Odergren et al., 1998; Hutchinson et al., 2000).
Several animal models of dystonia also exhibit cerebellar abnor-
malities (Ledoux and Lorden, 2002; Pizoli et al., 2002; Raike
et al., 2005; Walter et al., 2006; Chen et al., 2009; Calderon
et al., 2011; Ledoux, 2011; Filip et al., 2013) and aberrant
cerebellar activities in dystonic model animals were reported
(Ledoux and Lorden, 2002; Walter et al., 2006; Chen et al.,
2009), however, little is known about firing patterns of Purkinje
cell (PC) activity associated with particular dystonic movements
of freely moving mice. At the neural circuit level, it was sug-
gested that cerebellar outputs alter BG activity thereby leading
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to dystonic movements (Neychev et al., 2008; Calderon et al.,
2011).

In this study, we showed that genetic deletion of IP3R1 within
the cerebellum and brainstem is sufficient to cause dystonia in
mice. Although in the previous report we described epileptic-
like seizures in Itpr1−/− mice, in the current study we concluded
that the behavior of Itpr1−/− mice is better described as dystonia
with severe ataxia because there was no abnormal electroen-
cephalogram activity during the seizure-like posture (Figure 1A).
In addition, we revealed distinct patterns of PC firing that were
tightly coupled to the dystonic movements in freely moving
mutant mice. We also showed that pharmacological inactivation
of the cerebellum or inferior olive (IO), but not BG, and deletion
of PCs ameliorate the dyskinesia. Thus, our mutant mice provide
a therapeutic dystonia model solely dependent upon abnormal

olivocerebellar pathways and provide a coherent mechanism for a
specific type of dystonia.

MATERIALS AND METHODS
MICE
For generation of conditional Itpr1 knockout mice, the floxed
Itpr1 mice (Sugawara et al., 2013) were crossed with Wnt1
promoter-Cre (Danielian et al., 1998), Emx1-Cre (Iwasato et al.,
2000), and Gpr88-Cre transgenic (Tg) mice (Hisatsune et al.,
2013). Genotyping of Lurcher mice was performed as pre-
viously (Nishiyama et al., 2010). Body size/weight of Emx1-
Cre;Itpr1flox/flox and Gpr88-Cre;Itpr1flox/flox was indistinguishable
from that of control mice. The conditional mice lacking IP3R1
in the cerebellum/brainstem (Wnt1-Cre;Itpr1flox/flox mice) were
severely dystonic and could not take in enough food to survive, so
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FIGURE 1 | Cerebellum/brainstem specific IP3R1 deficient mice

exhibit dystonia. (A) Electroencephalogram of total Itpr1−/− and
Wnt1-Cre;Itpr1flox/flox mice during seizure-like posture. Upper panel
showed EEG (bar: 0.1 mV). Lower panel showed EMG (bar: 0.2 mV).
Horizontal bar indicates 1.0 s. (B) Footprints of Emx1-Cre;Itpr1flox/flox

and Gpr88-Cre; Itpr1flox/flox mice at 8 weeks. (C) Gross appearance of
the brain from Wnt1-Cre;Itpr1flox/flox mice at 8 weeks. (D) Hematoxylin
and Eosin (HE) staining of the hippocampus and the cerebellum in
Wnt1-Cre;Itpr1flox/flox mice. Note overall size decrease of cerebellum in

Wnt1-Cre;Itpr1flox/flox mice, whereas size of the hippocampus was
comparable to Itpr1flox/flox mice. (E) Expression level of IP3R1 in
various parts of the brain at 8 weeks. (F) Immunohistochemical
analysis of IP3R1 expression in the cerebellum from
Wnt1-Cre;Itpr1flox/flox mice at 8 weeks. (G) Immunohistochemistry of
the IP3R1 expression in the hippocampus, the cerebral cortex, and
the striatum from Itpr1flox/flox (upper panels) and Wnt1-Cre;Itpr1flox/flox

mice (lower panels) at 8 weeks. At least three mice were used for
each analysis, and the representative data were shown.
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they were hand-fed a nutritionally complete soft diet, DietGel76A
(ClearH2O), for their entire lives after weaning. All animals
were ethically treated according to the guideline of Animal
Experiments Committee of RIKEN Brain Science Institute.

HISTOLOGY AND IN-SITU HYBRIDIZATION
The mice brains (18- to 20-day-old Itpr1−/− and littermate
Itpr1+/+ mice; 8-week-old Wnt1-Cre;Itpr1flox/flox and Itpr1flox/flox

mice; and 23-day-old mice for Lurcher experiments) were tran-
scardially perfused with 4% PFA in PBS. The fixed brains were
immersed in 30% sucrose in PBS for O/N at 4◦C. The brains were
quickly frozen in Tissue-Tek compound (SAKURA, Japan), and
cryostat sections (12 μm in thick) were made.

For immunohistochemistry, the sections were permeablized
with 0.25% Triton/PBS for 5 min and immersed with boiled
acetate buffer (10 mM, pH = 6.0) for 10 min. After blocked,
the sections were probed with the indicated primary antibodies
[anti-IP3R1 antibodies (18A10, 5.0 μg/ml), rabbit anti-Tyrosine
hydroxylase (TH) antibodies (1.0 μg/ml), rabbit anti-Homer 3
S120 antibody, and guinea pig anti-Homer 3 antibodies] for ON
at 4◦C. After washed with PBS, the sections were probed with
Alexa 594-conjugated goat anti-rabbit IgG, Alexa 488-conjugated
anti-guinea pig IgG, and Alexa 488-conjugated goat anti-rat IgG
(Invitrogen) for 1 h at RT. The coverslips were mounted with
Vectashield (Vector Laboratories) and observed under fluores-
cence microscopy E600 (Nikon).

For in-situ hybridization, frozen (12 μm thick) or
paraffin-embedded (5 μm thick) sections of 18- to 20-day-
old Itpr1−/− and Itpr1+/+ mice or 8-week-old and 19-day-old
Wnt1-Cre;Itpr1flox/flox and Itpr1flox/flox mice were treated with
proteinase K (1 μg/ml, Wako) for 10 min at RT. The sec-
tions were blocked and probed with sense and antisense cfos
probes for ON at 68◦C. The cfos fragment was amplified with
primers, sense primer: 5′-CCGAATTCATGATGTTCTCGGGTT
TCAACG-3′, anti-sense primer: 5′-CCAAGCTTTCACAGGGC
CAGCAGCGTGG-3′. The underlines indicate EcoRI and HindIII
sites for cloning the amplified cfos fragment to the Bluescript II
vector.

IMMUNOBLOTTING
To analyze the expression of IP3R1 and TH, various parts of the
8-week-old brain were excised and were sonicated in a Sucrose
buffer [0.32 M sucrose, 5 mM Hepes-NaOH (pH = 7.5)] contain-
ing the 1x proteinase inhibitors (Roshe). The protein concentra-
tions were measured, and 100 μg of the samples were lysed with
the sample buffer [125 mM Tris-HCl (pH = 6.8), 20% glycerol,
4.0% SDS, 10% 2-mercaptoethanol, 0.1% bromphenol blue],
and separated by 7.5% SDS-polyacrylamide gel electrophoresis
and transferred to a polyvinyldene difluoride membrane. For c-
Fos detection, the striatum of the 4-week-old mice were excised
and homogenized with 0.32 M Sucrose buffer, and the nuclear
fraction after centrifugation at 2000 rpm was lysed with sample
buffer and used for western blotting. Antibodies were rabbit poly-
clonal anti-TH antibody (1.0 μg/ml, Chemicon), mouse mono-
clonal anti-β-actin antibody (1.0 μg/ml Sigma), rat monoclonal
anti-IP3R1 antibody (18A10: 1.0 μg/ml), and rabbit anti-cFos
antibody (1.0 μg/ml, Santa cruz).

CYTOCHROME OXIDASE (CO) STAINING
Frozen 4%PFA-fixed 8-week-old brain sections (100 μm thick)
were incubated in 0.1 M phosphate buffer containing 4 g sucrose,
50 mg of cytochrome C, and 50 mg of diaminobenzidine per
100 ml of buffer at 37◦C for 1–2 h. To compare the CO stain-
ing intensities among different genotypes of mice, brains were
fixed, cut, and reacted with the same solutions, and the digital
photographs were taken on a same day.

ADMINISTRATION OF DRUGS INTO THE MOUSE BRAIN (CEREBELLUM,
INFERIOR OLIVE, AND BASAL GANGLIA)
Mice (∼2 month-old) were anesthetized with 1.5% halothane
anesthesia with N2O:O2 (3:2) ventilation. A guide cannula (C313,
inner diameter: 0.39 mm, outer diameter: 0.71 mm, Plastics One)
was implanted at the middle of vermis of cerebellum (1.1 mm
in depth). After 3 days of recovery, an internal cannula (1.0 mm
projection length from the guide cannula) was replaced with the
dummy cannula and PBS or CNQX (5 mM in PBS, Tocris) were
infused into the cerebellum at the speed of 0.5 μl/min for 20 min.
The same guide cannula system was used for lidocaine (4.0% in
PBS, MP Biomedicals) injection into the IO (the tip of the can-
nula was targeted to just above the medial nuclei) and bilateral BG
(entopeduncular nucleus, 1.3 mm posterior to the Bregma, lateral
to 2.2, 4.5 mm depth).

ELECTROPHYSIOLOGICAL RECORDINGS USING ACUTE CEREBELLAR
SLICE
Cerebellar slices were prepared from Itpr1+/+ and Itpr1−/− mice
(P17-20). Parasagittal slices (230 μm thick) of the cerebellar ver-
mis were cut using a vibrating microtome (VT1000S, Leica,
Nussloch, Germany) in an ice-cold extracellular solution contain-
ing (in mM) 252 sucrose, 3.35 KCl, 21 NaHCO3, 0.6 NaH2PO4,
9.9 glucose, 1 CaCl2, and 3 MgCl2 and gassed with a mixture of
95% O2 and 5% CO2 (pH 7.4). The slices were maintained at RT
for at least 1 hr in a holding chamber, where they were submerged
in artificial cerebrospinal fluid (ACSF) containing (in mM) 138.6
NaCl, 3.35 KCl, 21 NaHCO3, 0.6 NaH2PO4, 9.9 glucose, 2 CaCl2,
and 1 MgCl2 (bubbled with 95% O2 and 5% CO2 to maintain the
pH at 7.4.

PCs were visually identified under Nomarski optics using a
water immersion microscope (BX51WI, Olympus, Japan). For
loose cell-attached recording, the pipette was gently placed in
contact with a cell body of PC, and slight suction was applied.
The pipette (2–4 M�) containing ACSF was maintained at
0 mV. The membrane currents were recorded using an amplifier,
MultiClamp 700B (Molecular Devices, Foster City, CA, USA) and
pCLAMP9.2 software (Molecular Devices), digitized, and stored
on a computer disk for off-line analysis. All signals were filtered
at 2 kHz and sampled at 5–10 kHz. All experiments were per-
formed at 31–32◦C. Action potential frequencies were analyzed
using the Mini analysis program, version 6 (Synaptosoft, Decatur,
GA, USA) and Kyplot 5.0 (Kyence, Tokyo, Japan).

EXTRACELLULAR RECORDING IN ANESTHETIZED MICE
Recordings were performed in anesthetized mice (1–2 months
old) after an intraperitoneal injection of 50 mg/kg Nembutal
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using 1.5% halothane anesthesia with N2O:O2 (3:2) ventila-
tion. Additional doses of 0.15–0.25 mg were given if neces-
sary to maintain anesthetic level. A sedative, chlorprothixene
(0.2 mg, i.m.), was administered to supplement of the Nembutal.
Atropine (0.3 mg, s.c.) and dexamethasone (0.05 mg, s.c.) were
injected subcutaneously (Gordon and Stryker, 1996). The ani-
mal’s temperature was maintained at 38◦C. The heart rate was
monitored continuously.

A small hole (1.0 mm) was drilled in the occipital bone above
the cerebellar vermis of lobule IV (midline, 4.5 mm caudal from
lambda), and the dura was exposed and covered with warm
agarose (2.8% in saline). The microelectrode tip (epoxy-coated
tungsten microelectrodes, 9–12 M� impedance; FHC, ME) was
positioned above the small hole and advanced into the cerebellar
lobule IV vermis using a stepping motor controlled micromanip-
ulator. Raw signals from the electrodes were amplified, filtered
(0.3–5 kHz), digitized at 25 kHz and stored (LabVIEW, National
Instrument, Austin, TX). Single and multiunit PC activities (peak
heights above the 6 sigma noise level) were isolated by off-line
spike sorting (Offline sorter, Plexon, Dallas, TX). Simple spikes
(SSs) and complex spikes (CSs) were identified based on their
characteristic waveforms.

EEG, EMG RECORDING
A stainless screw electrode for EEG recording was secured over
the cerebellar cortex (2.0 mm posterior to the lambda, on the
midline) and a reference screw electrode was placed over the
somatosensory (1.5 mm lateral to the midline, 1.0 mm posterior
to the bregma) or frontal cortex (1.0 mm lateral to the mid-
line, 2.0 mm anterior to the bregma) (Miyamoto et al., 2012). A
stainless wire was inserted in the neck muscle for EMG record-
ing. Polygraphic signals (band-pass filtered at 0.7–170 Hz) were
amplified by telemetry system (Data Sciences International, St.
Paul, MN) and sampled at 500 Hz (SleepSign, KISSEI COMTEC,
Japan). Based on polygraph and infra-red camera monitoring,
sleep/waking behavioral state and epileptic EEG pattern was
explored.

EXTRACELLULAR RECORDING FROM BEHAVING MICE
The tetrodes of four nichrome wires (13 μm) were stereotaxically
implanted into the cerebellar vermis of the lobule IV (6.25 mm
posterior to the Bregma, on the midline). Signals from each elec-
trode were band-pass filtered (1–6 kHz) and digitized at 25 kHz
sampling frequency (Plexon, Dallas, TX). A reference electrode
was chosen from electrodes which did not show neuronal activ-
ity. Neuronal spike data (firing rate, autocorrelogram, interspike
interval) was analyzed by NeuroExplorer (Nex Technologies,
Littleton, MA).

Similar to the recording of cerebellar PCs, tetrodes were
implanted to monitor neuronal activity in the BG (caudate
putamen and globus pallidus, 0.5 mm posterior to the Bregma,
2.0–3.0 mm lateral to the midline, 2.0–4.0 mm depth from the
surface) during dystonic movements. Multi-unit neuronal activ-
ity data were sampled with a minimal interval of 200 μm by
slowly advancing the tetrodes. For behavior analyses, we defined
rigid posture as the duration in which mice hunched their backs
and extended their paws to maintain the posture. In addition,

we defined opisthotonus as an abnormal posture in which the
mouse’s neck was completely held at the bridging position (i.e.,
bent fully toward the upper back). We judged the beginning of
opisthotonus when the neck was held at the maximal bridging
position, and defined the ending as its complete return to the
normal (horizontal/unbent) position.

Footprint analysis
The hindpaws of 8-week-old Emx1-Cre;Itpr1flox/flox and Gpr88-
Cre;Itpr1flox/flox mice, or of 19-day-old mice for Lurcher exper-
iments, were dipped in non-toxic water-based black paint, and
allowed to walk down an enclosed runway lined with white paper,
to determine their gait characteristics.

STATISTICAL ANALYSES
The significance of differences between groups was analyzed using
Student’s t-test, paired Student’s t-test, Mann-Whitney U-test,
Dunnett’s test, or ANOVA followed by the Bonferroni’s test as
appropriate. A value of P < 0.05 is reported as significant.

RESULTS
ENHANCED PC ACTIVITY IN IP3R1 DEFICIENT MICE
To examine the neural activities and circuits causing the
dyskinetic movements of Itrp1−/− mice in detail, we gener-
ated several brain-specific IP3R1 conditional knockout mice:
restricted to the dorsal telencephalon (Emx1-Cre;Itpr1flox/flox),
the cerebellum/brainstem (Wnt1-Cre;Itpr1flox/flox mice), and to
the BG (Gpr88-Cre;Itpr1flox/flox). Neither Emx1-Cre;Itpr1flox/flox

mice, lacking IP3R1 in excitatory neurons and glial cells of
the cerebral cortex and hippocampus, nor Gpr88-Cre;Itpr1flox/flox

mice, lacking IP3R1 in striatal neurons, exhibited apparent
dyskinesia like total Itpr1−/− mice (Figure 1B). The Emx1-
Cre;Itpr1flox/flox and Gpr88-Cre;Itpr1flox/flox mice were born nor-
mally and showed normal growth patterns through adulthood.
In striking contrast, Wnt1-Cre;Itpr1flox/flox mice began to show
ataxia around postnatal day 9 (P9), and exhibited dyskinesia
including opisthotonus, repetitive rigid posture, and tonic con-
tractions of the neck and trunk as they grew beyond 2 weeks
(Movie S1, and the footprint analyses shown in Figure 6B, left
panel).

Unlike the premature death in Itpr1−/− mice, Wnt1-
Cre;Itpr1flox/flox mice grew to adulthood by hand-feeding.
Body weight of Wnt1-Cre;Itpr1flox/flox mice was about 45%
of Itpr1flox/flox mice at 5 weeks. Cerebellar size of Wnt1-
Cre;Itpr1flox/flox mice at 8 weeks was significantly smaller than that
of Itpr1flox/flox mice, whereas cerebral cortex size was comparable
(Figures 1C,D). The apparent morphological constituents of the
cerebellum, such as granular layer, PC layer, and molecular layer
seemed normal and no apparent cell death occurred as judged
by DAPI staining for nuclear condensation. The expression level
of IP3R1 in the cerebellum of 8 week-old Wnt1-Cre;Itpr1flox/flox

mice was significantly lower than that of Itpr1flox/flox mice,
whereas expression in the hippocampus, striatum, and cerebral
cortex of Wnt1-Cre;Itpr1flox/flox mice was equivalent to that of
Itpr1flox/flox mice (Figures 1E–G). Residual IP3R1 expression in
the cerebellum of the 8-week-old Wnt1-Cre;Itpr1flox/flox mice was
attributed at least partly to PCs still expressing IP3R1 protein after
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FIGURE 2 | Abnormal PC activities in the cerebellum of both

Itpr1−/− and Wnt1-Cre;Itpr1flox/flox mice. (A and B) The cfos mRNA
expression in the PCs and the hippocampus of 8-week-old
Wnt1-Cre;Itpr1flox/flox (A) and 19-day-old Itpr1−/− mice (B). Right panel
shows magnified inset. Arrow indicates cfos-positive soma of PCs. (C)

Increased phosphorylation level of Homer 3 (S120) in the soma and
proximal dendrites of PCs of 8-week-old Wnt1-Cre;Itpr1flox/flox mice. (D)

Ectopic expression of tyrosine hydroxylase (TH) in PCs of 19-day-old
Itpr1−/− mice. (E) The TH expression in coronal sections of the

Wnt1-Cre;Itpr1flox/flox cerebellum at 8 weeks. (F) Banded patterns of
TH expressing PC in the Wnt1-Cre;Itpr1flox/flox cerebellum at 8 weeks.
(G) TH expression was not dependent on the IP3R1 expression of PCs
in Wnt1-Cre;Itpr1flox/flox mice. (H) Intrapenitoneal injection of harmaline
(30 mg/kg) increased the signals for the Homer 3 phosphorylation of
PCs of 8-week-old wild-type mice in a time dependent manner. (I)

Intrapenitoneal injection of harmaline increased the TH expression of
PCs of wild-type mice after 24 h. All experiments were performed at
least three times, and the representative data were shown.

incomplete Cre/flox recombination in the PCs of the Wnt1-Cre Tg
mice (Figures 1F, 2G).

To further delineate the neurons responsible for the expres-
sion of dystonia in Itpr1−/− and Wnt1-Cre;Itpr1flox/flox mice, we
investigated the expression of cfos mRNA, a neural activity marker
(Morgan et al., 1987). Interestingly, we found strong c-fos mRNA
expression in PCs localized to the caudal parts of the cerebellum
in both Itpr1−/− and Wnt1-Cre;Itpr1flox/flox mice, but not in that
of Itpr1+/+ or Itpr1flox/flox mice (Figures 2A,B, upper panels).
No apparent elevation of cfos mRNA was observed in the hip-
pocampus and cortex in either Itpr1−/− or Wnt1-Cre;Itpr1flox/flox

mice (Figures 2A,B, lower panels). We also examined CaM kinase
II-mediated phosphorylation levels of Homer 3 as a marker of
PC depolarization (Mizutani et al., 2008). Only weak Homer
3 phosphorylation (S120) signals were observed in the soma

and proximal dendrites of PCs in 8-week-old Itpr1flox/flox mice
(Figure 2C), as reported previously (Mizutani et al., 2008). In
8-week-old Wnt1-Cre;Itpr1flox/flox mice, however, intense Homer
3 phosphorylation was observed at the soma and proximal
dendrites, including the apical dendrites of PCs in caudal lobules
9 and 10 (Figure 2C, right).

In addition, we found aberrant tyrosine hydroxylase (TH)
expression which is induced by cFos (Nagamoto-Combs et al.,
1997) in the Itpr1−/− (Figure 2D) and Wnt1-Cre;Itpr1flox/flox PCs
(Figure 2E). The TH-positive PCs were mainly observed in the
vermis and flocculus of the Wnt1-Cre;Itpr1flox/flox and Itpr1−/−
cerebellum (Figure 2E) and were localized in a banded pattern
(Figure 2F). In the wild-type cerebellum, we detected some TH-
positive PCs as reported previously (Hess and Wilson, 1991).
However, TH expression levels were relatively weak, and the
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FIGURE 3 | PC firing in anesthetized Wnt1-Cre;Itpr1flox/flox mice.

(A) Diagram of in vivo recording from PCs of the cerebellum.
(B) Upper panels: representative SSs and CSs of PCs in the
Itpr1flox/flox (left) and Wnt1-Cre;Itpr1flox/flox (right) mice under

anesthesia. Lower panels: recordings of PC spike trains from
anesthetized mice. (C) Averaged auto-correlograms of PC spikes in
the Wnt1-Cre;Itpr1flox/flox (gray) and Itpr1flox/flox (black) mice under
anesthesia.

regions expressing TH in a banded manner were both fewer
and smaller in size in the Itpr1+/+ and Itpr1flox/flox mice than
in the Itpr1 mutant mice (Figure S1). Although PCs normally
express a large amount of IP3R1 in the brain, the abnormal TH
expression in the Wnt1-Cre;Itpr1flox/flox cerebellum was observed
in PCs regardless of IP3R1 expression (Figure 2G), suggesting
that altered neural inputs onto PCs may trigger the aberrant TH
expression.

Since climbing fibers (CF) innervate PCs localized within
banded patterns (Oscarsson, 1979), olivocerebellar inputs may
be the cause of abnormal involuntary movements in the
Wnt1-Cre;Itpr1flox/flox mice. Harmaline evokes synchronous firing
across large populations of PCs via the olivocellebelar pathway by
electrical coupling of IO neurons, resulting in the expression of
tremor in mice (Llinas and Sasaki, 1989). We intraperitoneally
injected harmaline into wild-type mice and examined Homer
3 phosphorylation and TH expression in PCs. We found that
IO activation rapidly increased the phosphorylation levels of
Homer 3 in the soma and dendrites of PCs in a time depen-
dent manner (Figure 2H). Intense phosphorylation signals were
first observed in the soma of PCs within 15 min after injection
(Figure 2H, arrow), then progressed into proximal and apical
dendrites as time passed (Figure 2H, arrowhead). Furthermore,
we observed elevation of TH signals in PCs at the caudal region
of the cerebellum, especially lobules XI and X at 24 h after injec-
tion (Figure 2I). These results closely resembled those observed
in the Wnt1-Cre;Itpr1flox/flox mice. Therefore, we hypothesized
that abnormal PC firing caused by excessive olivocerebellar input
is the cause of involuntary movements in the Itpr1−/− and
Wnt1-Cre;Itpr1flox/flox mice.

PC ACTIVITY CORRELATES WITH DYSTONIC MOVEMENTS OF MICE
To reveal the nature of abnormal PC firing underlying the expres-
sion of dystonia in the Itpr1−/− mice, we first measured sponta-
neous PC activities by loose cell-attached recording using acute
cerebellar slices, in which neuronal inputs from climbing and
mossy fibers were severed. Because the PCs highly expressing TH
were mainly observed in caudal parts of the cerebellar vermis of

Itpr1−/− mice (Figure 2E), we measured spontaneous activities
of PCs mainly from those areas. However, we found no appar-
ent difference in spike frequency and coefficient of variation (CV)
between PCs from wild-type and total Itpr1−/− mice under these
conditions (Frequency: Itpr1+/+: 25.89 ± 2.89 (Means ± sem),
n = 22 cells from 3 mice; Itpr1−/−: 28.86 ± 3.41, n = 26 from 3
mice, Student’s t-test P = 0.51. CV: Itpr1+/+: 0.23 ± 0.03, n =
22; Itpr1−/−: 0.22 ± 0.02, n = 26, Student’s t-test P = 0.72).

Since the cerebellar slice is devoid of neuronal inputs arising
from other brain structures, we next asked whether spontaneous
PC activities are altered in anesthetized mice. We performed
extracellular recording of PC activities from caudal lobules in the
cerebellar vermis (Figure 3A), which is responsible for the coordi-
nation of body trunk movement. We observed high amplitude PC
spiking in both total Itpr1−/− and Wnt1-Cre;Itpr1flox/flox mice as
well as in wild-type mice (Figure 3B). Typical SSs and CSs were
seen in both total Itpr1−/− and Wnt1-Cre;Itpr1flox/flox mice and
were used as an indication of PC activity in vivo (Figure 3B).
Spontaneous firing rates of Wnt1-Cre;Itpr1flox/flox mice were
decreased compared to Itpr1flox/flox mice (Itpr1flox/flox: 17.12 ±
1.61 (N = 5 mice, n = 37 cells); Wnt1-Cre;Itpr1flox/flox: 12.84 ±
1.59 (N = 4, n = 55). Mann-Whitney U-test: ∗P = 0.015.),
and this tendency was also observed in total Itpr1−/− mice,
although this was not significant [Itpr1+/+: 26.01 ± 3.42 (N =
3, n = 28); Itpr1−/−: 19.95 ± 2.52 (N = 4, n = 25), Student’s
t-test P = 0.169]. The CVs were not significantly different
between the groups [Itpr1flox/flox: 1.43 + 0.18 (n = 37), Wnt1-
Cre;Itpr1flox/flox: 1.07 + 0.08 (n = 55), Mann-Whitney U-test:
P = 0.083, Itpr1+/+: 1.30 + 0.07 (n = 28), Itpr1−/−: 1.57 + 0.26
(n = 25), Mann-Whitney U-test: P = 0.91].

We also found that averaged auto-correlograms of PC activ-
ity in Wnt1-Cre;Itpr1flox/flox mice lacked a peak around 0-100 ms
compared to Itpr1flox/flox mice (Figure 3C). The peak height
(25-35 ms) was significantly lower than that of Itpr1flox/flox

(Itpr1flox/flox: n = 37 from 5 animals; Wnt1-Cre;Itpr1flox/flox mice:
n = 55 from 4 animals, Student’s t-test P < 0.01, Figure 3C),
suggesting an alteration of PC activity patterns caused by IP3R1
deletion. Given that the spontaneous activity pattern was little
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affected in isolated cerebellar slices, these results suggest that neu-
ral inputs to PCs, such as parallel fiber or CF inputs, were changed
by IP3R1 deletion in vivo.

Anesthetics influence synaptic neurotransmission or cellular
communication (Keane and Biziere, 1987) and suppress animal
behavior and movement. To gain more insight into the possi-
ble link between PC firing and the expression of dystonia, we
recorded multiple unit activity of PCs from freely moving mice
(Figure 4A). High amplitude putative PC spiking and low ampli-
tude background activity were alternately recorded as the elec-
trode advanced (400–800 μm). Multiple spiking and increased
background activity of awake animals sometimes made discrim-
ination between SSs and CSs difficult. In Itpr1flox/flox mice, puta-
tive PC activity showed regular tonic firing similar to the firing
pattern of anesthetized mice (Figure 4A, upper panel). We did not
see a drastic change of firing rate associated with particular move-
ments or behaviors in the caudal part of the vermis. Likewise,
sleep-wake state associated changes of PC firing rate were not
evident.

In contrast, a sharp increase of firing rates was observed
intermittently (about once/10 s) in Wnt1-Cre;Itpr1flox/flox mice
and was tightly coupled to body movement related to paroxys-
mal dyskinesia (Figure 4A). Typically, Wnt1-Cre;Itpr1flox/flox mice
gradually increased rigidity during the low firing period (indi-
cated by the orange bar in Figure 4A, lower right panel). Then,
they abruptly extended their trunk and limbs simultaneously
(Figure 4A, lower left panel) during the high frequency period
(indicated by the blue bar). This sequence of high and low fre-
quency firing recurred while the animal was awake, but not
during stiff ambulation. Though clear isolation of CSs was dif-
ficult, CS activity prevailed during the rigid posture (the orange
bar), while SS activity became dominant with high frequency fir-
ing during the body-extension (the blue bar) (Figure 4A, lower
panels).

Interestingly, the intraperitoneal injection of harmaline
(30 mg/kg) in awake wild-type mice reduced SS, and caused CS-
dominant spike patterns in PCs (Figure 4B) reminiscent of their
firing patterns in the Wnt1-Cre;Itpr1flox/flox mice during rigid pos-
ture. When Wnt1-Cre;Itpr1flox/flox mice fell asleep, these particular
patterns of PC activity diminished. The frequency of CSs was
significantly increased in behaving Wnt1-Cre;Itpr1flox/flox mice as
compared to Itpr1flox/flox mice, whereas the difference was not
evident under anesthetized condition (Figure 4C). An increase
of multiunit activity corresponded to the body-extension phase
(high firing rate period, blue arrowhead) as judged by an inde-
pendent observer (Figure 4D). Multiunit firing peaks in several
recordings from lobules in caudal portions of the vermis were
averaged (N = 4, 20 MUA recordings), and we confirmed distinct
cerebellar activity changes associated with rigid and extended
postures (Figure 4E).

TEMPORAL INACTIVATION OF THE CEREBELLUM AMELIORATES
DYSTONIA
To confirm the involvement of cerebellar activity in the dystonic
movements of Wnt1-Cre;Itpr1flox/flox mice, we inhibited cerebellar
activity by α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic
acid (AMPA) receptor antagonist (CNQX) infusion. Inactivation

of the cerebellum was confirmed by ataxia of CNQX-infused
wild-type mice (Figure 5A), including abnormal footprints
with shorter step length and wider gait after 2 h of infusion
that recovered by 5 h (Figure 5A). Cerebellum specific infu-
sion of the drug was confirmed by Fluo Ruby (Figure 5B).
No ataxic gait was observed in wild-type mice infused with
saline. Strikingly, CNQX infusion into the cerebellum of Wnt1-
Cre;Itpr1flox/flox mice improved their voluntary movement sig-
nificantly: dyskinesia such as opisthotonus, rigid posture, and
tremor was abolished (Figures 5C,D). Although the mutant mice
still showed ataxia, they exhibited partially restored gait within
2 h (Figures 5E,F; Movie S2). After 5 h, dystonic movements of
Wnt1-Cre;Itpr1flox/flox mice appeared.

GENETIC DELETION OF PCs RESCUES DYSTONIA OF
Wnt1-Cre;Itpr1flox/flox MICE
To further explore the influence of cerebellar output from
PCs on dystonic movements, we also genetically deleted PCs
from the cerebellum of Wnt1-Cre;Itpr1flox/flox mice by mat-
ing them with Lurcher mice (GluD2LC/+) in which most of
PCs die due to a mutation of the delta 2 glutamate recep-
tor (GluD2) during the second postnatal week (Barmack and
Yakhnitsa, 2003). Interestingly, we found that dystonic move-
ments in Wnt1-Cre;Itpr1flox/flox mice were completely abolished in
GluD2LC/+;Wnt1-Cre;Itpr1flox/flox mice. The GluD2LC/+;Wnt1-
Cre;Itpr1flox/flox mice greatly improved their gait to a level similar
to those of GluD2LC/+ mice [Figures 6A,B, and Movie S3, N = 4.
Stride length: GluD2LC/+: 1.48 ± 0.053 and GluD2LC/+;Wnt1-
Cre;Itpr1flox/flox: 1.60 ± 0.03 (Mean ± sem, Student’s t-test
P = 0.06, n = 18 from 3 mice), base width: GluD2LC/+:
1.03 ± 0.014 and GluD2LC/+;Wnt1-Cre;Itpr1flox/flox: 0.83 ± 0.043
(Mean ± sem, Student’s t-test P < 0.001, n = 12 from 3 mice)].
Loss of most of PCs were confirmed in the cerebellum of
GluD2LC/+;Wnt1-Cre;Itpr1flox/flox mice (Figures 6C,D). These
results strongly suggested that abnormal cerebellar output from
PCs produces dystonia in mice lacking IP3R1.

OLIVO-CEREBELLAR PATHWAY, BUT NOT BG, IS INVOLVED IN THE
EXPRESSION OF DYSTONIA
Because predominant CS activities prevailed during dystonic
posture (Figure 4), we checked activities of IO neurons, which
send CFs to PCs, by a cytochrome oxidase (CO) assay. We
found that the CO-staining intensities in the IO of Wnt1-
Cre;Itpr1flox/flox mice were increased as compared with those
of Itpr1flox/flox mice (Figure 7A, Relative CO activity. Principal
nuclei (IOPr), Itpr1flox/flox: 0.97 ± 0.03, Wnt1-Cre;Itpr1flox/flox:
1.17 ± 0.05, P < 0.05; medial inferior olive (IOM), Itpr1flox/flox:
0.68 ± 0.02. Wnt1-Cre;Itpr1flox/flox: 1.64 ± 0.1, P < 0.0001; and
dorsal accessory inferior olive (IOD), Itpr1flox/flox: 0.64 ± 0.02,
Wnt1-Cre;Itpr1flox/flox: 0.95 ± 0.06, Means ± sem, Student’s t-test
P < 0.01, n = 6 from 3 mice). Inferior olive IP3R1 expression
was below the threshold of immunohistochemical detection
even in wild-type mice, most likely because of its significantly
lower expression relative to hippocampal, striatal, and cere-
bral cortical neurons. In contrast, we did not detect a sig-
nificant difference in the CO staining intensities of the BG
between Wnt1-Cre;Itpr1flox/flox and Itpr1flox/flox mice (Relative CO
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FIGURE 4 | Correlation of abnormal PC firing with the expression of

Dystonia in freely moving Wnt1-Cre;Itpr1flox/flox mice. (A) Representative
recording of PC spiking in freely moving Itpr1flox/flox and
Wnt1-Cre;Itpr1flox/flox mice. Distinct involuntary movements of
Wnt1-Cre;Itpr1flox/flox mice were highly correlated with change in multi-unit
activities of PCs. Bottom picture, representative dyskinetic postures during
underlined PC firing periods. Blue line: extension; orange line: compression
with rigidity. Dots represent CSs. (B) PC spike patterns in wild-type mice
before (upper panel) and after (lower panel) intraperitoneal harmaline
injection. Dots represent CSs. (C) Frequency of CSs in anesthetized (upper

panel) and behaving (lower panel) Itpr1flox/flox and Wnt1-Cre;Itpr1flox/flox

mice. Anesthetized mice, Itpr1flox/flox : 1.41 ± 0.27 count/s (Mean ± sem. 21
recording sites from 5 animals); Wnt1-Cre;Itpr1flox/flox : 2.24 ± 0.33 count/s
(22 recording sites from 4 animals), P = 0.053, Mann-Whitney U-test.
Behaving mice, Itpr1flox/flox : 1.61 ± 0.23 (10 recording sites from 4 animals);
Wnt1-Cre;Itpr1flox/flox : 14.96 ± 1.64 (12 recordings form 4 animals),
P < 0.0001, Mann-Whitney U-test. (D) Relationship between firing rate and
two postures. Blue arrowhead: extension; orange: shrinkage with rigidity. (E)

Population firing data. (N = 4 mice, n = 20 recording sites, paired Student’s
t-test ***P < 0. 0001).
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FIGURE 5 | Inhibition of cerebellum activity ameliorates the dystonic

movements of Wnt1-Cre;Itpr1flox/flox mice. (A) Footprint of wild-type
mice at 2 and 5 h after the CNQX infusion into the cerebellum. The mice
hind paws were visualized with non-toxic ink. Note that gait abnormality at
2 h later after infusion. (B) Gross appearance of the brain infused with Fluo
Ruby after 2 h of infusion. Strong Fluo Ruby signals at cerebellum were
detected in the midline and lateral side sections. (C–F) Cerebellar AMPA
receptor blockade (CNQX infusion) improved voluntary movement of
Wnt1-Cre;Itpr1flox/flox mice. Incidence of abnormal postures (C:
Opistothonus, D: Rigid posture with freezing as shown in Figure 4A) were
scored. Means ± sem. Opistothonus, pre-infusion: 3.57 ± 1.21; after 2 h:
0.10 ± 0.10, after 5 h: 1.80 ± 0.64, Dunnett’s test ∗P < 0.05; Rigid posture,
pre-infusion: 4.50 ± 0.76; after 2 h: 0, after 5 h: 2.23 ± 1.50, Dunnett’s test
∗P < 0.05 (N = 3). (E) Representative trajectory over 2 min. Box represents
34 × 38 cm square. (F) locomotor distance. Means ± sem. Pre infusion:
0.30 ± 0.11; after 2 h: 1.37 ± 0.01; after 5 h: 0.40 ± 0.016. ∗P < 0.05.
ANOVA, followed by Bonferroni’s test. (N = 3).

activity. Itpr1flox/flox: 1.02 ± 0.02; Wnt1-Cre;Itpr1flox/flox: 0.98 ±
0.03, Student’s t-test P = 0.20, n = 6 from 3 mice) (Figure 7B).
In addition, contrary to the PC activity patterns, we did not
observe distinct correlations between BG spiking activity and
dystonic movement and activity patterns were essentially indis-
tinguishable (Figure 7C). Activity levels of neurons in the Wnt1-
Cre;Itpr1flox/flox BG were also similar to those of Itpr1flox/flox BG
(firing rate of the BG neurons, single-unit activity [Itpr1flox/flox:
8.523 ± 1.669 (n = 20). Wnt1-Cre;Itpr1flox/flox: 15.05 ± 4.398
(n = 22). Mean ± sem. Student’s t-test P = 0.19.]. In addition,
the expression levels of cfos mRNA and cFos in the striatum were

comparable between Itpr1flox/flox and Wnt1-Cre;Itpr1flox/flox mice
(Figures 7D,E).

To examine whether altered IO activity was associated with
dystonia in the Wnt1-Cre;Itpr1flox/flox mice, we pharmacologically
inhibited IO activities. We found that lidocaine injection
into IO decreased opisthotonus of Wnt1-Cre;Itpr1flox/flox mice
(Figure 7F), although tremor of limbs and ataxia were still
observed (Movie S4). In contrast, pharmacological inhibition of
bilateral BG (entopeduncular nucleus) activity by lidocaine injec-
tion did not significantly affect frequency of opisthotonus in
Wnt1-Cre;Itpr1flox/flox mice (Figure 7G; Movie S5). These results
suggested that altered activities of olivocerebellar tracts cause dys-
tonia in Wnt1-Cre;Itpr1flox/flox mice in a BG-independent manner.

DISCUSSION
In this study, we demonstrated that genetic deletion of IP3R1
within cerebellum and brainstem is sufficient to cause dysto-
nia in mice, and that further pharmacological inactivation of
the cerebellum or the IO and deletion of PCs ameliorate the
dyskinesia. Thus, our data suggested that dystonia is a gain of
function rather than loss of function of olivocerebellar path-
ways, which is in line with the previous findings (Campbell
et al., 1999; Pizoli et al., 2002). Moreover, using electrophysio-
logical recordings of PC activity from freely behaving dystonic
mice, we have also demonstrated the relationship between tem-
poral changes of PC spike activity possibly triggered by altered
IO activation and the expression of dystonia. Although altered
PC activity was found in the movement-restricted dystonic rat
(Ledoux and Lorden, 2002), how the temporal changes of PC
firing patterns are related to ongoing dystonic movements were
unknown. We revealed a distinct pattern of PC firing in freely
moving Wnt1-Cre;Itpr1flox/flox mice during distinct dystonic pos-
tures, which could not be observed in neither the anesthetized
preparation nor the cerebellar slices. During dystonic movements,
PC activities exhibiting repetitive CS patterns were predominant.
Since CSs are thought to be important for voluntary movements
(Welsh et al., 1995; Kitazawa et al., 1998; Welsh, 2002), the repeti-
tive abnormal synchronized CSs with high frequency during rigid
posture may in part underlie dystonia.

Chen et al. recently reported the low-frequency oscillations
of flavoprotein autofluorescence in the cerebellar cortex of tot-
tering mice (Chen et al., 2009), and showed that the oscillation
was accentuated during dystonia. However, the cellular types and
mechanisms that contribute to the enhancement of the oscillation
in the mutant mice were unknown. By measuring the PC activ-
ities from behaving Wnt1-Cre;Itpr1flox/flox mice, here we found
a precise temporal association between CS-dominant PC firings
and distinct dystonic movements. Thus, increase of CF frequency
through IO activation may underlie the expression of dystonia
in Wnt1-Cre;Itpr1flox/flox mice. This hypothesis is in line with our
finding that infusion of AMPAR blocker in the cerebellum ame-
liorates dystonia in Wnt1-Cre;Itpr1flox/flox mice, because AMPA
receptor blocker inhibits CF-PC synapse transmission. Although
we don’t know the relationship between the CS-dominant PC fir-
ings in the present study and the low-frequency oscillations in
cerebellar cortex shown in the Chen’s paper, the CS-dominant
PC firings is most likely to be independent of the cerebellar
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FIGURE 6 | Genetic deletion of PC rescues dystonia of

Wnt1-Cre;Itpr1flox/flox mice. (A) Representative trajectories over
2 min of Wnt1-Cre;Itpr1flox/flox and GluD2LC/+;Wnt1-Cre;Itpr1flox/flox

mice at postnatal 19 days after birth. Box represents 17 × 26 cm
square. (B) Representative footprints of Wnt1-Cre;Itpr1flox/flox ,
GluD2LC/+, and GluD2LC/+;Wnt1-Cre;Itpr1flox/flox mice at 19 days

old. Animal’s hind paw prints were visualized with non-toxic ink.
(C) Morphological assessment of cerebellar PC deletion by HE
staining at 23 days old. (D) Immunohistochemistry of the IP3R1
and Calbindin expression in the cerebellum from Wnt1 − Cre;
Itpr1flox/flox , GluD2LC/+, and GluD2LC/+;Wnt1-Cre;Itpr1flox/flox mice at
23 days old.
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FIGURE 7 | Inhibition of IO but not BG activity ameliorates the dystonic

movements of Wnt1-Cre;Itpr1flox/flox mice. (A and B) CO staining of IO (A)

and BG (B) of 8 week-old Itpr1flox/flox and Wnt1-Cre;Itpr1flox/flox mice. (C) BG
spiking activity and EMG in Itpr1flox/flox and Wnt1-Cre;Itpr1flox/flox mice.
Single-unit activity (SUA). Itpr1flox/flox : 8.523 ± 1.669 (n = 20).
Wnt1-Cre;Itpr1flox/flox : 15.05 ± 4.398 (n = 22). Mean ± sem. Student’s t-test
P = 0.19. For Wnt1-Cre;Itpr1flox/flox mice, opisthotonus was presented by a
hand swich. (D) The expression level of cfos mRNA in the striatum of
19-day-old Itpr1flox/flox and Wnt1-Cre;Itpr1flox/flox mice. CPu: caudate
putamen. Cx, cerebral cortex. N = 3. The representative data was shown.

(E) The expression level of cFos in the striatum of Itpr1flox/flox and
Wnt1-Cre;Itpr1flox/flox mice at 4 weeks old. Fifty μg of proteins were loaded
for each lane. The representative data was shown (n = 3). (F) Effect of
lidocaine infusion into IO on the opisthotonus of Wnt1-Cre;Itpr1flox/flox mice.
Left panels show the infusion site visualized with methylene blue. Right
panels show the number of opisthotonus before and after lidocaine infusion
(N = 4). ∗Paired Student’s t-test P < 0.05. (G) Effect of lidocaine infusion into
bilateral BG (entopeduncular nucleus) on opisthotonus number of
Wnt1-Cre;Itpr1flox/flox mice (N = 4). Amy, amygdala; EPN, entopeduncular
nucleus; n.s, not significant determined by paired Student’s t-test.

oscillation, since the oscillation was reported to be intrinsic to the
cerebellar cortex and the cerebellar blockade by AMPA receptor
or by electrical stimulation of PFs did not affect the oscillation
(Chen et al., 2009).

Our results also suggest a previously unknown pathogene-
sis of dystonia induced by abnormal cerebellar activity in mice,
namely BG-independent dystonia, based on the following facts;
no apparent motor abnormality of BG-specific IP3R1 condi-
tional mice, no difference in CO staining intensity in Itpr1flox/flox

and Wnt1-Cre;Itpr1flox/flox mouse’s BG, little correlations of BG
activity and dystonic movement, and the ineffectiveness of phar-
maceutical BG inactivation on dystonia of Wnt1-Cre;Itpr1flox/flox

mice. Thus, we propose that altered cerebellar activity causes
dystonia by a mechanism, which does not involve BG activity
in Wnt1-Cre;Itpr1flox/flox mice. It is possible that the abnormal
cerebellar outputs generated by IO might be directly sent to

spinal cords via red nucleus or reticular formation. It is also
worth mentioning that the distinctive CSs appeared only in awake
Wnt1-Cre;Itpr1flox/flox mice, and that altered activation of IO itself
was not sufficient for generation of dystonia, since harmaline,
which evokes similar CS dominant spike patterns of PCs, does
not cause dystonia. Therefore, uncoordinated timings between
voluntary corticospinal signals and the involuntary cerebellar-
reticulospinal signals generated by IO activation with spinocere-
bellar (somatosensory) inputs may cause simultaneous activation
of agonist- and antagonist muscles, leading to dystonia in the
Wnt1-Cre;Itpr1flox/flox mice.

In sum, our study suggests that BG-independent dystonia
is triggered by abnormal cerebellar outputs in mice. Wnt1-
Cre;Itpr1flox/flox mice may provide a therapeutic dystonia model
solely dependent upon abnormal neural activities within the cere-
bellum and brainstem. Recently, it was reported that a deletion
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of the Itpr1 gene is associated with involuntary movements in
patients of spinocerebellar ataxia type 15 (Di Gregorio et al., 2010;
Marelli et al., 2011), which has been thought to be pure cerebel-
lar ataxia (Hara et al., 2008). The above involuntary movements
may be dystonia-related, given that dystonia can be a prominent
symptom in SCAs, including some cases with exclusively cere-
bellar pathology (Manto, 2005). However, since spinocerebellar
ataxia type 15 is a slow progressive autosomal dominant dis-
ease exhibiting cerebellar atrophy with PC death (Knight et al.,
2003; Gardner et al., 2005), severe dystonia would not happen
in human. Nevertheless, IP3R is known to interact with Na-K
ATPase, a causal gene for DYT12 dystonia, and a Na-K ATPase
inhibitor, ouabain, causes aberrant Ca2+ release from the IP3Rs
(Zhang et al., 2006). Thus, it is possible that dysfunction of IP3R1
could be associated with dystonia in human. Further studies on
the mechanism by which disturbed Ca2+ signals from IP3R1 lead
to the repetitive synchronized CSs in our mutant mice, such as
potential Ca2+-dependent regulation of gap junction among IO
neurons, may contribute to the understanding of pathogenesis
and the development of new therapies for dystonia.
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The delay eyeblink conditioning (EBC) is a cerebellum-dependent type of associative motor
learning. However, the exact roles played by the various cerebellar synapses, as well as
the underlying molecular mechanisms, remain to be determined. It is also unclear whether
long-term potentiation (LTP) or long-term depression (LTD) at parallel fiber (PF)–Purkinje cell
(PC) synapses is involved in EBC. In this study, to clarify the role of PF synapses in the delay
EBC, we used mice in which a gene encoding Cbln1 was disrupted (cbln1−/− mice), which
display severe reduction of PF–PC synapses. We showed that delay EBC was impaired in
cbln1−/− mice. Although PF-LTD was impaired, PF-LTP was normally induced in cbln1−/−
mice. A single recombinant Cbln1 injection to the cerebellar cortex in vivo completely,
though transiently, restored the morphology and function of PF–PC synapses and delay
EBC in cbln1−/− mice. Interestingly, the cbln1−/− mice retained the memory for at least
30 days, after the Cbln1 injection’s effect on PF synapses had abated. Furthermore, delay
EBC memory could be extinguished even after the Cbln1 injection’s effect were lost.These
results indicate that intact PF–PC synapses and PF-LTD, not PF-LTP, are necessary to acquire
delay EBC in mice. In contrast, extracerebellar structures or remaining PF–PC synapses in
cbln1−/− mice may be sufficient for the expression, maintenance, and extinction of its
memory trace.

Keywords: mouse, motor learning, cerebellum, long-term depression, Purkinje cell

INTRODUCTION
The cerebellum is one of brain regions in which learning at the
behavioral level could be directly associated with changes in neu-
ral networks at synaptic levels. The delay eyeblink conditioning
(EBC) is a cerebellum-dependent type of associative motor learn-
ing extensively studied in rabbits as well as cats, ferrets, and rats
(Figure 1A; Hesslow and Yeo, 2002; Christian and Thompson,
2003). An unconditioned stimulus (US), e.g., an air puff or weak
periorbital electric shock, is applied just before the end of a condi-
tioned stimulus (CS), such as a tone or light (Figure 1B). After
repeated exposure to paired CS–US presentations, the animal
begins to blink its eyes before the US arrives: this is the condi-
tioned response (CR). The CS is thought to be conveyed to the
cerebellum via the pontine nuclei and their mossy fiber axons,
which innervate granule cells, leading to activation of Purkinje
cells (PCs) via parallel fibers (PF; axons of granule cells). Some
mossy fibers (MF) may also innervate deep cerebellar nuclei (DCN;
Kleim et al., 2002). The US is conveyed as increased activities of
climbing fibers (CFs), which originate from the inferior olive of the
medulla and innervate PCs. According to the Marr–Albus–Ito the-
ory, the neural activities of CFs convey teacher signals that induce
long-term depression (LTD) of PF–PC synaptic transmission (PF-
LTD), which serves as a memory trace during acquisition of EBC.
In addition, mossy fiber–DCN synapses may also be involved
in EBC, depending on the time course or particular aspects of
memory (van Alphen and De Zeeuw, 2002; Blazquez et al., 2004;
Boyden et al., 2004; Shutoh et al., 2006). The exact roles played by

the various cerebellar synapses, as well as the underlying molec-
ular mechanisms, remain to be determined at different learning
phases (e.g., acquisition, expression, extinction, and saving) of
delay EBC.

Recent advent of genetically modified mice has opened up
the possibility to further clarify molecular mechanisms respon-
sible for EBC. Most mutant mice, in which molecules required
for PF-LTD induction are modified, display impaired EBC, sup-
porting the notion that PF-LTD is responsible for motor learning
in vivo (Yuzaki, 2012). Recently, however, three lines of geneti-
cally modified mice (Schonewille et al., 2011), in which PF-LTD
was abolished, were reported to display normal EBC (Schonewille
et al., 2011). Conversely, PC–specific calcineurin knockout mice,
which had a normal LTD but impaired long-term potentiation
(LTP at PF–PC synapses, showed impaired EBC (Schonewille
et al., 2010). Thus, instead of PF-LTD, PF-LTP is proposed as
an alternative substrate for motor learning (Porrill and Dean,
2008; Schonewille et al., 2010). However, in most genetically
engineered mice where molecules required for PF-LTD induction
were modified, PF-LTP has not yet been systemically investigated
(Yuzaki, 2012). In addition, compensatory pathways could eas-
ily kick in when specific genes are knocked out or expressed
throughout life. For example, while PF-LTD is normal in cerebel-
lar slices prepared from PC–specific calcineurin knockout mice
(Schonewille et al., 2010), inclusion of calcineurin inhibitory
peptides in the patch pipette completely blocks LTD induc-
tion in wild-type (WT) cerebellar slices (Fujiwara et al., 2007;
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FIGURE 1 | Delay eyeblink conditioning (EBC) is impaired in cbln1−/−
mice. (A) A diagram showing the cerebellar circuits responsible for delay
EBC. A conditioned stimulus (CS) tone increases the activities of precerebe-
llar nuclei (PCN), which send MF to granule cells (GCs). Some MFs may also
innervate the interpositus nucleus (IPN). Parallel fibers (PFs), which are GC
axons, secrete Cbln1, which regulates the integrity and plasticity of PF–
Purkinje cell (PC) synapses. An unconditioned stimulus (US) is mediated by
the activities of the inferior olivary nuclei (ION), which send climbing fibers
(CFs) to the IPN and PCs. (B) A diagram showing the delay EBC paradigm. A
CS tone (350 ms) precedes and co-terminates with a US (100 ms). Mice were
trained for one session per day for 7 days. Associative learning was estab-
lished when conditioned response (CR), detected by electromyogram (EMG),
was observed before the unconditioned eyeblink response (UR). (C) Impaired
delay EBC in cbln1−/− mice. The CR% was significantly smaller for
cbln1−/− than wild-type mice (p < 0.01, two-way repeated measures

ANOVA, n = 8 mice for each group). T1–T7, training sessions; Sp1 and Sp2,
spontaneous eyeblink responses before training. The Y -axis gives the
percentage of trials showing positive CR. (D) Averaged EMG amplitude on
the last day of training (T7). The EMG amplitudes were normalized to those
during the initial 30 ms of CS. n = 8 for each group. (E) CRs by pseudo-
random test. CS and US stimuli were randomly presented to wild-type and
cbln1−/− mice. There was no significant difference in CR% between two
groups (p > 0.1). (F) Acoustic startle response (ASR) test. There was no
significant difference in the amplitude between wild-type and cbln1−/− mice
(p > 0.5, by two-way repeated measures ANOVA, n = 8 for each group). (G) A
tail-flick test. No significant difference was found in response time to
nociceptive stimuli between wild-type and cbln1−/− mice (p > 0.5, by
Mann–Whitney’s U test, n = 8 for each group). The dotted lines in C and E
correspond to the percentage of CR-like activities on Sp2 to indicate the
baseline for learned responses.

Nomura et al., 2012). Furthermore, the same gene product is
often shared by different synapses in the targeted neuron. For
example, since protein kinase C (PKC) is ubiquitous in PCs,
PF–, CF–, and interneuron–PC synapses may all be affected in
L7-PKCI transgenic mice (De Zeeuw et al., 1998). Therefore, tem-
porally specific ablation or expression of gene products at specific
synapses will be required to clarify the role of PF-LTD in motor
learning.

Cerebellin precursor protein 1 (Cbln1) is a C1q fam-
ily protein, which is produced and secreted from cere-
bellar granule cells (Hirai et al., 2005). Cbln1 binds
to its postsynaptic receptor, glutamate receptor delta 2
(GluD2), expressed in PCs, and its presynaptic receptor,
neurexin (Matsuda et al., 2010; Uemura et al., 2010; Matsuda

and Yuzaki, 2011). Mice in which a gene encoding Cbln1 is
disrupted (cbln1−/− mice) exhibit ∼80% reduction of PF–PC
synapses (Hirai et al., 2005). Abnormalities are also found at
CF–PC synapses; redundant CFs are gradually eliminated until a
one-to-one relation-ship is established by the end of the third post-
natal week (PW) In WT PCs, whereas supernumerary CFs remain
to innervate cbln1−/− PCs even in adulthood (Hirai et al., 2005).
A single injection of recombinant Cbln1 into the subarachnoid
space over the cerebellum rapidly (in ∼48 h) restores PF synapses
in adult cbln1−/− mice without affecting CF synapses (Ito-Ishida
et al., 2008). Nevertheless, ataxic phenotype of cbln1−/− mice
is completely but transiently rescued, indicating that Cbln1 is
necessary and sufficient for the formation of PF–PC synapses and
gross motor performance in vivo. Interestingly, PF-LTD is also
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impaired in the cbln1−/− cerebellum, indicating that Cbln1 is
not only required for formation and maintenance of PF synapses,
but also for regulation of synaptic plasticity in the remaining
PF synapses (Hirai et al., 2005). However, it has been untested
whether delay EBC and PF-LTP could be normally induced in
cbln1−/− mice, and whether Cbln1 injection could modulate these
phenomena in vivo.

In this study, to clarify the role of PF synapses at different
learning phases, we examined the delay EBC in cbln1−/− mice
after injection of recombinant Cbln1 at different time points.
We showed that delay EBC, but not trace EBC (Kishimoto et al.,
2001b; Brown et al., 2010), was impaired in cbln1−/− mice.
Although PF-LTD was impaired, PF-LTP was normally induced
in cbln1−/− mice. A single recombinant Cbln1 injection com-
pletely, though transiently, restored PF-LTD and delay EBC in
cbln1−/− mice. Interestingly, the cbln1−/− mice retained the CR
for at least 30 d, after the Cbln1 injection’s effect on PF synapses and
PF-LTD induction had abated. Furthermore, delay EBC extinc-
tion by exposure to the unpaired CS succeeded, even after the
Cbln1 injection’s effect were lost. These results indicate that intact
PF–PC synapses and PF-LTD, not PF-LTP, are necessary to acquire
delay EBC in mice. In contrast, extracerebellar structures or
remaining PF–PC synapses in cbln1−/− mice may be sufficient
for the expression, maintenance, and extinction of its memory
trace.

MATERIALS AND METHODS
MICE
This study used cbln1−/− mice on a C57BL6/J genetic background
and their WT littermates. The mice were housed individually on
a 12-h light/dark cycle, and given ad-lib access to food and water.
All experiments were performed in accordance with the guidelines
established by the Institutional Animal Investigation Committee
at the Keio University School of Medicine. All efforts were made
to minimize the use of animals and to optimize their comfort.

PREPARATION OF RECOMBINANT HA-CBLN1
Recombinant hemagglutinin-conjugated Cbln1 (HA-Cbln1) was
prepared as described previously (Ito-Ishida et al., 2008). Briefly,
pCAGGS-HA-Cbln1 was transfected into human embryonic kid-
ney 293 (HEK293) cells using a calcium phosphate method
(CellPhect, GE Healthcare Inc., USA). After 12 h, the culture
medium was replaced with chemically defined 293 medium (Invit-
rogen Inc., USA). Two days later, the medium was collected and
concentrated using centrifugal filtering devices (Centriplus YM-
10 and Microcon YM-100, Millipore Inc., USA). The concentrated
medium was washed twice with 500 μl phosphate-buffered saline
(PBS) and the final volume of the medium was adjusted to 50 μl.
Protein was measured using a BCA protein assay kit (Thermo Fis-
cher Scientific, USA). The control solution was prepared from the
medium of non-transfected HEK293 cells.

HA-CBLN1 INJECTION
Male cbln1−/− mice at PW 7–10 were anesthetized with an
intraperitoneal injection of ketamine [80 mg/kg body weight
(BW)] and xylazine 20 mg/kg BW (Sigma-Aldrich Inc., USA).
A subarachnoid injection of HA-Cbln1 was given as described

previously (Ito-Ishida et al., 2008; Matsuda et al., 2010). In
brief, a small hole in the occipital bone was made with
a dental drill, and the dura mater was ablated. A 33-gage
microsyringe needle was inserted onto the surface of the sim-
plex lobules (hemispheric lobule VI, HVI) of the cerebellum.
HA-Cbln1 (1 μg/g BW) was injected into the subarachnoid
space bilaterally, at a rate of 40 μl/h for 15 min. To pre-
vent the infused solution from leaking, the injection site was
sealed with a silicone elastomer (Kwik-Sil; World Precision
Instruments, USA).

SURGICAL PROCEDURES FOR EYEBLINK CONDITIONING
Four Teflon-coated stainless steel wires (A-M Systems, Inc. Carls-
borg, WA, USA) were implanted into the left eyelid of the mouse
under deep anesthesia. Two wires were used to record electromyo-
grams (EMG), and the remaining two to deliver weak electric
shocks. The wires were soldered to connector pins, which were
secured to small stainless steel screws fixed on the skull with den-
tal acrylic resin. After surgery, the animals were returned to their
home cages to recover for 2 days.

EYEBLINK CONDITIONING
Mice were subjected to EBC training as described previously
(Kishimoto et al., 2001a; Kakegawa et al., 2008). Each mouse was
put in a cylindrical Plexiglas container (10 cm in diameter and
25 cm in height) in a sound- and light-attenuating chamber. The
connector pins fixed to the mouse’s skull were connected to a flex-
ible cable, which allowed the mouse to move freely during the
conditioning trials. EMG activity was recorded through a band-
pass filtered amplifier (0.15 and 1.0 kHz, MEG-5200, Nihonkoden,
Japan) and fed into a computer at a sampling rate of 10 kHz. A 100-
Hz periorbital electrical shock (100 ms) and a 1-kHz tone (85 dB,
350 ms) were used as unconditioned (US) and conditioned stimuli
(CS), respectively. We employed this relatively high intensity CS
condition (Boele et al., 2010) since WT mice showed stable learn-
ing throughout the training sessions (Sakamoto and Endo, 2010).
Spontaneous eyeblink activities were recorded without applying
US or CS on days 1 and 2.

In the delay paradigm, the CS tone preceded and co-terminated
with the US shock. Each training session consisted of 90 CS–US
paired trials and 10 CS-only trials that were presented every tenth
trial. There was one training session per day, on days 3–9. The
trials were separated by randomized inter-trial intervals from 20
to 40 s duration. The US intensity was adjusted daily to elicit
an eyeblink/head turn response to obtain a constant amplitude of
unconditioned response (UR). In the trace paradigm study, the US
started 0, 250, or 500 ms after the CS ended. The trace conditioning
experiment also involved 7 days of training sessions (Kishimoto
et al., 2001b).

Electromyogram signals were analyzed offline by custom soft-
ware (Microsoft Visual Basic 2003; Kakegawa et al., 2008). The
EMG wave analysis algorithm has been described previously
(Kishimoto et al., 2001a). Briefly, the maximum amplitude of
EMG signals in each 1-ms bin represented the EMG amplitude
during that time window. We calculated the average and the stan-
dard deviation (SD) of EMG amplitude during the 300 ms before
CS onset in 100 trials. The averaged EMG amplitude plus 1 SD was
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defined as a “threshold value.” In each trial, the “baseline value”
was calculated by averaging EMG amplitude that exceeded the
threshold value during the 300 ms prior to the CS onset. In addi-
tion, we calculated the“startle value”by averaging EMG amplitude
that exceeded the threshold value during the 30 ms after the CS.
If the baseline and the startle values were less than 10% and 30%
of the threshold value, respectively, the trial was considered valid.
In the valid trial, the CR value was calculated by averaging EMG
amplitude 200 ms before the US. In CS-only trials, the CR values
were obtained by averaging the EMG amplitude over the period
from 200 ms before to 100 ms after the expected US onset. If the
CR value exceeded 1% of the threshold and was more than twice
the baseline value, we regarded the trial as CR positive. The CR%
was calculated for each mouse as the percentage of CR-positive
trials among the valid trials in each training session. The CR%
values for the individual mice were averaged to obtain the group
CR% for each training session. In addition, before training session
was started, the CR% values were similarly calculated in 100 trials
without applying CS or US to estimate CR-like activities in each
mouse.

To test retention and extinction of the delay EBC, we first chose
mice showing CR% greater than 60%. Each mouse was left undis-
turbed for 30 days in its home cage after acquisition training and
then tested for retention of the conditioned memory. For the
retention test, the mice were given a 1-day trial session consist-
ing of 90 CS–US paired trials and 10 CS-only trials (presented
every 10th trial) for 1 day. For the extinction test, mice were given
100 CS-only trials for 4 days (Kishimoto et al., 2001b; Thompson
and Steinmetz, 2009). The conditioning experiments were all car-
ried out during the light phase of the light/dark cycle. The EBC
training, memory testing, and extinction were performed by an
experimenter blinded to each mouse’s genotype.

ACOUSTIC STARTLE REFLEX TEST
The acoustic startle reflex test was performed as described previ-
ously (Emi et al., 2011). Each mouse was placed in the acoustic
startle device (SRLAB, San Diego Instruments, USA) consisted
of a Plexiglas cylinder (5-cm in outer diameter) in a sound-
attenuated box (approximately 20-cm2) with a high frequency
loudspeaker (28 cm above the cylinder) that produced both a
continuous background noise (70 dB) and the acoustic stim-
uli (bursts of white noise between 4 and 14 kHz). Movements
of the mouse in the cylinder were transduced by a piezoelec-
tric accelerometer attached to the bottom of the platform, and
digitized. The maximal peak-to-peak amplitude from the piezo-
electric sensor was used to determine the magnitude of the acoustic
startle response (ASR). The session was initiated with a 5-min
acclimation period followed by four different sound stimuli (75,
80, 85, 90 dB) presented in a random order with random inter-
trial intervals (10–20 s; 15 s on average). All trials were repeated
10 times.

TALE FLICK TEST
Standard nocifensive reflex test (tail flick test) was performed on
mice using a radiant heat apparatus (IITC, Woodland Hills, CA,
USA). Mice were restrained in a Plexiglas tube and allowed to
acclimate for 5–10 min before testing. Ten successive trials (60 s

apart) with each mouse were averaged to obtain a mean value for
each mouse.

IMMUNOBLOTTING AND IMMUNOHISTOCHEMISTRY
Two days after the HA-Cbln1 injection, the whole cerebellum
of a cbln1−/− mouse was homogenized in a buffer containing
10 mM Tris-HCl, 1 mM EDTA, and 0.32 M sucrose (pH 7.5), and
was centrifuged at 800 × g for 10 min at 4◦C. The supernatant
was centrifuged at 12,000 × g for 20 min at 4◦C, and the pel-
let (P2 fraction) was solubilized in 2× SDS sample buffer. The
protein concentration was measured using a BCA protein assay
kit. Equal protein amounts were subjected to SDS–polyacrylamide
gel electrophoresis (PAGE) and blotted onto a PVDF membrane
(Hybond-P, GE Healthcare, USA). HA-Cbln1 was detected with an
enhanced chemiluminescence system (Immobilon Western, Milli-
pore Inc., USA) and quantified using an LAS-3000 CCD Imaging
System (Fujifilm Co Ltd., Japan).

For immunohistochemical analysis, mice were fixed under
deep anesthesia by cardiac perfusion with 0.1 M sodium phos-
phate buffer (PB), pH 7.4, containing 4% paraformaldehyde (4%
PFA/PB); the cerebellum was then removed and soaked in 4%
PFA/PB for 4 h. After rinsing the specimens with PBS, parasagittal
slices (100 μm) were prepared using a microslicer (DTK-2000;
Dosaka, Japan) and were permeabilized with 0.2% Triton X-
100 in PBS with 2% normal goat serum and 2% bovine serum
albumin for 6 h at 4◦C. Immunohistochemical staining was
performed using anti-HA antibody (1:1000; Covance Research
Products), followed by incubation with Alexa546-conjugated sec-
ondary antibodies (1:1000; Invitrogen) and fluorescent Nissl
stains (Neurotrace; 1:300, Invitrogen). The stained slices were
viewed using a confocal laser-scanning microscope (Fluoview;
Olympus).

ELECTROPHYSIOLOGY
Parasagittal cerebellar slices (200 μm thick) were prepared from
adult cbln1−/− mice at 2 or 30 days after the recombinant
HA-Cbln1 injection, as described previously (Kakegawa et al.,
2008). Briefly, whole-cell patch-clamp recordings were made from
visually identified PC s using a 60× water-immersion objective
attached to an upright microscope (BX51WI; Olympus Optical,
Tokyo, Japan) at room temperature. The patch pipette resistance
was 3–5 M� when filled with the following intracellular solu-
tion (in millimoles): 65 Cs-methanesulfonate, 65 K-gluconate,
20 HEPES, 10 KCl, 1 MgCl2, 4 Na2ATP, 1 Na2GTP, 5 sucrose,
and 0.4 EGTA, pH 7.25 (295 mOsm/kg) for LTD experiment
and 130 K-gluconate, 10 KCl, 10 HEPES 1 MgCl2, 4 Na2ATP,
1 Na2GTP and 16 sucrose, pH 7.25 (295 mOsm/kg) for LTP
experiment. The solution used for slice storage and record-
ing contained (in millimoles) 125 NaCl, 2.5 KCl, 2 CaCl2, 1
MgCl2, 1.25 NaH2PO4, 26 NaHCO3, and 10 D-glucose, bub-
bled continuously with a mixture of 95% O2 and 5% CO2.
To block inhibitory synaptic transmission, 100 μM picrotoxin
(P1675, Sigma-Aldrich Inc., MI, USA) was always added to the
saline.

To induce synaptic plasticity at PF–PC synapses, PF–evoked
excitatory postsynaptic currents (PF–EPSCs) were first recorded
successively at a frequency of 0.1 Hz from PCs clamped at –80 mV.
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After stable PF–EPSCs were observed for at least 10 min, a con-
junctive stimulation (CJ-stim) composed of 30 single PF stimuli
together with 200-ms depolarizing pulses from a holding poten-
tial of –60 to +20 mV was applied to induce LTD (Kakegawa et al.,
2008). For induction of postsynaptic LTP, 300 times of PF stimuli
were applied at a frequency of 1 Hz in the current-clamp mode
(Lev-Ram et al., 2002). Access resistances were monitored every
10 s by measuring the peak currents in response to 2-mV, 50-ms
hyperpolarizing steps throughout the experiments; the measure-
ments were discarded if the resistance changed by more than 20%
of its original value. EPSCs were recorded using an Axopatch 200B
amplifier (Molecular Devices Inc., USA), and pClamp software
(version 9.2, Molecular Devices Inc., USA) was used for data acqui-
sition and analysis. The signals were filtered at 1 kHz and digitized
at 4 kHz.

ELECTRON MICROSCOPIC STUDIES
Samples for electron microscopic studies were prepared as pre-
viously described (Ito-Ishida et al., 2008). Mice under deep
pentobarbital anesthesia were perfused transcardially with 2%
paraformaldehyde/2% glutaraldehyde in 0.1 M PB (pH 7.2).
Parasagittal sections (300 μm thick) of the simplex lobule of
the cerebellum were postfixed and stained for 2 h with 1%
OsO4 in 0.1 M PB. The sections were block-stained in 1%
aqueous uranyl acetate solution, dehydrated with graded alco-
hols, and embedded in Epon 812. Ultrathin sections (70 nm
thick) were made with an ultramicrotome (Leica Microsystems
Co Ltd., Germany) and stained with 2% uranyl acetate for 5 min,
followed by mixed lead solution for 2 min. Electron micro-
graphs of the molecular layer were taken (H7100, Hitachi Co
Ltd., Japan) at 4,000× and printed at 16,000×. The numbers
of normal and free PC spines (which contained postsynap-
tic density-like condensations but lacked presynaptic contact)
were counted using 10 micrographs per mouse, taken randomly
(Hirai et al., 2005).

Statistical analysis
All data are presented as mean ± SEM. Statistical significance was
determined by Mann–Whitney’s U test, the Fisher’s exact test, or
an ANOVA, followed by the Bonferroni’s test for multiple com-
parisons, using the SPSS program (Ver.15, SPSS Co Ltd., Japan).
The difference was considered as significant when the p-value was
less than 0.05.

RESULTS
DELAY, BUT NOT TRACE, EYEBLINK CONDITIONING WAS IMPAIRED IN
CBLN1−/− MICE
To examine motor learning in cbln1−/− mice, we employed an
EBC delay paradigm, in which a CS tone preceded and co-
terminated with a US shock (Figures 1A,B). Although both
cbln1−/− and WT mice showed increased occurrence of condi-
tioned responses (CRs) after several training sessions, there were
significant differences in acquisition of CRs between cbln1−/− and
WT mice during the 7-day training period (p < 0.01 for genotype,
a two-way repeated-measures ANOVA; Figure 1C). Similarly, in
the delay EBC paradigm, the average CR% saturates at 20–40%
in mice with various cerebellar mutations (Chen et al., 1996; Qiao

et al., 1998; Kishimoto et al., 2001b; Wada et al., 2007; Emi et al.,
2011), although it can reach 50–70% in WT mice. As reported
previously for EBC in mice (Boele et al., 2010), eyeblink responses
consist of short-latency responses (SLRs), which are likely medi-
ated by amygdala, and a later responses mediated by the cerebellum
(Sakamoto and Endo, 2010). Indeed, the averaged EMG ampli-
tudes before the US in the seventh training sessions show SLRs
in both cbln1−/− and WT mice (Figure 1D), indicating that the
remaining learning may be mediated by extracerebellar structures.
Nevertheless, the averaged EMG amplitudes before the US were
significantly lower in cbln1−/− mice than in WT mice, suggesting
that Cbln1, which is mostly expressed in cerebellar granule cells
but not in amygdala (Miura et al., 2006), may be involved in the
delay EBC.

To rule out the possibility that mice acquired conditioned
responses by nonassociative learning, we next performed ran-
dom presentation protocol. When the CS and US were randomly
presented, the WT nor the cbln1−/− mice acquired conditioned
responses (p > 0.1, a two-way repeated measures ANOVA;
Figure 1E), excluding the possibility of non-associative learn-
ing. There were no differences in ASRs (p > 0.5, a two-way
repeated measures ANOVA, Figure 1F) or tail-flick responses to
heat (p > 0.1, Mann–Whitney’s U test; Figure 1G) between the
two genotypes. The US intensities required to elicit an eyeblink
during conditioning did not differ between two genotypes (data
not shown), indicating that the cbln1−/− mice had no gross sen-
sory system defects. Thus, the delay EBC paradigm, a form of
associative motor learning, was likely impaired in the cbln1−/−
mice.

The trace EBC paradigm, in which a stimulus-free interval
intervenes between the CS and the US (Figure 2A), requires extrac-
erebellar structures and less depends on the cerebellar cortex in
mice (Kishimoto et al., 2001b; Brown et al., 2010). Thus, we exam-
ined whether cbln1−/− mice could acquire associative memory by
the EBC trace paradigm. First, the animals were given a CS, fol-
lowed by a US 500 ms after the end of the CS, 100 times per day,
for 7 days. In both WT and cbln1−/− mice, the CR% gradually
increased, with no significant differences between the genotypes
(p > 0.1, a two-way repeated measures ANOVA; Figure 2B). Simi-
larly, the averaged EMG amplitudes between the CS and US in the
seventh training session were similar between the two genotypes
(Figure 2C). We also used shorter interstimulus intervals between
the CS and US and found that WT and cbln1−/− mice showed a
similar CR% at the end of the seventh training session (p > 0.1
for both 0- and 250-ms intervals, two-way repeated measures
ANOVA followed by Bonferroni’s correction; Figure 2D). Thus,
that cbln1−/− mice are able to acquire conditioned responses in
EBC depending on the training protocol. These results are con-
sistent with an earlier report that mice lacking GluD2, a receptor
for Cbln1, showed normal trace EBC (Kishimoto et al., 2001a,b).
Together, the delay EBC paradigm was specifically impaired in
cbln1−/− mice.

INJECTED CBLN1 TRANSIENTLY RESTORED EYEBLINK CONDITIONING
IN CBLN1−/− MICE
Although Cbln1 is mostly expressed in cerebellar granule cells, it is
also expressed in the DCN and extracerebellar structures, such as
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FIGURE 2 |Trace eyeblink conditioning (EBC) is intact in cbln1−/−
mice. (A) Diagram showing trace EBC. An unconditioned stimulus (US,
100 ms) was applied 500 ms after the end of the conditioned stimulus
(CS, 350 ms) tone. Mice were trained for 7 days, one session per day.
Associative learning was established when conditioned responses (CR),
detected by electromyogram (EMG) were observed before unconditioned
eyeblink responses (UR). (B) Intact trace EBC in cbln1−/− mice. No
significant difference in CR% was observed between wild-type and
cbln1−/− mice (p > 0.1, a two-way repeated measures ANOVA,
n = 10 mice for each group). T1–T7, training sessions; Sp1 and Sp2,
spontaneous eyeblink responses before training. The Y -axis indicates the
percentage of trials showing CR. The dotted line corresponds to the

percentage of CR-like activities on Sp2 to indicate the baselin e for
learned responses. (C) Averaged EMG amplitude on the last day of
training (T7). The EMG amplitudes were normalized to those during the
initial 30 ms of CS; n = 10 for each group. No significant differences
were observed between the two groups. (D) The effect of different
time intervals on trace EBC. The interval between the end of the CS
and the beginning of the US was shortened from 500 ms to 250 or
0 ms. The CR% on the last day of training (T7) is shown for each
genotype. No significant CR% difference was observed for 500, 250,
and 0 ms intervals between wild-type and cbln1−/− mice (p > 0.1,
two-way repeated measures ANOVA followed by Bonferroni’s correction,
n = 8 for each genotype).

the olfactory bulb, entorhinal cortex, and thalamus (Miura et al.,
2006). To rule out the involvement of these structures in the delay
EBC, we examined whether the delay EBC defect in the cbln1−/−
mice could be rescued by applying Cbln1 to PF–PC synapses. We
previously showed that a single injection of recombinant Cbln1
into the subarachnoid space over the vermis rapidly but transiently
restored PF–PC synapses and motor coordination in cbln1−/−
mice, as measured by the rotor-rod test (Ito-Ishida et al., 2008).
Since delay EBC is likely mediated by the bilateral HVI (Miller
et al., 2003; Plakke et al., 2007; Sun, 2012), we performed bilateral
injections of Cbln1 (a total of 1 μg/g body weight) into the sub-
arachnoid spaces over each HVI (Figure 3A) of 7- to 10-week-old
cbln1−/− mice. We detected recombinant Cbln1 in the membrane
fraction of the whole cerebellum by immunoblot analysis at 2 days,
but not 10 days, after the injection (Figure 3B). Immunohisto-
chemical analysis of coronal cerebellar sections from cbln1−/−
mice taken 2 days after the Cbln1 injection found recombinant
Cbln1 throughout the cerebellar cortex including HVI, but not
in the DCN region (Figure 3C). When cbln1−/− mice were sub-
jected to delay EBC starting 2 days after a Cbln1 injection, they
show significantly better CR% than cbln1−/− mice that did not
receive the injection (p < 0.01 for genotype, a two-way repeated
measures ANOVA; Figure 3D) and comparable to that achieved

by WT mice (Figure 1C), indicating that the local Cbln1 injection
was able to rapidly restore motor learning defects in the cbln1−/−
mice.

To examine whether Cbln1’s effect on delay EBC was as tran-
sient as its effect on motor performance (Ito-Ishida et al., 2008),
we next subjected cbln1−/− mice to delay EBC 30 days after
the injection, when the injected Cbln1 was no longer detectable
(Figure 3B). There were no significant differences in CR% between
cbln1−/− mice that did or did not receive Cbln1 (p > 0.1, a two-
way repeated measures ANOVA; Figure 3D), showing that the
effect of the injected Cbln1 on the impaired EBC in cbln1−/− mice
was indeed transient. Together, these results indicate that the lack
of Cbln1 in the cerebellum was responsible for the defective delay
EBC in the cbln1−/− mice and that this phenotype was rapidly but
transiently rescued by the recombinant Cbln1 injection.

CBLN1 RESTORED PF– BUT NOT CF–PURKINJE CELL SYNAPSES IN
CBLN1−/− MICE
We used electron microscopy to examine whether the bilat-
eral Cbln1 injection also rescued morphological abnormalities
observed at cbln1−/− PF–PC synapses with a similar time-
course as its rescue of delay EBC. We found that PF–PC synapse
anatomical abnormalities in cbln1−/− mice were significantly
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FIGURE 3 | Delay eyeblink conditioning (EBC) in adult cbln1−/−
mice improves after a cerebellar subarachnoid Cbln1 injection.

(A) A diagram showing a sequence of experiments. HA-Cbln1 (1 μg/g
body weight) was injected into the subarachnoid spaces over the
bilateral HVI lobes of 7- to 10-week-old cbln1−/− mice. The mice
were trained using the delay EBC paradigm beginning 2 or 30 days
after the injection. (B) HA-Cbln1 disappears from the cerebellum by
10 d after injection. Immunoblotting with an antibody against HA was
used to detect injected HA-Cbln1 in the P2 fraction of the whole
cerebellum before (−), 2 days, and 10 days after the injection. Arrows
indicate bands corresponding to HA-Cbln1. The blot represents results
from n = 3 mice. (C) Distribution of injected Cbln1. Cerebellar slices
were stained with anti-HA antibody (red) to detect HA-Cbln1 24 h

after the injection. Neurons visualized with fluorescent Nissl stains
(Neurotrace; green). The injected Cbln1 was localized to the cerebellar
cortex. Asterisks in the enlarged images indicate the deep cerebellar
nucleus (DCN). Scale bars, 20 μm. (D) Cbln1 transiently rescued the
impaired delay EBC in cbln1−/− mice. The CR% increased
significantly in cbln1−/− mice trained 2 days after a Cbln1 injection
[+Cbln1 (2d)] compared to those trained 30 days after [+Cbln1
(30 days)] the injection or those not treated with Cbln1 (no inj;
p < 0.01, a two-way repeated measures ANOVA, n = 8 for each
group). T1−T7, training sessions; Sp1 and Sp2, spontaneous eyeblink
responses before training. The dotted line corresponds to the average
percentage of CR-like activities on Sp2 to indicate the baseline for
learned responses.

improved 2 days after bilateral Cbln1 injections (p < 0.001
vs. non-injected cbln1−/− control, Mann–Whitney’s U test;
Figures 4A,B): approximately 90% of the spines formed normal
asymmetrical synapses with presynaptic terminals. In contrast,
only 20–25% of synapses showed normal morphology in the
cbln1−/− cerebellum 30 days after the Cbln1 injection, similar
to the untreated cbln1−/− cerebellum (Figures 4A,B), and con-
firming that Cbln1 transiently rescued PF synapse morphological
abnormalities.

Unlike WT PC s, cbln1−/− PC s remain innervated by super-
numerary CFs even during adulthood (Hirai et al., 2005). Since
Cbln1 and its receptor GluD2 are not expressed at CF–PC synapses
(Yuzaki, 2009), this defect is likely to be indirectly caused by
the loss of PF–PC synapses in cbln1−/− mice. Thus, to examine
whether bilateral injection of Cbln1 restored normal CF innerva-
tion patterns in cbln1−/− PCs, we measured the threshold to elicit
CF–EPSCs in each PC, since a single CF has a single threshold
for excitation. As reported previously (Hirai et al., 2005), single
EPSCs were elicited in ∼95% of WT PC s at postnatal day 46
(P46)–P52 (n = 60 out of 63 cells from 5 mice), whereas only

∼50% of age-matched cbln1−/− PC s that were injected with
Cbln1-free control solutions showed a one-to-one relationship
with CFs (n = 34 out of 68 cells from 5 mice, p < 0.00001 vs.
WT, Fisher’s exact test; Figure 4C). In contrast, 2 days after the
Cbln1 injection, the percentage of PC s showing single EPSCs
increased slightly but not significantly (∼65%, n = 46 out of
71 cells from 5 mice, p < 0.05 vs. cbln1−/− PCs injected with
the control solution, Fisher’s exact test; Figure 4C). No further
significant increase in the percentage of PC s with single EPSCs
was seen 4 d after the Cbln1 injection (∼60%, n = 24 out of
40 cells from 3 mice, p > 0.1 vs. cbln1−/− PCs at 2 days after
Cbln1 injection, n = 40 cells from 3 mice, Fisher’s exact test;
Figure 4C). Thus, the CF innervation pattern was only partially
rescued by a single Cbln1 injection. Similarly, although tran-
sient GluD2 expression restored PF–PC synapses in GluD2−/−
mice, it failed to correct the sustained innervation of PC s by
multiple CFs (Kohda et al., 2007; Kakegawa et al., 2009), sug-
gesting that rescuing the mature CF innervation pattern may
require more time than rescuing PF synapses in both cbln1−/−
and GluD2−/− mice. These results indicate that acquisition of
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FIGURE 4 | Subarachnoidal Cbln1 injection transiently restores

PF–Purkinje cell synapse structure in cbln1−/− mice. (A) Electron
micrographs of the molecular layer in cbln1−/− mice aged P42–P54 without
Cbln1 injection (no inj) and at 2 or 30 days after Cbln1 injection. f, free spines
without innervation by presynaptic structures; n, normal spines. Scale bar,
500 nm. (B) The percentage of normal synapses in cbln1−/− mice with no
injection (no inj), or 2 or 30 d after a Cbln1 injection. Significant recovery of
normal synapses was observed 2 days after a Cbln1 injection, compared
with no injection or their state 30 days after the injection (**p < 0.001,
Mann−Whitney’s U test, n = 3 for each group). (C) Cbln1 injection transiently

rescued the multiple CF innervation pattern in a single Purkinje cell from a
cbln1−/− mouse. The number of CF–EPSCs induced by different stimulus
thresholds (0–200 μA) was counted. The percentage of Purkinje cells
innervated by single CFs in wild-type (WT) mice was significantly higher than
that in cbln1−/− mice 2 days after the injection of a control solution (+control
2 days; **p < 0.00001, Fisher’s exact test). There were no significant (ns)
difference between control solution and Cbln1 at 2 days after the injection
(+Cbln1 2 days; p > 0.1, Fisher’s exact test). Similarly, there were no
significant difference between 2 and 4 days after a Cbln1 injection (+Cbln1
4 days; p > 0.1, Fisher’s exact test).

delay EBC may not require mature CF innervation patterns in the
cerebellum.

PF-LTD, BUT NOT PF-LTP, IS IMPAIRED IN CBLN1−/− MICE AND
RESCUED BY CBLN1 INJECTION
Recently, PF-LTP was proposed as a substrate for motor learning
in the cerebellum (Schonewille et al., 2010). Thus, we next exam-
ined whether PF-LTP could be induced in cbln1−/− PC s in acute
slice preparations. As reported previously (Lev-Ram et al., 2002;
Kakegawa and Yuzaki, 2005), 300 single stimulations of the PF at a
frequency of 1 Hz in the current-clamp mode induced postsynap-
tic PF-LTP in WT PCs (Figure 5). Similarly, PF-LTP was normally
induced in cbln1−/− mice.

In contrast, LTD is impaired at PF–PC synapses in cbln1−/−
mice (Hirai et al., 2005). To clarify whether this impairment can be
rescued by injecting Cbln1, we next prepared cerebellar slices from
cbln1−/− mice injected with Cbln1. As reported previously, an
injection of recombinant Cbln1 rapidly restored PF–PC synaptic
transmission (Ito-Ishida et al., 2008). Furthermore, a conjunctive

stimulation, which consisted of 30 single stimulations of the PF
together with a 200-ms depolarization of the PCs, successfully
induced PF-LTD in the cbln1−/− PC s 2 days after the Cbln1
injection treatment, but failed to induce PF-LTD in cbln1−/−
PCs after the injection of the control solution (Figure 6A). The
PF-EPSC amplitude 25- to 30-min after the combined stimula-
tion was 81 ± 5% (n = 6 from five mice) of the control responses
in PCs 2 days after a Cbln1 injection, whereas that of cells from
mice injected with the control solution was 106 ± 7% (p < 0.05,
Mann–Whitney’s U test, n = 5 from 5 mice). In contrast, the
conjunctive stimulation failed to induce PF-LTD either in control
cbln1−/− PCs (injected with the control solution) or in cbln1−/−
PCs 30 d after Cbln1 treatment (Figure 6B). The amplitude of
PF-EPSCs 25- to 30 min after stimulation was 105 ± 12% (n = 6
from 6 mice) of the control responses in PC s at 30 days after
the Cbln1 injection, whereas that of cells treated with the con-
trol solution was 105 ± 4% (p > 0.5, Mann–Whitney’s U test,
n = 5 from 5 mice). These findings indicate that Cbln1 injection
rapidly but transiently restored PF-LTD in cbln1−/−cerebellum.
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FIGURE 5 | LTP at PF–Purkinje cell synapses is normally induced in

cbln1−/−mice. A summary of LTP sessions in cerebellar slices prepared
from wild-type and cbln1−/− mice. The averaged amplitudes of the
PF-EPSC over 1 min were normalized to the baseline value, which was the
average of the 1 min responses (six traces) that occurred just before an
LTP-inducing stimulation (300 times of single PF stimuli at a frequency of
1 Hz in the current-clamp mode). Inset traces show the PF-EPSCs just
before (t = −1 min) or 35 min (t = 35 min) after the LTP stimulation, and
their superimposition (overlay). No differences were observed in PF-EPSC
amplitudes after the LTP stimulation between wild-type and cbln1−/− mice
(p > 0.5, wild type vs. cbln1−/− mice, Mann–Whitney’s U test, n = 6 for
wild type, n = 5 for cbln1−/− mice).

Furthermore, PF-LTD, but not PF-LTP, was likely to be
directly involved in the acquisition of delay EBC in cbln1−/−
mice.

CONDITIONED EYEBLINK RESPONSES ARE MAINTAINED AND
EXPRESSED IN CBLN1−/− MICE
The precise role of PF–PC synapses in delay EBC has been unclear
(Christian and Thompson, 2003; Boyden et al., 2004). Taking
advantage of Cbln1’s ability to rapidly and transiently restore mor-
phological (Figure 4) and functional (Figure 6; Ito-Ishida et al.,
2008) PF synapses, we next examined the roles of PF synapses at
various stages of delay EBC. First, we injected Cbln1 into cbln1−/−
mice and performed delay EBC training 2 days later. After these
mice acquired motor learning, as judged by a CR% greater than
60% in the seventh training session (CR% at the seventh session,
63.1 ± 0.1% for wild type vs. 64.2 ± 0.2% for injected cbln1−/−
mice, p > 0.1, Mann–Whitney’s U test, n = 8 for each group;
Figures 7A,B), they were kept in their home cages without any fur-
ther training until the eighth session, 30 days later. Interestingly,
cbln1−/− mice that received training 2 days after the Cbln1 injec-
tion showed high CR% levels at the eighth session, on day 40; these
levels were comparable to those of WT mice in the same session
(CR% at the eighth session, 58.1 ± 0.2% for WT vs. 60.2 ± 0.1%
for injected cbln1−/− mice, p > 0.1, Mann–Whitney’s U test,
n = 8 for each group; Figures 7B,C). In addition, the CR% was
similar between the seventh and eighth sessions (p > 0.1, Mann–
Whitney’s U test) in both WT and in cbln1−/− mice treated with
Cbln1 (Figures 7B,C), indicating that Cbln1 was unnecessary for

FIGURE 6 | Subarachnoidal Cbln1 injection transiently restores LTD at

cbln1−/−mouse PF–Purkinje cell synapses. A summary of LTD
sessions in cerebellar slices prepared from cbln1−/− mice at 2 days (A)

and 30 days (B) after injection of Cbln1 (+Cbln1), or control solution that
did not contain Cbln1 (Control). The averaged amplitudes of the PF–EPSC
over 1 min were normalized to the baseline value, which was the
average of the 1 min responses (six traces) that occurred just before a
conjunctive stimulation (CJ-stim) composed of 30 single PF stimuli
together with 200-ms depolarizing pulses from a holding potential of –60
to +20 mV. Inset traces show the PF–EPSCs just before (t = –1 min) or
30 min (t = 30 min) after the CJ-stim, and their superimposition
(overlay). Note that LTD was significantly restored in cbln1−/− mice at
2 days after Cbln1 injection (**p < 0.05, control vs. Cbln1, Mann−
Whitney’s U test, n = 5 for control, n = 6 for Cbln1), but not at 30 d
after injection (p > 0.5, control vs. Cbln1, Mann−Whitney’s U test, n = 5
for control, n = 6 for Cbln1).

the maintenance and expression of memory traces. However, as
shown above, 30 days after the Cbln1 injection, PF–PC synapses
had returned to their morphologically (Figure 4) and function-
ally (Figure 6) impaired state in cbln1−/− mice. In addition,
cbln1−/− mice that were given a Cbln1 injection but did not
receive any training for 30 days failed to acquire associative learn-
ing (Figure 3C). Together, these results suggest that although intact
PF synapses are necessary for acquiring delay EBC, they may be dis-
pensable for its expression and maintenance of previously acquired
memory.
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EXTINCTION OF CONDITIONED EYEBLINK RESPONSES DOES NOT
REQUIRE CBLN1
The memory trace in EBC is known to be rapidly extinguished
by repeated exposure to CS-only presentations, but the underly-
ing mechanisms are not completely clear. Thus, using the Cbln1
transient rescue method, we examined PF–PC synapse roles dur-
ing extinction sessions (Figure 8A). We first injected Cbln1 into
cbln1−/− mice, and performed delay EBC training 2 d later.
After these mice acquired motor learning, as judged by a CR%
larger than 60% in the seventh training session (CR% at the
seventh session, 61.1 ± 0.2% for wild type vs. 62.1 ± 0.1%
for injected cbln1−/− mice, p > 0.5, Mann–Whitney’s U test,
n = 7 for each group; Figures 8A,B), they were returned to
their home cages and did not receive further training for 30 d,
after which they were subjected to 4-day extinction sessions in
which only a CS tone was given to the animals 100 times per
day. The CR% of both WT and cbln1−/− mice was gradually
reduced to levels comparable to those prior to training (CR%
at the fourth extinction session, 14.0 ± 0.2% for WT vs. to
13 ± 0.1% for injected cbln1−/− mice, p > 0.5, Mann–Whitney’s
U test, n = 7 for each group; Figures 8B,C). These results indicate
that the presence of Cbln1 and intact PF–PC synapses may both
be dispensable for the extinction of memory traces acquired by
delay EBC.

DISCUSSION
Cbln1 is a recently identified synaptic organizer regulating the
morphological and functional integrity of PF–PC synapses in the
cerebellum (Yuzaki, 2011). Although cbln1−/− mice show motor
dyscoordination and an ataxic gait, Cbln1’s role, if any, in learning
tasks in vivo has not been studied previously. Here, we showed
that the delay EBC paradigm, a form of associative motor learn-
ing, was impaired in cbln1−/− mice (Figure 1). Importantly, a
single recombinant Cbln1 injection into the subarachnoid space
over the cbln1−/− cerebellum rapidly restored delay EBC acqui-
sition (Figure 3). Immunohistochemical analysis of the whole
brain revealed that the injected Cbln1 was restricted to the cere-
bellum (Ito-Ishida et al., 2008) and its molecular layer (Figure 3C).
These findings indicate that, although Cbln1 is expressed in
extracerebellar structures, such as the olfactory bulb, entorhinal
cortex, and thalamus (Miura et al., 2006), the Cbln1 expressed
in the cerebellum probably plays an essential role in acquisition
of associative motor memory, as measured by the delay EBC
protocol.

Recent studies based on genetically modified mice has chal-
lenged a widely held assumptions that PF-LTD is the main
mechanism underlying motor learning in the cerebellum, such
as EBC (Schonewille et al., 2010, 2011). As an alternative hypothe-
sis, PF-LTP was proposed as a substrate for motor learning (Porrill
and Dean, 2008; Schonewille et al., 2010). However, we showed
that PF-LTP was normally induced (Figure 5), while PF-LTD was
impaired in cbln1−/− mice (Figure 6). Furthermore, impaired PF-
LTD was rescued by injection of recombinant Cbln1 (Figure 6).
These results indicate that although it remains unclear whether and
how PF-LTD serves as a memory trace (Hesslow et al., 2013), PF-
LTP is dispensable for acquisition of delay EBC at least in cbln1−/−
mice.

CBLN1 AS A TOOL TO STUDY PF–PURKINJE CELL SYNAPSE ROLES IN
MOTOR LEARNING
The mechanisms underlying delay EBC has been characterized
has been extensively studied in rabbits as well as cats, ferrets
and rats by lesioning or pharmacological methods (Hesslow and
Yeo, 2002; Christian and Thompson, 2003). Nevertheless, the
exact role played by the various cerebellar synapses at different
learning phases has not been completely clear, partly due to the
difficulty of manipulating specific synapses by lesioning or phar-
macological methods (Christian and Thompson, 2003; Boyden
et al., 2004). Although gene targeting in mice has clarified the
involvement of specific genes in delay EBC (Aiba et al., 1994;
Kishimoto et al., 2001a; Miyata et al., 2001; Koekkoek et al., 2003,
2005), the location of the synapses responsible for storing the
associative memory has remained unclear, because the same gene
product is often used by different synapses in the targeted neu-
ron. As discussed in the Section “Introduction,” many molecules,
such as PKC, metabotropic glutamate receptor 1, and calcineurin,
are not specifically expressed at PF–PC synapses (Yuzaki, 2012).
Thus, temporally and spatially controlled gene ablation or expres-
sion is particularly important to prevent compensation by backup
pathways. Reversible neurotransmission blocking (RNB) tech-
niques using transiently expressed tetanus toxin light chain in
cerebellar granule cells can precisely target specific presynaptic
terminals in the cerebellar circuits (Wada et al., 2007). However,
like pharmacological AMPA receptor blockers, RNB blocks exci-
tatory neurotransmission at PF–interneuron synapses as well as
at PF–PC synapses. In addition, since the effect of RNB was
assessed by spontaneous simple spikes under general anesthesia,
it is unclear whether or to what extent synaptic transmission is
inhibited in PC s during EBC. In contrast, we showed here that
injected Cbln1 likely regulates synaptic transmission and plasticity
specifically at PF–PC synapses. Although Cbln1 is also expressed
in the DCN, recombinant Cbln1 injected into the subarachnoid
space does not reach the DCN in cbln1−/− mice (Figure 3C;
Ito-Ishida et al., 2008). In addition, GluD2, a postsynaptic recep-
tor for Cbln1 (Matsuda et al., 2010), is not expressed in PC
axons (Matsuda et al., 2008) or by other neurons innervating
the DCN. Furthermore, although GluD2 is expressed at very low
levels in cerebellar interneurons, synaptic transmission at the PF–
interneuron synapses is not affected in GluD2−/− mice (Yamasaki
et al., 2011). Therefore, although EBC in mice has certain limita-
tions (Boele et al., 2010), a rescue approach using a single injection
of recombinant Cbln1 serves as a unique and powerful tool to study
the specific roles of PF–PC synapses at different learning phases
in vivo.

CBLN1 IS REQUIRED FOR THE ACQUISITION, BUT NOT MAINTENANCE
OR EXTINCTION OF DELAY EBC
A single injection of recombinant Cbln1 into the cbln1−/− cerebel-
lum transiently restored the ability to acquire delay EBC (Figure 3).
Similarly, a single injection of Cbln1 only transiently morpho-
logically (Figure 4) and functionally (Figure 5) restored normal
PF–PC synapses in cbln1−/− mice. These results are consistent
with earlier lesion and inactivation experiments targeting the
cerebellar cortex in rabbits (Attwell et al., 2002; Christian and
Thompson, 2003), suggesting that cerebellar cortical circuits are
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crucial for acquiring certain CRs. Interestingly, the impaired
delay EBC was rescued in cbln1−/− mice even when PC s were
innervated by multiple CFs (Figure 4C). Similarly, we previ-
ously showed that ataxic gait and motor dyscoordination (as
measured using the rotor-rod test) were significantly rescued by
transiently expressed GluD2 in GluD2−/− mice, which main-
tained multiple-CF innervations of PC s (Kakegawa et al., 2009).
Together, these findings indicate that the CF innervation pat-
tern may not play a major role, but intact PF–PC synapses
are indispensable for acquisition of memory in the delay EBC
paradigm.

Interestingly, we found that cbln1−/− mice that received train-
ing that began 2 days after a Cbln1 injection retained normal delay
EBC responses, even when their PF–PC synapses became morpho-
logically and functionally impaired by Cbln1 loss (Figure 7). This
finding could be explained by the two-region memory hypothesis
(Thompson and Krupa, 1994; Medina et al., 2001): a memory
trace is initially formed at PF–PC synapses in cbln1−/− mice
when training starts, 2 days after the Cbln1 injection. The mem-
ory trace is then transferred to the DCN or other regions over
time. Similarly, inactivating the cerebellar cortex by a cooling
probe impairs CR acquisition, but does not disrupt CR expres-
sion in well-trained animals (Clark et al., 1997). Although plastic
changes at DCN synapses reportedly encode trained response
amplitudes (Garcia and Mauk, 1998; Koekkoek et al., 2003), it
is difficult to evaluate this aspect in the present study using EMG
recordings.

Alternatively, since approximately 20% of PF–PC synapses were
morphologically normal in cbln1−/− mice at 30 d after the Cbln1
injection (Figure 4), this finding could be explained by the one-
region cortical memory hypothesis (Attwell et al., 2002; Kalmbach
et al., 2010) in which a memory trace, probably formed as LTD
at the PF–PC synapses in cbln1−/− mice, when training begins
2 days after the Cbln1 injection, and 30 days after the injection the
remaining PF synapses may retain enough information to express
CRs. In either case, our findings indicate that the presence of Cbln1
and a large majority of the PF–PC synapses (and CF synapses) are
unnecessary for maintaining and expressing delay EBC memory
traces.

The normal extinction of the EBC that was acquired by
cbln1−/− mice after the Cbln1 injection, even though they had
few normal PF–PC synapses remaining (Figure 8), is consis-
tent with the one-region cortical memory hypothesis, because
inhibition of CF activities is shown to serve as a teaching sig-
nal for extinction by reversing LTD in the cerebellar cortex
(Medina et al., 2002). In this scenario, the memory trace was
formed at PF– PC synapses in cbln1−/− mice, as training began
2 days after the Cbln1 injection, maintained in the remaining
synapses at 30 days, and removed by reduced CF activity during
extinction training. However, the alternative hypothesis that the
memory trace is actually stored in regions outside of the cere-
bellar cortex and is removed during extinction training cannot
be ruled out. Although further studies are required to clar-
ify the extinction mechanisms, it is clear that the presence of

FIGURE 7 | Intact retention and expression of EBC in cbln1−/− mice.

(A) A diagram showing a sequence of experiments: cbln1−/− mice were
injected with Cbln1 as described in Figure 3 and subjected to delay
eyeblink conditioning (EBC) from 2 (T1–T7) and at 40 days (T8, 30-days
interval between T7 and T8) after the injection to examine the retention of
learned responses. (B) Intact retention and expression of EBC in cbln1−/−
mice. During training (T1–T7) and retention (T8) sessions, no difference in

CR% was observed between wild-type mice and cbln1−/− mice injected
with Cbln1 (p > 0.1, a two-way repeated measures ANOVA, n = 8 for each
group). The dotted line corresponds to the percentage of CR-like activities
on Sp2 to indicate the baseline for learned responses. (C) The level of
CR% was similar between wild-type and cbln1−/− mice injected with
Cbln1 at T8 as well as at T7 (p > 0.1, by Mann−Whitney’s U test, n = 8 for
each group).
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FIGURE 8 | Conditioned eyeblink responses (CRs) are extinguished in

cbln1−/− mice. (A) A diagram showing a sequence of experiments:
cbln1−/− mice were injected with Cbln1 as described in Figure 3 and
trained for delay EBC (T1–T7) beginning 2 days after the Cbln1 injection.
From day 40 (30 days after T7), mice were given extinction sessions
(E1–E4), in which only a CS tone was given, 100 times per day, to examine
the extinction of learned responses. (B) Intact extinction of conditioned
eyeblink responses in cbln1−/− mice. The CR% dramatically decreased in

both wild-type mice (n = 7) and cbln1−/− mice injected with Cbln1 (n = 7;
***p < 0.01, T7 vs. E4 in each group, by Mann–Whitney’s U test). During
extinction sessions (E1–E4), no difference in CR% was observed between
wild-type mice and cbln1−/− mice injected with Cbln1 (p > 0.1, a two-way
repeated measures ANOVA, n = 7 for each group). (C) The CR% was
similar between wild-type mice and cbln1−/− mice injected with Cbln1 at
E4 as well as at T7 (p > 0.1, by Mann–Whitney’s U test, n = 8 for each
group).

Cbln1 and intact PF–PC synapses are not likely to be necessary
for it.

Inactivating specific synapses could cause imbalances in the
overall performance of cerebellar networks, leading to non-specific
impairment in motor learning (Bracha et al., 2009). However, our
findings that the PF–PC synapses played different roles in acquir-
ing, maintaining, and expressing delay EBC indicate that PF–PC
synapses are indeed involved in specific aspects of EBC. This study
also establishes the use of a single injection of recombinant Cbln1
as a tool for studying the roles of PF–PC synapses in different
stages and paradigms of motor learning. Finally, since LTD and
delay EBC become impaired in aged mice (Woodruff-Pak et al.,
2010), and these functions were improved in this study by inject-
ing recombinant Cbln1 into the cerebellar subarachnoid space, this
molecule may have potential as a therapeutic agent for improving
motor performance in elderly people.
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Recently, by using a combination of two viral vectors, we developed a technique
for pathway-selective and reversible synaptic transmission blockade, and successfully
induced a behavioral deficit of dexterous hand movements in macaque monkeys by
affecting a population of spinal interneurons. To explore the capacity of this technique
to work in other pathways and species, and to obtain fundamental methodological
information, we tried to block the crossed tecto-reticular pathway, which is known to
control orienting responses to visual targets, in mice. A neuron-specific retrograde gene
transfer vector with the gene encoding enhanced tetanus neurotoxin (eTeNT) tagged with
enhanced green fluorescent protein (EGFP) under the control of a tetracycline responsive
element was injected into the left medial pontine reticular formation. 7–17 days later,
an adeno-associated viral vector with a highly efficient Tet-ON sequence, rtTAV16, was
injected into the right superior colliculus. 5–9 weeks later, the daily administration of
doxycycline (Dox) was initiated. Visual orienting responses toward the left side were
impaired 1–4 days after Dox administration. Anti-GFP immunohistochemistry revealed
that a number of neurons in the intermediate and deep layers of the right superior
colliculus were positively stained, indicating eTeNT expression. After the termination of
Dox administration, the anti-GFP staining returned to the baseline level within 28 days.
A second round of Dox administration, starting from 28 days after the termination of the
first Dox administration, resulted in the reappearance of the behavioral impairment. These
findings showed that pathway-selective and reversible blockade of synaptic transmission
also causes behavioral effects in rodents, and that the crossed tecto-reticular pathway
clearly controls visual orienting behaviors.

Keywords: superior colliculus, pontine reticular formation, orienting behavior, viral vector, Tet-ON, tetanus

neurotoxin, mouse

INTRODUCTION
To study structure-function relationships within neural circuits,
it is necessary to manipulate the activity of an “identified” pop-
ulation of neuronal elements in these circuits. Recent advances
in molecular genetic techniques enabled such targeted manipula-
tion by making transgenic animals with cell-specific promoters
(Kobayashi et al., 1995; Watanabe et al., 1998). However, such
techniques have generally been constrained to those animals in
which the transgenic manipulation of gene expression is possi-
ble (i.e., mouse, nematode, Drosophila, etc.) and to neuron types
whose cell-specific promoter has been identified. An alternative
possibility is to use viral vectors to introduce particular genes. To
enable pathway specificity, lentivirus vectors pseudotyped with
rabies virus glycoprotein (RVG) were developed as vectors spe-
cific for retrograde transport (Kato et al., 2007). However, such
vectors were not sufficiently efficient to affect enough of a specific
neuron population to induce behavioral effects, especially in
larger animals such as non-human primates. To overcome such

difficulties, Kobayashi and colleagues recently enhanced the ret-
rograde transport efficiency of lentivirus vectors by pseudotyping
with a chimera of rabies virus and vesicular stomatitis virus
glycoprotein (VSVG) [highly efficient retrograde gene transfer
(HiRet) vector; Kato et al., 2011a]. We incorporated a tetracy-
cline responsive element (TRE) and enhanced tetanus neurotoxin
(eTeNT) tagged with enhanced green fluorescent protein (EGFP)
into this retrograde vector (HiRet-TRE-EGFP.eTeNT). We also
incorporated the newly developed efficient Tet-ON sequence
rtTAV16 into an adeno-associated type 2 virus vector (AAV-2)
with a cytomegalovirus promoter (CMV) (AAV2-CMV-rtTAV16)
(Kinoshita et al., 2012) as a switch to regulate the first con-
struct. To study the function of a subpopulation of propriospinal
neurons (PNs) whose cell bodies are located in the mid-cervical
segments and project to hand/arm motor neurons in macaque
monkeys, we injected HiRet-TRE-EGFP.eTeNT into the ventral
horn of the C6–Th1 segments; one week later, we injected AAV2-
CMV-rtTAV16 into the intermediate zone of the C2–C5 segments
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where the PN cell bodies are located. 1–2 months later, we initi-
ated the administration of doxycycline (Dox). We could observe
deficits in reach and grasp movements. Acute electrophysiological
experiments clarified that approximately 90% of the transmis-
sion through the PNs was blocked. Theoretically, this method
should be available for universal use in the various pathways of the
central nervous system without the need to identify cell-specific
promoters or develop genetically modified animals.

At the current stage, we still need to know the fundamen-
tal properties of this technique and how to optimize it. For this
purpose, however, non-human primates are not the best ani-
mal species because the number of available animals is limited,
and behavioral and histological analyses are time consuming.
Therefore, we decided to use mice to establish the fundamen-
tal protocol of this technique. Moreover, we wished to select
a pathway whose function is easy to investigate using behav-
ioral observations. We chose the crossed tectoreticular pathway
(cTRNs), which originates from the intermediate and deep lay-
ers of the midbrain superior colliculus (SC) and terminates in
the medial pontomedullary reticular formation contralateral to
the SC (Grantyn and Berthoz, 1987; Redgrave et al., 1990; Isa
and Sasaki, 2002; Sooksawate et al., 2005, 2008). This pathway
is known to control the orienting response of the eyes, head,
and body to visual targets (Wurtz and Albano, 1980; Sparks,
1986; Dean et al., 1989; Isa and Sasaki, 2002; Isa and Hall, 2009),
which is an innate behavior that does not require training. In
this study, we focused on the time course of the effect of pathway
blockade through behavioral and histological examinations after
starting Dox administration and after its offset. We also tested the
reversibility of the effects by halting and repeating Dox admin-
istration. This technique proved very feasible in mice, suggesting
that it could be used universally as a relatively convenient method
for the pathway-specific manipulation of neural activity and gene
expression.

MATERIALS AND METHODS
The animal experimental procedures in this study were conducted
in accordance with the Guidelines of the National Institutes of
Health and the Ministry of Education, Culture, Sports, Science,
and Technology of Japan, and were approved by the Institutional
Animal Care and Use Committee of the National Institutes of
Natural Sciences. All attempts were made to minimize the suf-
fering and number of animals used in this study. The methods
and time schedule of the present experiments are summarized in
Figure 1.

PREPARATION OF VIRAL VECTORS
Vector preparation was described by Kinoshita et al. (2012).
However, a major difference was that we used a neuron-specific
highly efficient retrograde gene transfer lentivirus (NeuRet) vec-
tor (Kato et al., 2011b) instead of the HiRet vector, because the
NeuRet vector is specifically taken up by axons at the injection
site.

NeuRet-TRE-EGFP.eTeNT
The NeuRet vector is a pseudotype of a human immunodeficiency
virus type 1-based lentiviral vector with fusion glycoprotein

type C. In previous studies, it has been shown that pseudotyp-
ing the lentiviral vector with the RVG changed the property of
the vector specific for retrograde gene transfer (Kato et al., 2007).
However, the efficiency of the gene transfer was not enough
to affect the majority of neurons projecting to the injection
site. Later, it was found that replacing RVG with a chimeric
protein of RVG and VSVG domains greatly enhanced the effi-
ciency of retrograde gene transfer (highly efficient retrograde gene
transfer vector or HiRet vector) (Kato et al., 2011a). Then, the
use of a different chimeric protein composing RVG and VSVG
(fusion glycoprotein type C) switched the properties to neuron-
specific infection (NeuRet) (Figure 1A; Kato et al., 2011b). In the
present study, the envelope plasmid encoding fusion glycopro-
tein type C, which was under the control of the cytomegalovirus
(CMV) enhancer/chicken β-actin promoter, was used for vec-
tor production. Chimeric EGFP.eTeNT.PEST was generated by
fusing the human codon-optimized tetanus neurotoxin light
chain (eTeNT) with the EGFP derived from pEGFP-N1 vector
(Clontech, Mountain View, CA, USA) and the PEST sequence of
ornithine decarboxylase, as reported previously (Kinoshita et al.,
2012). The transfer plasmid pLV-TRE-EGFP.eTeNT.PEST was
based on pFUGW (a gift from D. Baltimore, California Institute
of Technology, Pasadena, CA, USA), and constructed by swap-
ping the ubiquitin promoter-EGFP sequence with the TRE/CMV
promoter of the pTRE-Tight vector (Clontech, Mountain View,
CA, USA) and EGFP.eTeNT.PEST. The NeuRet vector encod-
ing EGFP.eTeNT was placed downstream of the TRE pro-
moter (termed NeuRet-TRE-EGFP.eTeNT) and was prepared as
described previously (Inoue et al., 2012).

AAV2-CMV-rtTAV16
The rtTA variant rtTAV16 was generated by introducing the
V9I, G12S, F67S, F86Y, R171K, and A209T mutations into
rtTA2S-M2 of the pTet-ON advanced vector (Clontech, Mountain
View, CA, USA), as reported previously (Kinoshita et al., 2012).
Plasmid pAAV2-CMV-rtTAV16 (Figure 1A) is based on pAAV-
MCS (Agilent Technologies, Inc., Santa Clare, CA, USA), and
was constructed by inserting the CMV promoter sequence of
the pTet-On advanced vector rtTAV16, the woodchuck hepatitis
virus posttranscriptional regulatory element WPRE sequence of
pFUGW, and the SV40 polyadenylation signal (SV40pA) of the
pCMV-script vector (Agilent Technologies, Tokyo, Japan) into a
multiple cloning site. The AAV vector for in vivo injection was
produced as described previously (Kaneda et al., 2011).

INJECTIONS OF NeuRet-TRE-EGFP.eTeNT AND AAV2-CMV-rtTAV16
We anesthetized 6–10-week-old male C57BL/6 mice with an
intraperitoneal injection of a mixture of ketamine (60 mg/kg
body weight) and xylazine (10 mg/kg body weight). In addition,
dexamethasone (5.5 mg/kg body weight) was injected intramus-
cularly as premedication. The head of the mouse was fixed to the
stereotaxic apparatus (Narishige, Tokyo, Japan) and injections of
the vectors were made from the dorsal approach. NeuRet-TRE-
EGFP.eTeNT (0.8–1.2 μL); titer, 3.3–12.1 × 1011 copies/mL) was
injected into the medial pontine reticular formation (MPRF)
on the left side (Figures 1B,C) using a thin glass micropipette
(tip diameter, 50–70 μm) inclined by 45◦caudally to the vertical
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FIGURE 1 | Experimental protocols for the selective blockade of the

crossed tectoreticular pathway by double infection with the NeuRet

lentiviral vector (carrying EGFP.eTeNT) and the AAV2 vector (carrying the

Tet-ON sequence, CMV-rtTAV16). (A) The design of the two viral vectors.
(B) Photomicrographs of the superior colliculus (SC) and medial pontine

reticular formation (MPRF) showing the viral vector injection targets. (C)

Diagram for the double injection of the viral vectors into the MPRF and SC,
and the interaction of NeuRet-TRE-EGFP.eTeNT and AAV2-CMV-rtTAV16 in
the double infected crossed tectoreticular neurons (cTRNs). (D) The
experimental schedule of this study.

axis of the stereotaxic coordinates (Franklin and Paxinos, 2008),
−8.3 mm from the bregma, 0.7 mm lateral to the midline, and
at 3.6 and 4.4 mm from the presumed dorsal surface of the cere-
bellar cortex (0.4–0.6 μL/point of injection). 7–17 days after the
NeuRet-TRE-EGFP.eTeNT injection, AAV2-CMV-rtTAV16 (0.8–
1.0 μL; titer, 1.96 × 1013 particles/mL) was injected into the SC
on the right side (Figures 1B,C). A small hole was made in the
skull over the occipital cortex and a thin glass micropipette (tip
diameter; 50–70 μm) was inserted vertically into the right SC,
−4.0 to −4.2 mm from the bregma, 1.1–1.2 mm lateral to the
midline, and at 1.1–1.6 and 1.4–2.3 mm from the presumed dor-
sal surface of the cerebral cortex (0.4–0.5 μL/point of injection).
We used a syringe pump (ESP-32; Eicom, Kyoto, Japan) for the
injection; the injection rate was 0.1 μL/min. Before removing the
glass micropipette from the injection site, we waited for 5 min.

The transfer plasmid pLV-TRE-EGFP.eTeNT.PEST is switched
on to produce the tetanus neurotoxin only when the rtTAV16
sequence provided by the AAV2-CMV-rtTAV16 vector is
expressed in the same neuron and activated by Dox (Figure 1C).
The tetanus neurotoxin blocks the transmitter release by cleav-
ing VAMP-2 at the nerve terminals, but does not kill the cell (for
review see Montecucco and Schiavo, 1994).

DOX ADMINISTRATION
5–9 weeks after the injection of AAV2-CMV-rtTAV16, the daily
administration of Dox was initiated by a single intraperi-
toneal injection (10 μg/g body weight) of Dox in a 0.9% NaCl
solution, followed by the continuous oral administration of
Dox in the drinking water (3 mg/mL in a 5% sucrose solu-
tion) for 7 days (Figure 1D). In some animals, the second
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period of Dox administration (2nd Dox administration) was
conducted from 28 days after the offset of the first period
of Dox administration (1st Dox administration). One group
of mice received Dox continually for 21 days for histological
analysis.

BEHAVIORAL TESTS FOR VISUAL ORIENTING AND TURNING BEHAVIOR
We utilized three tests to assess visual orienting and turning
behaviors: (1) the visual placing response, (2) the visual orienting
response, and (3) a turning behavior test (Figure 1D). The behav-
ioral tests began on the day before Dox administration, continued
during Dox administration for 7 days, and after Dox administra-
tion for 7 days. All tests were performed between 6.00 AM and
3.00 PM.

Visual placing response
A modified visual placing response test was used to evaluate visual
orienting behavior toward the affected and unaffected sides of
the tested mouse. This test was modified from Metz and Schwab
(2004) and Pinto and Enroth-Cugell (2000). In this test, the
mouse was suspended by holding its tail and then lowered toward

a plastic plate either on the left or right side of the head with-
out any contact to the vibrissae. Normally, when the head of
a mouse was lowered to near the edge of the plastic plate, it
turned its head and trunk, and extended its forelimbs to place
them on the plate (see Figure 2A). The procedure was conducted
bilaterally (10 trials per side each day). The number of times
the mouse successfully placed its forelimbs on the plate was
counted.

Visual orienting response
A visual orienting response test was used to evaluate visual ori-
enting behavior toward a visual target presented either on the
affected or unaffected side of the tested mouse. The mouse was
placed inside a small glass cylinder (15 cm height, 14 cm inner
diameter), and a stimulus (a small long-handle stainless steel
chemical spoon) was quickly moved into the visual field of the
mouse from behind, in the same horizontal plane as its eyes, until
the stimulus was located between its eyes (Smith et al., 1998).
Normally, when the stimulus entered its visual field, the mouse
turned its head toward the stimulus (Figure 3A). The procedure
was conducted bilaterally in a pseudorandom sequence (10 trials

FIGURE 2 | (A) Series of photographs showing the effect of the
Tet-induced tetanus neurotoxin-expressing system on the visual placing
response toward the affected side (Dox-on day 3) and disappearance of the
effect (Dox-on day 6), compared with the unaffected side. (B) Effect of the

Tet-induced tetanus neurotoxin-expressing system on the visual placing
response toward the affected side after the 1st Dox administration for 7
days, termination of Dox administration for 28 days, and the 2nd Dox
administration for 7 days.

FIGURE 3 | (A) A photograph showing the visual orienting response of
a mouse toward the unaffected side. (B) Effect of the Tet-induced
tetanus neurotoxin-expressing system on the visual orienting response

of the affected side after the 1st Dox administration for 7 days,
termination of Dox administration for 28 days, and the 2nd Dox
administration for 7 days.
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per side each day). The number of times the mouse successfully
oriented itself to the stimulus was counted.

Turning behavior
A turning behavior test was used to evaluate the effect of the Tet-
induced tetanus neurotoxin-expressing system on the preferred
side of turning of the tested mouse after Dox administration. The
mouse was placed into a small glass cylinder (15 cm height, 14 cm
inner diameter), which forced it to turn left or right inside the
cylinder (Figure 4A). The number of complete turns (360◦) to
each side was recorded for 10 min each day.

IMMUNOHISTOCHEMICAL ASSESSMENTS
At the end of the experiments, the mice were deeply anes-
thetized with an intraperitoneal injection of sodium pentobarbi-
tal (80 mg/kg body weight) (Hospira Inc., Lake Forest, IL, USA)
and transcardially perfused with 0.05 M phosphate-buffered
saline and then 4% paraformaldehyde in a 0.1 M phosphate buffer
(pH 7.4). The brainstem and spinal cord were cryoprotected and
sectioned at a thickness of 40 μm using a sliding microtome (HM
450; Microm, Walldorf, Germany). To obtain a clearer image of
the cell bodies, dendrites and axons of the double infected neu-
rons, we adopted permanent visualization of EGFP-positive cells
with anti-GFP immunohistochemistry. In particular, the perma-
nent visualization technique made the axon tracing much easier.
Moreover, the distribution of neurons infected by AAV2-CMV-
rtTAV16 was assessed with in situ hybridization to detect the
rtTA sequence (the antisense probe for the tetracycline transac-
tivator, tTA, was a gift from T. Yamamori, National Institute for
Basic Biology, Okazaki, Japan). The technical details of the anti-
GFP immunohistochemistry and in situ hybridization against the
rtTAV16 sequence were described previously (Kinoshita et al.,
2012) and are available on the web (http://www.nibb.ac.jp/brish/
indexE.html), respectively. The number of GFP-positive neu-
rons and tracings of the axons originating from their cell bodies
to their target areas were counted and drawn using a camera
lucida attached to a light microscope (BX51; Olympus, Tokyo,
Japan). Photomicrographs of the histological slices were taken
using light microscopes (Axioplan2; Zeiss, Göttingen, Germany
and BZ-9000; Keyence, Elmwood Park, NJ, USA).

DATA ANALYSIS
Data are expressed as the mean ± standard error of the mean.
Significance was tested by Student’s t-test, and a P value of less
than 0.05 was considered to be significant.

RESULTS
A total of 61 C57BL/6 mice were used in this study; the two
viral vectors were injected into 56 mice. As controls, some
mice received an injection of NeuRet-TRE-EGFP.eTeNT with-
out Dox administration (n = 2), NeuRet-TRE-EGFP.eTeNT and
AAV2-CMV-rtTAV16 without Dox administration (n = 2), or
NeuRet-TRE-EGFP.eTeNT with Dox administration (n = 3), and
one group of mice was not injected (n = 5). No clear behav-
ioral effects could be observed in any of these control groups.
Specifically, the % success rate for the visual placing response
on the side contralateral to the collicular injection ranged from
95.00 ± 5.00 to 100.0 ± 0.00%, which was not significantly dif-
ferent from the side ipsilateral to the collicular injection (100.0 ±
0.00%). The % success rate for the visual orienting responses
on the side contralateral to the collicular injection ranged from
95.00 ± 5.00 to 100.0 ± 0.00%, which was also not significantly
different from the side ipsilateral to the collicular injection that
ranged from 95.00 ± 5.00 to 100.0 ± 0.00%. Moreover, the %
turning rate to the side contralateral to the collicular injection was
not significantly different from the side ipsilateral to the collicu-
lar injection on any of the testing days (Dox-on day 0 to Dox-on
day 7). It ranged from 44.60 ± 5.63 to 50.40 ± 3.15%.

BEHAVIORAL OBSERVATIONS
Visual placing response
After Dox administration, the visual placing response toward the
affected side (left side) of the double infected mice was impaired
from Dox-on day 1 to day 5, with the maximal impairment on
Dox-on day 3 compared with the unaffected side (right side).
The mice failed to turn their head and trunk and place their
forelimbs onto the plastic plate when they were lowered with
the plastic plate on the affected side (Figure 2A). The % success
rate for placing toward the affected side was reduced to 58.95 ±
5.41%, compared with 99.47 ± 0.3671% for the unaffected side

FIGURE 4 | (A) A photograph showing the turning behavior of a mouse to the unaffected side (right). (B) Effect of the Tet-induced tetanus neurotoxin-expressing
system on turning behavior after the 1st Dox administration for 7 days, termination of Dox administration for 28 days, and the 2nd Dox administration for 7 days.
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(P < 0.0001, n = 38, unpaired t-test; Figure 2B). However, this
behavioral effect was gradually reduced from Dox-on day 4 and
completely disappeared on Dox-on days 6–7. After the termi-
nation of Dox administration, no behavioral effect could be
seen on the affected and unaffected sides for 7 days (Dox-off
days −1 to −7).

Visual orienting response
Impairment of the orienting response could also be found in
the visual orienting response test. After Dox administration, the
visual orienting response toward the affected side (left side) was
impaired from days 1–6, while it was not impaired toward the
unaffected side (right side) (Figure 3A). The % success rate of
the affected side was reduced to 64.21 ± 4.473%, compared to
the 96.32 ± 0.793% of the unaffected side (P < 0.001, n = 38,
unpaired t-test; Figure 3B). The behavioral effect was gradu-
ally reduced from Dox-on day 4, and completely disappeared by
Dox-on day 7. After the termination of Dox administration, no
behavioral effect could be seen on the affected and unaffected
sides for 7 days (Dox-off days −1 to −7).

Turning behavior
Before Dox administration and in the control groups, the mice
almost equally preferred to turn toward the left and right.
However, after Dox administration, the mice preferred to turn
to the unaffected side (right) (Figure 4A). The % turning to the
affected side (left side) was reduced from Dox-on days 1 to 4,
with the maximal reduction on day 3 (Figure 4B). The % turn-
ing to the affected side was reduced to 23.92 ± 2.721% from the
42.77 ± 1.824% of the controls on day 0 (P < 0.001, n = 38,
unpaired t-test). Then, the % turning to the affected side grad-
ually returned to the same level as before Dox administration
by Dox-on day 7. It is noteworthy that after the termination of
Dox administration, % turning to the affected side (left side)
increased to its highest level on Dox-off day −2 (P < 0.05, n =
15, unpaired t-test), before returning to the same level as before
Dox administration on Dox-off days −5 to −7.

REVERSIBILITY OF THE DOX-ON EFFECTS
28 days after the termination of the 1st Dox administration (for
7 days), the 2nd Dox administration was started for another 7
days. All of the behavioral tests for visual orienting were found
to be impaired after the 2nd Dox administration. The pattern
and time course of the impairments were almost the same as
for the 1st Dox administration. The % success rates for the
visual placing response (Figure 2B) and visual orienting response
(Figure 3B) and % turning (Figure 4B) toward the affected side
were reduced on Dox-on days 1–2 to days 4–5 and, then, grad-
ually increased to the same levels as before Dox administration
on days 6–7. Although, the maximal effects of the 2nd Dox
administration on all behavioral tests appeared to be greater,
they were not significantly different from the 1st Dox admin-
istration (visual placing response, P = 0.0531; visual orienting
response, P = 0.2123; turning behavior, P = 0.1544, unpaired
t-test). These results indicate that the selective blockade of the
crossed tectoreticular pathway by double infection with NeuRet-
TRE-EGFP.eTeNT and AAV2-CMV-rtTAV16 can be performed
repeatedly with an interval of 28 days.

HISTOLOGICAL ANALYSIS
The number of GFP-positive crossed tectoreticular neurons
(cTRNs) in the intermediate and deep layers of the SC of the
double infected mice increased sharply after the start of Dox
administration for 1 day and reached its maximum on Dox-on
day 3 (Figures 5A,C). The maximum number of GFP-positive
cTRNs was 458.8 ± 141.4 neurons (n = 6). After Dox adminis-
tration was terminated, the number of GFP-positive cTRNs was
gradually reduced on Dox-off days −3 to −14, and had returned
to the baseline level by Dox-off day −28. To confirm the injec-
tion site of AAV2 in the right SC, in situ hybridization of rtTAV16
was performed. The injection sites were found to be located in
the intermediate to deep layers of the right SC (Figure 5B). To
demonstrate the reversibility of the Dox-on effects in these dou-
bled infected mice, the 2nd Dox administration was started after
a 28-day Dox-off period. The number of GFP-positive cTRNs in
the intermediate and deep layers of the right SC increased again
to 400.0 ± 218.3 (n = 3; Figure 5C). The histological results par-
alleled the impairment of visual orienting behavior after the 2nd
Dox treatment in this group (Figures 2B, 3B, 4B).

In another group of mice (n = 3), the period of Dox adminis-
tration was extended to 21 days, which resulted in strong staining
of the cTRNs with anti-GFP immunohistochemistry that filled
their distal dendrites. The axons from their cell bodies in the
intermediate and deep layers of the right SC (Figure 6A) were
labeled all the way to their target areas. Such tracing was diffi-
cult to perform in the mice with Dox administration for 7 days.
The axons and terminals (Figures 6B,C) of these GFP-positive
cTRNs could be found in the right mesodiencephalic junction
[e.g., fields of Forel (FF), zona incerta (ZID, ZIV)] (Figure 6Ca),
mesencephalic reticular formation (mRt) (Figure 6Cb), nucleus
reticularis tegmenti pontis (RtTg) (Figures 6Cc,d), pontine retic-
ular formation (PRF; including the injection site of NeuRet-TRE-
EGFP.eTeNT) (Figures 6Cc,d,e), gigantocellular reticular nucleus
(Gi) (Figure 6Ce), inferior olivary nuclei (IO) (Figure 6Cf), etc.
Thus, in addition to the injection site of the NeuRet vector, posi-
tive axons and terminals were found in many other target areas of
collaterals that originated from the cTRNs (see Discussion).

TIME COURSE OF THE DOX-ON AND DOX-OFF PERIODS
To compare the time course of the behavioral effects and the
appearance of anti-GFP immunoreactivity in cTRNs for the
Dox-on and Dox-off periods, the results of the three behav-
ioral tests were normalized to the maximal impairment and
averaged. Then, the normalized values were compared to the
normalized number of GFP-positive cTRNs during the Dox-on
and Dox-off periods (Figure 7). The number of GFP-positive
cTRNs increased sharply after the administration of Dox for
1 day, reached its maximum on Dox-on day 3, and was
maintained until the end of Dox administration on day 7.
Although behavioral impairment was also found from Dox-
on day 1, it increased slower than the appearance of GFP-
positive cTRNs. In contrast to the number of GFP-positive
cTRNs, the behavioral impairment, after reaching its maxi-
mal effect on Dox-on day 3, was reduced to near the baseline
level on Dox-on days 6–7. After Dox administration was ter-
minated on day 7, the number of GFP-positive cTRNs was
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FIGURE 5 | Photomicrographs of GFP-positive cTRNs and in situ
hybridization to visualize rtTAV16 in the superior colliculus (SC) of

double infected mice. (A) Schematic diagram of the laminar structure of the
mouse SC (frontal plane) and photomicrographs of the SC slices processed
with anti-GFP immunohistochemistry (frontal section, inset area in the SC
diagram), before Dox administration (Dox-on day 0), Dox administration for 1
day (Dox-on day 1), 3 days (Dox-on day 3), 7 days (Dox-on day 7), and after the
termination of Dox administration for 3 days (Dox-off day −3), 7 days

(Dox-off day −7), 14 days (Dox-off day −14), and 28 days (Dox-off day −28).
(B) In situ hybridization against the tTA sequence in an SC slice indicating the
cells infected by AAV2. (C) Average number of GFP-positive neurons in the
SC after the 1st Dox administration for 7 days, termination of Dox
administration for 28 days, and after the 2nd Dox treatment for 7 days (n = 3).
Abbreviations: SGS, superficial gray layer; SO, optic layer; SGI, intermediate
gray layer; SAI, intermediate white layer; SGP, deep gray layer; SAP, deep
white layer; PAG, periaqueductal gray.

gradually reduced and reached the baseline level on Dox-off
day −28.

DISCUSSION
The crossed tectoreticular pathway has been suggested to be
involved in the control of orienting responses based on the fol-
lowing evidence: (1) repetitive electrical stimulation of the SC
induces contraversive orienting responses (Cowie and Robinson,
1994; Corneil et al., 2002) and that of the medial pon-
tomedullary reticular formation induces ipsiversive orienting
responses (Cowie and Robinson, 1994); (2) lesion or reversible
inactivation of the SC (Rosenquist et al., 1996; Quaia et al., 1998)
or medial pontomedullary reticular formation (Isa and Sasaki,

1988) impairs orienting responses; (3) single unit recordings
either from the SC (Sparks, 1975, 1978) or the medial pon-
tomedullary reticular formation (Grantyn and Berthoz, 1987;
Isa and Naito, 1995; Isa and Sasaki, 2002) reveal the existence
of neurons that show increased firing preceding the orienting
response; and (4) anatomically, the medial pontomedullary retic-
ular formation receives massive inputs from the intermediate and
deep layers of the contralateral SC (Kawamura and Brodal, 1973;
Huerta and Harting, 1982). Thus, there is overwhelming evidence
that the tectoreticular pathway plays a major role in the con-
trol of orienting responses (Sparks, 1986; Isa and Sasaki, 2002).
However, the specific role of cTRNs in gaze has been difficult
to resolve. In fact, this difficulty in precisely attributing function
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FIGURE 6 | Tracings of the axonal trajectories of the GFP-positive

cTRNs in the superior colliculus (SC) in the mice with Dox treatment

for 21 days. (A) GFP-positive cTRNs in the right SC. (B) Axon terminals
(arrows) in the left pontine reticular formation. (C) Tracings of the axons
and their terminals in the brainstem: a. Pretectum; b. Midbrain (SC level);
c. Midbrain (inferior colliculus level); d. Pons (rostral part); e. Pons (caudal
part); f. Medulla. GFP-positive cell bodies are indicated as blue dots in Cb.
Abbreviations: 5N, trigeminal nucleus; 7N, facial nucleus; 7n, facial nerve;
12N, hypoglossal nucleus; CnF, cuneiform nucleus; cp, cerebral peduncle;
FF, fields of Forel; fr, fasciculus retroflexus; g7, genu of the facial nerve; Gi,

gigantocellular reticular nucleus; IC, inferior colliculus; IO, inferior olive; mlf,
medial longitudinal fasciculus; mRt, mesencephalic reticular formation;
PAG, periaqueductal gray; pc, posterior commissure; PRF, pontine reticular
formation; py, pyramidal tract; RMg, raphe magnus nucleus; RN, red
nucleus; rs, rubrospinal tract; RtTg, nucleus reticularis tegmenti pontis;
SAI, intermediate white layer; SAP, deep white layer; scp, superior
cerebellar peduncle; SGI, intermediate gray layer; SGP, deep gray layer;
SGS, superficial gray layer; SO, optic layer; SNr, substantia nigra pars
reticulata; sp5, spinal trigeminal tract; ZID, zona incerta, dorsal part; ZIV,
zona incerta, ventral part.

to a specific cell population exists for many of the neural sys-
tems in the brain. In this regard, the present study, for the first
time, showed that pathway-specific and reversible blockade of
synaptic transmission worked as efficiently to cause behavioral
deficits in mice, as it has in non-human primates (Kinoshita et al.,
2012). Moreover, it specifically provides clear evidence that the
direct crossed tectoreticular pathway is essential for the execu-
tion of orienting responses. Previous pharmacological techniques
were not able to dissect this pathway from other tectal output
pathways, such as the thalamic projection from the superficial
layer, which might be involved in the higher visual processing
(May, 2006), and from the uncrossed tecto-reticular pathway,
which has been reported to control the avoidance behaviors
(Sahibzada et al., 1986; Dean et al., 1989). However, the present
method will enable us to pin down the functions of these indi-
vidual components of the output pathways from the SC in near
future.

Finally, we analyzed the methodological details of this
technique, especially the time course of the effects of Dox-on
and Dox-off with this relatively simple behavioral system. These
experiments made use of a fair number of mice, which would be
difficult to perform in non-human primates.

TIME COURSE AFTER DOX-ON
In this study, the behavioral effects of Dox administration could
be partially observed as early as 24 h after initiation. This is
earlier than observed in our previous study on macaque mon-
keys, in which the effects appeared on the 2nd day. This may be
partly because we used an intraperitoneal injection on the first
day to facilitate the quick onset of the effects (Perl et al., 2002).
However, a species-related difference cannot be excluded. The
effects became maximal on the 2nd and 3rd days after initiation,
but gradually became smaller and had mostly disappeared by the
6th day. It is clear that this is not due to the disappearance of
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FIGURE 7 | Schematic drawing of the time course for the emergence

and disappearance of blocking effects as measured by the behavioral

effects and detectability of anti-GFP immunoreactivity after the onset

and offset of Dox administration.

the Dox effects on the tetanus toxin production in the doubly
infected neurons because the number of GFP-positive cells did
not parallel the disappearance of the behavioral effects rather it
persisted, as long as Dox was administered continuously. Such a
disappearance of the behavioral effects must instead be caused
by a compensatory mechanism in the residual pathways. This
assumption is partly supported by the observation of a contralat-
eral postural deviation in the turning response at 2 days after
Dox-off (Figure 4). It is not clear which neural systems were
responsible for such compensation, but it is likely due either to
cTRNs, which were spared from double infection by vectors, or
to direct corticoreticular pathways or to other unknown pathways
involved in the control of visual orienting responses. A combina-
tion of these must have taken over the function of the blocked
neurons.

TIME COURSE AFTER DOX-OFF
In this study, the behavioral changes were mostly not observed
after Dox-offset following 7 days of Dox administration. We
noticed a postural deviation to the right side at 2 days after Dox-
off, which might be due to a compensatory mechanism estab-
lished during the Dox-on period. Histological analysis showed
that the number of GFP-positive cells gradually decreased after
Dox-off, and returned to the baseline level on the 28th day after
Dox-off. Furthermore, the 2nd Dox application on the 28th day
after Dox-off caused as potent behavioral effects as during the
1st Dox administration. At least a one-month interval was nec-
essary to observe the reversibility of the Dox effect. Since the
functional compensation for the loss of transmission through a
population of cTRNs may be caused by other compensatory neu-
ral circuits, this reversibility suggests that the mouse brain reused
the cTRNs that had been blocked, once their transmission was
restarted.

BLOCKADE OF TRANSMISSION THROUGH OTHER COLLATERALS OF
THE cTRNs
Our previous study in macaque monkeys (Kinoshita et al., 2012)
showed that anti-GFP immunohistochemistry clarified not only
the location of the cell bodies of the PNs that expressed EGFP,

but also their axonal trajectories. Similarly, a close examination
of histological samples after anti-GFP immunohistochemistry
revealed that although the number was small, the axons of the
cTRNs could be traced from the cell bodies in the interme-
diate/deep layers of the right SC to their target areas. Axons
and terminals could be observed not only in the left medial
pontine reticular formation, the injection site of the NeuRet-TRE-
EGFP.eTeNT, but also in several nuclei in the mesodiencephalic
junction, pons, and medulla, which are targets of the ascend-
ing and descending collaterals of tectoreticular neurons (Grantyn
and Grantyn, 1982; Huerta and Harting, 1982) (Figure 6). The
possibility cannot be excluded that NeuRet-TRE-EGFP.eTeNT
had diffused to the right side of the pontine reticular formation
from the injection site, and some of these axons and termi-
nals belonged to ipsilaterally projecting tectoreticular neurons.
However, this should be a minor occurrence. In fact, the GFP-
positive neurons were found exclusively in the caudal and lateral
SC, where the cTRNs are located (Figure 5A), despite the fact
that injection of AAV2-CMV-rtTAV16 included more medial
parts of the SC (Figure 5B). If NeuRet-TRE-EGFP.eTeNT dif-
fused to the right side, the GFP-positive cells should have been
found also in more medial and rostral part of the SC where the
uncrossed tectoreticular neurons are primarily located (Redgrave
et al., 1990), Furthermore, the behavioral effects were clearly
those expected from the impairment of cTRNs. In the previous
reports (Grantyn and Grantyn, 1982; Isa and Sasaki, 2002), the
pontine projection of the cTRNs was described as almost exclu-
sively contralateral. The present report suggests there may be
species differences in this regard between rodents and carnivores.
As eTeNT was fused with EGFP, it should be transported to the
axon terminals in these areas. These results indicate that synap-
tic transmission to these targets was also blocked, and that the
behavioral effects cannot always be ascribed only to the block-
ade of transmission from the SC to the medial pontine reticular
formation, but also to the blockade of signal transmission to all
of the target nuclei. To conclude which connection was critical
for the observed behavioral effects, another technique, such as
optogenetic blockade of synaptic transmission at the nerve ter-
minal (Kaneda et al., 2011), will need to be combined with our
approach.

OTHER POSSIBLE USES OF THIS TECHNIQUE
The present results showed that the successful blockade of a
particular central pathway with the double viral vector tech-
nique could result in behavioral effects in mice. Using a sim-
ilar highly efficient retrograde gene transfer vector, some of
the authors of this article have produced the permanent abla-
tion of a central pathway by using it in combination with
an immunotoxin (Inoue et al., 2012). This may represent a
good approach for creating animal disease models. However,
one of the major advantages of the present technique is its
reversibility. Basically, this technique could be applicable to
any pathway in the brain. However, when we apply the cur-
rent technique to other pathways in the brain, it might be
necessary to use other serotypes of AAV, because efficiency
of transfection of each serotype could vary depending on the
target cell types (Blits et al., 2010; Jakovcevski et al., 2010;
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Markakis et al., 2010). The success of the current method was pri-
marily based on the following factors: (1) development of highly
efficient retrograde gene transfer using NeuRet; (2) very effi-
cient amplification of gene expression by the recently developed
Tet-ON sequence rtTAV16; and (3) very effective expression of
the humanized tetanus neurotoxin eTeNT. Replacing eTeNT with
other functional proteins, such as light-sensitive opsins for opto-
genetic control of neural activity (for reviews see Yizhar et al.,
2011; Tye and Disseroth, 2012), may open up a novel direction
for neural circuit analysis.
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Higher order visual areas that receive input from the primary visual cortex (V1) are
specialized for the processing of distinct features of visual information. However, it is
still incompletely understood how this functional specialization is acquired. Here we used
in vivo two photon calcium imaging in the mouse visual cortex to investigate whether this
functional distinction exists at as early as the level of projections from V1 to two higher
order visual areas, AL and LM. Specifically, we examined whether sharpness of orientation
and direction selectivity and optimal spatial and temporal frequency of projection neurons
from V1 to higher order visual areas match with that of target areas. We found that the
V1 input to higher order visual areas were indeed functionally distinct: AL preferentially
received inputs from V1 that were more orientation and direction selective and tuned for
lower spatial frequency compared to projection of V1 to LM, consistent with functional
differences between AL and LM. The present findings suggest that selective projections
from V1 to higher order visual areas initiates parallel processing of sensory information in
the visual cortical network.

Keywords: visual cortex, mouse, corticocortical connection, in vivo two photon imaging, axon

INTRODUCTION
The cerebral cortex is a hierarchically organized network that pro-
cesses information in a parallel and distributed manner (Felleman
and Van Essen, 1991). In the visual cortical network, informa-
tion arrived at the primary visual cortex (V1) is passed to two
functionally distinct cortical pathways: The dorsal pathway that
consists of extrastriate cortical areas specialized for the process-
ing visual information important for object recognition, and the
ventral pathway that consists of cortical areas specialized for the
processing of visual information important for spatial naviga-
tion, in primates (Ungerleider and Mishkin, 1982) and carnivores
(Payne, 1993; Toyama et al., 1994). Neurons in the dorsal path-
way have sharper direction selectivity and are tuned to higher
temporal frequency stimuli compared to neurons in the ventral
pathway that have sharper orientation selectivity and are tuned
to higher spatial frequency stimuli (Maunsell and Van Essen,
1983; Albright, 1984; Desimone and Schein, 1987; Toyama et al.,
1994; Pollen et al., 2002; Priebe et al., 2003). Analogous func-
tionally distinct cortical pathways have also been found in audi-
tory cortical pathways (Tian et al., 2001; Lomber and Malhotra,
2008).

As in primates, mouse visual cortex consists of V1 and extras-
triate visual cortices that receive direct projection from V1
(Figure 1A; Wang and Burkhalter, 2007). Based on anatomical
connectivity, Wang and Burkhalter suggested that these extrastri-
ate cortices could be grouped into dorsal and ventral pathways
analogous to dorsal and ventral pathways in primates and car-
nivores (Wang et al., 2011, 2012). In particular, two extrastriate

areas, namely AL and LM, were identified as the first stage after V1
for the dorsal and ventral pathways, respectively. In line with this
idea, recent in vivo imaging studies revealed functional distinction
between visual response properties of neurons in the extrastriate
areas: Neurons in AL have higher orientation/direction selectiv-
ity and are tuned to lower spatial frequency information than
neurons in LM (Marshel et al., 2011). It was also reported that
neurons in AL are tuned response to lower spatial frequency and
higher speed stimuli than neurons in another extrastriate area PM
(Andermann et al., 2011).

In the primate V1, neurons responding to distinct visual fea-
tures are spatially segregated into distinct anatomical modules
[e.g., cortical layers or columns; Livingstone and Hubel, 1988; but
see Nassi and Callaway (2009) for existence of crosstalk between
modules] each of which is connected to specific higher order
visual areas to form distinct functional pathways [Livingstone
and Hubel, 1988; but see Sincich and Horton (2005) for exis-
tence of crosstalk between pathways]. However, since distinct
visual features are represented in a spatially intermingled man-
ner in rodents, it is unlikely that specific connection between
laminar and/or columnar modules are used to selectively route
information about visual feature to different higher order visual
areas. One potential mechanism to create functional special-
ization of extrastriate visual areas in rodents is that distinct
information intermingled in V1 is selectively routed to rele-
vant pathways with cellular level specificity. Another possibil-
ity is that information fed by V1 is not different across two
pathways but is processed differently by local neuronal circuit
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FIGURE 1 | Experimental Strategy. (A) Schematic drawing of visual area
map in the mouse visual cortex. AL and LM are the two extrastriate visual
areas targeted in this study. (B) Schematic drawing of experimental
approach. AAV containing GCaMP5g was injected into V1. Axon terminals
of V1 neurons projecting to the extrastriate visual cortex (XVC) were
imaged by in vivo two photon microscopy. (C) Epifluorescence TurboRFP
signal observed in vivo through the cranial window. Patches of red
fluorescence are observed in V1 (injected area) as well as in XVC as smaller
patches of fluorescence. (D) Representative image of axon terminals
expressing GCaMP5g observed in vivo by two photon microscopy in area
LM indicated in (C). Individual axonal boutons can be clearly resolved as
bright varicosities. Scale bar, 10 µm.

in the target extrastriate areas to extract different features of
visual information. It has been difficult to distinguish between
these two possibilities due to a technical difficulty of iden-
tifying projection targets of neurons whose activity has been
recorded.

Recently, genetically encoded calcium indicators have been
greatly improved (Tian et al., 2009; Horikawa et al., 2010;
Akerboom et al., 2012) enabling in vivo recording of activity from
fine neuronal processes such as dendrites and axons (Petreanu
et al., 2012; Xu et al., 2012). A recent study took advantage of this
technology to record activity of axon terminals projecting from
the mouse V1 to higher order visual areas and found difference in
the optimal spatial and temporal frequencies between axon termi-
nals projecting to AL, LM (Glickfeld et al., 2013). Since sharpness
of orientation and direction selectivity also differs between neu-
rons in AL and LM (Marshel et al., 2011), it is of great interest
whether functional property of axonal projections from V1 to AL
and LM differs in these two features.

In the present study, we used genetically encoded calcium
indicator to observe axonal calcium activity of corticocortical
projection neurons in the mouse V1 (Petreanu et al., 2012;
Glickfeld et al., 2013). We infected neurons in the mouse V1
by injecting recombinant adeno-associated-virus (rAAV) carry-
ing genetically encoded calcium indicator (GCaMP5g; Akerboom
et al., 2012). We then imaged calcium activity of the axon termi-
nals of infected V1 neurons at their projection target (Figure 1B).
We found that sharpness of orientation and direction selectivity
as well as optimal spatial frequency of axon terminals project-
ing from V1 to AL and LM were distinct and match with the
functional characteristics of the neurons in the target areas.

MATERIALS AND METHODS
ANIMALS AND VIRAL INJECTION
Wild type C57/BL6 mice around two to three months of age
were prepared for viral injection. Mice were anesthetized with
an intraperitoneal injection of chloral hydrate (4 mg/g) and an
intramuscular injection of xylazine (2 µg/g). After opening the
scalp, a small craniotomy (∼1 mm diameter) was made over the
left V1 (∼3 mm lateral from the midline and ∼1.5 mm posterior
from the lambda). A glass pipette (tip diameter, 50 µm) con-
taining rAAV-hSyn-GCaMP5g mixed with rAAV-CB7-TurboRFP
(mixed at 10:1; purchased from the University of Pennsylvania
Human Gene Therapy Vector Core) were inserted to the cortex
at a depth of ∼400 µm. Then a small amount of virus solution
(0.1–0.5 µl) was pressure injected at a rate of 0.05 µl/min using
a syringe pump (SP101I, World Precision Instruments, Sarasota,
FL). Imaging experiments commenced around three weeks after
the injection. All experimental procedures used in this study were
approved by the Animal Care and Use Committee of Kyushu
University.

In vivo TWO PHOTON IMAGING
Detailed procedure for the preparation of in vivo two photon
imaging is described elsewhere (Ohki and Reid, 2011). Briefly,
anesthesia was induced with isoflurane (3%) and maintained
with isoflurane (1–2% in surgery, 0.5–1% during imaging). After
opening the scalp, the location and the extent of RFP expression
was examined through the skull with green LED light. A cus-
tom made metal headplate was attached to the skull using dental
cement (SunMediacal, Shiga, Japan), and a craniotomy (∼5 mm)
was made to expose the cortical surface expressing RFP. After
the craniotomy, the dura was removed and exposed cortex was
covered by a circular glass window (6.5 mm diameter). We often
found a large patch of RFP expression in V1 surrounded by several
smaller patches of RFP at the extrastriate areas (Figure 1C). This
pattern of RFP expression was used to select location for calcium
imaging.

In vivo imaging of axonal calcium activity was performed
using a two photon microscope (A1RMP, Nikon, Tokyo, Japan)
equipped with a X25 water immersion objective (NA1.1, Nikon).
GCaMP5g was excited at 920 nm wavelength by a Ti:Sapphire
laser (Mai Tai HP DeepSee, Spectra Physics). A square region
of cortex 64 µm on each side (512 × 512 pixels) was imaged at
30 Hz. Depth of the imaged plane was carefully adjusted manu-
ally every 5–10 min. Image planes from the same cortical location
were separated at least by 10 µm in the depth direction to avoid
imaging the same axonal boutons twice. During the imaging,
the level of anesthesia was adjusted by monitoring the heart rate
continuously by electrocardiogram. Body temperature was main-
tained at 37◦C by a feedback-controlled heat-pad. Silicon oil was
used to prevent eyes from drying.

For each imaged region its location was identified by match-
ing the spatial pattern of blood vessels on the cortical surface
in the two-photon images and that in a macroscopic picture of
RFP expression pattern. Subsequently, corresponding extrastri-
ate visual area was assigned to each imaged region based on the
pattern of RFP expression and/or retinotopic map obtained with
intrinsic signal optical imaging.
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INTRINSIC SIGNAL OPTICAL IMAGING
Mapping of cortical retinotopy by optical imaging of intrinsic sig-
nal was performed according to the method described in previous
studies (Kalatsky and Stryker, 2003; Marshel et al., 2011). Briefly,
prior to the optical imaging experiment, mice had either thinned
skull or an implanted glass window over the left visual cortex.
Throughout the imaging, mice were anesthetized by isoflurane
(0.6–1.2%), and 700 nm LED light source was used to illumi-
nate the brain. Data was collected at a frame rate of 5 Hz using
a CCD camera (1000-m, Adimec, Boston, MA) controlled by
an Imager3001 system (Optical Imaging Ltd., Rehovot, Israel).
Obtained signal was Fourier transformed to extract the phase
at the stimulus frequency (one cycle in 20 s), which can then be
converted to the position in the visual space.

VISUAL STIMULATION
Visual stimuli were presented on a LCD display using a desktop
computer running PsychoPy (Peirce, 2009) or a custom made
software written in Visual Basic (Microsoft). For mapping of ori-
entation and direction preferences, a drifting square-wave grating
[100% contrast; 0.04 cycles per degree (cpd); 2 Hz] tilted at one
of four orientations in 45◦ steps moving in one of two directions
orthogonal to the orientation (yielding total of eight directions of
motion in 45◦ steps) was presented. Each stimulus started with a
blank period of uniform gray (4 s) followed by the same period
of visual stimulation. Each condition was repeated 10–20 times.
For mapping of spatial frequency (SF) and temporal frequency
(TF) tunings, drifting sine-wave gratings (100% contrast) were
used. For SF mapping experiments, sine-wave gratings having
six SF between 0.01 and 0.4 cpd and drifting at 2 Hz were used.

For TF mapping experiments, sine-wave gratings having 0.04 cpd
and drifting at 5 different TF between 0.5 and 8 Hz were used.
Each stimulus started with a blank period of uniform gray (4 s)
followed by the same period of visual stimulation during ver-
tical and horizontal gratings were presented for 1 s for each of
four directions (0◦, 180◦, 90◦, and 270◦ in order). Each con-
dition was presented 10–20 times in pseudorandom orders. In
SF and TF mapping experiments, both SF and TF stimuli were
tested at each imaged plane. Stimuli for mapping retinotopy by
intrinsic signal optical imaging were adapted from a previous
study (Kalatsky and Stryker, 2003). A thin flashing white bar on
a black screen was continuously moved in a horizontal or vertical
direction at a constant speed of 20 s/cycle. Each run lasted 320 s
(16 cycles).

ANALYSIS OF TWO PHOTON CALCIUM IMAGING DATA
All the analyses were performed using custom software written
in Matlab (MathWorks, Natick, MA). Acquired images were first
realigned by maximizing the correlation across frames. Axon ter-
minals were automatically identified by template matching with
a circular template using time averaged image. Time courses
of individual axon terminals (boutons) were extracted by sum-
ming pixel values within the contours of axonal boutons. Slow
drift of the baseline signal over minutes was removed by a low-
cut filter (Gaussian, cutoff, 1.6 min) and high-frequency noise
was removed by a high-cut filter (first-order Butterworth, cutoff,
1.6 s). Visually responsive axonal boutons were defined by �F/F
> 0.15 and by one way analysis of variance (p < 0.01) across
blanks and stimulus periods. The response to each orientation
was defined as the mean of the responses to two drifting gratings
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FIGURE 2 | Orientation and direction selective response of axonal

boutons in LM. (A) Representative single condition �F/F maps for eight
directions. Center panel shows max �F/F. Scale bar, 20 µm. (B) Color-coded

map created from (A). Scale bar, 10 µm. (C) Representative time courses
(average of 10 trials) of three axonal boutons in (B). Note that boutons
belonging to the same axon fiber (1 and 2), show very similar time courses.
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moving at opposing directions orthogonal to the orientation (e.g.,
response to 0◦ orientation was obtained by averaging responses
to two gratings moving orthogonal to the 0◦ orientation, i.e.,
90◦ and 270◦ directions). Of these boutons, boutons selectively
responding to stimulus conditions were defined by one way
analysis of variance (p < 0.01) across stimulus conditions (four
orientations for orientation mapping experiments, and six SF
and five TF for SF and TF mapping experiments, respectively).
Preferred direction for pixel based direction map (Figure 2B) was
calculated by vector averaging (Swindale et al., 1987). For the
orientation and direction preference analyses Orientation Index
(OI) was calculated by the formula: OI = 1 − Rortho / Rpref, where
Rpref is the response to the preferred orientation and the Rortho is
the response to the orientation orthogonal to the preferred ori-
entation. Direction Index (DI) was calculated by the formula:
DI = 1 − Rnull / Rpref (Mikami et al., 1986), where Rpref is the
response to the preferred direction and the Rnull is the response
to the direction opposite to the preferred direction. For the SF
and TF analyses, difference of Gaussian (DOG) was fitted to each
axonal bouton’s response (Hawken and Parker, 1987). Preferred
SF (or TF) for each axonal bouton was then defined by SF (or TF)
at the maximum of the fitted DOG. The preferred SF (or TF) was
rounded to the maximum or the minimum value of the tested
stimulus parameter, when it fell outside of these values. All sta-
tistical testing was performed using Statistics Toolbox of Matlab
(MathWorks).

RESULTS
In vivo IMAGING OF AXONAL ACTIVITY OF V1 PROJECTION NEURONS
Mice were injected with a mixture of rAAV encoding GCaMP5g
and rAAV encoding TurboRFP into V1 resulting in a large patch
of red (and green) fluorescence in V1 that was surrounded
by smaller patches of fluorescence in the extrastriate areas
(Figure 1C). Consistent with previous anatomical tracing study,
large RFP patches were found in areas AL and LM (Wang and
Burkhalter, 2007). At these extrastriate RFP patches, axonal fibers
and boutons of V1 projection neurons expressing GCaMP5g (and
TurboRFP) could be detected in vivo at the cortical depth from
∼20 µm up to ∼500 µm (Figure 1D). Large calcium transients
in response to visual stimulation could be observed from axonal
boutons expressing GCaMP5 (Supplementary Movie 1). We first
characterized orientation and direction preference of V1 pro-
jection neurons by analyzing calcium activity of these axonal
boutons.

Many axonal boutons in AL selectively responded to a pre-
sentation of particular orientation of drifting square gratings
(Figure 2A; n = 108 visually responsive boutons out of 476 bou-
tons identified. see Materials and Methods). Typically, orienta-
tion preference of nearby boutons were different (Figure 2B),
however boutons belonging to the same axonal fiber showed
matched orientation preference as well as closely matched
time courses of calcium responses (Figure 2C; see Petreanu
et al., 2012). Similar spatial organization for orientation
preference of axonal boutons was found in LM (data not
shown). These results show spatially intermingled pattern
of V1 input for orientation information in AL and LM.
Moreover, the fact that we could clearly detect the difference

in the orientation preference of nearby axonal boutons demon-
strates the reliability of our recording from individual axonal
boutons.

SHARPNESS OF ORIENTATION AND DIRECTION SELECTIVITY OF V1
AXONS DIFFERS IN AL AND LM
Next we investigated difference in orientation and direction
selectivity of axonal boutons in AL and LM. Individual axonal
boutons showed highly tuned response to drifting gratings pre-
sented at different orientations and directions in both AL and LM
(Figure 3A). Of all the visually responsive axonal boutons in AL
and LM (1250 and 1630 boutons in AL and LM, respectively),
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P < 0.006. (C) Mean OI in AL and LM for each animal. Mean OI across
animals = 0.864 and 0.838 in AL and LM, respectively. Each pair of colored
dots indicates data from one animal. Bar graph shows mean of all the
animals. +, P < 0.04. (D) Cumulative distribution of DI of axonal boutons in
AL and LM. Mean DI across all boutons = 0.463 and 0.418 for AL and LM,
respectively. ∗∗, P < 0.0001. (E) Mean DI in AL and LM for each animal.
Each pair of colored dots indicates data from one animal. Mean DI across
animals = 0.481 and 0.438 for AL and LM, respectively. Bar graph shows
mean of all the animals.
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1068 (85%) and 1490 (91%) responded selectively to orienta-
tion and direction of drifting gratings in AL and LM, respectively.
Cumulative distribution of OI for all visually responsive axonal
boutons in AL collected from five mice was significantly shifted
toward higher values than that in LM (P < 0.006, Kolmogorov-
Smirnov test; Figure 3B), indicating that V1 neurons projecting
to AL were more orientation selective than those projecting to
LM. To test for consistency across animals, we also compared
mean OI of axonal boutons in AL and LM for each animal.
Consistent with the cumulative data, mean OI in each animal
was higher in AL than in LM for all the animals and the differ-
ence was statistically significant (P < 0.04, n = 6, sign-rank test;
Figure 3C).

Next we examined the difference in direction selectivity by cal-
culating DI for the same set of boutons in AL and LM. Cumulative
distribution of DI for axonal boutons in AL pooled from all the
animals was significantly shifted toward higher values than that
in LM (P < 0.0001, Kolmogorov-Smirnov test; Figure 3D), indi-
cating that V1 neurons projecting to AL were more direction
selective than those projecting to LM. Though not statistically
significant, the difference in DI across two areas was consistently
observed across animals as the mean DI was larger in AL than
in LM (Figure 3E). When the analysis was restricted to selec-
tively responding boutons, four out of five animals had higher
mean DI in AL than in LM (data not shown). Taken together,
the functional difference of axonal activity in AL and LM found
here closely matches with a previous finding which reported

sharper orientation and direction selectivity for neurons in AL
than neurons in LM (Marshel et al., 2011).

SPATIAL AND TEMPORAL FREQUENCY PREFERENCE OF V1 AXONS
DIFFERS IN AL AND LM
We next conducted mapping of SF and TF tunings of V1 axons
in AL and LM (Figures 4, 5). Individual axonal boutons showed
variety of SF and TF tuning in both AL and LM (SF, Figures 4B,E;
TF, Figures 5B,E). SF and TF tuning curves obtained for individ-
ual axonal boutons were similar to those reported for neurons
in the mouse V1 (SF, Figures 4C,F; TF, Figures 5C,F; Niell and
Stryker, 2008). As in the case of orientation and direction pref-
erence, visually responsive axonal boutons having various SF
and TF tuning were spatially intermingled both in AL and LM
without any apparent local clustering according to SF or TF
preference.

Of all the visually responsive axonal boutons in AL and
LM (835 and 1236 boutons in AL and LM, respectively), 796
(95%) and 1178 (95%) responded selectively to drifting grat-
ings presented at different spatial frequencies in AL and LM,
respectively, and were further analyzed. Cumulative distribution
of preferred SF (see Materials and Methods for obtaining pre-
ferred SF) for population of axonal boutons in LM pooled from
seven mice was shifted significantly toward higher SF compared to
that in AL (P < 0.0001, Kolmogorov-Smirnov test; Figure 6A).
Consistently, mean value for the preferred SF in LM calculated
separately for each animal was significantly higher than that in AL
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FIGURE 4 | SF-tuned responses of axonal boutons in AL and LM.

(A) Representative FOV in LM. (B) Color-coded map of preferred SF
of axonal boutons shown in (A). (C) Representative SF tuning curves
for three axonal boutons indicated by circles in (B). (D) Representative

FOV in AL. (E) Color-coded map of preferred SF of axonal boutons
shown in (D). (F) Representative SF tuning curves for three axonal
boutons indicated by circles in (E). Error bars indicate s.e.m. Scale
bars, 10 µm.
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(A) Representative FOV in LM. (B) Color-coded map of preferred TF
of axonal boutons shown in (A). (C) Representative TF tuning curves
for three axonal boutons indicated by circles in (B). (D) Representative

FOV in AL. (E) Color-coded map of preferred TF of axonal boutons
shown in (D). (F) Representative TF tuning curves for three axonal
boutons indicated by circles in (E). Error bars indicate s.e.m. Scale
bars, 10 µm.

(P < 0.008, n = 7, sign-rank test; Figure 6B). Finally, we exam-
ined the difference in TF tuning of axonal boutons in AL and
LM. Of all the visually responsive axonal boutons in AL and LM
(438 and 685 boutons in AL and LM, respectively), 285 (65%) and
444 (65%) responded selectively to drifting gratings presented at
different temporal frequencies in AL and LM, respectively, and
were further analyzed. The cumulative distribution of the pre-
ferred TF pooled from all the animals was larger in AL than in LM
(P < 0.03, Kolmogorov-Smirnov test; Figure 6C). Although not
significant, mean preferred TF across animals was also larger in
AL than in LM (P = 0.4, n = 7, sign-rank test; Figure 6D). These
differences of the axonal boutons in AL and LM found here for
SF tuning, and to a weaker extent for TF tuning, are consistent
with a recent report (Glickfeld et al., 2013). As in the case for
orientation and direction selectivity, the difference in the SF pref-
erence of axons in AL and LM matches with that of the reported
response properties of neurons in AL and LM (Marshel et al.,
2011). Taken together, the present results suggest that the feed-
forward corticocortical projections from V1 to AL and LM are
functionally distinct in a way that matches with the reported
functional difference between neurons in AL and LM.

DISCUSSIONS
In the present study, by using in vivo two photon calcium imag-
ing of axonal activity, we characterized difference in the visual
response properties of corticocortical projection neurons in the
mouse V1. Response properties of the corticocortical projection

neurons in V1 were significantly different depending on their tar-
get extrastriate areas: Axonal boutons of V1 neurons projecting
to AL had sharper of orientation and direction selectivity and
responded optimally for lower spatial frequency stimuli com-
pared to axonal boutons projecting to LM. These differences in
the visual response properties of V1 projection neurons in AL and
LM were largely consistent with the reported response properties
of the neurons in AL and LM. Therefore, the present results sup-
port the notion that functional specialization in the higher order
cortical areas is created by selective projections of functionally
distinct neurons from the upstream cortical areas.

ADVANTAGES OF AXONAL CALCIUM IMAGING COMPARED TO OTHER
TECHNIQUES FOR STUDYING CORTICOCORTICAL PROJECTION
NEURONS
Previous electrophysiological studies have used techniques such
as antidromic electrical stimulation [Movshon and Newsome
(1996) among many others], optogenetic stimulation (Lima et al.,
2009) and fluorescent dye filling by electroporation (Igarashi
et al., 2012) to identify projection target of neurons whose
response properties were characterized electrophysiologically.
However, these techniques require significant labor to collect a
large number of samples. Indeed, out of 786 neurons recorded
in V1, only 12 could be identified as MT projecting neurons
by means of antidromic electrical stimulation (Movshon and
Newsome, 1996). The present imaging-based approach possesses
several advantages compared to these previous approaches. First,
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FIGURE 6 | SF and TF tuning properties of axonal boutons in AL and

LM. (A) Cumulative distributions of preferred SF in AL and LM. Mean of
preferred SF across all boutons = 0.031 and 0.048 cpd for AL and LM,
respectively. ∗, P < 0.001. (B) Mean preferred SF in AL and LM for each
animal. Each pair of colored dots indicates data from one animal. Mean of
preferred SF across all animals = 0.029 and 0.049 cpd for AL and LM,
respectively. Bar graph shows mean of all the animals. +, P < 0.01. (C)

Cumulative distributions of preferred TF in AL and LM [same set of boutons
as in (A)]. Mean of preferred TF across all boutons = 2.1 and 1.9 Hz for AL
and LM, respectively. ∗∗, P < 0.03. (D) Mean preferred TF in AL and LM for
each animal. Mean of preferred TF across all animals = 2.5 and 2.4 Hz for
AL and LM, respectively. Each pair of colored dots indicates data from one
animal. Bar graph shows mean of all the animals.

it is technically straight forward and does not require compli-
cated experimental steps such as identification of antidromically
stimulated neurons or single neuron electroporation. Second, and
more importantly, the present approach enables collection of
many samples of projection neurons from multiple target areas
from individual animals. This second advantage was critical in
revealing subtle but statistically significant differences between
two overlapping distribution of the neuronal response properties.

Several groups have used combination of retrograde neuronal
tracing and in vivo two photon calcium imaging of labeled neu-
ronal somata to study corticocortical projection neurons (Sato
and Svoboda, 2010; Osakada et al., 2011; Jarosiewicks et al., 2012;
Chen et al., 2013). Although this approach is promising and
complementary to axonal calcium imaging, it is necessary to use
multiple colors to label neurons projecting to multiple areas in
one animal (Jarosiewicks et al., 2012). Nevertheless, it is of great
importance to see whether experiments using retrograde tracers
reach the same conclusions as that reached by axonal calcium
imaging.

It should be noted that genetically encoded calcium indi-
cator used in the present study (GCaMP5g) is not capa-
ble of reporting single action potential reliably (Akerboom
et al., 2012). Hence, it is not clear whether large portion
of axon terminals that were non-responsive to visual stim-
ulation were indeed non-visually driven V1 neurons (Keller

et al., 2012) or their response simply did not reach sensitivity
limit of GCaMP5g. In addition, slow time course of GCaMP5g
prohibited us from analyzing action potential synchrony of
projection neurons which may be important for efficient cor-
ticocortical spike transmission (Fries, 2009). Development of
more sensitive genetically encoded calcium or voltage indica-
tors with fast kinetics will be critical to resolve these problems
(Jin et al., 2012).

COMPARISON WITH PREVIOUS STUDIES
Functional specialization of extrastriate visual areas in the mouse
has been reported by previous imaging studies (Andermann et al.,
2011; Marshel et al., 2011; Roth et al., 2012). A recent study
(Glickfeld et al., 2013) that used similar approach to ours revealed
that the difference in the SF and TF tunings among extrastriate
areas (AL, LM, and PM) could be accounted for by difference
in the SF and TF tuning of V1 neurons projecting to each of
these areas. The present study confirms and adds to this result
by showing that the difference in the projection neuron can also
contribute to the difference in orientation and direction selec-
tivity of neurons in the target area. Since neurons in the dorsal
lateral geniculate nucleus are selective for SF and TF (Grubb
and Thompson, 2003), target-dependence of the optimal SF and
TF of corticocortical projections may be explained by mecha-
nism similar to parallel visual pathways found in primates that
relay functionally distinct visual information from subcortical
areas (e.g., retina or LGN) to primary and extrastriate visual
cortices (Livingstone and Hubel, 1988). Although, unlike pri-
mates, neurons preferring various SF and TF are not spatially
clustered in mice, parallel functional channels similar to pri-
mates may still exist in a spatially intermingled manner (Gao
et al., 2010). However, since orientation and direction selectiv-
ity are most pronounced in the cortex and rare in LGN (Marshel
et al., 2012; Piscopo et al., 2013), similar mechanism based on
parallel pathways from subcortical to cortical areas may not be
sufficient in these cases. Moreover, SF preference and orientation
selectivity are not systematically related in mouse V1 neurons
(Gao et al., 2010), hence a mechanism that produce difference
in the SF and TF preference of V1 projection neurons cannot
explain that of orientation and direction selectivity. Orientation
and direction selectivity are related to specifically connected local
neuronal circuits in the neocortex (Yoshimura et al., 2005; Yu
et al., 2009; Ko et al., 2011). Thus, there may be some common
factor that links the specifically connected local neocortical circuit
and the target-dependence of orientation and direction selectivity
of corticocortical projection neurons.

Differences in the tuning properties of corticocortical projec-
tions from V1 to AL and LM are largely consistent with the func-
tional differences of dorsal/ventral pathways expected from the
well-studied dorsal/ventral pathways of macaques (Ungerleider
and Mishkin, 1982; Maunsell and Van Essen, 1983; Desimone and
Schein, 1987; Pollen et al., 2002; Priebe et al., 2003). Axonal bou-
tons in AL that belongs to the putative dorsal pathway in mice
had sharper direction selectivity as well as lower optimal SF com-
pared orientation selectivity that was sharper in AL than in LM.
Since neurons in AL also have been shown to have sharper orien-
tation tuning compared to neurons in LM (Marshel et al., 2011),
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these results may suggest across species difference in the dor-
sal/ventral pathways of macaques and mice.

Sharpness of orientation and direction selectivity of axon ter-
minals observed in the present study was somewhat higher than
that of mouse V1 neurons reported previously (Niell and Stryker,
2008; Andermann et al., 2011; Marshel et al., 2011; Roth et al.,
2012). The difference found here may be attributed to inabil-
ity of GCaMP5g to report single action potentials reliably. For
GCaMP3, sensitivity for reporting action potentials in axon ter-
minal (Petreanu et al., 2012) was lower than that in the soma
(Tian et al., 2009). Lower sensitivity to action potentials in axon
terminals may truncate calcium response to low level spiking
activity in the axon terminal but not in the soma, hence result-
ing in higher orientation and direction selectivity in the axon
terminal compared to that in the soma.

OTHER MECHANISMS FOR CREATING FUNCTIONAL SPECIALIZATION
IN THE EXTRASTRIATE AREAS
Although several studies including the present one converge to
support the presence of selective routing of information between
the primary and higher order sensory areas (Sato and Svoboda,
2010; Jarosiewicks et al., 2012; Glickfeld et al., 2013), other mech-
anisms may also contribute to shape response properties of higher
order sensory neurons. Complex dendritic computation is likely
to shape response properties of sensory neurons (Jia et al., 2010),
and it is unclear whether such intracellular processing works to
enhance or attenuate functional differences of V1 projection neu-
rons. It should also be noted that a subset of V1 projections
is known to target interneurons in the higher order visual area
(Gonchar and Burkhalter, 2003). This feedforward inhibitory

circuit could also contribute to shape response properties of exci-
tatory neurons within the extrastriate areas. Nevertheless, while
these additional mechanisms may work to fine-tune the response
property of neurons within each higher order cortical area, tar-
get dependent functional projection from lower cortical area is
likely to work as the seed for generating functional specialization
in higher order cortical areas.
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