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Second Language Experience 
Facilitates Sentence Recognition in 
Temporally-Modulated Noise for 
Non-native Listeners
Jingjing Guan , Xuetong Cao  and Chang Liu *

Department of Speech, Language, and Hearing Sciences, University of Texas at Austin, Austin, TX, United States

Non-native listeners deal with adverse listening conditions in their daily life much harder 
than native listeners. However, previous work in our laboratories found that native Chinese 
listeners with native English exposure may improve the use of temporal fluctuations of 
noise for English vowel identification. The purpose of this study was to investigate whether 
Chinese listeners can generalize the use of temporal cues for the English sentence 
recognition in noise. Institute of Electrical and Electronics Engineers (IEEE) sentence 
recognition in quiet condition, stationary noise, and temporally-modulated noise were 
measured for native American English listeners (EN), native Chinese listeners in the 
United States (CNU), and native Chinese listeners in China (CNC). Results showed that 
in general, EN listeners outperformed the two groups of CN listeners in quiet and noise, 
while CNU listeners had better scores of sentence recognition than CNC listeners. 
Moreover, the native English exposure helped CNU listeners use high-level linguistic cues 
more effectively and take more advantage of temporal fluctuations of noise to process 
English sentence in severely degraded listening conditions [i.e., the signal-to-noise ratio 
(SNR) of −12 dB] than CNC listeners. These results suggest a significant effect of language 
experience on the auditory processing of both speech and noise.

Keywords: sentence recognition in noise, temporally-modulated noise, non-native speakers, masking release 
from temporal modulation, second language experience

INTRODUCTION

In daily life, speech sounds are usually perceived in noisy and complex listening environments. 
A number of studies have demonstrated that speech recognition in noise is much harder for 
non-native listeners than for native listeners regardless of stimuli are either vowels, consonants, 
words, or sentences (Mayo et  al., 1997; Cooke et  al., 2008; Cutler et  al., 2008; Shi, 2010; Jin 
and Liu, 2012; Mi et  al., 2013; Rimikis et  al., 2013; Guan et  al., 2015; Zinszer et  al., 2019). 
Even though non-native listeners could achieve comparable performance with native listeners 
in quiet, non-native listeners performed much worse than native listeners in long-term speech-
shaped noise (LTSSN) and multi-talker babble (MTB; Garcia Lecumberri and Cooke, 2006; 
Cutler et  al., 2008). The difficulties of non-native listeners’ speech perception in noise were 
mainly impacted by their language backgrounds including their native language (L1) and 
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second language (L2) experience, and listening conditions (Jin 
and Liu, 2012; Mi et al., 2013; Guan et al., 2015). For example, 
Jin and Liu (2012) reported that two groups of English non-native 
listeners (native Chinese and native Korean listeners) had similar 
scores in English sentence recognition in quiet and in LTSSN 
and these two non-native groups had significantly lower 
performance than native English listeners (EN). However, Korean 
listeners outperformed Chinese listeners in MTB, indicating 
that listeners’ native language (Korean or Chinese) might 
interfere with speech noise. However, in a follow-up study, 
Jin and Liu (2014) found no significant difference in English 
vowel identification in LTSSN and MTB, suggesting that L2 
speech recognition in noises was dependent on L1 experience, 
the type of noise, and speech materials.

Compared with native listeners, non-native listeners with 
incomplete knowledge of target language and less automatic 
language processing had to spend more efforts to recognize 
speech in interfering noise (Kousaie et  al., 2019). However, 
L2 exposure may help non-native listeners’ perception to be fine-
tuned with sounds of L2. Previous studies showed two groups 
of native Chinese listeners, one in the US (CNU) with L2 
exposure and the other in China (CNC) without L2 exposure, 
had similar performance of English vowel identification in 
quiet and LTSS noise, whereas CNU listeners showed significantly 
higher scores in MTB (Mi et al., 2013) and temporally modulated 
noise (Guan et  al., 2015). Both studies argued that extensive 
native English (L2) experiences of CNU listener might help 
improve their capacity to perceive English vowels in temporally 
fluctuating maskers.

In most listening conditions, background noise is non-stationery, 
and amplitude of noise fluctuates over the time. It has been 
well-established that listeners with normal hearing including 
native and non-native listeners typically performed better in 
temporally modulated noise than in stationary noise (Festen 
and Plomp, 1990; Jin and Nelson, 2006; Broersma and Scharenborg, 
2010; Stuart et  al., 2010; Guan et  al., 2015). This phenomenon, 
called masking release from the temporal modulation of noise, 
was usually explained as an ability to catch the glimpses of 
speech information during the short gaps of fluctuating noise 
and integrate these glimpses to restore the content of speech. 
Previous studies demonstrated that native listeners benefited more 
than non-native listeners from temporally fluctuating noise and 
obtained a larger masking release (Stuart et  al., 2010; Guan 
et  al., 2015). Guan et  al. (2015) examined English vowel 
identification for three groups of listeners: native English (EN) 
listeners, CNU, and CNC listeners. As expected, EN listeners 
had significantly greater masking releases from temporal 
modulation in noise at low signal-to-noise ratios (SNRs) than 
the two groups of Chinese listeners. Moreover, CNU listeners 
had more masking releases for vowel identification than CNC 
listeners. Native English experiences for 1–3  years might help 
CNU listeners become better tuned to the temporal structure 
of English speech such that they had larger masking release. It 
was well demonstrated the basic psychophysical capacities to 
detect basic auditory tasks including temporal processing (Guan 
et  al., 2015) were similar across listeners with different native 
language (L1) backgrounds and L2 exposure. Nevertheless, compared 

with basic auditory tasks, higher-level speech recognition in noise 
not only relied on listeners’ basic psychophysical capacities but 
also associated with listeners’ L1 and L2 experiences (Guan et al., 
2015; Liu and Jin, 2015; Huo et  al., 2016). Thus, this study was 
to investigate whether the CNU-CNC difference in using temporal 
dips of noise for English vowel identification could be  extended 
in English sentence recognition, which was more ordinary in 
daily speech communication. Previous studies showed that speech 
materials significantly influenced the effect of L1 experience on 
L2 speech identification, i.e., significant difference in English 
sentence recognition in MTB between native Chinese and native 
Korean listeners (Jin and Liu, 2012), but no group difference 
for English vowel recognition in MTB between the two groups 
(Jin and Liu, 2014). Thus, the effect of L2 experiences (e.g., 
with or without L2 exposures) may also rely on speech materials 
(vowels and sentences).

MATERIALS AND METHODS

Listeners
Three groups of listeners whose ages ranged from 20 to 35 years 
old were recruited based on their language experience: native 
EN, CNU, and CNC. The EN group comprised 10 listeners, 
while each of two native Chinese groups consisted of 14 
listeners. All listeners had normal hearing with pure-tone 
thresholds  ≤  15  dB HL at octave intervals between 250 and 
8,000  Hz (ANSI, 2010). Listeners in the EN and CNU groups 
were undergraduate or graduate students from the University 
of Texas at Austin, and listeners in the CNC group were 
undergraduate or graduate students from Beijing Normal 
University. Listeners in the two native Chinese groups started 
their formal school-based English education at 9–13  years old 
in China. The CNU group had internet-based Test of English 
as a Foreign Language (TOEFL) scores at least 80 with the 
United  States residency of 1–3  years. Listeners in the CNC 
group passed the College English Test Band 4 (CET-4) in 
China without any residency history in English-speaking 
countries. The CET-4 is required for most of undergraduate 
students in China to receive their bachelor degree. All listeners 
received the consent form at the beginning of this study 
approved by the Ethics Review Board of Beijing Normal 
University and the Institutional Review Board of the University 
of Texas at Austin. They were paid for their participation.

Stimuli
Sentence recognition performance was measured by using the 
Institute of Electrical and Electronics Engineers (IEEE) sentences, 
which was recorded from a female native English speaker. The 
IEEE sentences include 72 lists with each list composed of 10 
sentences. Each sentence contains five key words. For a given 
listening condition, one sentence list was randomly selected, 
and was presented only once across all conditions.

Sentences were presented in either quiet or noise. Two types 
of noise, stationary LTSSN and temporally modulated noise, 
were presented at 70  dB SPL. The LTSSN was generated from 
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Gaussian noise that was shaped by a filter with an average 
spectrum of a 12-talker babble (Kalikow et  al., 1977). SNRs 
were manipulated at −12, −9, −6, −3, 0, and 3 dB. In addition, 
the temporally modulated noise was generated by applying a 
temporal-modulated envelope on the stationary LTSSN with 
the modulation frequency at 4, 16, and 64 Hz, and the modulation 
depth of 100%. The phase of the temporal modulation of noise 
was randomized between 0 and 2π. Speech and noise levels 
were calibrated with an AEC201-A IEC 60318-1 ear simulator 
by a Larson-Davis sound-level meter (Model 2800) with a 
linear weighting band.

Procedure
For each listener, there were 25 experimental conditions (quiet, 
six SNRs × four modulation frequencies including the stationary 
noise). For a given condition, a randomly selected IEEE list 
was presented. Speech signals and noise, digitized at 12,207 Hz, 
were presented via SONY MDR-7506 headphones to the right 
ear of the listeners who were seated in a quiet test room. 
Stimulus presentation was controlled by the Tucker-Davis 
Technologies mobile processor (RM1). Listeners were seated 
in front of an LCD monitor and asked to type what they 
heard in a text box. After the sentence presentation, listeners 
were required to respond within 30  s. Sentence recognition 
score in percent correct for each sentence was evaluated offline 
and calculated according to the number of words correctly 
typed out of the five key words. The final sentence recognition 
performance for one listening condition was based on the 
average score of all 10 sentences. Before data collection, listeners 
were trained with a 5-min practice session of sentence recognition 
in a quiet listening condition to familiarize them with the 
experimental procedure.

After the practice session, listeners were examined with the 
test session in quiet first followed by the noise conditions. 
The order of the 24 noise conditions was randomized, which 
was manipulated by the software Sykofizx®.

RESULTS

Sentence Recognition in Quiet
In quiet, the average sentence recognition score was 99.6% 
for the EN group, 70.7% for the CNU group, and 41.0% for 
the CNC group. In order to examine the effect of listener 
group on sentence recognition performance in quiet, a generalized 
linear model (GLM) was conducted with the scores in quiet 
as the dependent variable and listener group as a fixed effect. 
Results revealed that the main effect of listener group was 
significant [χ2(2)  =  136.35, p  <  0.001]. Pairwise comparisons 
demonstrated that the EN group performed significantly better 
than the two Chinese groups, while the CNU group significantly 
outperformed the CNC group (all p  <  0.001).

Sentence Recognition in Noise and Masking 
Release From Temporal Modulation
As shown in Figure  1, sentence recognition scores in noise 
conditions were lower relative to scores in quiet for all the 

three groups. The native group outperformed the two non-native 
groups for all noise conditions. The data were analyzed using 
a generalized linear mixed model (GLMM) in SPSS software 
(version 26) where the performance of sentence recognition 
in noise as a dependent variable. In the model, fixed effects 
included listener group, SNR, modulation frequency, their 
two-way interactions, and the three-way interaction. To account 
for baseline differences in sentence recognition performance 
across subjects, we  also included subject as a random effect.
The GLMM analyses showed significant main effects of listener 
group, SNR, and modulation frequency (all p  <  0.001). The 
two-way interactions between listener group and SNR 
[F(10,838)  =  8.62, p  <  0.001], SNR, and modulation frequency 
[F(15,838)  =  4.67, p  <  0.001], and the three-way interaction 
were significant [F(30,838)  =  1.59, p  <  0.05].

In order to further explore how the impact of listener group 
on sentence recognition in noise changed as the SNR varied, 
planned comparisons at each SNR indicated that native English 
listeners performed significantly better than two non-native 
Chinese groups regardless of modulation frequencies (all 
p  <  0.05), while the CNU group obtained significantly higher 
scores of sentence recognition in noise than the CNC group 
across all the SNR conditions from −12 to +3 dB (all p < 0.05).

In order to examine the amount of masking release of 
sentence recognition from the temporal modulation of noise, 
the difference between the scores with temporally modulated 
noise (i.e., modulation frequency of 4, 16, and 64  Hz) and 
the scores with stationary noise were calculated (see Figure 2). 
With the masking release of sentence recognition in temporally 
modulated noise being a dependent variable, a GLMM model 
with fixed effects (i.e., listener group, SNR, modulation frequency, 
their two-way interactions, and the three-way interaction) were 
run. Subject was entered as a random effect factor. The GLMM 
model yielded significant main effects of modulation frequency 
[F(2,628)  =  6.46, p  <  0.05] and SNR [F(5,628)  =  13.47, 
p  <  0.001], a significant interaction between listener group 
and SNR [F(10,628)  =  5.18, p  <  0.001], and a significant 
interaction between SNR and modulation frequency 
[F(10,628)  =  2.40, p  <  0.05]. Follow-up analysis showed a 
significant effect of listener group only at the SNR of −12  dB 
[F(2,628) = 17.65, p < 0.001], indicating the EN group received 
significantly greater masking release than the CNU group whose 
masking release was significantly larger than that of the CNC 
group only at the SNR of −12  dB. No significant group 
differences were observed at other SNRs (all p  >  0.05).

Normalized Sentence Recognition 
Performance in Noise and Related 
Masking Release
In order to rule out the effect of the language proficiency across 
the three listener groups, normalized scores of sentence recognition 
were computed by the percentage scores in noise listening 
conditions divided by the percentage scores in quiet for each 
listener. As shown in Figure  3, for example, the EN, CNU, and 
CNC groups had 84.4, 38.6, and 19.4% scores for sentence 
recognition in the stationary noise at the SNR of −9  dB.  
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As the baseline, the scores of sentence recognition in quiet 
for the three groups were 99.6, 70.7, and 41.0%, respectively. 
Therefore, the normalized scores of sentence recognition were 
then 0.85 (84.4/99.6%), 0.55 (38.6/70.7%), and 0.47 (19.4/41.0%) 
for the EN, CNU, and CNC groups, respectively. The GLMM 
model on normalized sentence recognition performance revealed 
main effects of listener group, SNR, and modulation frequency 
were significant (all p < 0.05). The interaction between listener 
group and SNR [F(10,838) = 10.33, p < 0.001] and the interaction 
between SNR and modulation [F(15,838)  =  2.64, p  <  0.05] 
were also significant. Post hoc analysis showed that normalized 
performance of EN group was significantly better than the 
two non-native Chinese groups (all p < 0.05) while two Chinese 
groups had no significant difference at the SNRs of −12, −9, 
and −6 dB. No other significant differences among three listener 
groups were found at the SNRs of −3, 0, and 3  dB.

The amount of masking release from the temporal modulation 
of noise for normalized sentence recognition scores was also 
calculated by subtracting the normalized scores with stationary 

noise from the normalized scores with temporally modulated 
noise (i.e., modulation frequency of 4, 16, and 64 Hz; see Figure 4). 
The GLMM model was applied to examine the effects of listener 
group, SNR, modulation frequency, and their interactions on 
masking release for normalized sentence recognition performance. 
Results demonstrated that normalized masking release was 
significantly contributed by the main effects of modulation 
frequency [F(2,628) = 4.17, p < 0.05] and SNR [F(5,628) = 4.46, 
p  <  0.05], and the interaction of listener group and SNR 
[F(10,628)  =  2.10, p  <  0.05] but not by the other main effect 
and interaction effects (all p > 0.05). Post hoc analysis suggested 
listeners achieved significantly greater normalized masking 
release at the modulation frequency of 16  Hz than at 4  Hz, 
while no significant differences were observed for other 
comparisons among modulation frequencies. Furthermore, a 
significant group difference on normalized masking release was 
only found at the SNR of −12  dB [F(2,628)  =  5.85, p  <  0.05] 
but not at other SNR conditions. Specifically, as shown in 
Figure  4, normalized masking release in severely degraded 

FIGURE 1 | Sentence recognition scores in percent correct as a function of listening condition (quiet and signal-to-noise ratio in dB) for four noise conditions (top 
left - Mod 0 Hz: stationary noise; top right - Mod 4 Hz: noise temporally modulated at 4 Hz; bottom left - Mod 16 Hz: noise temporally modulated at 16 Hz; bottom 
right - Mod 64 Hz: noise temporally modulated at 64 Hz) for three groups of listeners: English-native (EN) listeners, Chinese-native listeners in the United States 
(CNU), and Chinese-native listeners in China (CNC). 
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listening conditions (i.e., the SNR of −12  dB) for the EN and 
CNU groups had significantly greater masking release than 
the CNC group (both p  <  0.05), while the EN and CNU 
achieved similar masking release (p  >  0.05).

Correlation Between Sentence 
Recognition Performance and Masking 
Release
In order to examine whether English proficiency level of 
Chinese-native speakers significantly affected the masking 
release from the temporal modulation of noise, the correlation 
between sentence recognition scores in quiet and the masking 
release at each listening condition (e.g., at a given SNR 
and one temporal modulation frequency of noise) was 
analyzed. Results indicated a significant correlation for 

Chinese-native speakers including both CNU and CNC 
listeners at the SNR of −12  dB for the temporal modulation 
frequency of 16  Hz for both original (Pearson r  =  0.546, 
p  <  0.05) and normalized (Pearson r  =  0.392, p  <  0.05) 
data. That is, for Chinese-native speakers, better sentence 
recognition in quiet and larger masking release from the 
temporal modulation in noise.

DISCUSSION

Disadvantage for Non-native Listeners on 
Sentence Recognition in Noise
Consistent with previous studies (Mayo et  al., 1997; Shi, 2010; 
Jin and Liu, 2012; Zhong et al., 2019), EN listeners’ performance 

FIGURE 2 | The masking release from the temporal modulation of noise in percent (e.g., scores in temporally-modulated noise minus scores in stationary noise) 
as a function of temporal modulation frequency of noise for six SNRs (−12, −9, −6, −3, 0, and 3 dB for each panel) for three groups of listeners: EN listeners, 
CNU, and CNC.
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in quiet (99.6%) showed remarkable native language advantages 
over the two non-native groups (CNU: 70.7%; CNC: 41.0%). 
However, CNU listeners with native English experiences of 
1–3 years significantly outperformed CNC listeners in sentence 
recognition in quiet, in contrast with the findings of our 
previous studies (Mi et  al., 2013; Guan et  al., 2015), which 
reported there was no difference in English vowel identification 
in quiet between CNU (accuracy: 70%) and CNC listeners 
(accuracy: 64%). It was possibly because that sentences contain 
redundant cues (e.g., acoustic-phonetic, semantic, syntactic, 
and prosodic cues), while vowels have limited acoustic-phonetic 
cues. Compared with vowels, sentences were more related 
with language experience, especially when the IEEE sentences 
were contextually more complicated than other sentence 
materials (Nilsson et  al., 1994). Zhong et  al. (2019) found 
that for English sentence recognition in quiet and four-talker 
babble, EN listeners weighted speech cues including semantic 
and syntactic cues equally, whereas CNU listeners primarily 
relied on semantic information. That is, the gap between EN 
and CNU listeners was larger as the sentences became from 
high to low predictability. The findings of this study combined 
with those of previous studies in our laboratories suggested 
that the non-native disadvantage in English sentence perception 

was significantly dependent on the complexity of sentences, 
e.g., for sentences with high predictability, there was only 
5–10% gap between EN and CNU listeners (Jin and Liu, 
2012; Zhong et al., 2019), while for sentences in low predictability, 
the gap was enlarged to more than 20% in this study and 
study of Zhong et  al.(2019). Altogether, these results indicate 
that non-native listeners have significant challenges of processing 
L2 speech signals when primarily using a bottom-up approach, 
i.e., semantic information as a top-down cue was missing in 
low-predictability sentences.

Moreover, the comparison between CNU and CNC listeners 
indicated no difference in vowel identification (Guan et al., 2015), 
but a significant difference in sentence recognition in this study 
suggest that native English experience of 1–3 years may improve 
non-native listeners’ processing of high-level linguistic cues of 
English speech sounds, but not the processing of phonetic 
cues, the improvement of which may need specific phonetic  
training.

In this study, the two non-native groups started to learn 
English around 9–13  years old, who were later learners of 
the second language. The non-native disadvantage is consistent 
with previous findings that late bilingual speakers (e.g., age 
of acquisition about 10–13  years old) were not able to 

FIGURE 3 | Normalized sentence recognition scores (e.g., recognition scores in noise/quiet divided by scores in quiet) as a function of listening condition (quiet  
and signal-to-noise ratio in dB) for four noise conditions (top left – Mod 0 Hz: stationary noise; top right – Mod 4 Hz: noise temporally modulated at 4 Hz; bottom  
left – Mod 16 Hz: noise temporally modulated at 16 Hz; and bottom right – Mod 64 Hz: noise temporally modulated at 64 Hz) for three groups of listeners: EN 
listeners, CNU, and CNC.
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recognize sentences in noise as efficiently as monolingual 
English speakers (Mayo et al., 1997; Shi, 2010). Further study 
with more participant variables, such as L2 learning 
environment, motivation, L2 learning styles, and cognitive 
abilities, needs to be  included and investigated in the future, 
which may also contribute to the challenges of perceiving 
L2 speech in non-optimal listening conditions for nonnative 
listeners (Yang et  al., 2017; Kousaie et  al., 2019). In order 
to further discuss sentence recognition in noise by minimizing 
the effect of English proficiency for Chinese-native listeners, 
normalized scores were calculated, and the noise effect was 
then analyzed based on the normalized scores (see Figure 3). 
Results indicated that only in severely degraded listening 
conditions (i.e., SNRs of −12 to −6  dB,), the native English 
group had significantly better scores than the two non-native 
groups. There was no significant group difference for normalized 

sentence recognition scores at more favorable listening 
conditions (SNRs from −3 to +3  dB). Results suggested that 
when the language proficiency was controlled (e.g., the 
sentence recognition scores were normalized), noise seemed 
to affect the three groups of listeners similarly at medium 
and high SNRs, but influenced non-native listeners more 
negatively than native listeners at low SNRs.

In this study, in acoustically degraded conditions, non-native 
listeners showed disadvantages in sentence recognition in noise 
from the SNR of −12 to +3  dB. It should be  noted that 
whether background noise causes greater difficulty for non-native 
listeners than for native listeners depends on a variety of factors, 
such as SNR, speech materials, and noise type. For example, 
for English vowel identification, LTSSN did not enlarge the 
gap between EN and Chinese-native listeners, while MTB did 
for high and middle SNRs (Mi et  al., 2013). On the other 

FIGURE 4 | The normalized masking release from the temporal modulation of noise (e.g., normalized scores in temporally-modulated noise minus normalized 
scores in stationary noise) as a function of temporal modulation frequency of noise for six SNRs (−12, −9, −6, −3, 0, and 3 dB for each panel) for three groups of 
listeners: EN listeners, CNU, and CNC.
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hand, MTB made no changes in the non-native disadvantages 
in quiet for CNU listeners for broad SNRs, but resulted in 
larger non-native advantage for CNC listeners at very low 
SNRs (e.g., −15 and −20  dB SNR). For sentence recognition, 
the gap between native and non-native listeners became larger 
for sentence recognition in MTBs for CNU listeners than in 
quiet (Jin and Liu, 2012; Zhong et  al., 2019), particularly at 
high and medium SNRs. Thus, the effect of SNRs on non-native 
disadvantage in speech recognition is quite complicated, 
depending on a number of factors, such as speech materials, 
noise type, listeners’ L2 experience, and SNR.

Masking Release From Temporal 
Modulation for Non-native Listeners 
Mediated With Language Experience
As expected, both native and non-native listeners benefited 
from the temporal modulation of noise, especially at the low 
SNRs (e.g., −12 dB; see Figure 2). With regard to the masking 
release from temporal modulation of noise across the three 
groups, EN and CNU listeners obtained larger masking releases 
than CNC listeners at the SNR of −12  dB, consistent with 
previous findings in English vowel identification (Guan et  al., 
2015) and Chinese vowel identification (Li et  al., 2016). Such 
group difference in the masking release at low SNRs was also 
observed in Figure  4 when the effect of English proficiency 
was minimized (e.g., the scores of sentence recognition were 
normalized). Thus, it is likely that as for either vowel or sentence 
testing, smaller benefit from the temporal modulation of noise 
for CNC listeners may be  due to the lack of native English 
experience with the temporal structure of the target language.

The amount of masking release from temporal modulation 
at the low SNRs for native and nonnative listeners depended 
on the temporal modulation frequency of background noise. 
It was found that in this study, the masking release obtained 
by listeners in both Figures  2, 4 was the significantly highest 
at the modulation frequency of 16  Hz, which was consistent 
with previous studies (Guan et  al., 2015; Li et  al., 2016). 
Compared with performance of speech perception in temporally-
modulated noise at either slower (e.g., 4 Hz) or faster modulation 
frequency (e.g., 64  Hz), higher scores were found at the 
modulation frequency between 10 and 20  Hz (Gustafsson and 
Arlinger, 1994). The less masking release at the modulation 
frequency of 4  Hz was likely due to phonemes, and syllables 
were more easily interfered in background noise with similar 
temporal characteristics. Moreover, 64-Hz modulation dips 
might be  too short for auditory responses to recover so as to 
aid speech recognition (Wojtczak et  al., 2011).

Altogether, the previous studies (Stuart et  al., 2010; Mi 
et  al., 2013; Guan et  al., 2015; Li et  al., 2016) including 
the current one suggest a significant difference in the 
effectiveness of using temporal dips in noise for speech 
perception between native English listeners and native Chinese 
listeners, and between native Chinese listeners with different 
English experiences (e.g., CNU and CNC listeners). However, 
it should be  also noted that Zhang et  al. (2011) reported 
that there was no difference in the temporal dip listening 
for English word recognition between EN and CNU listeners.  

The discrepancy in the language experience effect on temporal 
dip listening could be due to the difference in speech materials 
(e.g., vowels in Guan et  al., 2015, sentences in this study and 
Stuart et  al., 2010, and words in Zhang et  al., 2011) and 
temporal features of background noise (e.g., temporally 
modulated noise at 4, 16, and 64  Hz in Guan et  al., 2015 
and this study, and interrupted noise in Stuart et  al., 2010 
and Zhang et  al., 2011). Another possibility is the different 
SNRs used across these studies. As suggested in study of 
Guan et  al. (2015) and this study, the group difference in 
temporal dip listening was found only at quite negative SNRs 
(e.g., −12  dB), while the SNR of study of Zhang et  al. (2011) 
was at −10  dB. Thus, more systematical studies are needed 
to fully examine the language experience impact on listening 
in temporal glimpses with a focus on the two factors: speech 
materials and acoustic features of noise.

The group difference in temporal dip listening in this and 
previous studies mentioned above may be due to the difference 
in the temporal structures of speech between English and 
Mandarin Chinese, i.e., English speech is more temporally 
dynamic than Mandarin Chinese (Calandruccio et  al., 2010). 
Regular exposures to English speech environment seem to 
benefit native Chinese listeners by taking better advantage in 
using temporal glimpses of noise for speech recognition. These 
results suggest that speech training in temporally-varying noise 
may be  needed and beneficial for non-native listeners if one’s 
study is to improve their speech perception in dynamic 
noise backgrounds.

Limitation and Future Directions
One limitation of the current study was several variables 
of Chinese-native speakers were not well controlled, 
particularly English proficiency. As indicated above, the 
sentence recognition scores in quiet were significantly 
correlated with the masking release from the temporal 
modulation of noise at the SNR of −12  dB and modulation 
frequency of 16 Hz for Chinese-native listeners. This implies 
that Chinese-native listeners’ English proficiency may play 
an import role in temporal dip listening of English speech 
perception. Thus, a standardized and comprehensive speech 
perception test including the perception of English phonemes, 
words, and sentences is needed in future studies to quantify 
English proficiency level.

Another limitation was that several variables of L2 learners 
were not well manipulated, such as listeners’ cognitive function 
(e.g., working memory), learning style, L2 learning duration, 
and perceptual weights on speech redundant cues. Systematic 
studies are needed to examine the effects of these factors on 
L2 listeners’ English speech recognition in quiet and noisy 
listening conditions, especially in temporally-fluctuating noise.

CONCLUSION

English listeners generally recognized sentences in quiet and 
noise more accurately than native Chinese listeners, while CNU 
listeners had better scores of sentence recognition than CNC 
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listeners. The native English experience helped CNU listeners 
process high-level linguistic cues more effectively and take 
greater advantage of the temporal fluctuations of noise in 
severely degraded listening conditions (i.e., SNR of −12  dB) 
compared to their counterparts in China (CNC).
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Under a “cocktail party” environment, listeners can utilize prior knowledge of the
content and voice of the target speech [i.e., auditory speech priming (ASP)] and
perceived spatial separation to improve recognition of the target speech among masking
speech. Previous studies suggest that these two unmasking cues are not processed
independently. However, it is unclear whether the unmasking effects of these two cues
are supported by common neural bases. In the current study, we aimed to first confirm
that ASP and perceived spatial separation contribute to the improvement of speech
recognition interactively in a multitalker condition and further investigate whether there
exist intersectant brain substrates underlying both unmasking effects, by introducing
these two unmasking cues in a unified paradigm and using functional magnetic
resonance imaging. The results showed that neural activations by the unmasking
effects of ASP and perceived separation partly overlapped in brain areas: the left pars
triangularis (TriIFG) and orbitalis of the inferior frontal gyrus, left inferior parietal lobule, left
supramarginal gyrus, and bilateral putamen, all of which are involved in the sensorimotor
integration and the speech production. The activations of the left TriIFG were correlated
with behavioral improvements caused by ASP and perceived separation. Meanwhile,
ASP and perceived separation also enhanced the functional connectivity between the
left IFG and brain areas related to the suppression of distractive speech signals: the
anterior cingulate cortex and the left middle frontal gyrus, respectively. Therefore, these
findings suggest that the motor representation of speech is important for both the
unmasking effects of ASP and perceived separation and highlight the critical role of
the left IFG in these unmasking effects in “cocktail party” environments.

Keywords: auditory speech priming, perceived spatial separation, speech recognition, speech motor system,
common brain substrate, unmasking

Abbreviations: ACC, anterior cingulate cortex; ANSP, auditory non-speech priming; ASP, auditory speech priming; ASSN,
amplitude-modulated speech-spectrum noise; fMRI, functional magnetic resonance imaging; IFG, inferior frontal gyrus;
IPL, inferior parietal lobule; MFG, middle frontal gyrus; nPS, ANSP and separation condition; nPC, ANSP and co-location
condition; OrbIFG, pars orbitalis of IFG; PC, ASP and co-location condition; PS, ASP and separation condition; PPI,
psychophysiological interaction; SMG, supramarginal gyrus; SMR, signal-to-masker ratio; TriIFG, par triangularis of IFG.
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INTRODUCTION

How do our brains deal with a complex scene where listeners
need to selectively detect, follow, and recognize a speaker’s words
(target) when multiple people are talking (masker) at the same
time (i.e., the “cocktail party” problem) (Cherry, 1953; Schneider
et al., 2007; McDermott, 2009; Bronkhorst, 2015)? Previous
studies have shown that listeners can take advantage of diverse
perceptual and/or cognitive cues, such as prior knowledge of
the contents of the speech and/or the speaker’s voice (Freyman
et al., 2004; Yang et al., 2007), information obtained from lip
reading (Wu et al., 2017b), and perceived spatial separation
(Freyman et al., 1999), to improve their recognition of target
speech masked by non-target sounds (i.e., release from masking
or unmasking). In real-life conditions, these unmasking cues
are not alone, and several cues belonging to an auditory object
influence the perception at the same time. However, a majority
of relevant studies usually focused on the cognitive and neural
mechanisms of a single one among these unmasking cues (Zheng
et al., 2016; Wu et al., 2017a,b), and very few have investigated
dual unmasking cues that are closer to a real-life condition (Du
et al., 2011; Lu et al., 2018). Therefore, this study employed two
unmasking cues in a unified paradigm to investigate neural bases
across different unmasking effects.

Among multiple unmasking cues, the prior knowledge of the
content and voice of the target speech [i.e., auditory speech
priming (ASP)] and perceived spatial separation are two typical
and effective cues. The ASP refers to a segment of the target
phrase spoken by the target speaker, which is presented without
interferences before a target–masker mixture, and it can improve
recognition of the last keyword in the target speech, even though
the last keyword does not appear in the segment (Freyman
et al., 2004; Wu et al., 2012a,b, 2017a). The perceived spatial
separation represents spatially separating sound images of target
speech from those of competing speech, which can cause
even larger unmasking effect on speech recognition (Freyman
et al., 1999, 2004; Li et al., 2004; Bronkhorst, 2015). Studies
of patients with schizophrenia suggest that ASP and perceived
separation share some common features. Even though patients
with schizophrenia exhibit deficiencies in speech perception
and increased vulnerability to masking stimuli, they retain the
ability of using ASP and perceived separation to improve their
recognition of the target speech masked by two-talker speech
(Wu et al., 2012, 2017a). Similarly, despite age-related declines
in hearing, older adults can utilize ASP and perceived separation
to improve their recognition of the targets under a noisy
environment just as well as do younger adults (Li et al., 2004;
Ezzatian et al., 2011). These studies propose that certain top-
down auditory mechanisms underlying the unmasking effects
of ASP and perceived separation are preserved in patients with
schizophrenia and older adults (Li et al., 2004; Ezzatian et al.,
2011; Wu et al., 2012, 2017a). Researchers have claimed that the
ASP helps listeners maintain the target’s voice and content in
working memory and may facilitate grouping the target speech to
enhance the listener’s selective attention to the target (Freyman
et al., 2004; Schneider et al., 2007; McDermott, 2009; Ezzatian
et al., 2011; Wu et al., 2012a,b; Carlile, 2015; Wang et al., 2019).

The perceived separation mainly works via the head-shadowing
effect increasing the signal-to-masker ratio (SMR) in the ear close
to the target, and/or the neurophysiological effect of disparity
in interaural time between targets and maskers, both of which
enhance selective attention to the target speech (Freyman et al.,
1999; Li et al., 2004). Accordingly, the unmasking effects of ASP
and perceived separation may both contribute to the high-level
processing, such as enhanced selective attention to the target
speech. Moreover, the selective attention might allocate more
cognitive resources to the motor representation of speech that is
beneficial for speech recognition under “cocktail party” listening
conditions (Wu et al., 2014). The intersecting processing of the
unmasking effects induced by ASP and perceived separation is
predicted to occur in the high-level processing.

Previous studies have no consensus on whether
two unmasking cues are processed independently or
interdependently. If an additive effect was observed, i.e.,
the combined effect of two cues is equivalent to the sum of their
individual effects, researchers conclude that these two cues are
processed independently in separate brain regions (Bronkhorst,
2015). Otherwise, the non-additive effect indicates intersecting
processing of these cues in overlapping brain regions. Studies
have shown varied additives of two cues; for instance, Du et al.
(2011) found an additive effect of the differences in fundamental
frequency and spatial location during speech segregation. Lu
et al. (2018) found an additive effect of emotional learning (of
the target voice) and perceived separation on improving speech
recognition. Despite this, Darwin et al. (2003) found that the
effect of the differences in fundamental frequency and vocal-tract
length is larger than the sum of their individual effects during
speech recognition. Freyman et al. (2004) found that the benefit
of ASP was more significant when the target and maskers were
perceived to be co-located than when they were perceived to
be separated, indicating the non-additive effect of ASP and
perceived separation. These suggest that the combinations of
different cues result in varied additive effects. In the case of ASP
and perceived separation, their benefits to speech recognition
cannot be added, suggesting the existence of intersections of
their neural underpinnings. The present study aims to investigate
how ASP and perceived separation improve the recognition of
the target speech in a complex scene and reveal the neural bases
underlying their unmasking effects.

Despite a lack of studies on neural mechanisms underlying
dual unmasking effects, some researchers have separately
investigated neural bases of the unmasking effects of ASP and
perceived spatial separation. They have found that ASP and
perceived separation mainly activated the ventral and dorsal
pathways in the auditory system, respectively. Notably, both
of them activate the left inferior frontal gyrus (IFG) (Zheng
et al., 2016; Wu et al., 2017a). In addition, ASP and perceived
separation both enhance the functional connectivity between
the IFG and specific brain substrates, such as the left superior
temporal gyrus and left posterior middle temporal gyrus for
the ASP, and the superior parietal lobule for the perceived
separation (Zheng et al., 2016; Wu et al., 2017a). This suggests
that the speech motor system, especially the IFG (Du et al., 2014),
may be the common brain area that is activated by both the
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unmasking effects of ASP and perceived separation. The left IFG
is thought to be the speech-related area involved in both speech
production and perception (Hickok and Poeppel, 2004; Liakakis
et al., 2011). It exchanges information with other brain substrates
located in the ventral and dorsal pathways in the auditory system
(Friederici, 2012), and it is involved in unification operations
during speech comprehension (Acheson and Hagoort, 2013).
Moreover, the par triangularis of the IFG (TriIFG) is a junction in
the IFG (Friederici, 2012; Frühholz and Grandjean, 2013). A dual
stream model for auditory processing suggests that auditory
information transferred via both ventral and dorsal streams
terminates in the TriIFG (Frühholz and Grandjean, 2013). The
TriIFG is thought to be the main locus of speech intelligibility in
the IFG (Abrams et al., 2013), and it is especially important in
the retrieval or selection of semantic information under adverse
listening conditions (Skipper et al., 2007). The present study
predicts that the speech motor system plays a critical role in the
unmasking effects of ASP and perceived separation. In particular,
the TriIFG is the interested brain substrate, and it is predicted
to correlate with recognition accuracy of the target speech in a
multitalker condition.

In summary, previous studies inconsistently suggest the
existence of intersecting processing of dual unmasking cues.
In the present study, we introduced ASP and perceived spatial
separation in a “cocktail party” listening condition and combined
them in a unified paradigm. We aim to first verify that the
unmasking effects of ASP and perceived separation are not
processed independently and further investigate the existence
of their common neural bases, by using functional magnetic
resonance imaging (fMRI). The existence of overlapping brain
substrates is thought to be a primary investigation of the
commonality of neural mechanisms underlying two unmasking
effects. In the light of past results, we hypothesized that the
unmasking effects of ASP and perceived separation intersect in
the high-level processing, and the left IFG is the shared brain
substrate critically involved in these unmasking effects.

MATERIALS AND METHODS

Participants
Thirty-six participants (21 females, 15 males; mean
age = 22.06 years, SD = 1.94 years; Minage = 19 years,
Maxage = 27 years) took part in the behavioral testing, and
27 of them (15 females, 12 males; mean age = 22 years,
SD = 1.94 years; Minage = 19 years, Maxage = 27 years) voluntarily
participated in the follow-up fMRI testing. All participants were
right-handed university students who spoke Mandarin. All of
them had normal pure-tone hearing thresholds (≤25 dB HL)
in each ear and had bilaterally symmetric hearing (≤15 dB
HL). The hearing thresholds were measured by an audiometer
(Aurical, 60645-1, Danmark) at frequencies of 125, 250, 500,
1,000, 2,000, 4,000, 6,000, and 8,000 Hz for 22 participants. The
hearing thresholds of the remaining participants were measured
by Apple iOS-based automated audiometry (Xing et al., 2016)
at frequencies of 250, 500, 1,000, 2,000, 3,000, 4,000, 6,000,
and 8,000 Hz in a sound booth. All participants gave their

informed consent before the experiment and received a certain
monetary compensation. The experimental procedures were
approved by the Committee for Protecting Human and Animal
Subjects in the School of Psychological and Cognitive Sciences,
Peking University.

Stimuli and Procedures
The mean duration of a sound stimulus was 3,711 ± 341 ms.
Each speech stimulus comprised three parts: a priming stimulus
[of the ASP condition or auditory non-speech priming (ANSP)
condition], a target phrase, and a two-talker speech masker.
It started with a priming stimulus, following which a target
phrase mixed with a two-talker speech masker was presented.
The speech stimuli were processed by head-related transfer
functions (Qu et al., 2009) to simulate sounds from one of three
azimuth angles (i.e., −90◦, 0◦, 90◦) 30 cm from the center of
the listeners’ heads in the horizontal plane. The target phrases
and the two-talker speech masker were “non-sense” sentences
in Chinese that were syntactically, but not semantically, correct.
The target phrases, spoken by a young female (talker A), were
three-word phrases. Each word of the target phrase contained
two syllables. For example, one target phrase translated into
English was “contest this employee” (keywords are underlined).
The structure of these target phrases did not support any context
for recognizing the keywords. There was no overlap in target
phrases between behavioral and fMRI tests for each participant.
In the fMRI testing, we used a minority of response trials as
probes to monitor whether participants were doing a speech-
recognition task. Target phrases of these response trials were
modified by substituting the last keyword of the original target
phrase with the first keyword of it, so that the first and the last
keywords were identical.

Considering that the benefits of ASP and perceived separation
are more significant when masked by the two-talker speech
masker than other types of maskers (Freyman et al., 2004;
Lu et al., 2018), we used the two-talker speech masker as the
distractive sounds. The masker was a 47-s loop of a digitally
combined continuous recording of Chinese non-sense sentences
spoken by two young females (talkers B and C). No keyword in
the speech masker appeared in target phrases. In the behavioral
testing, the sound pressure level of the target phrases was fixed at
56 dBA SPL, and the sound levels of the maskers were adjusted to
produce four SMRs: −12, −8, −4, and 0 dB. In the fMRI testing,
the SMR was fixed at −4 dB (Wu et al., 2017a,b). All sound
pressure levels were measured by an Audiometer Calibration and
Electroacoustic Testing System (AUDit and System 824; Larson
Davis, Provo, UT, United States). The SMRs were calibrated
before applying the head-related transfer function.

The priming stimuli were manipulated differently in the ASP
and the ANSP conditions (see the illustration in Figure 1). In
the ASP condition, a priming stimulus was identical to a target
phrase except that the last keyword of the target was replaced by a
piece of white noise. The duration of the white noise matched that
of the longest last keyword across all target phrases. The sound
pressure level of the white noise was 10 dB lower than that of
the corresponding target phrase (following Freyman et al., 2004)
to ensure its perceived loudness being consistent. In the ANSP
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condition, a priming stimulus was produced as follows: The target
segment containing the first two words of the target phrase was
time reversed and connected to the same white noise as described
above. The acoustic property (i.e., long-term spectrum, mean
pitch) of this priming stimulus was close to that used in the ASP
condition, but without semantic information.

Because the continuity and certainty of location help identify
a target object and release it from masking (Kidd et al., 2005; Best
et al., 2008), the perceived locations of the priming stimuli and the
target phrases were fixed across conditions at the azimuthal 0◦ to
prevent listeners from switching their attention along the spatial
dimension. In the perceived separation condition, the masker was
simulated from an azimuth of −90◦ or 90◦. In the perceived co-
location condition, all of the priming stimuli, target phrases, and
maskers were simulated from the azimuthal 0◦.

During the fMRI testing, we employed amplitude-modulated
speech-spectrum noises (ASSNs) as the baseline condition.
The ASSNs were obtained by (1) a fast Fourier transform
algorithm returning the discrete Fourier transform of the original
speech signals and then randomizing phases of all spectral
components, (2) an inverse discrete Fourier transform to convert
these modified Fourier outputs back into the time domain,
(3) normalized amplitudes of these speech-spectrum noises,
and (4) modulated speech-spectrum noises according to the
amplitudes of the original speech signals extracted by a Hilbert
transformation. As a result, the ASSN of the same length as the
original speech had temporal fluctuations and spectra close to
those of the speech stimuli, but sounded like noise.

fMRI Testing
The fMRI testing featured two intraparticipant variables:
(1) priming type (ASP, ANSP) and (2) perceived laterality
relationship (separation, co-location). The combination of them
led to four conditions: ASP and separation condition (i.e.,
the PS condition), ASP and co-location condition (i.e., the
PC condition), ANSP and separation condition (i.e., the
nPS condition), and ANSP and co-location condition (i.e.,
the nPC condition).

In functional runs, we used sparse temporal sampling to
reduce the influence of machine noises (Hall et al., 1999; Zheng
et al., 2016; Wu et al., 2017a,b). Consequently, the sounds
were presented between scans. In each trial of the functional
runs (see the illustration in Figure 1), a sound stimulus was
presented 800 ms after the end of scanning of the previous
trial so that the midpoint of presentation of the stimulus
occurred approximately 4,300 ms before the onset of scanning
for the given trial. This was done to ensure that the sound
stimulus–evoked hemodynamic responses peaked during the
scanning period (Wild et al., 2012a; Zheng et al., 2016; Wu
et al., 2017a,b). A speech stimulus started with a priming
stimulus that presented without interferences, following which
a target phrase mixed with a two-talker speech was presented
(the target phrase occurred 1,000 ± 200 ms after the onset
of the masker, and they were terminated simultaneously). The
participants were instructed to carefully listen to the sounds and
press a key immediately when they determined that the first
and the last keywords of the target phrase were identical (i.e.,

when they encountered response trials, they were required to
make a key press).

The SMR was fixed at the −4 dB as the ASP was significantly
advantageous in both the perceived separation and perceived
co-location conditions in this SMR (see Results). We used
the ASSN baseline condition as the controlling condition
for four speech stimuli conditions, and the response trials
as probes to monitor whether participants were doing a
speech-recognition task. In each functional run, there were
10 trials for each of the five listening conditions (PS, PC,
nPS, nPC, and baseline), six response trials, and 10 blank
trials (no sound was presented between scans). These trials
were randomly presented. A whole-course scanning for each
participant consisted of an 8-minute structural scanning and
four 10-minute functional runs. Before the formal testing, a
training session was conducted outside the scanning room to
ensure that participants understood their tasks in the fMRI
testing. The stimuli were delivered via a visual and audio
stimulation system for fMRI (Sinorad, Shenzhen, China), driven
by MATLAB (MathWorks Inc., Natick, MA, United States).
The sounds were bilaterally presented to listeners using
a pair of MRI-compatible headphones (Sinorad, Shenzhen,
China). Foam earplugs (Noise Reduction Rating: 29 dB;
3 M, 1100, Maplewood, United States) were provided to
reduce scanner noises.

fMRI Equipment
A 3.0-T Siemens Prisma MRI scanner (Siemens, Erlangen,
Germany) was used to acquire blood oxygenation
level–dependent gradient echo-planar images (spatial
resolution: 112 × 112 × 62 matrix with a voxel size of
2 mm × 2 mm × 2 mm; acquisition time: 2,000 ms; time
to repeat: 9,000 ms; echo time: 30 ms; flip angle: 90◦; FoV:
224 mm × 224 mm). It provided high-resolution T1-weighted
structural images (448 × 512 × 192 matrix with a voxel size of
0.5 mm× 0.5 mm× 1 mm; repetition time: 2,530 ms; echo time:
2.98 ms; flip angle: 7◦).

fMRI Data Processing and Analysis
Preprocessing
The fMRI data were analyzed by Statistical Parametric Mapping
software (SPM121). The preprocessing of the fMRI data consisted
of the following steps: (1) the functional images were realigned
to correct head movements. (2) T1-weighted structural images
were coregistered with the mean realigned functional images.
(3) T1-weighted images were segmented and normalized to the
ICBM space template. (4) All functional images were warped by
deformation parameters generated in the segmentation process.
(5) All functional images were smoothed by a Gaussian kernel
with 6-mm full width at half maximum. Because the repetition
time was relatively long in such a sparse imaging paradigm, no
slice timing was conducted in preprocessing (Wild et al., 2012a;
Zheng et al., 2016; Wu et al., 2017a,b).

1http://www.fil.ion.ucl.ac.uk/spm/
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FIGURE 1 | Schematic of a single trial presenting sound stimuli in a functional run. Sparse temporal sampling was used. Four kinds of sound structures of the
functional runs are illustrated separately. The temporal midpoint of the sound stimulus was 4,300 ms prior to the onset of scanning for a given trial. The unit of time in
this figure is second(s). TR, time to repeat.

Random-Effects Analysis and Post hoc Tests
The first-level general linear model for each participant contained
seven regressors in total: five for the listening conditions
(PS, PC, nPS, nPC, and baseline), one for blank trials, and
one for uninteresting/irrelevant response trials. Six realignment
parameters of head movements were entered to account for
residual movement-related effects. The blood oxygenation level–
dependent response for each event was modeled using the
canonical hemodynamic response function. Contrast images
of “PS > baseline,” “PC > baseline,” “nPS > baseline,” and
“nPC > baseline” for each participant, were entered into a 2
(priming type: ASP, ANSP)× 2 (perceived laterality relationship:
separation, co-location) repeated-measure analysis of variance
(ANOVA). Only clusters passing the cluster-level family wise
error correction for multiple comparisons (we set at FWE
corrected cluster-level threshold of pFWE < 0.05) were entered
into the post hoc tests. To identify the causes of main effects,
post hoc paired-samples t tests were conducted by inclusively
masking specific t-contrast images with the corresponding F
contrasts (p < 0.001 at the voxel level, uncorrected). We
calculated the ASP effect (i.e., “ASP > ANSP” contrast) by the
formula (PS + PC) > (nPS + nPC) and the spatial unmasking
effect (i.e., “perceived separation > perceived co-location”

contrast) by the formula (PS + nPS) > (PC + nPC). Moreover,
referring to the method in Wild et al. (2012a), we calculated the
logical intersections of clusters activated by both the ASP effect
and the spatial unmasking effect. Overlapping clusters containing
more than 10 voxels were reported and used as regions of interest
for behavioral–neural correlation analyses.

Correlation Analysis
To identify the correlation between brain activations and
behavioral improvements by the ASP effect and the spatial
unmasking effect, we conducted Spearman correlation analyses
by using the IBM SPSS.20 software. As we have introduced
in the Introduction, the left TriIFG is important in semantic
processing of speech under adverse listening conditions. We used
the left TriIFG that was activated by both unmasking effects as
the region of interest in the correlation analyses and extracted
contrast values within this overlapping cluster by the MarsBar
toolbox (version 0.442). The correlations for four contrasts (i.e.,
“PS > nPS,” “PC > nPC,” “PS > PC,” and “nPS > nPC”) were
examined by using corresponding contrast values and behavioral
improvements at the−4 dB SMR.

2http://marsbar.sourceforge.net/
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FIGURE 2 | Accuracy of recognition of the last keyword in target phrases
under the −4 dB SMR in the behavioral testing. (A) Comparisons of
recognition accuracy under different priming types and perceived laterality
relationships. (B) The enhanced recognition accuracy obtained through ASP
against ANSP under different relationships of perceived laterality. The error
bars represent standard errors. ∗∗∗p < 0.001, ∗∗p < 0.01.

Psychophysiological Interaction Analysis
We conducted generalized form of context-dependent
psychophysiological interaction (PPI) analyses (McLaren
et al., 2012) to identify brain regions showing significant
functional connectivity with the brain substrates of interest (i.e.,
the left IFG), by using the gPPI Toolbox (version 7.123, based on
SPM8). Each seed region was defined as a sphere with a 6-mm
radius centered at the peak voxel. The first-level generalized
PPI model contained all regressors in a first-level general linear
model, additional PPI regressors (for the PS, PC, nPS, and
nPC conditions, noise baseline trials, blank trials, and response
trials), time courses of the seed region, and a constant (McLaren
et al., 2012). Single-participant contrast images (“PS > nPS,”
“PC > nPC,” “PS > PC,” and “nPS > nPC” contrasts) of the
first-level generalized PPI model were subjected to second-level
one-sample t tests to identify brain regions showing increased
coactivation with the seed region due to corresponding contrasts.
The level of significance was set at p < 0.001 uncorrected with
an extent threshold with minimum cluster size of 20 voxels
(Wandschneider et al., 2014).

Behavioral Testing
Behavioral testing was conducted before the fMRI testing, and
it featured three intraparticipant variables: (1) priming type
(ASP, ANSP), (2) perceived laterality relationship (separation, co-
location), and (3) SMR (−12, −8, −4, 0 dB). Variables for the
priming type and perceived laterality relationship were the same
as in the fMRI testing.

In each trial, a speech stimulus started with a priming
stimulus, following which a target phrase mixed with a two-talker
speech masker was presented. The onset of the target phrase
was 1,000 ± 200 ms later than that of the masker, and they
were terminated simultaneously. Participants started each trial
by themselves, and they were instructed to verbally repeat the
entire target phrase as much as possible when the sounds ended in
each trial. The experimenter scored and calculated the number of
correctly recognized syllables of the last keywords (participants

3http://www.nitrc.org/projects/gppi/

were not aware that only the last keywords were scored). Each
syllable of the last keyword was counted as one point. Before the
formal testing, a training session was conducted to ensure that
participants had understood the task of the behavioral testing.

Four combinations of priming types and perceived laterality
relationships were assigned to four blocks, and their orders
of presentation were counterbalanced across participants by
using the Latin square order. The four SMRs were randomly
ordered in each block. For each participant, 12 trials (12 target
phrases) were conducted for each of 16 conditions. Sounds were
binaurally presented to participants via the headphones (HD 650,
Sennheiser electronic GmbH & Co., KG, Germany), driven by
Presentation software (version 0.70).

RESULTS

Behavioral Improvements Due to ASP
and Perceived Spatial Separation
In the behavioral testing, the 2 (priming type: ASP, ANSP) × 2
(perceived laterality relationship: separation, co-location) × 4
(SMR: −12, −8, −4, 0 dB) repeated-measured ANOVA showed
significant main effects of priming type (F1, 35 = 34.98, p < 0.001,
ηp

2 = 0.50), perceived laterality relationship (F1, 35 = 2,539.91,
p < 0.001, ηp

2 = 0.99), and SMR (F3, 105 = 1,127.50, p < 0.001,
ηp

2 = 0.97). Their interaction was also significant (F3, 105 = 7.33,
p < 0.001, ηp

2 = 0.17). Simple-effect analyses (Bonferroni-
corrected) showed that the ASP effect was not consistently
significant between the two perceived laterality relationships
(detailed results are provided in Supplementary Table 1). Only
when the SMR was −4 dB did the ASP contrast to ANSP
improve the recognition of the target under both the perceived
separation (PS:0.97 ± 0.02, nPS:0.93 ± 0.05, F1, 35 = 29.05,
p < 0.001) and the perceived co-location (PC:0.51 ± 0.09,
nPC:0.41 ± 0.10, F1, 35 = 27.44, p < 0.001) conditions
(see Figure 2A). In the −4 dB SMR, the benefits of ASP
(recognition accuracy of ASP minus that of ANSP) between the
two perceived laterality relationships were compared by paired-
sample t tests. The results showed that the benefit of ASP under
the perceived co-location condition (i.e., recognition accuracy
of PC minus that of nPC; the benefit of ASP:0.10 ± 0.12)
was greater than that under the perceived separation condition
(i.e., recognition accuracy of PS minus nPS; the benefit of
ASP:0.05 ± 0.05) (t35 = 3, p = 0.005, see Figure 2B). These
results indicate that the unmasking effect of ASP decreases when
the perceived spatial separation helps improve the recognition of
the target speech.

Brain Regions Activated by ASP and
Perceived Spatial Separation
A 2 (priming type: ASP, ANSP) × 2 (perceived laterality
relationship: separation, co-location) repeated-measured
ANOVA was conducted, and no suprathreshold cluster was
activated by the interaction. We marked out clusters activated
by the ASP effect (i.e., “ASP > ANSP”) from these by the
main effect of priming type, using a voxel-wise threshold of
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FIGURE 3 | Areas of the brain activated by the ASP effect and spatial unmasking effect. (A) Clusters activated by the “ASP > ANSP” contrast (i.e., the ASP effect,
the warm color) and by the “ANSP > ASP” contrast (the cold color). (B) Clusters activated by the “perceived separation > perceived co-location” contrast (i.e.,
spatial unmasking effect, the warm color) and by the “perceived co-location > perceived separation” contrast (the cold color). ITG, inferior temporal gyrus; MTG,
middle temporal gyrus; PrCG, precentral gyrus; PoCG, postcentral gyrus; SFG, superior frontal gyrus; SMA, supplementary motor area; STG, superior temporal
gyrus; pSTG, posterior STG. L, left; R, right.

FIGURE 4 | Overlapping brain areas activated by both the ASP effect and the spatial unmasking effect. L, left; R, right. Negative values of the x axis (the coronal axis)
denote the left hemisphere. The variable z denotes the vertical axis.

p < 0.001, uncorrected (clusters activated by the main effect of
priming type are in both warm and cold colors in Figure 3A).
The ASP effect activated the left motor cortex, left IFG, left
posterior superior temporal gyrus, left inferior parietal region,
bilateral putamen, and the right cerebellum (as shown in
warm color clusters in Figure 3A). Meanwhile, we marked out
clusters activated by the spatial unmasking effect (i.e., “perceived
separation > perceived co-location”) from these by the main
effect of perceived laterality relationship, using a voxel-wise
threshold of p < 0.001, uncorrected (clusters activated by the
main effect of perceived laterality relationship are in both warm
and cold colors in Figure 3B). The spatial unmasking effect
activated the bilateral precuneus, bilateral IFG, bilateral middle
temporal gyrus, bilateral superior frontal gyrus extending into
middle frontal gyrus (MFG), bilateral inferior parietal region,
bilateral superior temporal gyrus, and bilateral putamen (as
shown in warm color clusters in Figure 3B). The detailed results
are also shown in Supplementary Table 2.

Overlapping brain areas activated by both the ASP effect and
the spatial unmasking effect were the bilateral putamen, left
inferior parietal lobule (IPL), left supramarginal gyrus (SMG), left
pars orbitalis of the IFG (OrbIFG), and left TriIFG (Figure 4),
revealing shared neural bases of the unmasking effects of ASP and
perceived separation.

Correlations Between Brain Activation
and Behavioral Improvement Due to ASP
and Perceived Spatial Separation
Within the left TriIFG, the overlapping brain area activated
by both the ASP effect and the spatial unmasking effect,
the Spearman correlation analyses showed that contrast values
for the ASP effect under the perceived separation condition
(i.e., “PS > nPS” contrast) were significantly correlated
with behavioral improvements for the corresponding contrast
(r =−0.55, p < 0.01, Figure 5A), and contrast values for the
spatial unmasking effect under the ASP condition (i.e., “PS > PC”
contrasts) were also significantly correlated with behavioral
improvements for the corresponding contrast (PS > PC: r = 0.43,
p = 0.03, Figure 5B). The sizes of these correlations were
moderate. No significant correlation was observed for the
ASP effect under the perceived co-location condition (i.e.,
“PC > nPC” contrast) or the spatial unmasking effect under the
ANSP condition (i.e., “nPS > nPC” contrast).

Enhanced Functional Connectivity Due
to ASP and Perceived Spatial Separation
The seed regions were located in the left IFG. As shown in
Figure 6A and Table 1, the ASP effect under the perceived
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FIGURE 5 | Correlations between neural activities of the overlapping left TriIFG
and target recognition accuracy under a −4 dB SMR in behavioral testing. (A)
Contrast values of the ASP effect under the perceived separation condition
(“PS > nPS” contrast) were correlated with the corresponding contrasts of
recognition accuracy. (B) Contrast values of the spatial unmasking effect
under the ASP condition (“PS > PC” contrast) were correlated with the
corresponding contrasts of recognition accuracy. The shades represent 95%
confidence intervals.

FIGURE 6 | Brain areas exhibiting significant functional connectivity with the
left IFG by the ASP effect and spatial unmasking effect. (A) The ASP effect
under the perceived co-location condition (“PC > nPC” contrast) enhanced
the functional connectivity between the left OrbIFG and the bilateral ACC.
(B) The spatial unmasking effect under the ANSP condition (“nPS > nPC”
contrast) enhanced the functional connectivity between the left TriIFG and the
left MFG. All peaks survived an uncorrected threshold of p < 0.001 at the
voxel level (t > 3.43), and each cluster consisted of more than 20 contiguous
voxels. The positive value of x (the coronal axis) denotes the right hemisphere.
Negative values of the x axis (the coronal axis) denote the left hemisphere.
Positive values of y (the sagittal axis) denote the front. The blue areas are seed
regions.

co-location condition (i.e., “PC > nPC” contrast) enhanced
the functional connectivity of the left OrbIFG [the seed locus
at (−52, 38, −6)] with the bilateral anterior cingulate cortex
(ACC). Meanwhile, the spatial unmasking effect under the ANSP
condition (i.e., “nPS > nPC” contrast) enhanced the functional
connectivity of the left TriIFG [the seed locus at (−48, 36, 14)]
with the left MFG (Figure 6B and Table 1). Clusters that survived
an uncorrected threshold of p< 0.001 at the voxel level with more
than 20 contiguous voxels are reported.

DISCUSSION

In the present study, we introduced ASP and perceived spatial
separation to investigate how they improve recognition of the
target speech in a “cocktail party” environment. The behavioral
results showed that the benefits of ASP and perceived separation
for speech recognition cannot be added. Neuroimaging results

showed that neural underpinnings underlying the unmasking
effects of ASP and perceived separation partly overlapped in
brain areas related to the speech motor system, especially in the
left IFG. These findings suggest the intersection of neural bases
underlying two unmasking effects.

The behavioral results were consistent with previous findings
that recognizing the target speech masked by two-talker speech
can be improved by the prior knowledge of an early segment of
the target speech and the perceived spatial separation (Freyman
et al., 1999, 2004; Li et al., 2004; Wu et al., 2005, 2012, 2017a;
Yang et al., 2007; Ezzatian et al., 2011; Zheng et al., 2016).
Moreover, even though ASP improved the speech recognition in
two perceived laterality relationships under a moderate degree
of masking (such as the −4 dB in this study), the benefit of
ASP was more significant when the maskers were perceived to
be co-located with the target than when they were perceived
to be separated from the target (Freyman et al., 2004). That
is, we observed the non-additive benefits of ASP and perceived
separation to speech recognition. Considering the additive effect
of two cues suggesting independent processing of them (Du
et al., 2011; Bronkhorst, 2015; Lu et al., 2018), the behavioral
results suggest intersecting processing of ASP and perceived
spatial separation.

The above inference is supported by remarkable neuroimaging
results, which showed overlaps in neural underpinnings
underlying the unmasking effects of ASP and perceived spatial
separation. These intersectant brain areas included bilateral
putamen, left IPL, left SMG, left OrbIFG, and left TriIFG. The
common feature of these brain substrates is their involvement
in the speech motor representation (for putamen, Abutalebi
et al., 2013; for SMG, Deschamps et al., 2014; for IPL, Hickok
and Poeppel, 2000; Shum et al., 2011; for IFG, Klaus and
Hartwigsen, 2019), indicating a notable and common role of
the speech motor representation for different unmasking effects
in a noisy environment. This finding is in accordance with the
idea that the auditory-to-motor transformation is important
for speech perception in challenging listening situations (Price,
2010; D’Ausilio et al., 2012; Wu et al., 2014) and suggests
that the enhancement of the speech motor representation
is possibly the common neural mechanism underlying both
the unmasking effects of ASP and perceived separation in a
multitalker condition. Specifically, the inferior parietal region,
containing the IPL and the SMG, is an important component
of the network for the sensorimotor integration of speech. The
sensorimotor integration is likely to be an emulation process for
speech perception in challenging scenarios (Nuttall et al., 2016).
It is assumed that covert emulation is processed in parallel with
external events through the generation of top-down predictions
of ongoing listening events, and perceptual processing is
modulated by the feedback generated by these predictions
(Wilson and Knoblich, 2005; Hickok et al., 2011; Nuttall et al.,
2016). Interestingly, previous studies have discovered mirror
neurons in the IPL and the left IFG, even though these studies
focused on how actions are processed (Fogassi et al., 2005; Chong
et al., 2008; Kilner et al., 2009). In consideration of the roles of
IPL and IFG in this study, it can be proposed that the assumed
perceptual emulator beneficial for challenging speech perception
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TABLE 1 | Areas of the brain exhibiting significant functional connectivity associated with the ASP effect under the perceived co-location condition (“PC > nPC” contrast)
and with the spatial unmasking effect under the ANSP condition (“nPS > nPC” contrast).

Contrast Seed MNI coordinates Statistics Location

(mm)

x y z k t z value punc

PC > nPC L. OrbIFG −2 48 10 26 5.24 4.29 9.02E−06 L. ACC

nPS > nPC L. TriIFG −38 18 48 66 4.98 4.14 1.77E−05 L. MFG

−34 20 38 4.05 3.53 2.07E−04 L. MFG

The activation reported here survived an uncorrected threshold of p < 0.001 at the voxel level (t > 3.43), and the clusters consisted of more than 20 contiguous voxels.
The MNI coordinates, k (the number of voxels), t value, z score, and uncorrected p values are provided. L, left.

(Wilson and Knoblich, 2005) may be also in these two areas. In
short, the involvement of inferior parietal region (i.e., the IPL and
the SMG) in both the unmasking effects of ASP and perceived
separation suggests that the two unmasking cues might improve
recognition of the target speech by promoting the sensorimotor
integration of the target in a noisy environment.

This study also underlines the notable role of the left
IFG in the unmasking effects of ASP and perceived spatial
separation. The left IFG is critically involved in the speech
motor representation, typically the speech production (Liakakis
et al., 2011; Du et al., 2014; Klaus and Hartwigsen, 2019).
Previous studies suggest that the left IPL contributes to the
phonological storage mechanism, while the left frontal network
supports subvocal rehearsal and articulatory representation
(Hickok and Poeppel, 2000; Hickok et al., 2011). In the present
study, the left IFG was not only activated by both unmasking
effects, but was also significantly correlated with behavioral
improvements caused by them. These results suggest that the
improvement of speech recognition due to ASP and perceived
separation may be substantially in charge of enhanced subvocal
rehearsal and covert speech production. These processes might
be especially beneficial to improve speech intelligibility under
adverse listening conditions. Apart from this, both ASP and
perceived separation enhanced the functional connectivity of the
left IFG with brain areas related to the suppression of distractive
speech signals (i.e., the ACC and the MFG, respectively; for
the ACC, Botvinick et al., 2004; Orr and Weissman, 2009;
Kim et al., 2013; for the MFG, Bledowski et al., 2004). Even
though the seeds were not identical, both the left OrbIFG
and the left TriIFG receive inputs from temporal cortex to
support the semantic processing of speech (Friederici, 2012).
The results indicate that both ASP and perceived separation
can facilitate the collaboration of the semantic processing to
the target speech and the suppression to non-target speech.
Previous studies have reported that the left IFG plays important
roles in the high-level processing of speech, including recovering
words and meaning from an impoverished speech signal (Wild
et al., 2012b), unifying speech information (Hagoort, 2005;
Acheson and Hagoort, 2013), and semantic selection in semantic
competition situations (Grindrod et al., 2008; Whitney et al.,
2011, 2012). Accordingly, when dealing with complex scenes, the
left IFG may be an integration node for high-level processes,
such as selecting features of the target speech from competing
information, binding features related to the target speech into a

consolidated target object, and allocating selective attention to the
target speech. It is supposed that when enhancing certain features
related to the target speech (e.g., spatial location, the voice,
and the content of speech sounds), the overall salience of the
target may increase among non-targets. The specific attentional
mechanisms and binding processing should be examined in
the future work.

In addition to overlapping brain areas, ASP and perceived
spatial separation activated brain areas specific to themselves.
The results showed that the ASP effect activated motor cortices,
including the left precentral gyrus, left postcentral gyrus, and
left supplementary area. These areas are involved in the higher-
order speech motor representation, such as articulatory planning
and execution and predictive speech motor control (Pulvermüller
et al., 2006; Connie et al., 2016; Hertrich et al., 2016). The
spatial unmasking effect activated the MFG and the precuneus,
which have also been reported in Zheng et al. (2016). Both the
MFG and the precuneus are involved in the spatial processing,
such as spatial attention control and spatial computations in a
complex listening environment (for the MFG, Giesbrecht et al.,
2003; for the precuneus, Shomstein and Yantis, 2006; Wu et al.,
2007; Krumbholz et al., 2009; Zündorf et al., 2013). Furthermore,
the spatial unmasking effect activated the inferior and middle
temporal gyri responsible for sound-to-meaning representation
(Buckner et al., 2000; Hickok and Poeppel, 2007; Simanova
et al., 2014). Thus, ASP and perceived separation were also
processed by their cue-specific brain substrates. Specifically, the
ASP featured its neural underpinnings in the motor cortex,
whereas the perceived separation involved dual pathways in the
auditory system. Besides, their individualities may also reflect in
the suppression of distractive speech signals. The ASP enhanced
the functional connectivity of the ACC with the left IFG, but
its main effect did not involve the ACC. While the perceived
separation enhanced the functional connectivity of the MFG
with the left IFG, its main effect also activated the MFG.
Considering the ACC is involved in monitoring conflicts between
targets and distractors (Botvinick et al., 2004), and the MFG is
involved in the distractor processing (Bledowski et al., 2004),
these results may indicate that the ASP enhances the suppression
of distractors by allocating cognitive resources between targets
and distractors. By contrast, along with this process, the perceived
separation may also directly crack down on the distractor
processing. Future work in this research area should explore the
relationships between the commonality and the individuality of
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these unmasking effects. They likely work together to improve
speech recognition under a complex listening environment.

In conclusion, our study introduced ASP and perceived
spatial separation in a multitalker acoustic environment to
investigate common neural bases underlying their unmasking
effects. We observed that the benefits of perceived separation
on speech recognition could not add to that of ASP,
and the speech motor system, especially the left IFG,
was responsible for both the unmasking effects of ASP
and perceived separation. These findings suggest that the
unmasking effects of ASP and perceived separation are not
independently processed, and there exist common neural
bases supporting both the unmasking effects of ASP and
perceived separation.
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Best, V., Ozmeral, E. J., Kopčo, N., and Shinn-Cunningham, B. G. (2008). Object
continuity enhances selective auditory attention. Proc. Natl. Acad. Sci. U.S.A.
105, 13174–13178. doi: 10.1073/pnas.0803718105

Bledowski, C., Prvulovic, D., Goebel, R., Zanella, F. E., and Linden, D. E. (2004).
Attentional systems in target and distractor processing: a combined ERP and
fMRI study. Neuroimage 22, 530–540. doi: 10.1016/j.neuroimage.2003.12.034

Botvinick, M. M., Cohen, J. D., and Carter, C. S. (2004). Conflict monitoring
and anterior cingulate cortex: an update. Trends Cogn. Sci. 8, 539–546. doi:
10.1016/j.tics.2004.10.003

Bronkhorst, A. W. (2015). The cocktail-party problem revisited: early processing
and selection of multi-talker speech. Atten. Percept. Psychophys. 77, 1465–1487.
doi: 10.3758/s13414-015-0882-9

Buckner, R. L., Koutstaal, W., Schacter, D. L., and Rosen, B. R. (2000). Functional
MRI evidence for a role of frontal and inferior temporal cortex in amodal
components of priming. Brain 123, 620–640. doi: 10.1093/brain/123.3.620

Carlile, S. (2015). Auditory perception: attentive solution to the cocktail party
problem. Curr. Biol. 25, R757–R759. doi: 10.1016/j.cub.2015.07.064

Cherry, E. C. (1953). Some experiments on the recognition of speech, with one and
two ears. J. Acoust. Soc. Am. 25, 975–979. doi: 10.1121/1.1907229

Chong, T. T. J., Cunnington, R., Williams, M. A., Kanwisher, N., and Mattingley,
J. B. (2008). fMRI adaptation reveals mirror neurons in human inferior parietal
cortex. Curr. Biol. 18, 1576–1580. doi: 10.1016/j.cub.2008.08.068

Connie, C., Hamilton, L. S., Keith, J., and Chang, E. F. (2016). The auditory
representation of speech sounds in human motor cortex. Elife 5, e12577. doi:
10.7554/eLife.12577

Darwin, C. J., Brungart, D. S., and Simpson, B. D. (2003). Effects of fundamental
frequency and vocal-tract length changes on attention to one of two
simultaneous talkers. J. Acoust. Soc. Am. 114, 2913–2922. doi: 10.1121/1.
1616924

D’Ausilio, A., Bufalari, I., Salmas, P., and Fadiga, L. (2012). The role of the
motor system in discriminating normal and degraded speech sounds. Cortex
48, 882–887. doi: 10.1016/j.cortex.2011.05.017

Deschamps, I., Baum, S. R., and Gracco, V. L. (2014). On the role of the
supramarginal gyrus in phonological processing and verbal working memory:
evidence from rTMS studies. Neuropsychologia 53, 39–46. doi: 10.1016/j.
neuropsychologia.2013.10.015

Du, Y., Buchsbaum, B. R., Grady, C. L., and Alain, C. (2014). Noise differentially
impacts phoneme representations in the auditory and speech motor systems.
Proc. Natl. Acad. Sci. U. S. A. 111, 7126–7131. doi: 10.1073/pnas.1318738111

Du, Y., He, Y., Ross, B., Bardouille, T., Wu, X., Li, L., et al. (2011). Human auditory
cortex activity shows additive effects of spectral and spatial cues during speech
segregation. Cereb. Cortex 21, 698–707. doi: 10.1093/cercor/bhq136

Ezzatian, P., Li, L., Pichora-Fuller, K., and Schneider, B. A. (2011). The effect of
priming on release from informational masking is equivalent for younger and
older adults. Ear Hear. 32, 84–96. doi: 10.1097/AUD.0b013e3181ee6b8a

Fogassi, L., Ferrari, P. F., Gesierich, B., Rozzi, S., Chersi, F., and Rizzolatti, G.
(2005). Parietal lobe: from action organization to intention understanding.
Science 308, 662–667. doi: 10.1126/science.1106138

Freyman, R. L., Balakrishnan, U., and Helfer, K. S. (2004). Effect of number of
masking talkers and auditory priming on informational masking in speech
recognition. J. Acoust. Soc. Am. 115, 2246–2256. doi: 10.1121/1.1689343

Frontiers in Neuroscience | www.frontiersin.org 10 June 2021 | Volume 15 | Article 6649852323

mailto:liangli@pku.edu.cn
https://www.frontiersin.org/articles/10.3389/fnins.2021.664985/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fnins.2021.664985/full#supplementary-material
https://doi.org/10.1093/cercor/bhs165
https://doi.org/10.1016/j.bandl.2012.03.009
https://doi.org/10.1162/jocn_a_00430
https://doi.org/10.1162/jocn_a_00430
https://doi.org/10.1073/pnas.0803718105
https://doi.org/10.1016/j.neuroimage.2003.12.034
https://doi.org/10.1016/j.tics.2004.10.003
https://doi.org/10.1016/j.tics.2004.10.003
https://doi.org/10.3758/s13414-015-0882-9
https://doi.org/10.1093/brain/123.3.620
https://doi.org/10.1016/j.cub.2015.07.064
https://doi.org/10.1121/1.1907229
https://doi.org/10.1016/j.cub.2008.08.068
https://doi.org/10.7554/eLife.12577
https://doi.org/10.7554/eLife.12577
https://doi.org/10.1121/1.1616924
https://doi.org/10.1121/1.1616924
https://doi.org/10.1016/j.cortex.2011.05.017
https://doi.org/10.1016/j.neuropsychologia.2013.10.015
https://doi.org/10.1016/j.neuropsychologia.2013.10.015
https://doi.org/10.1073/pnas.1318738111
https://doi.org/10.1093/cercor/bhq136
https://doi.org/10.1097/AUD.0b013e3181ee6b8a
https://doi.org/10.1126/science.1106138
https://doi.org/10.1121/1.1689343
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-15-664985 June 11, 2021 Time: 17:32 # 11

Wang et al. Common Brain Substrates Underlying Unmasking

Freyman, R. L., Helfer, K. S., Mccall, D. D., and Clifton, R. K. (1999). The role of
perceived spatial separation in the unmasking of speech. J. Acoust. Soc. Am. 106,
3578–3588. doi: 10.1121/1.428211

Friederici, A. D. (2012). The cortical language circuit: from auditory perception
to sentence comprehension. Trends Cogn. Sci. 16, 262–268. doi: 10.1016/j.tics.
2012.04.001

Frühholz, S., and Grandjean, D. (2013). Processing of emotional vocalizations in
bilateral inferior frontal cortex. Neurosci. Biobehav. Rev. 37, 2847–2855. doi:
10.1016/j.neubiorev.2013.10.007

Giesbrecht, B., Woldorff, M. G., Song, A. W., and Mangun, G. R. (2003).
Neural mechanisms of top-down control during spatial and feature attention.
Neuroimage 19, 496–512. doi: 10.1016/s1053-8119(03)00162-9

Grindrod, C. M., Bilenko, N. Y., Myers, E. B., and Blumstein, S. E. (2008). The role
of the left inferior frontal gyrus in implicit semantic competition and selection:
an event-related fMRI study. Brain Res. 1229, 167–178. doi: 10.1016/j.brainres.
2008.07.017

Hagoort, P. (2005). On Broca, brain, and binding: a new framework. Trends Cogn.
Sci. 9, 416–423. doi: 10.1016/j.tics.2005.07.004

Hall, D. A., Haggard, M. P., Akeroyd, M. A., Palmer, A. R., Summerfield, A. Q.,
Elliott, M. R., et al. (1999). Sparse” temporal sampling in auditory fMRI.
Hum. Brain Mapp. 7, 213–223. doi: 10.1002/(SICI)1097-019319997:3<213::
AID-HBM5<3.0.CO;2-N

Hertrich, I., Dietrich, S., and Ackermann, H. (2016). The role of the supplementary
motor area for speech and language processing. Neurosci. Biobehav. Rev. 68,
602–610. doi: 10.1016/j.neubiorev.2016.06.030

Hickok, G., Houde, J., and Rong, F. (2011). Sensorimotor integration in speech
processing: computational basis and neural organization. Neuron 69, 407–422.
doi: 10.1016/j.neuron.2011.01.019

Hickok, G., and Poeppel, D. (2000). Towards a functional neuroanatomy of speech
perception. Trends Cogn. Sci. 4, 131–138. doi: 10.1016/S1364-6613(00)01463-7

Hickok, G., and Poeppel, D. (2004). Dorsal and ventral streams: a framework for
understanding aspects of the functional anatomy of language. Cognition 92,
67–99. doi: 10.1016/j.cognition.2003.10.011

Hickok, G., and Poeppel, D. (2007). The cortical organization of speech processing.
Nat. Rev. Neurosci. 8, 393–402. doi: 10.1038/nrn2113

Kidd, G., Arbogast, T. L., Mason, C. R., and Gallun, F. J. (2005). The advantage
of knowing where to listen. J. Acoust. Soc. Am. 117, 3804–3815. doi: 10.1121/1.
2109187

Kilner, J. M., Neal, A., Weiskopf, N., Friston, K. J., and Frith, C. D. (2009). Evidence
of mirror neurons in human inferior frontal gyrus. J. Neurosci. 29, 10153–10159.
doi: 10.1523/JNEUROSCI.2668-09.2009

Kim, C., Chung, C., and Kim, J. (2013). Task-dependent response conflict
monitoring and cognitive control in anterior cingulate and dorsolateral
prefrontal cortices. Brain Res. 1537, 216–223. doi: 10.1016/j.brainres.2013.08.
055

Klaus, J., and Hartwigsen, G. (2019). Dissociating semantic and phonological
contributions of the left inferior frontal gyrus to language production. Hum.
Brain Mapp. 40, 3279–3287. doi: 10.1002/hbm.24597

Krumbholz, K., Nobis, E. A., Weatheritt, R. J., and Fink, G. R. (2009). Executive
control of spatial attention shifts in the auditory compared to the visual
modality. Hum. Brain Mapp. 30, 1457–1469. doi: 10.1002/hbm.20615

Li, L., Daneman, M., Qi, J. G., and Schneider, B. A. (2004). Does the information
content of an irrelevant source differentially affect spoken word recognition
in younger and older adults? J. Exp. Psychol. Hum. Percept. Perform. 30,
1077–1091. doi: 10.1037/0096-1523.30.6.1077

Liakakis, G., Nickel, J., and Seitz, R. J. (2011). Diversity of the inferior frontal
gyrus–a meta-analysis of neuroimaging studies. Behav. Brain Res. 225, 341–347.
doi: 10.1016/j.bbr.2011.06.022

Lu, L., Bao, X., Chen, J., Qu, T., Wu, X., and Li, L. (2018). Emotionally conditioning
the target-speech voice enhances recognition of the target speech under
"cocktail-party" listening conditions. Atten. Percept. Psychophys. 80, 871–883.
doi: 10.3758/s13414-018-1489-8

McDermott, J. H. (2009). The cocktail party problem. Curr. Biol. 19, R1024–R1027.
doi: 10.1016/j.cub.2009.09.005

McLaren, D. G., Ries, M. L., Xu, G., and Johnson, S. C. (2012). A generalized form
of context-dependent psychophysiological interactions (gPPI): a comparison to
standard approaches. Neuroimage 61, 1277–1286. doi: 10.1016/j.neuroimage.
2012.03.068

Nuttall, H. E., Kennedy-Higgins, D., Hogan, J., Devlin, J. T., and Adank, P. (2016).
The effect of speech distortion on the excitability of articulatory motor cortex.
Neuroimage 128, 218–226. doi: 10.1016/j.neuroimage.2015.12.038

Orr, J. M., and Weissman, D. H. (2009). Anterior cingulate cortex makes 2
contributions to minimizing distraction. Cereb. Cortex 19, 703–711. doi: 10.
1093/cercor/bhn119

Price, C. J. (2010). The anatomy of language: a review of 100 fMRI studies published
in 2009. Ann. N. Y. Acad. Sci. 1191, 62–88. doi: 10.1111/j.1749-6632.2010.
05444.x

Pulvermüller, F., Huss, M., Kherif, F., del Prado Martin, F. M., Hauk, O., and
Shtyrov, Y. (2006). Motor cortex maps articulatory features of speech sounds.
Proc. Natl. Acad. Sci. U. S. A. 103, 7865–7870. doi: 10.1073/pnas.0509989103

Qu, T., Xiao, Z., Gong, M., Huang, Y., Li, X., and Wu, X. (2009). Distance-
dependent head-related transfer functions measured with high spatial
resolution using a spark gap. IEEE Trans. Audio Speech Lang. Process. 17,
1124–1132. doi: 10.1109/tasl.2009.2020532

Schneider, B. A., Li, L., and Daneman, M. (2007). How competing speech interferes
with speech comprehension in everyday listening situations. J. Am. Acad.
Audiol. 18, 559–572. doi: 10.3766/jaaa.18.7.4

Shomstein, S., and Yantis, S. (2006). Parietal cortex mediates voluntary control of
spatial and nonspatial auditory attention. J. Neurosci. 26, 435–439. doi: 10.1523/
JNEUROSCI.4408-05.2006

Shum, M., Shiller, D. M., Baum, S. R., and Gracco, V. L. (2011). Sensorimotor
integration for speech motor learning involves the inferior parietal
cortex. Eur. J. Neurosci. 34, 1817–1822. doi: 10.1111/j.1460-9568.2011.
07889.x

Simanova, I., Hagoort, P., Oostenveld, R., and Van Gerven, M. A. (2014). Modality-
independent decoding of semantic information from the human brain. Cereb.
Cortex 24, 426–434. doi: 10.1093/cercor/bhs324

Skipper, J. I., Goldin-Meadow, S., Nusbaum, H. C., and Small, S. L. (2007). Speech-
associated gestures. Broca’s area, and the human mirror system. Brain Lang. 101,
260–277. doi: 10.1016/j.bandl.2007.02.008

Wandschneider, B., Centeno, M., Vollmar, C., Symms, M., Thompson, P. J.,
Duncan, J. S., et al. (2014). Motor co-activation in siblings of patients with
juvenile myoclonic epilepsy: an imaging endophenotype?. Brain 137, 2469–
2479. doi: 10.1093/brain/awu175

Wang, Y., Zhang, J., Zou, J., Luo, H., and Ding, N. (2019). Prior knowledge guides
speech segregation in human auditory cortex. Cereb. Cortex 29, 1561–1571.
doi: 10.1093/cercor/bhy052

Whitney, C., Kirk, M., O’Sullivan, J., Lambon Ralph, M. A., and Jefferies, E. (2011).
The neural organization of semantic control: TMS evidence for a distributed
network in left inferior frontal and posterior middle temporal gyrus. Cereb.
Cortex 21, 1066–1075. doi: 10.1093/cercor/bhq180

Whitney, C., Kirk, M., O’Sullivan, J., Lambon Ralph, M. A., and Jefferies, E. (2012).
Executive semantic processing is underpinned by a large-scale neural network:
revealing the contribution of left prefrontal, posterior temporal, and parietal
cortex to controlled retrieval and selection using TMS. J. Cogn. Neurosci. 24,
133–147. doi: 10.1162/jocn_a_00123

Wild, C. J., Davis, M. H., and Johnsrude, I. S. (2012a). Human auditory cortex
is sensitive to the perceived clarity of speech. Neuroimage 60, 1490–1502. doi:
10.1016/j.neuroimage.2012.01.035

Wild, C. J., Yusuf, A., Wilson, D. E., Peelle, J. E., Davis, M. H., and Johnsrude,
I. S. (2012b). Effortful listening: the processing of degraded speech depends
critically on attention. J. Neurosci. 32, 14010–14021. doi: 10.1523/jneurosci.
1528-12.2012

Wilson, M., and Knoblich, G. (2005). The case for motor involvement in
perceiving conspecifics. Psychol. Bull. 131, 460–473. doi: 10.1037/0033-2909.
131.3.460

Wu, C., Cao, S., Zhou, F., Wang, C., Wu, X., and Li, L. (2012). Masking of speech in
people with first-episode schizophrenia and people with chronic schizophrenia.
Schizophr. Res. 134, 33–41. doi: 10.1016/j.schres.2011.09.019

Wu, C., Zheng, Y., Li, J., Wu, H., She, S., Liu, S., et al. (2017a). Brain substrates
underlying auditory speech priming in healthy listeners and listeners with
schizophrenia. Psychol. Med. 47, 837–852. doi: 10.1017/S0033291716002816

Wu, C., Zheng, Y., Li, J., Zhang, B., Li, R., Wu, H., et al. (2017b). Activation and
functional connectivity of the left inferior temporal gyrus during visual speech
priming in healthy listeners and listeners with schizophrenia. Front. Neurosci.
11:107. doi: 10.3389/fnins.2017.00107

Frontiers in Neuroscience | www.frontiersin.org 11 June 2021 | Volume 15 | Article 6649852424

https://doi.org/10.1121/1.428211
https://doi.org/10.1016/j.tics.2012.04.001
https://doi.org/10.1016/j.tics.2012.04.001
https://doi.org/10.1016/j.neubiorev.2013.10.007
https://doi.org/10.1016/j.neubiorev.2013.10.007
https://doi.org/10.1016/s1053-8119(03)00162-9
https://doi.org/10.1016/j.brainres.2008.07.017
https://doi.org/10.1016/j.brainres.2008.07.017
https://doi.org/10.1016/j.tics.2005.07.004
https://doi.org/10.1002/(SICI)1097-019319997:3<213::AID-HBM5<3.0.CO;2-N
https://doi.org/10.1002/(SICI)1097-019319997:3<213::AID-HBM5<3.0.CO;2-N
https://doi.org/10.1016/j.neubiorev.2016.06.030
https://doi.org/10.1016/j.neuron.2011.01.019
https://doi.org/10.1016/S1364-6613(00)01463-7
https://doi.org/10.1016/j.cognition.2003.10.011
https://doi.org/10.1038/nrn2113
https://doi.org/10.1121/1.2109187
https://doi.org/10.1121/1.2109187
https://doi.org/10.1523/JNEUROSCI.2668-09.2009
https://doi.org/10.1016/j.brainres.2013.08.055
https://doi.org/10.1016/j.brainres.2013.08.055
https://doi.org/10.1002/hbm.24597
https://doi.org/10.1002/hbm.20615
https://doi.org/10.1037/0096-1523.30.6.1077
https://doi.org/10.1016/j.bbr.2011.06.022
https://doi.org/10.3758/s13414-018-1489-8
https://doi.org/10.1016/j.cub.2009.09.005
https://doi.org/10.1016/j.neuroimage.2012.03.068
https://doi.org/10.1016/j.neuroimage.2012.03.068
https://doi.org/10.1016/j.neuroimage.2015.12.038
https://doi.org/10.1093/cercor/bhn119
https://doi.org/10.1093/cercor/bhn119
https://doi.org/10.1111/j.1749-6632.2010.05444.x
https://doi.org/10.1111/j.1749-6632.2010.05444.x
https://doi.org/10.1073/pnas.0509989103
https://doi.org/10.1109/tasl.2009.2020532
https://doi.org/10.3766/jaaa.18.7.4
https://doi.org/10.1523/JNEUROSCI.4408-05.2006
https://doi.org/10.1523/JNEUROSCI.4408-05.2006
https://doi.org/10.1111/j.1460-9568.2011.07889.x
https://doi.org/10.1111/j.1460-9568.2011.07889.x
https://doi.org/10.1093/cercor/bhs324
https://doi.org/10.1016/j.bandl.2007.02.008
https://doi.org/10.1093/brain/awu175
https://doi.org/10.1093/cercor/bhy052
https://doi.org/10.1093/cercor/bhq180
https://doi.org/10.1162/jocn_a_00123
https://doi.org/10.1016/j.neuroimage.2012.01.035
https://doi.org/10.1016/j.neuroimage.2012.01.035
https://doi.org/10.1523/jneurosci.1528-12.2012
https://doi.org/10.1523/jneurosci.1528-12.2012
https://doi.org/10.1037/0033-2909.131.3.460
https://doi.org/10.1037/0033-2909.131.3.460
https://doi.org/10.1016/j.schres.2011.09.019
https://doi.org/10.1017/S0033291716002816
https://doi.org/10.3389/fnins.2017.00107
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-15-664985 June 11, 2021 Time: 17:32 # 12

Wang et al. Common Brain Substrates Underlying Unmasking

Wu, C. T., Weissman, D. H., Roberts, K. C., and Woldorff, M. G.
(2007). The neural circuitry underlying the executive control of auditory
spatial attention. Brain Res. 1134, 187–198. doi: 10.1016/j.brainres.2006.
11.088

Wu, M., Li, H., Gao, Y., Lei, M., Teng, X., Wu, X., et al. (2012a). Adding irrelevant
information to the content prime reduces the prime-induced unmasking effect
on speech recognition. Hear. Res. 283, 136–143. doi: 10.1016/j.heares.2011.11.
001

Wu, M., Li, H., Hong, Z., Xian, X., Li, J., Wu, X., et al. (2012b). Effects of aging
on the ability to benefit from prior knowledge of message content in masked
speech recognition. Speech Commun. 54, 529–542. doi: 10.1016/j.specom.2011.
11.003

Wu, X., Wang, C., Chen, J., Qu, H., and Li, W. (2005). The effect of perceived spatial
separation on informational masking of Chinese speech. Hear. Res. 199, 1–10.
doi: 10.1016/j.heares.2004.03.010

Wu, Z. M., Chen, M. L., Wu, X. H., and Li, L. (2014). Interaction between
auditory and motor systems in speech perception. Neurosci. Bull. 30, 490–496.
doi: 10.1007/s12264-013-1428-6

Xing, Y., Fu, Z., Wu, X., and Chen, J. (2016). “Evaluation of Apple iOS-based
automated audiometry,” In Proceedings of the 22nd International Congress on
Acoustics, (Rome: ICA).

Yang, Z., Chen, J., Huang, Q., Wu, X., Wu, Y., Schneider, B. A., et al. (2007). The
effect of voice cuing on releasing Chinese speech from informational masking.
Speech Commun. 49, 892–904. doi: 10.1016/j.specom.2007.05.005

Zheng, Y., Wu, C., Li, J., Wu, H., She, S., Liu, S., et al. (2016). Brain substrates
of perceived spatial separation between speech sources under simulated
reverberant listening conditions in schizophrenia. Psychol. Med. 46, 477–491.
doi: 10.1017/S0033291715001828

Zündorf, I. C., Lewald, J., and Karnath, H. O. (2013). Neural correlates of sound
localization in complex acoustic environments. PLoS One 8:e64259. doi: 10.
1371/journal.pone.0064259

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Copyright © 2021Wang, Chen, Yang, Liu,Wu, Lu, Li andWu. This is an open-access
article distributed under the terms of the Creative Commons Attribution License
(CC BY). The use, distribution or reproduction in other forums is permitted, provided
the original author(s) and the copyright owner(s) are credited and that the original
publication in this journal is cited, in accordance with accepted academic practice. No
use, distribution or reproduction is permitted which does not comply with these terms.

Frontiers in Neuroscience | www.frontiersin.org 12 June 2021 | Volume 15 | Article 6649852525

https://doi.org/10.1016/j.brainres.2006.11.088
https://doi.org/10.1016/j.brainres.2006.11.088
https://doi.org/10.1016/j.heares.2011.11.001
https://doi.org/10.1016/j.heares.2011.11.001
https://doi.org/10.1016/j.specom.2011.11.003
https://doi.org/10.1016/j.specom.2011.11.003
https://doi.org/10.1016/j.heares.2004.03.010
https://doi.org/10.1007/s12264-013-1428-6
https://doi.org/10.1016/j.specom.2007.05.005
https://doi.org/10.1017/S0033291715001828
https://doi.org/10.1371/journal.pone.0064259
https://doi.org/10.1371/journal.pone.0064259
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-15-628866 June 25, 2021 Time: 19:18 # 1

ORIGINAL RESEARCH
published: 01 July 2021

doi: 10.3389/fnins.2021.628866

Edited by:
Howard Charles Nusbaum,

University of Chicago, United States

Reviewed by:
Christian Füllgrabe,

Loughborough University,
United Kingdom

Andrej Kral,
Hannover Medical School, Germany

*Correspondence:
Yun-Fu Cheng

yfcheng@tsmc.edu.cn
Guang-Yu Zhang

gyuzhn@163.com

†These authors have contributed
equally to this work

Specialty section:
This article was submitted to

Auditory Cognitive Neuroscience,
a section of the journal

Frontiers in Neuroscience

Received: 13 November 2020
Accepted: 20 April 2021
Published: 01 July 2021

Citation:
Zhang G, Xu L-C, Zhang M-F,

Zou Y, He L-M, Cheng Y-F,
Zhang D-S, Zhao W-B, Wang X-Y,
Wang P-C and Zhang G-Y (2021)

Changes of the Brain Causal
Connectivity Networks in Patients
With Long-Term Bilateral Hearing

Loss. Front. Neurosci. 15:628866.
doi: 10.3389/fnins.2021.628866

Changes of the Brain Causal
Connectivity Networks in Patients
With Long-Term Bilateral Hearing
Loss
Gang Zhang1†, Long-Chun Xu2†, Min-Feng Zhang2†, Yue Zou1, Le-Min He3,
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It remains poorly understood how brain causal connectivity networks change following
hearing loss and their effects on cognition. In the current study, we investigated this
issue. Twelve patients with long-term bilateral sensorineural hearing loss [mean age,
55.7 ± 2.0; range, 39–63 years; threshold of hearing level (HL): left ear, 49.0 ± 4.1 dB
HL, range, 31.25–76.25 dB HL; right ear, 55.1 ± 7.1 dB HL, range, 35–115 dB HL;
the duration of hearing loss, 16.67 ± 4.5, range, 3–55 years] and 12 matched normally
hearing controls (mean age, 52.3 ± 1.8; range, 42–63 years; threshold of hearing level:
left ear, 17.6 ± 1.3 dB HL, range, 11.25–26.25 dB HL; right ear, 19.7 ± 1.3 dB HL,
range, 8.75–26.25 dB HL) participated in this experiment. We constructed and analyzed
the causal connectivity networks based on functional magnetic resonance imaging
data of these participants. Two-sample t-tests revealed significant changes of causal
connections and nodal degrees in the right secondary visual cortex, associative visual
cortex, right dorsolateral prefrontal cortex, left subgenual cortex, and the left cingulate
cortex, as well as the shortest causal connectivity paths from the right secondary
visual cortex to Broca’s area in hearing loss patients. Neuropsychological tests indicated
that hearing loss patients presented significant cognitive decline. Pearson’s correlation
analysis indicated that changes of nodal degrees and the shortest causal connectivity
paths were significantly related with poor cognitive performances. We also found a
cross-modal reorganization between associative visual cortex and auditory cortex in
patients with hearing loss. Additionally, we noted that visual and auditory signals had
different effects on neural activities of Broca’s area, respectively. These results suggest
that changes in brain causal connectivity network are an important neuroimaging mark
of cognitive decline. Our findings provide some implications for rehabilitation of hearing
loss patients.

Keywords: auditory-visual reorganization, the shortest causal connectivity path, auditory- visual inhibition, the
virtual digital brain, hearing loss, speech processing
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INTRODUCTION

Behavioral studies have reported that individuals with early or
congenitally hearing loss are highly reliant on their remaining
intact sensory modalities to interact with their surrounding
environment (Merabet and Pascual-Leone, 2010) and displayed
superior visual behavioral performing skills compared with
normal-hearing controls, such as enhanced peripheral attention
to moving stimuli (Neville and Lawson, 1987; Bavelier et al.,
2000; Proksch and Bavelier, 2002; Dye et al., 2009) and increased
performance abilities in visual motion detection (Hauthal et al.,
2013; Shiell et al., 2014, 2016). Subjects with early hearing
loss also exhibited faster and more accurate visual working
memory performance compared with normal-hearing controls
(Ding et al., 2015). However, some disadvantages of early or
congenitally hearing loss on visual functions have also been
reported; for example, early auditory deprivation results in visual
selection deficits (Smith et al., 1998; Horn et al., 2005; Quittner
et al., 2010) but does not contribute to better or worse visual
attention. Selected aspects of visual attention of early hearing loss
individuals are able to be modified in various ways along the
developmental trajectory (Dye and Bavelier, 2010).

An animal study indicated that those improvements in
visual performances were caused by cross-modal functional
reorganization of auditory cortex in individuals with early or
congenitally hearing loss, and several experimental approaches
had been used to localize individual visual functions in discrete
portions of reorganized auditory cortex (Lomber et al., 2010).
Projections from a number of fields in the visual cortex were
observed in the dorsal zone of the auditory cortex (Barone
et al., 2013) and the posterior auditory field (Butler et al.,
2017). Furthermore, the structural connectivity changes between
visual and auditory cortices contribute to reduced resting-
state alpha band activity in the posterior auditory field (Yusuf
et al., 2017) and reduced stimulus-related effective connectivity
from higher-order auditory cortical areas involved in the cross-
modal reorganization to primary areas (Yusuf et al., 2021) in
congenitally hearing loss cats.

Studies of hearing loss in human beings have revealed neural
activity changes associated with cortical plasticity. Karns et al.
(2012) found that adults with congenitally hearing loss exhibited
a greater visual stimulating response in the Heschl’s gyrus
compared with normal-hearing controls. Finney et al. (2001,
2003) also reported a visual-evoked activation of the auditory
cortex in individuals with early hearing loss. Dewey and Hartley
(2015) found that participants with profoundly hearing loss
presented a larger group response elicited by visual motion within
the right temporal lobe compared with normal-hearing controls.

Previous investigations have demonstrated cross-modal
recruitment of auditory cortical areas in subjects with profoundly
hearing loss viewing sign language (Nishimura et al., 1999;
Petitto et al., 2000; MacSweeney et al., 2002). Visual cross-modal
reorganization is dependent on hearing loss severity and is also
observed in adults with mild-moderate hearing loss (Campbell
and Sharma, 2014, 2020; Glick and Sharma, 2017). On one hand,
this kind of cortical plasticity contributes to superior visual
performance abilities and increased visual-evoked activation of

the auditory cortex. On the other hand, investigators (Doucet
et al., 2006; Sandmann et al., 2012; Lazard and Giraud, 2017)
have also found that auditory–visual reorganization impacts
rehabilitation of individuals with hearing loss after applying
restorative strategies such as cochlear implantation (CI). In
these studies, enhanced visual-evoked activation of the auditory
cortex was always associated with poor speech comprehension
in individuals with early or congenitally hearing loss following
CI. As a result, it has been assumed that visual language is
maladaptive for hearing restoration with a CI. However, a recent
study has reported that visual stimulus provides adaptive benefits
to speech processing following CI (Anderson et al., 2017).
These inconsistent study results indicate that it is necessary to
further investigate the cross-modal reorganization, especially
brain causal connectivity network changes following auditory–
visual reorganization and their effects on cognitive and speech
processing abilities of hearing loss patients. Here, we study this
issue. We hypothesize that cross-modal functional reorganization
contributes to changes in the brain causal connectivity network,
which may affect cognitive and speech processing abilities of
patients with hearing loss. Auditory and visual language signals
might have different effects on speech processing.

MATERIALS AND METHODS

Participants
Written informed consent was obtained from all participants
according to a protocol approved by the Institutional Ethics
Committee of Shandong First Medical University. In the current
study, the severity levels of the hearing loss are labeled according
to the Global Burden of Disease (GBD) 2013 and World report
on hearing (i.e., mild: 20 to <35 dB, moderate: 35–49 dB,
moderately severe: 50–64 dB, severe: 65–79 dB, profound: 80–
94 dB, and complete ≥ 95 dB) (Xu et al., 2019b; World Health
Organization, 2021). The less severe hearing loss is used as
evaluating criteria in the bilateral. Twelve patients with long-
term bilateral mild-to-severe sensorineural hearing loss and 12
age-, sex-, and education-matched normally hearing volunteers
participated in this study. Hearing loss participants were asked
about their hearing loss, including the etiology of hearing loss,
age at onset and duration of hearing loss, duration of tinnitus,
and hearing aid experience. Only one participant had a year
of hearing aid use, and others had no hearing aid experience.
All patients had post-lingual hearing loss, and 11 of them had
self-reported tinnitus with a mean duration of 14.4 years ± 5.9
(standard error), ranging from 10 days to 55 years. Hearing
loss was acquired due to infection in two patients and to noise
and traumatism in one patient, and hearing loss in others had
an unknown cause. All participants were right-handed and had
normal or corrected-to-normal vision. None of them had a
history of medical and stroke/cerebrovascular ischemia.

A clinical audiologist performed pure tone audiometry
(PTA) using an Astera audiometer in the Department of
Otorhinolaryngology and Head-neck Surgery of the Second
Affiliated Hospital of Shandong First Medical University.
Hearing level (HL) was defined as a speech-frequency pure tone
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FIGURE 1 | A plot of the non-aided audiograms. (A) The non-aided audiogram of the left ear. (B) The non-aided audiogram of the right ear. PTA, pure tone
audiometry; HL, hearing level.

average of air conduction thresholds at 0.25, 0.5, 1.0, and 2 kHz.
All of the normally hearing participants had a HL of less than
27 dB, while all of the hearing loss patients had a HL of more than
30 dB. Non-aided audiograms based on pure-tone audiometry
for these participants are shown in Figure 1. Details of the
demographic characteristics of participants are shown in Table 1.
Data of 21 subjects had been from a previously published study
(Xu et al., 2017).

Participants were excluded if their head movements were
greater than 2.5 mm or 2.5◦ during imaging. No participants were
excluded in the present study.

Neuropsychological Tests
Mini-mental state examination (MMSE) is sensitive for
measuring cognitive impairment (Tombaugh and Mcintyre,
1992). In this study, MMSE and Wechsler adult intelligence test
(Wechsler, 1997) were performed to assess the cognitive abilities
of the participants. Full details of all tests had been published in a
previous study (Zhang et al., 2015).

It has been demonstrated that hearing impairment negatively
impacts cognitive test performance (Füllgrabe, 2020a). To
minimize the influence of hearing loss on the assessment
of cognitive performances. All neuropsychological tests were
administered in a quiet setting with minimal distractions and
were provided in Mandarin. An experienced examiner had been
accustomed to working with hearing loss patients and verbally
gave all instructions in a face-to-face manner. However, as
none of these precautions offset a possible bias introduced by
comparing normal-hearing and hearing-impaired participants
on an auditory cognitive task, the reported cognitive data are
possibly biased and their association with changes in brain
connectivity needs to be interpreted with caution (Füllgrabe,
2020b). Participants were tested on (a) MMSE, (b) digit symbol
substitution test (DSST), (c) forward digit spans (FDS) and
backward digit spans (BDS), (d) verbal fluency (VF), (e) trail

making test part A (TMTA), (f) trail making test part B (TMTB),
(g) Stroop color–word test A (SCWA), (h) Stroop color–word test
B (SCWB), and (i) Stroop color–word test C (SCWC).

Magnetic Resonance Imaging (MRI) Data
Acquisition
We acquired MRI data of 24 participants using a GE Discovery
MR 750 3-T scanner. MRI data of 21 participants had been from
a previously published study (Xu et al., 2017). Functional images
were collected axially using an echo-planar imaging sequence
(echo time: 30 ms; repetition time: 2000 ms; 41 slices, 64 × 64
matrix; voxel size: 3.4375 mm × 3.4375 mm × 3.2 mm). T1-
weighted structural images were also acquired with parameters:
echo time = 8.156 ms; repetition time = 3.18 ms; 176 slices with
1 mm× 1 mm× 1 mm voxels.

All of the participants underwent a functional magnetic
resonance scan during a conscious resting state with their eyes
closed. To reduce noise and disturbance, these participants wore
earplugs and headphones and were instructed to keep still,
as motionless as possible and not to think about anything in
particular. Head movement was minimized by placing soft pads
at the sides of the head. The light was switched off during the
resting-state scanning.

Data Preprocessing
All of the MRI data were firstly preprocessed by using the
software package spm81. Slice timing, motion correction, space
normalization, and spatial smoothing (8 mm × 8 mm × 8 mm)
were first executed. Segmentation for structural images generated
white matter, gray matter, and cerebrospinal fluid images. Full
details of all preprocessing steps are provided in the previously
published study (Xu et al., 2017). Then, we performed the
following procedures utilizing the virtual digital brain software

1http://www.fil.ion.ucl.ac.uk/spm/software/spm8/
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TABLE 1 | Demographic characteristics of participants.

Characteristics Hearing
loss

(n = 12)

Normal
(n = 12)

Statistic
(df)

p-value

Age (yrs) 55.7 ± 2.0 52.3 ± 1.8 T = 1.256
(22)

0.222

Education (yrs) 10.1 ± 0.7 11.7 ± 0.9 T = −1.373
(22)

0.184

Male/Female 9/3 5/7 χ2 = 2.743
(1)

0.098

Threshold (dB HL) L:
49.0 ± 4.1

L:
17.6 ± 1.3

T = 7.229
(13.2)

<0.001*

R:
55.1 ± 7.1

R:
19.7 ± 1.3

T = 4.925
(11.8) **

<0.001*

L:
49.0 ± 4.1

R:
55.1 ± 7.1

– T = -0.751
(22)#

0.461

– L:
17.6 ± 1.3

R:
19.7 ± 1.3

T = -1.094
(22)#

0.286

Hearing loss
duration (yrs)

16.7 ± 4.5 na – –

Data are mean± standard errors. yrs, years; L, left; R, right; df, degrees of freedom;
na, not applicable; HL, hearing level.
*p < 0.05 is considered to indicate a significant difference.
**Homogeneity test (Levene’s test), p < 0.05, revised t-test.
#Comparisons of hearing levels across both left and right ears (two-sample t-tests).
Age of the hearing loss participant ranges from 39 to 63 years; onset of hearing loss
ranges from 5 to 58 years of age; the duration of hearing loss ranges from 3 to 55
years; hearing level of left ear ranges from 31.25 to 76.25 dB HL; hearing level
of right ear ranges from 35 to 115 dB HL; age of the normally hearing volunteer
ranges from 42 to 63 years; hearing level of left ear ranges from 11.25 to 26.25 dB
HL; hearing level of right ear ranges from 8.75 to 26.25 dB HL.

package VDB1.62 for the preprocessed data: (1) the removal
of linear and quadratic trends; (2) regressing out covariates
including realignment parameters, mean white matter, and
cerebrospinal fluid signals; (3) band-pass temporal filtering
(0.01–0.1 Hz); and (4) calculating the interregional causal
connections of each participant. Finally, we obtained the nodal
degrees and the shortest causal connectivity paths.

The Shortest Causal Connectivity Paths
and Transfer Probability
In the current study, causal connectivity was realized by entropy
connectivity method, as defined in a previous study (Zhang
et al., 2016), and the causal connectivity is related to BOLD
(blood oxygen level-dependent) signal amplitude. Suppose there
is a strong correlation between amplitude changes of the BOLD
signal across two brain regions; moreover, the current change
of the BOLD signal amplitude in one brain region presents
synchronous or asynchronous coupling with the future change
of the other, then there exist a causal connectivity between the
two brain regions (i.e., one is response system, and the other
is drive system).

2https://www.nitrc.org/projects/vdb/

Let, Lk→n denote the length of the shortest causal connectivity
path from brain region BA k to n, then Lk→n was defined as:

Lk→n =
∑

1/S4
i→j (1)

where, Si→j denotes the strength of causal connectivity from
brain region BA i to j. BA i and BA j are two adjacent brain
regions in the shortest causal connectivity path from BA k to n
(Figure 2A). The shortest causal connectivity path reflects the
strongest causal interaction from one brain region to the other.
Let TPk→n denote the transfer probability of the shortest causal
connectivity path from brain region BA k to n, then TPk→n was
defined as:

TPk→n =
∏

Pi→j (2)

where, Pi→j denotes the probability of synchronous or
asynchronous causal connectivity from brain region BA i
to j (Figure 2A). The transfer probability reflects the influence
extent of one brain region’s neural activity on the other through
the shortest causal connectivity path. TPk→n > 0 indicates
a positive influence, and TPk→n < 0 indicates a negative
influence. In general, TPk→n > 0.05 or TPk→n < − 0.05 is
regarded as a significant influence.

Positive Reproducible Test (PRT)
In statistical hypothesis testing, a type I error is the incorrect
rejection of a true null hypothesis (i.e., a “false positive”), while
a type II error is the failure to reject a false null hypothesis (i.e.,
a “false negative”). A false positive probability is regarded as
the exact probability of committing a type I error or the exact
level of significance (i.e., p-value). A false-negative probability is

FIGURE 2 | Diagram of the shortest causal connectivity path, transfer
probability, and type I and II errors. (A) The diagram of the shortest causal
connectivity path and transfer probability. (B) The diagram of type I error and
type II error. The curves in the diagram are statistical distributions. The
parameters µ0 and µ1 are the means or expectations of the distributions. The
value of µ0 is equal to zero, and the value of µ1 depends on the actual
appilcation. BA, Brodmann’s Area.
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the exact probability of committing a type II error (Figure 2B).
Types I and II error probabilities (i.e., false-positive and -negative
probabilities) are a zero-sum game for any given sample size.
Any method that protects more against one type of error is
guaranteed to increase the probability of the other kind of error
(Lieberman and Cunningham, 2009). Reduced type I error will
lead to increased type II error. Thus, we suppose a positive
reproducible test method to obtain a trade-off between the false-
positive and -negative probabilities. This method is described
as follows: (1) set p-value (i.e., false-positive probability) as a
significant level in a statistical hypothesis testing for all samples
and obtain n positive effects A1, A2, · · · , An; (2) randomly select
k samples and repeat the statistical hypothesis testing; (3) repeat
step (2) M times; (4) if the positive effect Ai occurs mi times, then
the reproducible rate Ri of the positive effect Ai is defined as

Ri =
mi

M
(3)

where, i 1, 2, · · · , n, higher Ri means fewer type I errors. This
supposed method can obtain low false-negative probability and
few type I errors through selecting high Ri in the statistical
hypothesis testing.

Causal Connections and Nodal Degrees
The total number of synchronous or asynchronous input
causal connectivity of a brain region is defined as synchronous
or asynchronous input nodal degree of the brain region.
Similarly, the total number of synchronous or asynchronous
output causal connectivity of a brain region is defined
as synchronous or asynchronous output nodal degree of
the brain region.

Enhanced synchronous input causal connectivity and
increased synchronous input nodal degree of a brain region
mean that some original functions associated with the brain
region will be weakened due to increased resource occupation.
Similarly, enhanced asynchronous input causal connectivity and
increased asynchronous input nodal degree of a brain region
indicate that neural activity of the brain region will be depressed
and related functions will be weakened.

Weakened synchronous input causal connectivity and
reduced synchronous input nodal degree of a brain region
imply that some functions associated with the brain region will
be enhanced due to decreased resource occupation. Similarly,
weakened asynchronous input causal connectivity and reduced
asynchronous input nodal degree of a brain region indicate that
the neural activity of this brain region will be enhanced due to
reduced neural inhibition.

Enhanced synchronous output causal connectivity and
increased synchronous output nodal degree of a brain region
imply that the information processing ability of the brain region
will be enhanced due to occupying more resources. Similarly,
enhanced asynchronous output causal connectivity and increased
asynchronous output nodal degree of a brain region indicate that
the brain region enhances its information processing abilities
through depressing neural activities of other brain regions.

Weakened synchronous output causal connectivity and
reduced synchronous output nodal degree of a brain region

imply that the information processing ability associated with the
brain region will decline due to interrupted causal connectivity.
Similarly, weakened asynchronous output causal connectivity
and reduced asynchronous output nodal degree of a brain
region imply the decline of some functions associated with
the brain region.

All performances were executed using the VDB1.6
software package.

Statistical Analyses
We performed two-sample t-tests to examine group differences
in age, educational levels, hearing levels, and neuropsychological
test scores. A Chi-square test was conducted to examine group
differences in sex. Statistical analyses were conducted using
SPSS software (version 19.0), and a p < 0.05 was considered
to indicate a significant difference in any single analysis.
A p < 0.05 (FDR corrected) is considered as a significant
difference across the hearing loss and normally hearing
control group for the two-sample t-tests of neuropsychological
performance scores.

RESULTS

Neuropsychological Test Results
The results of neuropsychological tests are summarized in
Table 2. Compared with normally hearing controls, patients
with hearing loss presented significantly decreased test scores
(p < 0.05, FDR corrected) in MMSE, VF, and BDS, but
significantly increased test scores (p < 0.05, FDR corrected) in
TMTA, SCWTA, SCWTB, and SCWTC. A lower score means
a worse performance for MMSE, VF, and BDS. A higher score
means a worse performance for TMTA, SCWTA, SCWTB, and
SCWTC. No significant difference was observed in other tests
across the two groups.

TABLE 2 | Summary of neuropsychological tests.

Tests Hearing loss (n = 12) Normal (n = 12) Statistic (df) p-value

MMSE 27.3 ± 0.54 29 ± 0.30 T = −2.776 (17.3)** 0.013*

DSST 35.4 ± 4.1 45.1 ± 3.8 T = −1.735 (22) 0.370

VF 25.7 ± 1.8 32.8 ± 1.8 T = −2.807 (22) 0.01*

FDS 6.9 ± 0.29 7.6 ± 0.26 T = −1.72 (22) 0.099

BDS 4.2 ± 0.17 5.2 ± 0.34 T = −2.613 (22) 0.016*

TMTA 58.6 ± 5.62 42.7 ± 2.47 T = 2.589 (15.1)** 0.020*

TMTB 160.6 ± 16.5 123.0 ± 11.3 T = 1.876 (22) 0.074

SCWA 30.5 ± 2.1 24.3 ± 1.3 T = 2.519 (18.4)** 0.021*

SCWB 47.7 ± 3.8 36.3 ± 1.9 T = 2.677 (22) 0.014*

SCWC 86.3 ± 6.14 65.5 ± 4.7 T = 2.683 (22) 0.014*

Data are mean ± standard errors. df, degrees of freedom.
*p < 0.05 (FDR corrected) is considered as a significant difference.
**Homogeneity test (Levene’s test), p < 0.05, revised t-test. MMSE, mini-mental
state examination; DSST, digit symbol substitution test; VF, verbal fluency; FDS,
forward digit spans; BDS, backward digit spans; TMTA, trail making test part A;
TMTB, trail making test part B; SCWTA, Stroop color–word test A; SCWTB, Stroop
color–word test B; SCWTC, Stroop color–word test C.
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FIGURE 3 | Changes of causal connections in patients with hearing loss (p < 0.05, two-sided, PRT corrected; reproducible rate: 0.5; number of subjects: 10; PRT
threshold: 4000). The red bar denotes enhanced causal connectivity, and the blue bar denotes weakened causal connectivity. The width of the bar indicates the
strength of causal connectivity. The direction of the arrow indicates the direction of causal connectivity. See Table 3 for the BA index. (A) Enhanced synchronous
output causal connections for BA 18R. (B) Enhanced synchronous input causal connections for BA 19R. (C) Weakened asynchronous output causal connections
for BA 9R. (D) Weakened asynchronous input causal connections for BA 25L. (E) Weakened asynchronous input causal connections for BA 30L. (F) Weakened
asynchronous input causal connections for BA 19L.

Changes of Causal Connections
We studied changes of causal connections and nodal degrees in
patients with hearing loss, as well as the relationships between
nodal degrees and cognitive performance scores. The strength of
interregional causal connectivity was corrected using the positive
reproducible test (PRT) method. Only those significant changes
and correlations are described as follows.

We found that the right secondary visual cortex (BA 18R)
presented enhanced synchronous output causal connections
with the left anterior entorhinal cortex (BA 34L) and right
temporopolar area (BA 38R) (Figure 3A); the right associative
visual cortex (BA 19R) exhibited enhanced synchronous
input causal connectivity with the left primary auditory
cortex (BAs 41L and 42L) and secondary visual cortex
(BA 18L) (Figure 3B); the right dorsolateral prefrontal

cortex (BA 9R) exhibited weakened asynchronous output
causal connections with the left primary somatosensory
cortex (BA 2L), left primary motor cortex (BA 4L), and
the somatosensory association cortex (BAs 5L and 5R)
(Figure 3C); the left subgenual cortex (BA 25L) presented
weakened asynchronous input causal connectivity with
the left temporopolar area (BA 38L) and supramarginal
gyrus (BA 40L) (Figure 3D); the left cingulate cortex
(BA 30L) presented weakened asynchronous input causal
connections with the left parahippocampal cortex (BA 36L)
(Figure 3E); the left associative visual cortex (BA 19L) presented
weakened asynchronous input causal connectivity with the
left primary auditory cortex (BA 42L), right orbitofrontal
cortex (BA 11R), and the ventral anterior cingulate cortex (BA
24R) (Figure 3F).
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TABLE 3 | Indexes and corresponding brain regions.

Indexes Brain regions Indexes Brain regions

BA 2L Left primary somatosensory
cortex

BA 11R Right orbitofrontal cortex

BA 4L Left primary motor cortex BA 13L Left insular cortex

BA 5L Left somatosensory
association cortex

BA 13R Right insular cortex

BA 5R Right somatosensory
association cortex

BA 17R Right primary visual cortex

BA 8R Right dorsal frontal cortex BA 18R Right secondary visual
cortex

BA 9R Right dorsolateral prefrontal
cortex

BA 19R Right associative visual
cortex

BA 9L Left dorsolateral prefrontal
cortex

BA 19L Left associative visual
cortex

BA 24R Right ventral anterior
cingulate cortex

BA 25L Left subgenual cortex

BA 32R Right dorsal anterior
cingulate cortex

BA 30L Left cingulate cortex

BA 34L Left anterior entorhinal
cortex

BA 36L Left parahippocampal
cortex

BA 36R Right parahippocampal
cortex

BA 38R Right temporopolar area

BA 38L Left temporopolar area BA 40L Left supramarginal gyrus

BA 41L left primary auditory cortex BA 41R Right primary auditory
cortex

BA 42L left primary auditory cortex BA 43L Left subcentral area

BA 46R Right dorsolateral prefrontal
cortex

BA 44R Right IFC pars opercularis

BA 46L Left dorsolateral prefrontal
cortex

BA 45L Left IFC pars triangularis

Changes of Nodal Degrees
In order to observe whether causal connectivity changes had an
impact on nodal degrees, we studied the nodal degree utilizing
two-sample t-tests and found significant changes (p < 0.05, two-
sided) in hearing loss patients. The results are shown in Figure 4.

Compared with normally hearing subjects, patients with
hearing loss presented increased synchronous output nodal
degrees in BA 18R (Figure 4A); increased synchronous input
nodal degrees in BA 19R (Figure 4B); reduced asynchronous
output nodal degrees in BA 9R (Figure 4C); and reduced
asynchronous input nodal degrees in BAs 19L, 25L, and 30L
(Figures 4D–F).

Changes of the Shortest Causal
Connectivity Paths
The shortest causal connectivity path from one brain region to
the other reflects the strongest causal interaction between these
two brain regions. It is unclear whether the change of nodal
degree also leads to the change of the shortest causal connectivity
path; we studied this issue. Our study focused on the shortest
causal connectivity paths between the visual cortex, auditory
cortex, and those brain areas associated with speech processing.
The results are shown in Figure 5.

Compared with normal-hearing subjects, patients with
hearing loss presented a shorter causal connectivity path

FIGURE 4 | Changes of nodal degrees in patients with hearing loss. Bars:
mean ± standard errors. See Table 3 for the BA index. (A) The bar graph
of synchronous output nodal degrees for BA 18R. (B) The bar graph
of synchronous input nodal degrees for BA 19R. (C) The bar graph of
asynchronous output nodal degrees for BA 9R. (D) The bar graph
of asynchronous input nodal degrees for BA 19L. (E) The bar graph of
asynchronous input nodal degrees for BA 25L. (F) The bar graph of
asynchronous input nodal degrees for BA 30L.

(p < 0.0001, two-sided, two-sample t-test, uncorrected) and a
bigger transfer probability (hearing loss group = −0.41, normal-
hearing control = −0.24) from BA 18R to Broca’s area (BA
45L) (Figures 5A,B). In addition, we also studied the shortest
causal connectivity paths and transfer probabilities (hearing loss
group = −0.25, normal-hearing control = −0.61) from BA 18R
to 41L (Figures 5C,D); BA 19L to 45L with transfer probabilities
(hearing loss group = −0.41, normal-hearing control = −0.37)
(Figures 5E,F); BA 19L to 41L with transfer probabilities
(hearing loss group = +0.25, normal-hearing control = −0.10)
(Figures 5G,H); and BA 41R to 45L with transfer probabilities
(hearing loss group = +0.16, normal-hearing control = +0.24)
(Figures 4I,J). The transfer probability > 0.05 or < −0.05
indicates that the change of neural signal in one brain region
has significant effects on the other through the shortest causal
connectivity path from one brain region to the other.

Correlation Analysis
In order to investigate whether nodal degree changes can
contribute to cognitive decline, we studied the relationship
of cognitive performance scores with nodal degrees utilizing
Pearson’s correlation analysis method. The results are described
as follows. VF test scores exhibited a significant negative
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FIGURE 5 | The shortest causal connectivity paths and transfer probabilities.
Strengths of interregional causal connections were corrected by using positive
reproducible test (PRT) method: p < 0.05, PRT corrected; reproducible rate
0.5; number of subjects 10; PRT threshold 1000. The golden bar denotes
synchronous causal connectivity, and the light blue bar denotes asynchronous
causal connectivity. The width of the bar indicates the strength of causal
connectivity. The direction of the bar indicates the direction of causal
connectivity. The transfer probability indicates the influence of one brain region
on the other through the shortest causal connectivity path. Transfer
probability > 0.05 denotes a significant positive effect, and transfer
probability < −0.05 denotes a significant negative effect. See Table 3 for the
BA index. (A,B) Denote the shortest causal connectivity path from BA 18R to
45L in the hearing loss and the normal control,respectively. (C,D) Denote the
shortest causal connectivity path from BA 18R to 41L in the hearing loss and
the normal control,respectively. (E,F) Denote the shortest causal connectivity
path from BA 19L to 45L in the hearing loss and the normal control,
respectively. (G,H) Denote the shortest causal connectivity path from BA 19L
to 41L in the hearing loss and the normal control, respectively. (I,J) Denote the
shortest causal connectivity path from BA 41R to 45L in the hearing loss and
the normal control, respectively.

correlation with synchronous output nodal degrees of BA 18R
(Figure 6A); TMTA test scores exhibited a significant positive
correlation with synchronous input nodal degrees of BA 19R
(Figure 6B); SCWTA test scores presented a significant negative
correlation with asynchronous input nodal degrees of BA 19L
(Figure 6C); SCWTC test scores presented a significant negative
correlation with asynchronous output nodal degrees of BA 9R
(Figure 6D); MMSE test scores presented significant positive
correlations with asynchronous input nodal degrees of both BA
25L and BA 30L (Figures 6E,F).

In addition, we also analyzed the correlations of cognitive
performance scores with lengths of the shortest causal
connectivity paths from BA 18R to Broca’s area (BA 45L).
We found that both MMSE and VF test scores were positively
correlated with lengths of the shortest causal connectivity paths
from BA 18R to BA 45L (Figures 7A,B). On the contrary,
SCWTB and SCWTC test scores presented negative correlations
with the path lengths (Figures 7C,D).

In this study, we have mixed controls and hearing loss subjects
into one set and computed correlations (Figures 6, 7). This may
lead to a curious correlation given the fact that the hearing loss
subjects may simply show a different outcome than controls. To
verify this issue, we recomputed those correlations by separating
controls and hearing loss subjects and found that only several
correlations are significant: synchronous output nodal degrees of
BA 18R with VF test scores in the control group (Figure 8A);
MMSE test scores with asynchronous input nodal degrees of
BA 30L in the hearing loss group (Figure 8B); SCWTC test
scores with asynchronous output nodal degrees of BA 9R in the
hearing loss group (Figure 8C); and lengths of the shortest causal
connectivity paths from BA 18R to BA 45L with MMSE test scores
in the hearing loss group (Figure 8D).

To further explore the influence of hearing loss on causal
connectivity network, we also studied the relationships between
nodal degrees and durations of hearing loss. Pearson’s correlation
analysis revealed that the asynchronous output nodal degree of
BA 23L strongly negatively related with the duration of hearing
loss (Figure 9A); similarly, the synchronous output nodal degree
of BA 23R strongly negatively related with the duration of hearing
loss as well (Figure 9B).

DISCUSSION

The present study investigated adult-onset hearing loss and
its effects on the connectivity in the brain using resting-
state functional magnetic resonance imaging (fMRI). The main
findings of the study are described as follows. Patients with
hearing loss presented increased synchronous input causal
connectivity for the right associative visual cortex with the
auditory cortex and exhibited a shorter causal connectivity
path from the right secondary visual cortex to Broca’s area.
These findings were consistent with cross-modal reorganization.
Moreover, we also observed nodal degree changes in the
right secondary visual cortex, associative visual cortex, right
dorsolateral prefrontal cortex, left subgenual cortex, and
the left cingulate cortex. These changes were significantly
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FIGURE 6 | Correlations between nodal degrees and cognitive performance scores. See Table 3 for the BA index. (A) The correlation of synchronous output nodal
degrees for BA 18R with VF test scores. (B) The correlation of synchronous input nodal degrees for BA 19R with TMTA test scores. (C) The correlation of
asynchronous input nodal degrees for BA 19L with SCWTA test scores. (D) The correlation of asynchronous output nodal degrees for BA 9R with SCWTC test
scores. (E) The correlation of asynchronous input nodal degrees for BA 25L with MMSE test scores. (F) The correlation of asynchronous input nodal degrees for BA
30L with MMSE test scores.

related with poor cognitive performances. In addition, we
also noted that changes of neural signal in the visual
cortex had negative effects on neural activity of Broca’s

area but, in the auditory cortex, had positive effects on
neural activity of Broca’s area through the shortest causal
connectivity paths.
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FIGURE 7 | Correlations between cognitive performance scores and lengths of the shortest causal connectivity paths from BA 18R to Broca’s area (BA 45L). See
Table 3 for the BA index. (A) The correlation of MMSE test scores with the shortest path lengths from BA 18R to Broca’s area. (B) The correlation of VF test scores
with the shortest path lengths from BA 18R to Broca’s area. (C) The correlation of SCWTB test scores with the shortest path lengths from BA 18R to Broca’s area.
(D) The correlation of SCWTC test scores with the shortest path lengths from BA 18R to Broca’s area.

Auditory–Visual Inhibition and
Cross-Modal Reorganization
Molloy et al. (2015) found that a visual search task of high
perceptual load led to reduced auditory evoked activity in
auditory cortical areas compared with that of low perceptual
load. Moreover, the reduction in neural responses of the auditory
cortex was associated with reduced awareness of the sound. Study
on animals found that activation of the auditory cortex by a noise
burst suppressed neural activities of the visual cortex via cortico-
cortical inhibitory circuits (Iurilli et al., 2012). These findings
support a neural account of shared audiovisual resources, which
lead to auditory–visual inhibition. Our results are consistent with
previous studies. Furthermore, this current study also found
that patients with hearing loss presented reduced auditory–
visual inhibition through the shortest causal connectivity path
from the right secondary visual cortex to the left primary
auditory cortex (BA 41L) and weakened asynchronous input
causal connectivity from the left primary auditory cortex (BA
42L) to the left associative visual cortex. Reduced auditory–visual
inhibition might contribute to the auditory cortex recruited by

visual modality. In addition, hearing loss patients also exhibited
enhanced synchronous input causal connectivity from the left
primary auditory cortex to the right associative visual cortex, as
well as enhanced causal connectivity through a shortest causal
connectivity path from the left associative visual cortex to the
left primary auditory cortex. These results suggest that there
exists auditory–visual reorganization in patients with long-term
bilateral mild-to-severe hearing loss.

Influence of Visual and Auditory Signals
on Neural Activities of Broca’s Area
Previous investigations found that enhanced visual-evoked
activation in auditory brain regions of individuals with early
or profoundly hearing loss was associated with poor speech
comprehension (Doucet et al., 2006; Sandmann et al., 2012;
Lazard and Giraud, 2017), and greater activation of auditory
cortical areas in adult CI users during lip-reading predicted
poorer speech understanding abilities (Strelnikov et al., 2013).
Activation of auditory cortex by visual language might limit its
capacity for auditory signal processing (Schormans et al., 2017).
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FIGURE 8 | Correlations of the shortest causal connectivity path lengths and nodal degrees with cognitive performance scores in the control or the hearing loss
group. See Table 3 for the BA index. (A) The correlation of synchronous output nodal degrees for BA 18R with VF test scores in the normal control group. (B) The
correlation of asynchronous input nodal degrees for BA 30L with MMSE test scores in the hearing loss group. (C) The correlation of asynchronous output nodal
degrees for BA 9R with SCWTC test scores in the hearing loss group. (D) The correlation of the shortest path lengths from BA 18R to 45L with MMSE test scores in
the hearing loss group.

Therefore, auditory–visual reorganization is maladaptive for
hearing restoration with a CI (Sandmann et al., 2012). It is well
known that Broca’s area is associated with speech processing
(Grewe et al., 2005; DeWitt and Rauschecker, 2012). This
current study found that the signal from the visual cortex had
a negative effect on neural activity of Broca’s area through the
shortest causal interactive path with big transfer probability.
In particular, the path from the visual cortex to Broca’s area
is shorter in patients with hearing loss than in normally
hearing controls; one possible reason is that hearing loss leads
to auditory–visual reorganization, which contributes to larger
synchronous output nodal degree of the visual cortex in hearing
loss patients. As a result, more brain regions are linked with the
visual cortex and lead to the shorter causal connectivity path,

and these changes contribute to stronger interregional causal
interaction and inhibition of visual signal for speech processing.
Furthermore, shorter causal interactive paths from the visual
cortex to Broca’s area and larger synchronous output nodal
degrees of the visual cortex are associated with poorer speech
processing performances manifested as lower VF test scores
and higher SCWTB and SCWTC test scores in hearing loss
patients. Measures of VF are mainly used to investigate language
deficits (Tombaugh et al., 1999). Low VF test scores suggest
poor speech processing. SCWTB and SCWTC performances
are widely used to measure the ability of inhibiting cognitive
interference (Scarpina and Tagini, 2017). High SCWTB and
SCWTC test scores reflect a strong inhibition of the visual
signal for speech processing. In addition, BA 18R in patients
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FIGURE 9 | Correlations between nodal degrees and durations of hearing loss. See Table 3 for the BA index. (A) The correlation of asynchronous output nodal
degrees for BA 23L with durations of hearing loss (years). (B) The correlation of synchronous output nodal degrees for BA 23R with durations of hearing loss (years).

with hearing loss presented enhanced synchronous output casual
connectivity with the left anterior entorhinal cortex (BA 34L)
and right temporopolar area (BA 38R). BA 34L is associated
with cognitive processing (Kovari et al., 2003), and BA 38R is
involved in language processing and visual object naming (Poch
et al., 2016). These results imply that visual language may be
maladaptive for speech processing.

This current study found that the neural signal from the
right primary auditory cortex (BA 41R) enhanced neural activity
of Broca’s area through the shortest causal connectivity path
with big transfer probability. Auditory language is adaptive for
speech processing; thus current findings support the opinion
that intensive and rigorous oral language training can improve
language performance of patients with hearing loss following
restorative strategies (Kos et al., 2009).

Cognitive Decline Associated With
Cerebral Cortex Plasticity
Behavior studies found that hearing loss was associated with
incident all-cause dementia (Lin et al., 2011b) and poor cognitive
performances such as low scores on DDST and MMSE tests
(Lin, 2011; Xu et al., 2017), as well as memory and executive
function tests (Lin et al., 2011a). A lot of adults over the age of
60 have both hearing loss and cognitive decline simultaneously
(Lin et al., 2011c, 2013). Accumulating evidence from the clinical
investigations indicates that there exists a link between hearing
loss and cognitive decline (Lindenberger and Baltes, 1994;
Lin et al., 2013; Heywood et al., 2017; Huh, 2018; Jayakody et al.,
2018; Loughrey et al., 2018). Our current results are consistent
with previous investigations. Compared with normally hearing
subjects, patients with long-term bilateral hearing loss exhibited
significantly poor cognitive performances in MMSE, VF, BDS,
TMTA, SCWTA, SCWTB, and SCWTC tests.

Hearing loss contributes to changes in the brain network
associated with cognitive processing. Resting-state fMRI studies

reported increased functional connectivity and abnormal neural
activities in the default mode network (DMN) of individuals with
hearing loss compared with normally hearing subjects (Husain
et al., 2014; Xu et al., 2017). In addition, previous studies
also reported decreased resting-state functional connectivity
from the insula to the DMN (Xu et al., 2019a,d), as well as
reduced thalamic connectivity with the DMN (Xu et al., 2019c).
These investigations indicate that hearing loss leads to neural
activity changes in the DMN, which is responsible for cognitive
processing (Wheeler et al., 2006; Leech et al., 2011). However, it is
not entirely clear whether changes in brain networks contribute
to cognitive decline in hearing loss patients. This current study
found that the right dorsolateral prefrontal cortex (BA 9R), left
subgenual cortex (BA 25L), left cingulate cortex (BA 30L), and
the associative visual cortex presented significantly weakened
asynchronous causal connections with those brain regions
associated with cognitive, language, auditory, and sensor motor
processing. Moreover, BAs 9R, 25L, 30L, and 19L presented
significantly reduced nodal degrees, which were associated with
poor cognitive performances. Previous studies indicate that BA
9R plays a crucial role in visual processing, working memory,
and the decisional processes (Manoach et al., 1999; Pierrot-
Deseilligny et al., 2003); BA 25L is involved in cognitive behavior
activity associated with emotional process (Drevets et al., 1997);
BA 30L is associated with implementing retrieval strategies
for episodic memory (Nestor et al., 2003); and the associative
visual cortex is associated with visual processing, associative
memory formation, and cognitive function (McKee et al., 2006;
Gazzaley et al., 2007; Rosen et al., 2018). These results suggest
that changes in the causal connectivity network might be
an important reason that contributes to cognitive decline in
hearing loss patients.

In a word, our findings suggest that changes in brain causal
connectivity networks are an important mark of cognitive decline
in patients with hearing loss. Auditory and visual language

Frontiers in Neuroscience | www.frontiersin.org 12 July 2021 | Volume 15 | Article 6288663737

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-15-628866 June 25, 2021 Time: 19:18 # 13

Zhang et al. Brain Causal Connectivity Network Changes

signals might have different effects on speech processing. Our
research provides some implications for rehabilitation of patients
with hearing loss.

Limitations
Our study has a lower limit of sample size; therefore, significant
effects observed may also be the consequence of small power.
Hearing loss during development and hearing loss in adulthood
may have different effects. The aim of the present study was
to investigate adult-onset long-term bilateral mild-to-severe
sensorineural hearing loss. However, the use of auditorily
presented cognitive tests might have biased the results. In
addition, we only investigated resting-state causal connectivity,
and these results might be different with stimulus-related
connectivity (Okano et al., 2020; Yusuf et al., 2021).
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Objectives: Acoustic temporal envelope (E) cues containing speech information are
distributed across all frequency spectra. To provide a theoretical basis for the signal
coding of hearing devices, we examined the relative weight of E cues in different
frequency regions for Mandarin disyllabic word recognition in quiet.

Design: E cues were extracted from 30 continuous frequency bands within the range of
80 to 7,562 Hz using Hilbert decomposition and assigned to five frequency regions from
low to high. Disyllabic word recognition of 20 normal-hearing participants were obtained
using the E cues available in two, three, or four frequency regions. The relative weights
of the five frequency regions were calculated using least-squares approach.

Results: Participants correctly identified 3.13–38.13%, 27.50–83.13%, or 75.00–
93.13% of words when presented with two, three, or four frequency regions,
respectively. Increasing the number of frequency region combinations improved
recognition scores and decreased the magnitude of the differences in scores between
combinations. This suggested a synergistic effect among E cues from different
frequency regions. The mean weights of E cues of frequency regions 1–5 were 0.31,
0.19, 0.26, 0.22, and 0.02, respectively.

Conclusion: For Mandarin disyllabic words, E cues of frequency regions 1 (80–502 Hz)
and 3 (1,022–1,913 Hz) contributed more to word recognition than other regions, while
frequency region 5 (3,856–7,562) contributed little.

Keywords: relative weight, envelope cues, frequency region, Mandarin Chinese, disyllabic word

INTRODUCTION

The World Health Organization estimates that > 5% of the world’s population (approximately 466
million people) suffer from disabling hearing loss (WHO, 2020). Approximately one-third of people
over the age of 65 years suffer from different degrees of sensorineural hearing loss (SNHL), one of
the most common forms of hearing loss (WHO, 2020). Cochlear implants (CIs) remain the only
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effective device for restoring speech communication ability in
patients with severe to profound SNHL (Tavakoli et al., 2015).
In people with normal hearing, the cochlea converts speech
signals into bioelectrical signals, which are transmitted through
the auditory nerve to the brain so that listeners are able to
sense various sounds. The basilar membrane in the cochlea
can be regarded as a series of overlapping bandpass filters,
each of which has its own unique characteristic frequency.
When the basilar membrane is vibrated by sound, the sound
signal of a characteristic frequency causes amplitude to peak
at the corresponding basilar membrane partition (Smith et al.,
2002). As electronic devices, CIs stimulate the auditory nerve
via amplitude-modulated pulses that carry important temporal
information of speech signals.

Speech is a complex acoustic signal and can be viewed
in terms of two domains: temporal information and spectral
information. Temporal information refers to information in
speech signals with time-varying wave rates, which can be divided
into the temporal envelope (E) below 50 Hz, periodic fluctuations
in the range of 50–500 Hz, and temporal fine structure in
the range of 500–10,000 Hz (Rosen, 1992). E cues contain
temporal modulation information, which is most important for
speech perception in quiet conditions, whereas the temporal
fine structure can provide information in noisy environments
and for tonal and pitch recognition (Smith et al., 2002; Xu and
Pfingst, 2003; Moore, 2008; Ardoint and Lorenzi, 2010; Wang
et al., 2016). Vocoder studies have shown that E modulation
rates of 4–16 Hz are most important for speech intelligibility in
quiet (Drullman et al., 1994a,b; Shannon et al., 1995). However,
when speech has to be perceived against interfering speech, both
slower and faster modulation rates, which are associated with
prosodic (Füllgrabe et al., 2009) and fundamental frequency (Xu
et al., 2002; Stone et al., 2008), respectively, become important
for identification.

Recently, many researchers have investigated the relative
importance of E cues from different frequency regions. Shannon
et al. (2002) studied the influence of temporal E cues
from different frequency regions on English recognition by
removing specific spectral information. They found that the
removal medium and high frequencies had greater impacts
than low frequencies. This is supported by Apoux and Bacon
(2004) who also reported that temporal E cues from different
frequency regions are important in quiet conditions, while
the high-frequency region (>2,500 Hz) is more important
in noisy environments. In addition, using a classic high-
pass and low-pass filtering experiment paradigm (French and
Steinberg, 2005), Ardoint et al. (Ardoint and Lorenzi, 2010)
demonstrated that E cues for frequency bands approximately
1,000–2,000 Hz are most important in French vowel–consonant–
vowel speech recognition. The different frequency ranges and
their respective importance in these investigations of non-
tonal languages motivated us to examine the relative weight
of E cues in different frequency regions for Mandarin Chinese
speech recognition.

Mandarin Chinese is a tonal language and has the most
first-language speakers of any language in the world. It
includes 23 consonants, 38 vowels, and 5 tones. The 38 vowels

consist of 9 monophthongs, 13 diphthongs and triphthongs,
and 16 nasal finals. The tones include tone 1 (high-level),
tone 2 (mid-rising), tone 3 (low-dipping), and tone 4 (high-
falling) (Xu and Zhou, 2011). In addition, there is a fifth
tone, usually called a neutral tone or tone 0, that occurs
in unstressed syllables in multisyllabic words or connected
speech (Yang et al., 2017). There are many polysyllabic words
in Mandarin, most of which are disyllabic, and different
tones can represent many different meanings (Nissen et al.,
2005). Thus, the recognition of disyllabic words plays an
important role in Mandarin speech recognition. Despite the
large number of people who speak Mandarin as a mother
tongue, there has been little emphasis on the relative weight
of temporal and spectral information in different frequency
regions for Mandarin Chinese. The present study intends to
fill this knowledge gap. Our results may benefit CI wearers
whose native language is Mandarin Chinese and ultimately
improve their speech recognition performance and quality of life
(McRackan et al., 2018).

Speech recognition is an interactive process between the
speech characteristics of auditory signals and the long-term
language knowledge of the listener, enabled by the decoding of
speech through integrative bottom-up and top-down processes
(Tuennerhoff and Noppeney, 2016). Speech recognition includes
phonemes, syntax, and semantic recognition (Etchepareborda,
2003; Desroches et al., 2009). Phonemes are the smallest unit
of sound that distinguish one word from another word in a
language. Syntax refers to the meaning and interpretation of
words, signs, and sentence structure, and depends on elements
such as language environment and contextual information.
Based on the semantic information of language, we can
roughly judge the content range. Bottom-up mechanisms
include phoneme recognition (Tuennerhoff and Noppeney,
2016), which disyllabic word recognition primarily relies
on. Top-down mechanisms include syntactic and semantic
information (Etchepareborda, 2003; Desroches et al., 2009).
In an fMRI study, Tuennerhoff and Noppeney (2016) found
that activations of unintelligible fine-structure speech were
limited to the primary auditory cortices, but when top-down
mechanisms made speech intelligible, the activation spread
to posterior middle temporal regions, allowing for lexical
access and speech recognition. Sentences can provide listeners
with an envelope template where lexical and phonological
constraints can help segment the acoustic signal into larger
comprehensible temporal units, similar to the spatial “pop-out”
phenomenon in visual object recognition (Dolan et al., 1997).
Both top-down and bottom-up mechanisms are essential in the
recognition of sentences.

While Mandarin Chinese word recognition relies more on
tone recognition, sentence recognition can be inferred from
context, which is consistent with the top-down mechanisms of
speech recognition. Our team previously found that acoustic
temporal E cues in frequency regions 80–502 Hz and 1,022–1,913
Hz contributed significantly to Mandarin sentence recognition
(Guo et al., 2017). The present study builds on these findings and
further investigates the relative weights of E cues for Mandarin
disyllabic word recognition.
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MATERIALS AND METHODS

Participants
We recruited a total of 20 participants (10 males and 10 females),
who were graduates of Shanghai Jiao Tong University with
normal audiometric thresholds (≤ 20 dB HL) bilaterally at
octave frequencies of 0.25–8 kHz. Their ages ranged from 22
to 28 (average, 24) years. All participants were native Mandarin
speakers with no reported history of ear disease or hearing loss.
Pure-tone audiometric thresholds were measured with a GSI-
61 audiometer (Grason-Stadler, Madison, WI, United States)
using standard audiometric procedures. No participant had any
preceding exposure to the speech materials used in the present
study. All participants provided signed consent forms before
the experiment and were compensated on an hourly basis for
their participation. The protocol was approved by the ethics
committee of Shanghai Jiao Tong University Affiliated Sixth
People’s Hospital (ChiCTR-ROC-17013460), and the experiment
was performed in accordance with the Declaration of Helsinki.

Signal Processing
Mandarin disyllabic speech test materials issued by the Beijing
Institute of Otolaryngology were used for disyllable word
recognition in quiet conditions. The test materials included
10 lists, each of which contained 50 disyllabic words covering
96.65% of the words used in daily life (Wang et al., 2007). The
disyllable words were filtered into 30 contiguous frequency bands
using zero-phase, third-order Butterworth filters (18 dB/octave
slopes), ranging from 80 to 7,562 Hz (Li et al., 2016). Each band
had an equivalent rectangular bandwidth for normal-hearing
participants, simulating the frequency selectivity of the normal
auditory system (Glasberg and Moore, 1990).

The E cues were extracted from each band using Hilbert
decomposition followed by low-pass filtering at 64 Hz with a
third-order Butterworth filter. E cues were then used to modulate
the amplitude of a white-noise carrier. The modulated noise
was filtered using the same bandpass filters and summed across
frequency bands to form the frequency regions of acoustic E cues.
We focused on the parameters used in clinics to assess hearing
levels; i.e., low-frequency (< 500 Hz), medium-low-frequency
(500–1,000 Hz), medium-frequency (1,000–2,000 Hz), medium-
high-frequency (2,000–4,000 Hz), and high-frequency (4,000–
8,000 Hz) regions. We chose cutoff frequencies closest to the
audiometric frequencies 500, 1,000, 2,000, 4,000, and 8,000 Hz.
Thus, frequency bands 1–8, 9–13, 14–18, 19–24, and 25–30 were
combined to form frequency regions 1–5 (Table 1).

To investigate the role of different frequency regions
in Mandarin disyllabic word recognition, participants were
presented with acoustic E cues from two frequency regions (10
conditions, namely, Region 1 + 2, Region 1 + 3, Region 1 + 4,
Region 1 + 5, Region 2 + 3, Region 2 + 4, Region 2 + 5, Region
3 + 4, Region3 + 5, and Region 4 + 5), three frequency regions
(10 conditions, namely, Region 1 + 2 + 3, Region 1 + 2 + 4,
Region 1 + 2 + 5, Region 1 + 3 + 4, Region 1 + 3 + 5, Region
1+ 4+ 5, Region 2+ 3+ 4, Region 2+ 3+ 5, Region 2+ 4+ 5,
and Region 3+ 4+ 5), and four frequency regions (5 conditions,

TABLE 1 | Cutoff frequencies of the 30 frequency bands.

Frequency regions Band Lower frequency (Hz) Upper frequency (Hz)

1 1 80 115

2 115 154

3 154 198

4 198 246

5 246 300

6 300 360

7 360 427

8 427 502

2 9 502 585

10 585 677

11 677 780

12 780 894

13 894 1,022

3 14 1,022 1,164

15 1,164 1,322

16 1,322 1,499

17 1,499 1,695

18 1,695 1,913

4 19 1,913 2,157

20 2,157 2,428

21 2,428 2,729

22 2,729 3,066

23 3,066 3,440

24 3,440 3,856

5 25 3,856 4,321

26 4,321 4,837

27 4,837 5,413

28 5,413 6,054

29 6,054 6,767

30 6,767 7,562

namely, Region 1 + 2 + 3 + 4, Region 1 + 3 + 4 + 5, Region
1+ 2+ 4+ 5, Region 1+ 2+ 3+ 5, and Region 2+ 3+ 4+ 5).
To prevent the possible use of transitional band information
(Warren et al., 2004; Li et al., 2015), the frequency regions
including disyllabic word E cues and complementary frequency
regions (i.e., noise-masking), were combined to present a speech-
to-noise ratio of 16 dB. For example, the “Region 1+ 2” condition
indicates that the participant was presented with a stimulus
consisting of E cues for disyllabic words in frequency regions
1 and 2 with noise in frequency regions 3, 4, and 5. Similarly,
“Region 1 + 2 + 3 + 4” indicates that the stimulus comprised
acoustic temporal E cues in frequency regions 1, 2, 3, and 4 with
noise in frequency region 5.

Testing Procedure
None of the participants had previously participated in
perceptual experiments testing acoustic temporal E cues.
The participants were tested individually in a double-walled,
soundproof room. All stimuli were delivered via HD 205 II
circumaural headphones (Sennheiser, Wedemark, Germany) at
approximately 65 dB SPL (range, 60–75 dB SPL).
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About 30 min of practice was provided before the formal
test. The practice vocabulary comprised 50 disyllabic words (i.e.,
one list of the test material). Words were first presented under
the “full region” condition and then experimental stimuli were
presented randomly. Feedback was given during practice. To
familiarize participants with the stimuli, they were allowed to
listen to words repeatedly for any number of times before moving
on to the next word until their performance stabilized.

In the formal test, participants were allowed to listen to words
as many times as they wanted. Most participants listened to each
word two or three times before moving on. All conditions and
corresponding material lists were presented in random order
for each participant to avoid any order effect. Participants were
encouraged to repeat words as accurately as possible and to
guess if necessary. No feedback was provided during the test.
Each keyword in the disyllabic word lists was rated as correct
or incorrect, and the results were recorded as the percentage
of correct words under different conditions. The participants
were allowed to take breaks whenever necessary. Each participant
required approximately 1.5–2 h to complete the set of tests.

Statistical Analysis
Statistical analyses were conducted using the Statistical Package
for Social Sciences version 22.0 (IBM Co., Armonk, NY,
United States). Because of our small sample size, we used
the Kruskal–Wallis test to analyze results from different test
conditions for disyllabic word recognition. Pairwise comparison
using results of different test conditions for disyllabic word
recognition was performed with post hoc analysis (the Bonferroni
test). The relative weights of the five frequency regions were
calculated using the least-squares approach (Kasturi et al., 2002).
The Mann–Whitney U test was used to compare the relative
weights of the five frequency regions for Mandarin disyllabic
word and sentence recognition.

RESULTS

Scores for Mandarin Disyllabic Word
Recognition Across Conditions Using E
Cues
Participants correctly identified 3.13–38.13% of words when
presented with E cues in two frequency regions (Figure 1);
scores were highest for Region 1 + 2 (38.13% correct) and
lowest for Region 2 + 4 (3.13% correct). Thus, these conditions
were unfavorable for participants to understand the meaning of
disyllabic words. In addition, the percentage of correct responses
differed significantly among frequency region combinations
(H = 167.288, p < 0.05). Regions 1 + 2 and Region 1 + 3
had significantly higher scores than other conditions with two
frequency regions (adjusted p < 0.05).

Participants correctly identified 27.50%–83.13% of words
when presented E cues in three frequency regions (Figure 2).
Region 1+ 2+ 3 and Regions 2+ 3+ 4 had high scores (78.75%
and 83.13% correct, respectively), while Region 2+ 3+ 5 scored
relatively low (27.50% correct). In addition, the percentage of

FIGURE 1 | Percent-correct scores for disyllabic word recognition using
acoustic temporal envelope in two-frequency-region conditions.

FIGURE 2 | Percent-correct scores for disyllabic word recognition using
acoustic temporal envelope in three-frequency-region conditions.

correct responses differed significantly among frequency region
combinations (H = 168.938, p < 0.05). Region 1 + 2 + 3 and
Region 2 + 3 + 4 had significantly higher scores than other
conditions with three frequency regions (adjusted p < 0.05).

Participants correctly identified 75.00–93.13% of words when
presented with E cues in four frequency regions (Figure 3).
Region 1+ 2+ 3+ 4 had the highest score among all conditions
(93.13% correct), while Region 1 + 2 + 4 + 5 had the lowest
score among combinations of four frequency regions (75.00%
correct). In addition, the percentage of correct responses differed
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FIGURE 3 | Percent-correct scores for disyllabic word recognition using
acoustic temporal envelope in four-frequency-region conditions.

significantly among frequency region combinations (H = 60.762,
p < 0.05). As the number of frequency regions increased, speech
recognition scores increased and the magnitude of the difference
between the groups decreased. Region 1 + 2 + 3 + 4 and
Region 1 + 3 + 4 + 5 had significantly higher scores than other
conditions with four frequency regions (adjusted p < 0.05).

Relative Weights of the Five Frequency
Regions in Mandarin Disyllabic Word and
Sentence Recognition
The relative weights of the five frequency regions for Mandarin
disyllabic word recognition using acoustic temporal E cues were
calculated using the least-squares approach (Kasturi et al., 2002).
The strength of each frequency region was defined as a binary
value (0 or 1) depending on whether the frequency region was
present. The weight of each frequency region was then calculated
by predicting the participant’s response as a linear combination
of each frequency region’s intensity. The original weights for the
five frequency regions of each participant were transformed to
relative weights by summing their values, and each frequency
region weight was represented as the original weight divided by
the sum of all weights of the five frequency regions. Thus, the
sum of the relative weights of the five frequency regions was
equal to 1.0. The mean relative weights of frequency regions 1–5
were 0.31, 0.19, 0.26, 0.22, and 0.02, respectively (Figure 4). The
relative weights differed significantly among frequency regions
(H = 94.221, p < 0.05).

Our previous reports showed that the relative weights of
the E cues from frequency regions 1–5 for Mandarin sentence
recognition were 0.25, 0.18, 0.22, 0.20, and 0.15, respectively (Guo
et al., 2017). Thus, the observed trends between sentence and

FIGURE 4 | The relative weights of different frequency regions for Mandarin
disyllabic word and sentence recognition using acoustic temporal envelope.
The data for Mandarin sentence recognition was adopted from a previous
study (Guo et al., 2017). The error bars represent standard errors.
* Statistically significant (p < 0.05).

disyllabic word recognition were similar. The E cues of frequency
regions 1 and 3 contributed more to Mandarin disyllabic word
and sentence recognition than those of the other frequency
regions. Mandarin disyllabic word and sentence recognition had
significantly different relative weights for frequency regions 1, 3,
4, and 5 (p < 0.05; Figure 4) but not for frequency region 2.

DISCUSSION

Vocoder technology is often used to simulate the signal
processing of CIs when studying the function of E cues in
speech recognition. The vocoder separates the speech signal into
different frequency bands through bandpass filters. The E cues
in different frequency bands are extracted and used to modulate
white noise or sine waves. Eventually, the summed E cues of each
frequency band are presented to the participants for perceptual
experiments (Kim et al., 2015; Rosen and Hui, 2015). Previous
research has shown that as the number of frequency bands
segmented by a vocoder increases, the speech recognition rate of
the subjects gradually increases (Shannon et al., 2004; Xu et al.,
2005; Xu and Zheng, 2007). However, it is impossible to increase
the number of intracochlear electrodes infinitely due to a number
of constraints, including interference between adjacent electrodes
(Shannon et al., 2004). Therefore, when the number of electrodes
is fixed, it is necessary to study the relative importance of E cues
in different frequency regions for speech recognition, especially
given the trade-off between the number of spectral channels and
the amount of temporal information (Xu and Pfingst, 2008).

It is worth noting that the bandpass filters used in the
present study had a fairly shallow slope (18 dB/octave). The
listening ability beyond the cutoff frequency that filtered
the stimulus is called “off-frequency listening.” However, our
normal-hearing participants may not have been able to efficiently
use the speech cues in the off-frequency bands because, in
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vocoder processing, the fine structure of each frequency band is
replaced by white noise.

The present study explored the relative importance of E cues
across different frequency regions for Mandarin disyllabic word
recognition. We found that E cues in different frequency regions
contributed differentially to recognition scores. For Mandarin
Chinese disyllabic words, frequency region 1 had the highest
weight (0.31; Figure 4). Thus, the low-frequency region is most
important for Mandarin recognition, which is consistent with
a previous report on Mandarin Chinese sentence recognition
(Guo et al., 2017). However, this is not consistent with the
results of Ardoint et al., who found that E cues in higher regions
(1,800–7,300 Hz) contributed more strongly to French consonant
recognition (Ardoint et al., 2011). Explanations for this difference
include differences in speech materials, since previous studies
have shown that the type of speech material may have a
strong impact on the use of acoustic temporal fine structure
information (Lunner et al., 2012); the cutoff frequencies defined
by different frequency regions used in different experiments; the
methods of processing stimuli and evaluating weights; and, most
importantly, differences inherent to the languages themselves. As
a tone language, Mandarin Chinese has disyllabic words with
different tones that can contain different lexical meanings (Fu
et al., 1998; Wei et al., 2004). Fundamental frequency (F0) and its
harmonics are the primary cues for lexical tone recognition, and
tone contours play an important role in tonal language speech
intelligibility (Feng et al., 2012). Kuo et al. (2008) found that when
F0 information is provided, participants consistently have tone
recognition rates of > 90%; however, without F0 information, E
cue information contributes to tone recognition to a lesser extent.
Considering that F0 information is mainly in the low-frequency
region, which plays an important role in tone recognition (Wong
et al., 2007), the low-frequency region (i.e., region 1) likely has a
strong influence on the recognition of Mandarin Chinese.

The E cues information in the intermediate frequencies
(i.e., region 3, 1,022–1,913 Hz) is important for speech
recognition, which is consistent with previous results. Kasturi
et al. (2002) found that when E cues in a band centered
at 1,685 Hz were removed, English vowel and consonant
recognition declined. In addition, Ardoint et al. (Ardoint
and Lorenzi, 2010) found that E cues conveyed important
distinct phonetic cues in frequency regions between 1,000 and
2,000 Hz. These results indicate that E cues in the frequency
band 1,000–2,000 Hz are important for speech recognition
regardless of language.

We found that relative weights differed significantly between
Mandarin disyllabic word and sentence recognition in frequency
regions 1, 3, 4, and 5 (p < 0.05) but not in frequency
region 2. This may have been due to differences in speech
materials as described earlier and the fact that tone plays a
more important role in understanding disyllabic words (Feng
et al., 2012; Wong and Strange, 2017). Auditory speech input
is rapidly and automatically bound by the participant into a
speech representation in a short-term memory buffer. If this
information matches the speech representation in long-term
memory, relatively automatic and effortless lexical acquisition
occurs. Mismatches are effortlessly controlled using higher-level

linguistic knowledge such as semantics or syntactic contexts.
Therefore, when bottom-up processes fail, controlled processing
and sentence contextual information are used (Rönnberg et al.,
2013). It should be noted that relationship between working
memory (cognitive processing) and speech-in-noise intelligibility
is less evident for younger participants than older hearing-
impaired participants (Füllgrabe and Rosen, 2016). In this study,
a common feature of most sentence-recognition models is that
long-term language knowledge helps the participant choose
the appropriate phonological and lexical candidates, thereby
allowing the participant to make the correct selection step by step
based on the acoustic speech characteristics of the speech signal
(McClelland and Elman, 1986; Norris et al., 2016). The results
of this study showed that Mandarin disyllabic recognition relies
more on tone recognition, which is consistent with a bottom-
up mechanism, whereas sentence recognition is inferred from
context, which is consistent with the top-down mechanism of
speech recognition.

We found that Region 1+ 2 has the highest score among two-
frequency regions. In addition, Region 2 + 3, Region 2 + 3 + 4,
and Region 1 + 2 + 4 also yielded high scores; however,
Region 2 had the second-lowest relative weight. Warren et al.
(1995) reported that regions centered at 370 and 6,000 Hz
strongly synergize but provide little information when presented
separately. Healy et al. (Healy and Warren, 2003) also found that
unintelligible individual speech regions became comprehensible
when combined. We assessed participant performance under
all possible combinations of frequency regions and found that
frequency region 2 had synergistic effects when combined with
adjacent regions (i.e., frequency regions 1 or 3), which led to
increased word recognition scores.

This study had some limitations. First, participants were
well educated, and the influence of education level has not
been evaluated in previous studies. In addition, since cognitive
abilities are associated with changes in speech processing with
age (even in the absence of audiometric hearing loss) (Füllgrabe
et al., 2014), our findings may not be directly applicable to
CI performance in different age groups. Future studies are
needed to evaluate the factors of age, education level, and
cognitive ability.

Overall, E cues contained in low-frequency spectral regions
are more important in quiet environments for Mandarin
disyllabic word recognition than for non-tonal languages such
as English. These differences may be determined by the tone
characteristics of Mandarin Chinese, but the influence of signal
extraction parameters, test materials, and test environments
cannot be excluded.

CONCLUSION

1. We found that E cues in frequency regions 1 (80–502 Hz) and 3
(1,022–1,913 Hz) significantly contributed to Mandarin disyllabic
word recognition in quiet.

2. In contrast to English speech recognition, the low-frequency
region contributed strongly to Mandarin Chinese disyllabic word
recognition due to the tonal nature of the language.
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Previous studies have shown that at moderate levels of spectral degradation, semantic 
predictability facilitates language comprehension. It is argued that when speech is degraded, 
listeners have narrowed expectations about the sentence endings; i.e., semantic prediction 
may be limited to only most highly predictable sentence completions. The main objectives 
of this study were to (i) examine whether listeners form narrowed expectations or whether 
they form predictions across a wide range of probable sentence endings,  
(ii) assess whether the facilitatory effect of semantic predictability is modulated by perceptual 
adaptation to degraded speech, and (iii) use and establish a sensitive metric for the 
measurement of language comprehension. For this, we created 360 German Subject-
Verb-Object sentences that varied in semantic predictability of a sentence-final target word 
in a graded manner (high, medium, and low) and levels of spectral degradation (1, 4, 6, 
and 8 channels noise-vocoding). These sentences were presented auditorily to two groups: 
One group (n = 48) performed a listening task in an unpredictable channel context in which 
the degraded speech levels were randomized, while the other group (n = 50) performed 
the task in a predictable channel context in which the degraded speech levels were blocked. 
The results showed that at 4 channels noise-vocoding, response accuracy was higher in 
high-predictability sentences than in the medium-predictability sentences, which in turn 
was higher than in the low-predictability sentences. This suggests that, in contrast to the 
narrowed expectations view, comprehension of moderately degraded speech, ranging 
from low- to high- including medium-predictability sentences, is facilitated in a graded 
manner; listeners probabilistically preactivate upcoming words from a wide range of 
semantic space, not limiting only to highly probable sentence endings. Additionally, in both 
channel contexts, we did not observe learning effects; i.e., response accuracy did not 
increase over the course of experiment, and response accuracy was higher in the predictable 
than in the unpredictable channel context. We speculate from these observations that 
when there is no trial-by-trial variation of the levels of speech degradation, listeners adapt 
to speech quality at a long timescale; however, when there is a trial-by-trial variation of the 
high-level semantic feature (e.g., sentence predictability), listeners do not adapt to low-level 
perceptual property (e.g., speech quality) at a short timescale.

Keywords: speech perception, language comprehension, bottom-up processing, top-down prediction, semantic 
prediction, probabilistic prediction, perceptual adaptation, noise-vocoded speech
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INTRODUCTION

Understanding speech is highly automatized and seemingly 
easy when conditions are optimal. However, in our day-to-day 
communication, conditions are often far from being optimal. 
Intelligibility and comprehension of speech can be compromised 
at the source (speaker), at the receiver (listener), and at the 
transmission of the speech signal (environmental factor; Shannon, 
1948). Ambient noise is an environmental factor that distorts 
the speech signal and renders it difficult to understand. For 
example, the noise coming from people talking in the background 
might make it difficult for you  to understand what your friend 
is saying, while you are chatting in a café. Similarly, a conversation 
with a friend over the phone can be  corrupted by a poor 
transmission of the speech signal which in turn hampers 
language comprehension. Interestingly, although the speech 
signal is sometimes bad or the environment is noisy, listeners 
do not always fail to understand what a friend is saying in 
the café or over the phone. Instead, listeners are successful 
in understanding distorted speech by utilizing context information 
which contains information in a given situation about a topic 
of conversation, semantic and syntactic information of a sentence 
structure, world knowledge, visual information, etc. (Kaiser 
and Trueswell, 2004; Knoeferle et  al., 2005; Altmann and 
Kamide, 2007; Xiang and Kuperberg, 2015; for reviews, Stilp, 
2020). The goals of the present study were threefold: First, to 
examine the interplay between perceptual and cognitive 
processing during language comprehension to answer the 
question whether the predictability of the sentence context 
facilitates language comprehension in a graded manner primarily 
when the speech signal is distorted, second, to assess whether 
perceptual adaptation influences the interplay between perceptual 
and language processing, and third, to establish a sensitive 
metric that takes into account the use of context in 
language comprehension.

Language Comprehension and Sentence 
Context (Predictability)
Research from various domains of cognitive (neuro)science, 
like emotion, vision, odor, and proprioception, has shown that 
predicting upcoming events influences human perception and 
cognition (Stadler et al., 2012; Clark, 2013; Seth, 2013; Marques 
et  al., 2018). There is also a large body of evidence from 
psycholinguistics and cognitive neuroscience of language, 
suggesting that human language comprehension is predictive 
in nature (Lupyan and Clark, 2015; Pickering and Gambi, 2018; 
see also Huettig and Mani, 2016). Empirical evidence from a 
number of studies suggests that readers or listeners predict 
upcoming words in a sentence when the words are predictable 
from the preceding context (for reviews, Staub, 2015; Kuperberg 
and Jaeger, 2016). For instance, words that are highly predictable 
from the preceding context are read faster and are skipped 
compared to the less predictable ones (Ehrlich and Rayner, 
1981; Frisson et  al., 2005; Staub, 2011). Applying the visual 
world paradigm, several studies have demonstrated that 
participants show anticipatory eye movements toward the picture 

of the word predictable from the sentence context (Altmann 
and Kamide, 1999; Kamide et al., 2003; Jachmann et al., 2019). 
The sentence-final word in a highly predictable sentence context 
(e.g., “She dribbles a ball.”) elicits a smaller N400, a negative 
going EEG component that peaks around 400 ms post-stimulus 
and is considered as a neural marker of context-based expectation, 
than that in a less predictable sentence context (e.g., “She buys 
a ball.”; Kutas and Hillyard, 1984; Federmeier et  al., 2007; for 
reviews, see Kutas and Federmeier, 2011; see also Brouwer 
and Crocker, 2017). Similarly, event-related words (e.g., “luggage”) 
elicited reduced N400 compared to event-unrelated words (e.g., 
“vegetables”) which were not predictable from the context (e.g., 
in a “travel” scenario; Metusalem et  al., 2012). In sum, as the 
sentence context builds up, listeners make predictions about 
upcoming words in the sentence, and these in turn facilitate 
language comprehension. Here, we  will investigate whether 
individuals make use of the predictability of the sentence 
context when perceptual processing is hampered due to a bad 
quality of the speech signal.

Language Comprehension Under Reduced 
Quality of the Speech Signal
The detrimental effect of distortion of speech signal in language 
comprehension and speech intelligibility has been investigated 
for several types of artificial distortions, like multi-talker babble 
noise, reverberation, time compression, and noise-vocoding. 
For instance, it has been shown that speech intelligibility and 
comprehension decreases (a) with a decrease in signal-to-noise 
ratio under multi-talker babble noise conditions (e.g., Fontan 
et  al., 2015), (b) faster rate of speech (e.g., Wingfield et  al., 
2006), and (c) longer reverberation time (e.g., Xia et al., 2018).

Similarly, noise-vocoding also impedes speech intelligibility. 
Noise-vocoding is an effective method to parametrically vary 
and control the intelligibility of speech in a graded manner. 
Noise-vocoding distorts speech by dividing a speech signal 
into specific frequency bands corresponding to the number 
of vocoder channels. The frequency bands are analogous to 
the electrodes of cochlear implant (Shannon et al., 1995, 1998). 
The amplitude envelope within each band is extracted and is 
used to modulate noise of the same bandwidth. This renders 
vocoded speech harder to understand by replacing the fine 
structure of the speech signal with noise while preserving the 
temporal characteristics and periodicity of perceptual cues. 
With the increase in number of channels, more frequency-
specific information becomes available, spectral resolution of 
the speech signal increases, and hence, speech becomes more 
intelligible; for example, speech processed through 8 channels 
noise-vocoding is more intelligible than the one processed 
through 4 channels noise-vocoding (Loizou et al., 1999; Shannon 
et  al., 2004). The level of degradation, i.e., the number of 
channels used for noise-vocoding, required for the same level 
of task accuracy can vary from 3 to 30 or more depending 
on the method implemented for noise-vocoding (e.g., Ueda 
et al., 2018), participant variables (age and language experience), 
test materials (words, sentences, and accented speech), and 
listening conditions (speech in quiet and speech with background 
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noise; Shannon et  al., 2004). Here, we  will systematically vary 
the level of speech degradation by noise-vocoding of unaccented 
speech to determine whether listeners benefit from the sentence 
context for language comprehension when the signal quality 
is not too bad or too good, hence at moderate levels of 
speech degradation.

Predictive Processing and Language 
Comprehension Under Degraded Speech
Top-down predictive and bottom-up perceptual processes interact 
dynamically in language comprehension. In a noisy environment, 
when the bottom-up perceptual input is less reliable, it has 
been shown that participants rely more on top-down predictions 
by narrowing down the predictions to smaller sets of semantic 
categories or words (e.g., Strauß et  al., 2013; see also Corps 
and Rabagliati, 2020). Obleser and colleagues (Obleser et  al., 
2007; Obleser and Kotz, 2010, 2011), for instance, used sentences 
of two levels of semantic predictability (high and low) and 
systematically degraded the speech signal by passing it through 
various numbers of noise-vocoding channels ranging from 1 
to 32  in a series of behavioral and neuroimaging studies. They 
found that semantic predictability facilitated language 
comprehension at a moderate level of speech degradation. That 
is, participants relied more on the sentence context when the 
speech signal was degraded but intelligible enough than when 
it was not degraded or was highly degraded. At such moderate 
levels of speech degradation, accuracy of word recognition 
was found to be  higher for highly predictable target words 
than for less expected target words (Obleser and Kotz, 2010). 
For the extremes, i.e., when the speech signal was highly 
degraded or when it was clearly intelligible, the word recognition 
accuracy was similar across both levels of sentence predictability, 
meaning that predictability did not facilitate language 
comprehension. The conclusion of these findings is that at 
moderate levels of degradation, participants rely more on the 
top-down prediction generated by the sentence context and 
less on the bottom-up processing of unclear, less reliable, and 
degraded speech signal (Obleser, 2014). Reliance on prediction 
results in higher word recognition accuracy for target words 
with high-cloze probability than for the target words with 
low-cloze probability. In the case of a heavily degraded speech 
signal, participants may not be able to understand the sentence 
context and, therefore, be  unable to form predictions of the 
target word, or their cognitive resources may already be occupied 
by decoding the signal, leaving little room for making predictions. 
Thus, there is no differential effect of levels of sentence 
predictability. On the other extreme, when the speech is clear 
and intelligible (at the behavioral level, i.e., when the participants 
respond what the target word of the sentence is), participants 
recognize the intelligible target word across all levels of sentence 
predictability. Hence, no differential effect of levels of 
predictability of target word can be  expected.

These findings of Obleser and colleagues (Obleser and Kotz, 
2011) were replicated and extended by Strauß et  al. (2013; 
see Obleser, 2014). In a modified experimental design, they 
varied the target word predictability by manipulating its 

expectancy (i.e., how expected the target word is given the 
verb) and typicality (i.e., co-occurrence of target word and 
the preceding verb). They reported that at a moderate level 
of spectral degradation, N400 responses at strong-context, 
low-typical words and weak-context, low-typical words were 
largest. N400 responses at the latter two were not statistically 
different from each other. However, the N400 response was 
smallest at highly predictable (strong-context and high-typical) 
words. The authors interpreted these findings as a facilitatory 
effect of sentence predictability which might be  limited to 
only highly predictable sentence endings at a moderate level 
of spectral degradation. In their “expectancy searchlight model,” 
they suggested that listeners form “narrowed expectations” from 
a restricted semantic space when the sentence endings are 
highly predictable. When the sentence endings are less predictable, 
listeners cannot preactivate those less predictable sentence 
endings in an adverse listening condition. This is contrary to 
the view that readers and listeners form a probabilistic prediction 
of upcoming word in a sentence. For example, Nieuwland 
et al. (2018) showed in a large-scale replication study of DeLong 
et  al. (2005) that the N400 amplitude at the sentence-final 
noun is directly proportional to its cloze probability across a 
range of high- and low-cloze words (see also, Kochari and 
Flecken, 2019; Nicenboim et  al., 2020). Heilbron et  al. (2020) 
also showed that a probabilistic prediction model outperforms 
a constrained guessing model, suggesting that linguistic prediction 
is not limited to highly predictable sentence endings, but it 
operates broadly in a wide range of probable sentence endings. 
However, a difference is that these studies were conducted in 
conditions without noise.

The probabilistic nature of prediction in comprehension of 
degraded speech has focused on a comparison of listeners’ 
response to high-cloze target words and low-cloze target words 
(Obleser et  al., 2007; Obleser and Kotz, 2011; see also, Strauß 
et  al., 2013; Amichetti et  al., 2018). In the present study, 
we  included sentences with medium-cloze target words (see 
Supplementary Material). If the listeners form a narrowed 
prediction only for high-cloze target words, then the facilitatory 
effect of semantic prediction will be  observed only at these 
highly predictable sentence endings. Listeners’ response to medium-
cloze target words and low-cloze target words would be expected 
to be  quite similar as these two will fall out of the range of 
narrowed prediction. However, if the listeners’ predictions are 
not restricted to highly predictable target words, then they form 
predictions across a wide range of semantic context proportional 
to the probability of occurrence of the target word. In addition 
to highly predictable sentence endings, listeners will also form 
predictions for less predictable sentence endings. Such predictions, 
however, will depend on the probability of occurrence of the 
target words. In other words, listeners form predictions also for 
less expected sentence endings; and the semantic space of 
prediction depends on the probability of occurrence of those 
sentence endings. The addition of sentences with medium-cloze 
target words in the present study thus allows us to differentiate 
whether listeners form all-or-none prediction restricted to high-
cloze target words, or a probabilistic prediction for words across 
a wide range of cloze probability.
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Adaptation to Degraded Speech
Listeners quickly adapt to novel speech with artificial acoustic 
distortions (e.g., Dupoux and Green, 1997). Repeated exposure 
to degraded speech leads to improved comprehension over 
time (for reviews, Samuel and Kraljic, 2009; Guediche et  al., 
2014). When the noise condition is constant throughout the 
experiment, listeners adapt to it and the performance (e.g., 
word recognition) improves with as little as 20 min of exposure 
(Rosen et  al., 1999). For example, Davis et  al. (2005, 
Experiment 1) presented listeners with sentences with 6 channels 
of noise-vocoding and found an increase in the proportion 
of correctly reported words over the course of experiment. 
Similarly, Erb et al. (2013) presented participants with sentences 
passed through 4 channels of noise-vocoding and reached a 
similar conclusion. In these experiments, only a single spectrally 
degraded speech signal (passed through 6 or 4 channels) was 
presented in one block. Therefore, it was predictable from the 
point of view of the participant which level of spectral degradation 
will appear in any trial within the block. Additionally, target 
word predictability was not varied.

When multiple types or levels of degraded speech signals 
are presented in a (pseudo-)randomized order within a block, 
then a listener is uncertain about any upcoming trials’ signal 
quality; if such multiple levels of degradation are due to the 
presentation of multiple channels of noise-vocoded speech, 
then the global channel context is unpredictable or uncertain. 
This can influence perceptual adaptation. For instance, Mattys 
et al. (2012) note the possibility for a total absence of perceptual 
adaptation, when the characteristics of auditory signal change 
throughout an experiment. We also know from Sommers et al. 
(1994) that trial-by-trial variability in the characteristics of 
distorted speech impairs word recognition (see also, Dahan 
and Magnuson, 2006). We  thus speculated that if the noise-
vocoded speech varies from one trial to the next, then the 
adaptation to noise in this scenario might be  different from 
the earlier case in which spectral degradation is constant 
throughout the experiment. Perceptual adaptation, however, is 
not limited to trial-by-trial variability of stimulus property. 
Listeners can adapt to auditory signal at different time courses 
and time scales (Atienza et  al., 2002; see also, Whitmire and 
Stanley, 2016). In addition to differences in intrinsic trial-by-
trial variability and resulting short timescale trial-by-trial 
adaptation in two channel contexts, the global differences in 
the presentation of vocoded speech can result in a difference 
in the general adaptation at a longer timescale between predictable 
and unpredictable channel contexts.

There is a limited number of studies that has looked at 
how next-trial noise-uncertainty and global context of speech 
property influence adaptation. For example, words were presented 
at +3 dB SNR and +10 dB SNR in a word-recognition task in 
a pseudorandom order (Vaden et al., 2013). The authors wanted 
to minimize the certainty about the noise conditions in the 
block. The same group of authors (Vaden et  al., 2015, 2016; 
Eckert et  al., 2016) proposed that an adaptive control system 
(cingulo-opercular circuit) might be  involved to optimize task 
performance when listeners are uncertain about the upcoming 
trial. However, we  cannot make a firm conclusion about 

perceptual adaptation per se from their studies as they do not 
report the change in performance over the course of experiment. 
Similarly, Obleser and colleagues (Obleser et  al., 2007; Obleser 
and Kotz, 2011; Hartwigsen et al., 2015) also presented listeners 
with noise-vocoded sentences (ranging from 2 to 32 channels 
of noise-vocoding) in a pseudo-randomized order but did not 
report the presence or absence of perceptual adaptation to 
noise-vocoded speech. In the above-mentioned studies, the 
authors did not compare participants’ task performance in 
blocked design against the presentation in a pseudorandomized 
block of different noise conditions to make an inference about 
general adaptation to degraded speech at a longer timescale. 
To examine the influence of uncertainty about next-trial speech 
features and the global context of speech features on perceptual 
adaptation, we will therefore compare language comprehension 
with a trial-by-trial variation of sentence predictability and 
speech degradation either in blocks in which the noise-vocoded 
channels are blocked, or in a randomized order.

Measurement of Language 
Comprehension
Another issue we would like to discuss is how to best measure 
language comprehension. The measurement of comprehension 
performance is inconsistent across studies. For instance, Erb 
et  al. (2013) and Hakonen et  al. (2017) measured participants’ 
performance as proportion of correctly reported words per 
sentence (“report scores”; Peelle et  al., 2013). On the other 
hand, Sheldon et  al. (2008) asked participants to only report 
the final word of the sentence and then calculated the proportion 
of correctly reported words. One disadvantage of these approaches 
is that they do not consider whether participants correctly 
identified the sentence context or not. A crude word recognition 
score and the proportion of correct responses do not reflect 
an accurate picture of facilitation (or lack thereof) of language 
comprehension. Therefore, in the present study, we  consider 
only those responses in which participants correctly identify 
the sentence context.

Goals of This Study
In sum, the goals of the study were threefold. Our first goal 
was to replicate and extend the behavioral results of Obleser 
and colleagues (Obleser et  al., 2007; Obleser and Kotz, 2011), 
namely that the effect of semantic predictability will be observed 
only at a moderate level of speech degradation – as participants 
can realize the sentence context at the moderate level, their 
prediction will be  narrowed down and the reliance on the 
bottom-up processing of the sentence final word will be  over-
ridden by top-down prediction. In contrast, when the sentence 
is clearly intelligible, even if the prediction is narrowed down 
and regardless of whether the clearly intelligible final word 
confirms or disconfirms those predictions, they respond based 
on what they hear, i.e., they rely mostly on acoustic-phonetic 
rather than lexical cues. Our study will provide new insights 
to the field by examining whether listeners indeed form narrowed 
expectations such that the facilitatory effect of predictability 
will be  observed only for high-cloze target words and not at 
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medium- or low-cloze probability. To examine this, we  created 
360 German sentences at different levels of target word  
probability – low-cloze probability = 0.022 ± 0.027, medium-cloze 
probability = 0.1 ± 0.55, and high-cloze probability = 0.56 ± 1.0 
– and varied the levels of spectral degradation by noise-vocoding 
through 1, 4, 6 and 8 channels.

Our second goal was to investigate the role of an uncertainty 
about the next-trial speech features on perceptual adaptation 
by varying the global channel context on the comprehension 
of degraded speech. To study this, we  presented sentences of 
different levels of predictability blocked by each channel 
conditions (predictable channel context) and pseudo-randomized 
across all channels (unpredictable channel context). Based on 
previous findings, we expected that in the unpredictable channel 
context (i.e., when sentences are presented in a random order 
of spectral degradation) participants’ word recognition 
performance will be  worse than in the predictable channel 
context (i.e., when the sentences are blocked by noise-vocoding; 
Sommers et  al., 1994; Garrido et  al., 2011; Vaden et  al., 2013). 
Moreover, to further examine perceptual adaptation, we  also 
considered the effect of trial number in the analyses of data.

Our third goal was to establish a sensitive metric of 
measurement of language comprehension which considers the 
use of context by listeners. We note the caveat in the measurement 
of language comprehension in above-mentioned studies (e.g., 
Sheldon et  al., 2008; Erb et  al., 2013; Hakonen et  al., 2017) 
and extend it further with a metric that we  consider is a 
better measure of language comprehension (Amichetti et  al., 
2018) in the write-down paradigm (Samar and Metz, 1988).

MATERIALS AND METHODS

Participants
We recruited two groups of participants via Prolific Academic 
and assigned them to one of the two groups: “unpredictable 
channel context” (n  = 48; x ̅ ± SD = 24.44 ± 3.5 years; age 
range = 18–31 years; 16 females) and “predictable channel context” 
(n  = 50; x ̅ ± SD = 23.66 ± 3.2 years; age range = 18–30 years; 14 
females). All participants were native speakers of German 
residing in Germany. Exclusion criteria for participating in 
this study were self-reported hearing disorder, speech-language 
disorder, or any neurological disorder. All participants received 
monetary compensation for their participation. The study was 
approved by the Deutsche Gesellschaft für Sprachwissenschaft 
(DGfS) Ethics Committee, and the participants provided consent 
in accordance with the Declaration of Helsinki.

Stimuli
The stimuli were digital recordings of 360 German sentences 
spoken by a female native speaker of German in a normal 
rate of speech. All sentences were in present tense consisting 
of pronoun, verb, determiner, and object (noun) in the Subject-
Verb-Object form. We  used 120 unique nouns to create three 
sentences that differed in cloze probability of target words. 
This resulted into sentences with low-, medium-, and high-
cloze target word (for examples, see Figure  1).

We collected cloze probability ratings for each of these 
sentences in separate groups of younger participants (n  = 60) 
of the same age range (18–30 years) prior to this study, while 
not all participants received the full set of 360 sentences. Mean 
cloze probabilities were 0.022 (SD = 0.027; range = 0.00–0.09) 
for sentences with low-cloze target word (low-predictability 
sentences), 0.274 (SD = 0.134; range = 0.1–0.55) for sentences 
with medium-cloze target word (medium-predictability 
sentences), and 0.752 (SD = 0.123; range = 0.56–1.00) for sentences 
with high-cloze target word (high-predictability sentences). The 
distribution of cloze probability across low-, medium-, and 
high-predictability sentences is shown in Figure  1.

The sentences were recorded and digitized at 44.1 kHz 
with 32-bit linear encoding. The spectral degradation conditions 
of 1, 4, 6, and 8 channels were achieved for each of the 
360 recorded sentences using a customized noise-vocoding 
script originally written by Darwin (2005) in Praat. The 
speech signal was divided into 1, 4, 6, and 8 frequency 
bands between 70 and 9,000 Hz. The frequency boundaries 
were determined by cochlear-frequency position functions, 
and the boundary frequencies were approximately 
logarithmically spaced (Greenwood, 1990; Erb, 2014). The 
amplitude envelope of each band was extracted and applied 
to band-pass filtered white noise in the same frequency 
ranges; the upper and lower bounds for band extraction are 
specified in Table  1. Each of the modulated noises was then 
combined to produce distorted sentence. Scaling was performed 
to equate the root-mean-square value of the original undistorted 
sentence and the final distorted sentences. This resulted into 
four channel conditions: 1 channel, 4 channels, 6 channels, 
and 8 channels. The 1-channel noise-vocoding provides a 
baseline condition as speech encoded with only one frequency 
band is least to non-intelligible. However, speech vocoded 
through four or more channels has been shown to be  well 
intelligible – Ueda and Nakajima (2017) derived from the 
factor analysis of spectral fluctuations in eight languages, 
including German, that four channels are sufficient, and they 
also identified the optimal boundary frequencies for 4 channels 
vocoding. These are similar, although not identical, to the 
cochlear-frequency position function-based boundary 
frequencies chosen in the current study.

In the unpredictable channel context, each participant was 
presented with 120 unique sentences: 40 high-predictability, 
40 medium-predictability, and 40 low-predictability sentences. 
Channel condition was also balanced across each sentence 
type; i.e., in each of high-, medium-, and low-predictability 
sentences, 10 sentences passed through each noise-vocoding 
channels – 1, 4, 6, and 8 – were presented. This resulted 
into 12 experimental lists. The sentences in each list were 
pseudo-randomized, that is, not more than three sentences 
of same channel condition, or same predictability condition 
appeared consecutively. This randomization ascertained 
uncertainty of next-trial speech quality/degradation in the 
global context of the experiment.

The same set of stimuli and experimental lists were used 
in the predictable channel context. Each participant was presented 
with 120 unique sentences blocked by channel conditions. There 
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were four blocks of stimuli. Thirty sentences were presented 
in each of the four blocks. In the first block, all sentences 
were of 8 channels, followed by blocks of 6 channels, 4 channels, 
and 1 channel speech, consecutively (Sheldon et  al., 2008). 
Within each block, 10 high-predictability, 10 medium-
predictability, and 10 low-predictability sentences were presented. 
All the sentences were pseudo-randomized so that not more 
than three sentences of the same predictability condition appeared 
consecutively in each block.

Procedure
Participants were asked to use headphones or earphones. A 
prompt to adjust loudness was displayed at the beginning of 
the experiment: A noise-vocoded sound not used in the main 
experiment was presented, and participants were asked to adjust 
the loudness at their level of comfort. One spoken sentence 
was presented in each trial. Eight practice trials were presented 
before presenting 120 experimental trials. They were asked to 
enter what they had heard (i.e., to type in the entire sentence) 
via keyboard. Guessing was encouraged. At the end of each 
trial, they were asked to judge their confidence in their response 
on a scale of 1 to 4, 1 being “just guessing” to 4 being “highly 
confident.” The response was not timed. The experiment was 
about 40 min long.

Analyses
In the sentences used in our experiment, verbs evoke predictability 
of the sentence-final noun. Therefore, the effect of predictability 
(evoked by the verb) on language comprehension can be rightfully 
measured if we consider only those trials in which participants 
identify the verbs correctly. Verb-correct trials were considered 
as the sentence in which participants correctly understood the 
context (independent of whether they correctly understood 
the final target noun). Morphological inflections and typos 
were considered as correct. We  first filtered out those trials 
in which context was not identified correctly, i.e., trials with 
incorrect verbs.1 Therefore, we  excluded 2,469 out of 5,760 
trials in unpredictable channel context and 2,374 out of 6,000 
trials in predictable channel context from the analyses. The 
condition with 1-channel noise-vocoding was dropped from 
the analyses as there were no correct responses in any of the 
trials in this condition. The number of trials excluded per 
condition in each group is shown in Table  2.

Data preprocessing and analyses were performed in R-Studio 
(Version 3.6.1; R Core Team, 2019). Accuracy was analyzed 

1 We also performed a complementary analysis with only noun-correct trials, 
which was suggested by a reviewer, to test whether there was a backward 
effect of guessing the verb after first recognizing the noun in a sentence. The 
results of the analysis are presented in the Supplementary Material.

FIGURE 1 | The distribution of cloze probability values for low-, medium-, and high-cloze target nouns. Example sentences with their English translations are 
shown on each plot.

TABLE 1 | Boundary frequencies (in Hz) for 1, 4, 6, and 8 channels noise-vocoding conditions.

Number of channels Boundary frequencies

1 70 9,000
4 70 423 1,304 3,504 9,000
6 70 268 633 1,304 2,539 4,813 9,000
8 70 207 423 764 1,304 2,156 3,504 5,634 9,000
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with Generalized Linear Mixed Models with lmerTest (Kuznetsova 
et  al., 2017) and lme4 (Bates et  al., 2015b) packages which 
operate on log-odds scale. Binary responses (correct responses 
coded as 1 and incorrect responses coded as 0) for all participants 
in both groups (predictable global noise context and unpredictable 
global noise context) were fit with a binomial mixed-effects 
model; i.e., response accuracy was a categorical-dependent 
variable in the model (Jaeger, 2006, 2008). Channel condition 
(categorical; 4 channels, 6 channels, and 8 channels), target 
word predictability (categorical; high, medium, and low 
predictability), global channel context (categorical; predictable 
channel context and unpredictable channel context), and the 
interaction of channel condition and target word predictability, 
and the main effect of global channel context were included 
in the fixed effects.

We first fitted a model with maximal random effects structure 
that included random intercepts for each participant and item 
(Barr et  al., 2013). Both by-participant and by-item random 
slopes were included for channel condition, target word 
predictability, and their interaction. To find the optimal model 
for the data, non-significant higher-order interactions were 
excluded from the fixed-effects structure (and from the random-
effects structure) in a stepwise manner. Model selection was 
based on Akaike Information Criterion (Grueber et  al., 2011; 
Richards et  al., 2011) unless otherwise stated. Random effects 
not supported by the data that explained zero variance according 
to singular value decomposition were excluded to prevent 
overparameterization. This gave a more parsimonious model 

(Bates et al., 2015a). Such a model was then extended separately 
with: (i) item-related correlation parameters, (ii) participant-
related correlation parameter, and (iii) both item- and participant-
related correlation parameters. The best fitting model among 
the parsimonious and extended models was then selected as 
the optimal model for our data. Note that the parsimonious 
model shows qualitatively the same effects as the maximal model.

We applied treatment contrast for channel condition  
(8 channels as the baseline; factor levels: 8 channels, 4 channels, 
and 6 channels) and sliding difference contrast for target word 
predictability (factor levels: medium predictability, low 
predictability, and high predictability) and global channel context 
(factor levels: unpredictable and predictable). We  report the 
results from the optimal model (see Table  3).

RESULTS

We primarily wanted to test (i) whether predictability facilitates 
language comprehension only at a moderate level of spectral 
degradation and (ii) whether adaptation to degraded speech 
influences language comprehension. We observed that the mean 
response accuracy increased with an increase in number of 
noise-vocoding channels from 4 to 6 to 8, and with an increase 
in target word predictability from low to medium to high, as 
can be  seen in Figure  2. This trend is consistent across both 
predictable channel context (blocked design) and unpredictable 
channel context (randomized design; see also Tables 4 and 5).

TABLE 3 | Estimated effects of the best fitting generalized (binomial logistic) mixed-effects model accounting for the correct word recognition.

Fixed effects Estimate Standard error Value of z Value of p

Intercept 5.09 0.24 21.38 <0.001
Channel condition (4 channels) −2.87 0.22 −13.10 <0.001
Channel condition (6 channels) −0.66 0.19 −3.42 0.001
Target word predictability (Low-Medium) −0.52 0.27 −1.97 0.049
Target word predictability (High-Low) 2.18 0.30 7.21 <0.001
Channel condition × Target word predictability −0.71 0.29 −2.44 0.015
Global channel context (Unpredictable - Predictable) −0.27 0.14 −2.02 0.043

Optimal model:  
glmer(response ~ 1 + 4ch + 6ch + Low-Medium + High-Low + 4ch: Low-Medium + ChannelContext + 
(1 + 4ch + High-Low | subject) +  
(1 + 4ch + 6ch + Low-Medium + High-Low + 4ch: Low-Medium || item).
NB: The minus sign is only a symbolic representation of the difference, between two factors, from the sliding difference contrasts; see Supplementary Material for the details 
about the model description.
“ch” is an abbreviation for “channels.”

TABLE 2 | Number of trials excluded per condition.

Channel context Channel condition Predictability Total trials presented

Low Medium High

Predictable (blocked design) 4 channels 208 181 215 1,500
6 channels 62 60 49 1,500
8 channels 32 29 38 1,500

Unpredictable (randomized design) 4 channels 251 236 241 1,440
6 channels 61 63 55 1,440
8 channels 49 31 42 1,440
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FIGURE 2 | Mean response accuracy for the blocked design (left) and the randomized design (right). Error bars represent standard error of the means.

The results of statistical analysis confirmed these observations. 
It showed that there was a main effect of channel condition 
indicating that the response accuracy was higher in the 8 
channels than in the 4 channels [β  = −2.87, SE = 0.22, z 
(6917) = −13.10, p < 0.001] and 6 channels [β = −0.66, SE = 0.19, 
z (6917) = −3.42, p  < 0.001]. There was a main effect of target 
word predictability, suggesting that response accuracy was lower 
at low predictability than both high-predictability [β  = 2.18, 
SE = 0.30, z (6917) = 7.21, p  < 0.001] and medium-predictability 
sentences [β  = −0.52, SE = 0.27, z (6917) = −1.97, p  = 0.049]. 
There was also an interaction between channel condition and 

target word predictability [β = −0.71, SE = 0.29, z (6917) = −2.44, 
p = 0.015]. See Figure 2 for the corresponding mean accuracies.

Subsequent subgroup analyses were performed following the 
same procedure as described above. The results are shown in 
Table  6. They revealed that the interaction was driven by the 
effect of predictability at 4 channels: The accuracy at high-
predictability sentences was higher than medium-predictability 
sentences [β = 1.14, SE = 0.37, z (1608) = 3.10, p = 0.002], which 
in turn was also higher than low-predictability sentences 
[β  = 1.01, SE = 0.24, z (1608) = 4.20, p  < 0.001]. There was no 
significant difference in response accuracy between low- and 
medium-predictability sentences at both 6 [β  = 0.33, SE = 0.32, 
z (2590) = 1.04, p  = 0.3] and 8 channels [β  = −0.01, SE = 0.32, 
z (2719) = −0.04, p  = 0.965]. However, response accuracy was 
higher in high-predictability than in medium-predictability 
sentences at both 6 channels [β = 1.83, SE = 0.65, z (2590) = 2.83, 
p  < 0.005] and 8 channels [β  = 1.54, SE = 0.61, z (2719) = 2.54, 
p  = 0.011].

We also found a main effect of global channel context 
showing that response accuracy was higher in predictable than 
in unpredictable channel context [β  = −0.27, SE = 0.14, z 
(6917) = −2.02, p  = 0.043].

To further test the effect of practice in the adaptation to 
noise, we added trial number as a fixed effect in the maximal 
model. Note that there were 30 trials in each block in the 
blocked design (predictable channel context). For comparability, 
we divided randomized design (unpredictable channel context) 
into four blocks; there were 30 consecutive trials in each 
block. Then, following the same procedure as above, an 
optimal model was obtained. The results showed that response 
accuracy did not change throughout the experiment 
[β = −0.0001, SE = 0.01, z (6917) = −0.02, p = 0.985]. It remained 
constant within each block in predictable channel context 
[β  = −0.02, SE = 0.01, z (3626) = −1.43, p  = 0.152] as well as 
in unpredictable channel context [β  = 0.01, SE = 0.01, z 
(3291) = 1.05, p  = 0.292].

TABLE 5 | Mean response accuracy in unpredictable channel context.

Noise-vocoding Predictability Accuracy SE

4 channels
Low 72.16 2.93
Medium 85.61 2.47
High 92.94 1.96

6 channels
Low 93.88 1.04
Medium 94.86 1.24
High 99.81 0.62

8 channels

Low 96.14 1.02
Medium 96.59 0.97
High 99.55 0.64

TABLE 4 | Mean response accuracy in predictable channel context.

Noise-vocoding Predictability Accuracy SE

4 channels
Low 71.59 2.74
Medium 86.53 1.99
High 94.53 1.42

6 channels
Low 93.73 1.33
Medium 96.21 1.08
High 98.75 1.02

8 channels

Low 97.84 0.8
Medium 97.52 1.04
High 99.38 0.59

5656

https://www.frontiersin.org/journals/psychology
www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Bhandari et al. Graded Effect of Prediction

Frontiers in Psychology | www.frontiersin.org 9 September 2021 | Volume 12 | Article 714485

DISCUSSION

The present study had three goals: (i) to examine whether 
previously reported facilitatory effect of semantic predictability 
is restricted to only highly predictable sentence endings; (ii) 
to assess the role of perceptual adaptation on the facilitation 
of language comprehension by sentence predictability; and (iii) 
to use and establish a sensitive metric to measure language 
comprehension that takes into account whether listeners benefited 
from the semantic context of the sentence they have listened to.

Results of our study showed the expected interaction between 
predictability and degraded speech; that is, language comprehension 
was better for high-cloze than for low-cloze target words when 
the speech signal was moderately degraded by noise-vocoding 
through 4 channels, while the effect of predictability was absent 
when speech was not intelligible (noise-vocoding through 1 channel). 
These results are fully in line with Obleser and Kotz (2010); 
we  partly included identical sentences from their study in the 
present study (see Supplementary Material). Importantly, in contrast 
to their study, we  had also created sentences with medium-cloze 
target words (which were intermediate between high-cloze and 
low-cloze target words) and found that the effect of predictability 
was also significant when comparing sentences with medium-cloze 
target words against sentences with low-cloze target words at 4 
channels noise-vocoding condition. Recognition of a target word 
was dependent on its level of predictability (measured by cloze 
probability), and correct recognition was not just limited to high-
cloze target words. These significant differences in response accuracy 
between medium-cloze and low-cloze target words, and between 
medium-cloze and high-cloze target words at noise-vocoding through 
4 channels show that the sentence-final word recognition is facilitated 
by semantic predictability in a graded manner. This is in line with 
the findings from the ERP literature where it has been observed 
that semantic predictability, in terms of cloze probability of target 
word of a sentence, modulates semantic processing, indexed by 
N400, in a graded manner (DeLong et  al., 2005; Wlotko and 
Federmeier, 2012; Nieuwland et  al., 2018).

The interpretation of the observed graded effect of semantic 
predictability at the moderate level of spectral degradation (i.e., 
at noise-vocoding through 4 channels) provides a novel insight 
into how listeners form prediction when the bottom-up input 
is compromised. That is, in an adverse listening condition, 

listeners rely more on top-down semantic prediction than on 
bottom-up acoustic-phonetic cues. However, such a reliance 
on top-down prediction is not an all-or-none phenomenon; 
instead, listeners form a probabilistic prediction of the target 
word. The effect of target word predictability on comprehension 
is not sharply focused solely on high-cloze target words like 
a “searchlight.” But rather it is spread across a wide range, 
including low-cloze and medium-cloze target words. As the 
cloze probability of the target words decreases from high to 
low, the focus of the searchlight becomes less precise.

Obleser et  al. (2007) and Strauß et  al. (2013) reported an 
effect of predictability on language comprehension at noise-
vocoding through 8 channels. On the other hand, we and Obleser 
and Kotz (2010) find a similar effect in 4 channels. This can 
be  explained by the relative complexity of the stimuli used in 
this latter study. Obleser et  al. (2007) took the sentences from 
G-SPIN (German version of Speech in Noise) test. Those sentences 
are longer and do not have uniform form and structure, while 
the sentences in Obleser and Kotz (2010) and the current study 
are shorter and have a uniform form and structure (Subject-
Verb-Object). Owing to this fact, noise-vocoding through 4 
channels was not intelligible enough for the G-SPIN test sentences, 
and the effect of predictability could be  observed only at a 
higher number of vocoding channels (8 channels). This difference 
in number of channels (4 vs. 8) required for the effect of 
predictability to emerge is, therefore, due to the difference in 
stimuli complexity; the moderate-level spectral degradation could 
either be 8 channels or 4 channels depending on stimuli complexity. 
In the present study, moderate level of spectral degradation 
could be  observed at noise-vocoding through 4 channels.

Previously reported facilitatory effect of semantic predictability 
comes from studies conducted in laboratory setups. The current 
experiment was conducted online. There is a possibility that 
different participants used different hearing devices. Such 
variability in hearing devices could not be  controlled for in 
our experiment although the participants were restricted to 
using only desktop/laptop computers. However, we  have no 
reason to believe that these variance sources are systematically 
correlated with our between-group manipulation (global channel 
context) and the effects are constant within subjects. Moreover, 
the main finding of this study, i.e., the graded effect of semantic 
predictability, is observed in both the groups.

TABLE 6 | Estimated effects of the generalized (binomial logistic) mixed-effects model accounting for the correct word recognition at 4 channels condition.

Fixed effects Estimate Standard error Value of z Value of p

Intercept 2.17 0.20 10.95 <0.001
Target word predictability (Medium-Low) 1.01 0.24 4.20 <0.001
Target word predictability (High-Medium) 1.14 0.37 3.10 0.002
Global channel context (Unpredictable - Predictable) −0.27 0.18 −1.53 0.127

Optimal model:  
glmer(response ~ 1 + 4ch + 6ch + Low-Medium + High-Low + 4ch: Low-Medium + ChannelContext +  
(1 + 4ch + High-Low | subject) +  
(1 + 4ch + 6ch + Low-Medium + High-Low + 4ch: Low-Medium || item)
NB: The minus sign is only a symbolic representation of the difference, between two factors, from the sliding difference contrasts; see Supplementary Material for the details 
about the model description.
“ch” is an abbreviation for “channels.”
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We highlight the importance of considering participants’ 
context use in experiments that attempt to answer the questions 
pertaining to the use of top-down predictive cues. Unless it is 
established that participants correctly understood the context, 
the findings are likely to be  confounded by the trials in which 
the predictability condition is not controlled as participants did 
not understand the context correctly, and the target word is 
not predictable based on the misunderstood context. In those 
cases, correctly recognizing the target word does not necessarily 
mean that listeners made use of the context and it was top-down 
prediction that facilitated the comprehension. Similarly, in cases 
where the target word was wrong, and the context was also 
not understood, it does not mean that participants did not 
form prediction based on what they understood. Also, instructions 
can affect how participants direct their attention during the 
task – they might shift attention strategically only to the target 
word, if this is all that is required for the task; hence, task 
instructions can also be  a confounding factor (Sanders and 
Astheimer, 2008; Astheimer and Sanders, 2009; Li et  al., 2014).

An alternative explanation of our findings could be  that the 
listeners “guessed” the verb after first correctly identifying the noun 
in a sentence, which a reviewer pointed out. We therefore conducted 
an additional analysis where we  compared forward predictability 
effects (from verb to noun) to the size of backward predictability 
effects (correct identification of the noun based on the final verb). 
If the observed effect is simply a cloze guessing effect, then we would 
expect that both forward and backward predictability effects are 
similar in size. If, on the other hand, understanding the verb 
really helps to shape predictions of the upcoming noun, and this 
helps intelligibility, then the forward prediction effect should 
be  larger. The results of this complementary analysis (see the 
Supplementary Material) support the findings of the main analysis 
reported in the Results. In the backward predictability analysis, 
there was no graded effect of predictability, and the backward 
effect of “guessing” the verb jongliert after recognizing the noun 
Baelle, if present at all, was smaller than the forward effect of 
predicting the noun after recognizing the verb in the sentence 
Sie jongliert die Baelle. This corroborates our argument that listeners 
in fact made use of the verb-evoked context to form predictions 
about upcoming noun, and not the other way around, in a graded 
manner when the speech was moderately degraded.

The results of the analyses of trial number on the effect 
of channel context to capture trial-by-trial perceptual adaptation 
showed that the response accuracy did not increase over the 
course of experiment. This suggests that listeners’ performance 
remained constant over the course of experiment regardless 
of the predictability of next-trial spectral degradation. Perceptual 
adaptation occurs when the perceptual system of a listener 
retunes itself to the sensory properties of the auditory signal 
which can be  facilitated by higher-level lexical information or 
feedback (Goldstone, 1998; Mattys et  al., 2012). We  speculate 
that the trial-by-trial variability in the spectral resolution of 
the speech signal in the unpredictable channel context prevented 
perceptual adaptation. Although there was certainty about the 
quality of speech signal within a block in the predictable 
channel context, we  did not observe trial-by-trial perceptual 
adaptation in this condition either. This is contrary to previous 

studies showing that listeners adapt to degraded speech when 
the global context of speech quality is predictable (e.g., Davis 
et  al., 2005; Erb et  al., 2013). However, the crucial difference 
between those studies and our study is the manipulation of 
target word predictability. For example, Erb et  al. (2013) 
presented sentences with only low-predictability target words 
from the G-SPIN test. We, on the other hand, parametrically 
varied target word predictability from low to medium and 
high. Note that we  presented target words in a randomized 
order in both channel contexts. This alone introduces trial-
by-trial uncertainty in the predictable channel context and 
possibly hinders trial-by-trial perceptual adaptation. As Goldstone 
(1998, p.  588) notes – “one way in which perception becomes 
adapted to tasks and environments is by increasing the attention 
paid to perceptual dimensions and features that are important, 
and/or by decreasing attention to irrelevant [perceptual] 
dimensions and features” (see also, Gold and Watanabe, 2010). 
In our study, listeners probably paid more attention to semantic 
properties of the sentences (i.e., contextual cues and target 
word predictability) than to the perceptual properties (i.e., 
spectral resolution or speech quality) as we  had instructed. 
We  speculate this might have resulted in the absence of trial-
by-trial perceptual adaptation to degraded speech, even when 
next-trial channel condition was predictable. However, one 
noteworthy finding is the higher accuracy in the predictable 
channel context than in the unpredictable channel context. 
We  interpret the differences in task performance in these two 
channel contexts in terms of general adaptation at a longer 
timescale. Adaptation to trial-by-trial variability of stimuli 
property reflects adaptation at a shorter timescale; at a longer 
timescale, however, listeners adapt to the experimental condition 
in which stimuli properties change slowly (Atienza et al., 2002; 
for neurobiological account, see Whitmire and Stanley, 2016; 
Zhang and Chacron, 2016; Weber et al., 2019). In both predictable 
and unpredictable channel contexts, adaptation in the short 
timescale was hindered by trial-by-trial variation of either one 
(target word predictability) or both properties (target word 
predictability and channel condition) of the speech stimuli. 
However, listeners adapted to the vocoded speech in the longer 
timescale when there was a certainty of channel condition (in 
predictable channel context) at the level of global channel context.

CONCLUSION

In conclusion, this study provides novel insights into predictive 
language processing when bottom-up signal quality is compromised 
and uncertain: We show that while processing moderately degraded 
speech, listeners form top-down predictions across a wide range 
of semantic space that is not restricted within highly predictable 
sentence endings. In contrast to the narrowed expectation view, 
comprehension of words ranging from low- to high-cloze 
probability, including medium-cloze probability, is facilitated in 
a graded manner while listening to a moderately degraded 
speech. We  also found better speech comprehension when 
individuals were likely to have adapted to the noise condition 
in the blocked design compared to the randomized design. 

5858

https://www.frontiersin.org/journals/psychology
www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Bhandari et al. Graded Effect of Prediction

Frontiers in Psychology | www.frontiersin.org 11 September 2021 | Volume 12 | Article 714485

We  did not find learning effects at the trial-to-trial level of 
perceptual adaption – it may be that the adaptation was hampered 
by variation in higher-level semantic features (i.e., target word 
predictability). We also argue that for the examination of semantic 
predictability effects during language comprehension, the analyses 
of response accuracy should be  based on the trials in which 
context evoking words are correctly identified in the first place 
to make sure that listeners make use of the contextual cues 
instead of analyzing general word recognition scores.
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Objective: Tests requiring central auditory processing, such as speech perception-in-
noise, are simple, time efficient, and correlate with cognitive processing. These tests
may be useful for tracking brain function. Doing this effectively requires information on
which tests correlate with overall cognitive function and specific cognitive domains. This
study evaluated the relationship between selected central auditory focused tests and
cognitive domains in a cohort of normal hearing adults living with HIV and HIV– controls.
The long-term aim is determining the relationships between auditory processing and
neurocognitive domains and applying this to analyzing cognitive function in HIV and
other neurocognitive disorders longitudinally.

Method: Subjects were recruited from an ongoing study in Dar es Salaam, Tanzania.
Central auditory measures included the Gap Detection Test (Gap), Hearing in Noise Test
(HINT), and Triple Digit Test (TDT). Cognitive measures included variables from the Test
of Variables of Attention (TOVA), Cogstate neurocognitive battery, and Kiswahili Montreal
Cognitive Assessment (MoCA). The measures represented three cognitive domains:
processing speed, learning, and working memory. Bootstrap resampling was used to
calculate the mean and standard deviation of the proportion of variance explained by the
individual central auditory tests for each cognitive measure. The association of cognitive
measures with central auditory variables taking HIV status and age into account was
determined using regression models.

Results: Hearing in Noise Tests and TDT were significantly associated with Cogstate
learning and working memory tests. Gap was not significantly associated with any
cognitive measure with age in the model. TDT explained the largest mean proportion
of variance and had the strongest relationship to the MoCA and Cogstate tasks. With
age in the model, HIV status did not affect the relationship between central auditory tests
and cognitive measures. Age was strongly associated with multiple cognitive tests.
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Conclusion: Central auditory tests were associated with measures of learning and
working memory. Compared to the other central auditory tests, TDT was most strongly
related to cognitive function. These findings expand on the association between auditory
processing and cognitive domains seen in other studies and support evaluating these
tests for tracking brain health in HIV and other neurocognitive disorders.

Keywords: HIV, cognition, central auditory processing, attention, auditory disease, cognitive processing speed,
Africa South of the Sahara

INTRODUCTION

Central auditory function, reflected in tests of speech perception
in background noise, correlates with cognition (Watson, 1991;
Hallgren et al., 2001; Anderson and Kraus, 2010; Hoover et al.,
2017; Panza et al., 2018; Danielsson et al., 2019; Humes, 2020,
2021), including cognitive dysfunction due to mild cognitive
impairment (MCI), Alzheimer’s disease (Gates et al., 1996;
Idrizbegovic et al., 2011), and HIV (Zhan et al., 2017b; Buckey
et al., 2019; White-Schwoch et al., 2020; Niemczak et al.,
2021). This suggests central auditory tests might be useful for
tracking cognitive dysfunction in populations with disordered
neuro-cognitive processing. Yet, the relationship between central
auditory function and cognition is multifactorial and questions
remain regarding the correlation of central auditory tests with
specific cognitive domains (i.e., processing speed, working
memory, etc.). The ability to perceive, understand, and respond
to a conversational partner in background noise encompasses a
variety of neurocognitive domains (Gates et al., 1996; Anderson
et al., 2013). While conversing in a noisy environment may seem
like a simple, common task, detecting quick acoustic changes
in an auditory stream and understanding the content, requires
fast and accurate processing in the auditory processing pathway–
including higher-level cognitive processing. The correlation
between central auditory function and cognition suggests that
auditory information is not only processed by the cochlea
and auditory pathway, but also by other associative cortical
areas (Harris et al., 2012; Palmer and Musiek, 2014; Sardone
et al., 2019; Song et al., 2020). Our previous work has shown
a relationship between central auditory test performance and
cognitive performance, which suggested that central auditory
tests might be useful for tracking cognitive performance in people
living with HIV (PLWH) (Maro et al., 2014; Zhan et al., 2018;
Buckey et al., 2019; Niemczak et al., 2021). The goal of this
study was to evaluate the relationship between central auditory
tests and neurocognitive domains in adults living with HIV
and HIV-negative (HIV–) controls. Specifically, we examined
how three central auditory tests relate to the specific cognitive
domains of processing speed, learning, and working memory.
The aim was to provide focused results on specific relationships
of auditory processing and distinct neurocognitive domains to
inform multifactorial longitudinal analyses in HIV and other
neurocognitive disorders.

The worldwide prevalence of HIV/AIDS is approximately
37.9 million, with sub-Saharan African countries accounting for
two thirds of the global HIV burden (Prevention, February 5,
Centers for Disease Control and Prevention, 2020). Advances

in understanding HIV replication, tracking immunologic
progression, and using combination antiretroviral therapy
(cART), have resulted in reduced viral loads and a drastic
reduction in HIV mortality (Saylor et al., 2016). While rates
of asymptomatic and mild neurocognitive dysfunction remain
stable, cART has resulted in a significant decline in HIV-
related dementia (Saylor et al., 2016). Despite this reduction
in the severest forms of cognitive impairment, neurocognitive
dysfunction persists in a subset of PLWH, even among those
consistently taking cART and those with suppressed viral loads
(Heaton et al., 2015). Identifying, tracking, and potentially
predicting the development of neurocognitive dysfunction in this
population would provide crucial benefits for PLWH. Identifying
biomarkers for brain health in PLWH is important for reducing
mortality, morbidity, and disease progression (Saylor et al.,
2016). Cognitive impairment can lower treatment adherence
and quality of life (Ettenhofer et al., 2010). Variability in how
neurocognitive dysfunction presents in HIV relates to the diffuse
nature of the disease’s impact upon the central nervous system
(Zhan et al., 2017a). Per recommendations from the National
Institute of Neurological Diseases and Stroke, comprehensive
neuropsychological assessment is considered the gold standard
in assessing and monitoring neurocognition in PLWH (Antinori
et al., 2007). This form of assessment covers a variety of
cognitive domains, both broad and specific, providing an
understanding of global function and particular domain-based
skills (e.g., language, attention, memory). Neuropsychological
assessment, however, is costly, time consuming, and requires
specialized training for interpretation. It is also sensitive to
education and cultural background. Access to such evaluations
in resource limited settings, where the burden of HIV and other
neurocognitive diseases tends to be significantly higher than in
developed countries, is not always feasible. Additionally, finding
culturally and linguistically appropriately normed measures is
challenging (Robertson et al., 2009). Central auditory focused
tests offer an attractive option in these settings because the
tests are easy to explain, unlikely to be sensitive to education or
cultural background, and can be repeated over time.

People living with HIV have differences in brain regions
and functions necessary for auditory processing including gray
matter atrophy, axonal injury, loss of axonal density, and
diffuse white matter abnormalities in the internal capsule,
thalamus, and corpus collosum (Zhan et al., 2017a; Kuhn
et al., 2018). The auditory system provides a useful tool for
assessing brain function because processing auditory information
is neurologically demanding. Most people are familiar with tests
of peripheral hearing (e.g., a threshold audiogram), but centrally
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focused auditory tests involve much more than just assessing the
quietest tone an individual can detect. After the cochlea converts
sound waves into nerve signals the brain must quickly perform
a series of complex functions to determine the meaning of the
content. Speech perception, particularly interpreting speech in
noise, engages several cortical and subcortical centers (Kotz and
Schwartze, 2010; Specht, 2014). This involves neural pathways
throughout the brainstem and into the cortex that integrate with
high-level linguistic and cognitive systems, such as processing
speed and working memory (Rudner and Lunner, 2014; Pichora-
Fuller et al., 2016). Previous studies have shown that more
complex auditory tasks relate to cognition beyond peripheral
hearing sensitivity (Danielsson et al., 2019). A recent study by
Danielsson et al. found associations between auditory processing
tasks of temporal-order identification and gap detection with
semantic long-term memory and working memory. Auditory
thresholds had no significant effect on any of the cognitive
measures. What makes central auditory focused tests so appealing
is that they are relatively short (a gap detection test takes 5 min),
easy to explain (the hearing-in-noise test and triple digit task
involve identifying words or numbers in background noise),
can be repeated, and do not require trained administrators.
This is particularly important for deploying these tests in the
developing world where normative cognitive data often do not
exist, and education levels are variable. These measures would be
a major advance for following PLWH in the developing world.
Further understanding the relationship of central auditory tests
with specific neurocognitive domains could also provide detailed
knowledge for targeted longitudinal analyses to better assess,
track, and potentially predict neurodegeneration in those with
HIV and other neurocognitive diseases.

Our group has shown that PLWH with normal peripheral
hearing are more likely to report trouble understanding speech in
noise compared to controls (Maro et al., 2014; Zhan et al., 2017b).
These studies suggest worse performance on measures of speech-
in-noise identification may reflect damage to the central nervous
system resulting in cognitive impairment (Buckey et al., 2019).
Previous studies have shown a relationship between cognition
and auditory processing ability such as speech perception in
noise (Pichora-Fuller et al., 1995; Wong et al., 2009; Zekveld
et al., 2011), auditory temporal ordering (Szymaszek et al.,
2009; Danielsson et al., 2019; Humes, 2020;2021), and gap
detection testing (Harris et al., 2010). In our previous work,
we have shown a significant relationship between the ability to
understand speech in noise and cognitive status in PLWH (Zhan
et al., 2017b). Also, using fMRI we have shown activation in
frontal areas during a challenging speech-in-noise task (Song
et al., 2020) showing that challenging speech-in-noise tasks
involve areas beyond the auditory cortex. In addition, a growing
body of literature suggests central auditory processing deficits
in PLWH on self-report, neurophysiological, and audiological
measures (White-Schwoch et al., 2020; Niemczak et al., 2021).
The relationship between measures of auditory processing
and cognition likely relates to the similarities in specific
neurocognitive domains used for advanced processes of auditory
perception and higher-order cognition (Danielsson et al., 2019).
The goal of this study was to examine a selection of central

auditory tests and their relationship to specific cognitive domains
to help select and inform which tests might be most sensitive
in a longitudinal study to help detect cognitive changes over
time. To do this, we focused on tests we believed had a
strong central auditory component. We deliberately included
individuals who had normal peripheral auditory function (i.e.,
normal audiograms) and selected tests that involve temporal
processing and speech perception in noise. We hypothesized
that central auditory tests would be associated with cognitive
function in three domains of processing speed, learning, and
working memory in PLWH. By using cognitive measures with
various neurocognitive domains (speed of processing, learning,
working memory), this analysis would also examine the specific
domains of cognition that most strongly relate to central auditory
performance. If central auditory tests are related to certain
aspects of cognitive function, these measures might also provide
a quantitative, time efficient, and repeatable measure of cognitive
function in the developing world. In addition, once these
relationships are identified, longitudinal analyses could be used
to develop a predictive auditory screening tool related to multiple
domains of cognitive function.

MATERIALS AND METHODS

Study Design and Participants
This prospective cohort study design was derived from a
longitudinal study of HIV-infected adults (all taking cART) in
Dar es Salaam, Tanzania. At the time of data collection for this
analysis, we had gathered auditory and cognitive information
from 259 HIV+ (mean 40.9 years) to 76 HIV– (mean 32.3 years)
individuals from the larger study database. See Table 1 for a
complete review of sample demographics.

Procedures
The institutional review boards of both Dartmouth College and
the Muhimbili University of Health and Allied Sciences approved
this study’s research protocol. All research was completed in

TABLE 1 | Summary of study demographics between HIV groups.

HIV+(n = 259) HIV–(n = 76) P-value

Age (mean, SD) 40.9 (12.0) 32.3 (10.6) <0.001

Gender (n, %) Male 74 (29%) 31 (40%) -

Female 185 (71%) 39 (60%) -

Years of education (mean, SD) 8.92 (2.61) 10.3 (2.71) <0.001

Pure tone
average (dB
HL mean, SD)

Right 7.33 (4.86) 4.82 (5.50) 0.001

Left 6.48 (5.09) 4.74 (5.49) 0.002

CD4 counts (mean, SD) 681.6 (318.2) 787.1 (212.1) <0.001

Lowest CD4 counts (mean, SD) 406.7 (205.8) 659.9 (210.0) <0.001

Mean and standard deviation (SD) of each demographic variable for HIV groups.
P-values were calculated using the Mann-Whitney U-tests due to differences
in distribution of groups, which were found to be significant across all tests
(all ≤0.002).
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accordance with the Helsinki Declaration. All participants were
obligated to provide written informed consent. Participants
consisted of PLWH and HIV– adults who were tested at the
Infectious Disease Center in Dar es Salaam, Tanzania. To ensure
accuracy of analysis and control for variables that could affect
central auditory and cognitive function, we used a series of
data selection techniques. Individuals were excluded if they had
abnormal hearing sensitivity (>25 dB HL from 0.5 to 4 kHz) or
abnormal middle ear function. Individuals were also excluded if
they had a positive history of ear drainage, concussion, significant
noise or chemical exposure, neurological disease, mental illness,
ototoxic antibiotics (e.g., gentamycin), or chemotherapy. This
selection technique resulted in 385 individuals, but only 335
individuals with complete central auditory variables (i.e., no
missing auditory data) were selected for the study. We wanted
every subject to have completed all the central auditory focused
tests. The demographics of this sample population are provided
in Table 1. To reduce the variation from using a single
measurement from a single experimental session (cross-sectional
sample), we used the mean from multiple visits over time. To do
this, we plotted each subject’s cognitive and central auditory tests
over time and identified outliers by plotting a regression line to
the data and removing values that were >2 standardized residuals
from the regression line. After removing outliers, we took the
average of each subject’s test scores over time to create one data
point for each subject.

Audiological testing was performed using a hearing
assessment system built by the Creare, LLC. Creare’s wireless
noise attenuating headset (CWNAH) has the device speakers
mounted in highly noise attenuating ear cups. The attenuation
provided by this headset is better than any currently available
commercial hearing test device as measured by an independent
laboratory according to the relevant ANSI standards (Meinke
et al., 2017). Before starting the audiological evaluation, patients
had an otoscopic exam and cerumen was removed as needed.
All subjects completed a health history questionnaire that asked
about health conditions that might affect their hearing or central
nervous system (e.g., head trauma, other central nervous system
infection). To verify normal middle ear status, tympanometry
at 226 Hz was performed on both ears using a Madsen Otoflex
100 (GN Otometrics, Denmark). Individuals with abnormal
tympanograms (Type B or C) were referred for treatment and
subsequent reevaluation.

Hearing thresholds were measured at frequencies 500, 1000,
2000, and 4000 Hz using a Békésy-like tracking procedure as
described previously (Maro et al., 2014). Thresholds of 25 dB HL
or better for each ear across the aforementioned frequencies were
considered normal. Pure tone averages (PTA) were calculated
by taking the mean of all measured frequencies. Measures of
central auditory processing included gap detection, speech-in-
noise, and digits-in-noise testing. The Kiswahili language version
of the Hearing in Noise Test (HINT) and the Kiswahili Triple
Digit Test (TDT) were used to assess speech perception in noise.
The HINT was administered in three test conditions: Noise Front,
Noise Right, and Noise Left. In each HINT test, a different list of
20 sentences was presented in random order in the presence of
the masking noise spectrally matched to the long-term average of

the target material. The presentation level of the noise remained
fixed at 65 dB (A-weighting), and the test instrument adjusted
the level of each sentence adaptively depending on whether
the test administrator indicated that the previous sentence was
repeated correctly. The presentation level of the sentence was
reduced if the previous sentence was repeated correctly and
increased if the previous sentence was repeated incorrectly. This
adaptive procedure was used to determine the presentation level
of each sentence in the list. The average presentation level of
all sentences after the first four sentences defined the speech
reception threshold (SRT) for the test condition expressed as a
signal to noise ratio (SNR). A composite SNR of all three noise
conditions was calculated and used as the primary variable of
interest for the HINT.

In the TDT, recordings of natural productions of three-digit
triplets such as 3-5-9 (spoken as “tatu-tano-tisa” in Kiswahili)
were used as target stimuli (Kiswahili numbers below 10 have the
same number of syllables). All digit triplets were produced and
recorded by a male speaker in a soundproof booth. Digit triplet
recognition was tested in the presence of competing Schroeder-
phase masking noise. The test included 30 total presentations
of pseudorandom digit triplets with 6 practice presentations.
Presentations were presented in pairs of positive and negative
phase maskers. Each pair was presented at the same SNR. The
ordering of the masker was randomized for each pair. The test
started at a 0-dB initial SNR with the masker fixed at 75 dB
SPL. SNRs were then adjusted after each presentation or pair of
presentations by varying the target level. 2.0 dB SPL was added
to the target level for each incorrect digit and 2.0 dB SPL was
subtracted for each correct digit from the previous positive-phase
presentation. A speech reception threshold was calculated as the
SNR of the last 7 positive-phase presentations, which was used as
the primary variable of interest. Completing one list of 30-digit
triplets took 3-6 min.

The Gap Detection Test (GAP) determines a participant’s
ability to identify short gaps in noise by pushing a button when
they first identify a break in noise. The details of the gap detection
test have been published previously (Maro et al., 2014). We
implemented an adaptive gap detection algorithm using a single
staircase. Gaps occur randomly in the middle portion of 4.5 s of
white noise delivered at 65 dB SPL. No gaps were presented in
the first or last second. If the subject misidentified 2 gaps, in a
row or 3 gaps overall, the staircase “reversed,” and the gap length
increased. In this way, the staircase algorithm converged to the
subject’s gap threshold. The test started at a gap length of 20 m
sec and continued until the subject completed 10 reversals or
a total of 120 presentations. From these gap tests a plot of the
percentage of time a gap was correctly detected vs. gap length
was produced. This curve can be fit using the Hill equation to
calculate the gap length where 50% of the gaps were detected
correctly (Grigoryan et al., 2013). These values were used in the
analysis. The subjects received training in the gap test with both
a training video and a screen that provided both auditory and
visual feedback. The operator presented gaps to the subject until
the subject comprehended the task.

The Kiswahili version of the Montreal Cognitive Assessment
(MoCA) was used as a screening measure of cognitive
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function. The MoCA has been used in diverse populations and
has demonstrated reliability and validity with the Tanzanian
population (Vissoci et al., 2019). This measure assesses short-
term and long-term memory recall, visual spatial abilities,
executive functioning, attention, concentration, and working
memory. The maximum score achievable is 30 points and a
correction was implemented based on years of education.

Computerized neurocognitive assessments were conducted
using the Cogstate and Test of Variables of Attention (TOVA). All
cognitive assessments utilized visual stimuli, not auditory stimuli,
to test neurocognitive function (apart from the instructions).
The Cogstate1 is comprised of multiple tests assessing a variety
of domains. The Cogstate battery, was chosen because it uses
culturally neutral stimuli (e.g., playing cards) to ensure that the
assessment is not limited by a participant’s level of education.
Card games are popular in Tanzania, so the playing card approach
was familiar to the cohort. The Cogstate tasks are computer-
based and designed for repeated administration. The Cogstate
battery has been used to assess cognitive function in patients
with HIV and has been shown to correlate well with standard
neuropsychological test batteries (Cysique et al., 2006; Overton
et al., 2011; Bloch et al., 2016; Kamminga et al., 2017). In addition,
the Cogstate includes tasks known to be sensitive to cognitive
domains affected in adults (Hammers et al., 2011, 2012; Bloch
et al., 2016; Boivin et al., 2016). We chose outcomes measures of
working memory and learning from the Cogstate to include in
our analysis. The Test of Variables of Attention (TOVA. Version
8.0) was also administered to all subjects as it has been used
with sub-Saharan African populations across a wide range of

1www.Cogstate.com

studies (Bangirana et al., 2015; Boivin et al., 2019). The TOVA
has several advantages because it uses visual stimuli, measures
response times precisely (±1 m sec), is language- and culture-
free, and has a history of use in resource-challenged areas (Ruel
et al., 2012). Table 2 has a list of the measures, their cognitive
domains, and the outcome variables used in our analyses.

Statistical Analysis
Data were analyzed and plotted using MATLAB R© 2020b.
As stated above, a set of cognitive outcome variables were
determined a priori based on the sensitivity of specific domains,
their correlation to standard neuropsychological test batteries,
and cognitive domains likely to be affected by HIV (see Table 2).
We first tested simple group mean differences using non-
parametric procedure (Mann-Whitney U-test). A bootstrapping
method was used to examine the relationship of central auditory
tests to cognitive measures. This resampling technique was
used to estimate the mean and standard deviation of the
proportion of variance (R2) and overall significance (p-Value)
of the linear relationship between each central auditory test and
cognitive measure. We randomly sampled ∼60% of the cohort
(200 individuals) 5000 times for each central auditory/cognitive
relationship. To examine the effects of age and HIV, we
used general linear models to assess the association between
central auditory tests and cognitive measures with age and HIV
included in the model [model specification - (Cognitivemeasure∼
Gap + HINT + TDT + HIV status + Age)]. Previous studies
have shown a strong relationship between age, auditory tests,
and cognitive measures (see Humes et al., 2012 for review). This
analysis method resulted in 7 models, one for each cognitive
measure. To adjust for multiple comparisons, we used an α level

TABLE 2 | Descriptions of cognitive measures.

Cognitive measure Domain assessed Test description Outcome measure

MoCA

Kiswahili MoCA Neurocognitive Screening Screens short- and long-term memory
recall, visual spatial abilities, executive

functioning, attention, concentration, and
working memory.

A subject is able to obtain a total of 30 points.
Higher scores represent better performance.

TOVA

Response Time (RT) Attention, processing speed (RT-ms) Correct response time mean. Measures
quickness of response time in milliseconds.

The mean response time of the correct responses.
Lower = better.

Ex-Gaussian µ (ExGµ) Attention, processing speed (ExGµ-ms) The mean response time (in milliseconds) of
the correct responses, modeled using the

Ex-Gaussian distribution.

This score takes into account the skew in
distribution of reaction time scores. Lower = better.

Cogstate

One Card Learning (OCL) Visual leaning accuracy* (OCL-acc) Accuracy of performance; arcsine square
root proportion correct.

Accuracy is the primary outcome for OCL. Higher
scores = better.

Visual learning speed (OCL-lmn) Speed of performance; mean of the log10

transformed reaction times for correct
responses.

Speed of processing is the secondary outcome
measure for OCL. Lower score = better

One Back Test (ONB) Working memory accuracy (ONB-acc) Accuracy of performance; arcsine square
root proportion correct.

Accuracy is the secondary outcome for ONB.
Higher scores = better.

Working memory speed* (ONB-lmn) Speed of performance; transformed
reaction times for correct responses.

Speed of processing is the primary measure for
ONB. Lower score = better

All cognitive measures, the domain they assess, a description of the test, and the outcome measures are listed for the entire study. MoCA, Montreal Cognitive Assessment;
TOVA, Test of Variables of Attention. ∗ Indicates the primary variable of interest for Cogstate subtest.
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of <0.005. For all model analyses, a variance inflation factor was
calculated to assess collinearity among the predictor variables
(Gap, HINT, and TDT). All variance inflation factors were <1.8
indicating low levels of collinearity between predictor variables.
This provided an alternative way to examine the sampling
distribution of proportion of variance and overall significance.

RESULTS

Overall Mean HIV+ and HIV– Group
Comparisons
Overall demographic differences between groups showed that
HIV + individuals were older, less educated, and had pure
tone averages that were higher than the HIV– group. See
Table 2 for demographic differences. Mean differences between
central auditory and cognitive measures also revealed significant
HIV group differences. See Table 3 for mean and standard
deviations of cognitive and central auditory processing outcome
variables. All central auditory variables revealed highly significant
differences between HIV groups (p ≤ 0.012). MoCA, TOVA,
and Cogstate also revealed significant differences between groups
(p ≤ 0.037). Importantly, these differences do not show the
association between auditory and cognitive variables.

Relationship of Specific Central Auditory
Tests to Cognitive Measures
To evaluate the relationship of central auditory variables to
specific cognitive domains, we used a bootstrapping method to
assess the relationship between each individual auditory variable
and each cognitive measure. The most significant results were the
relationships of the TDT to the MoCA, OCL-lmn, and ONB-lmn
(all mean p < 0.001) with mean R2 values of 0.142, 0.113, and
0.120, respectively (Table 4). All central auditory focused tests
were significantly related to the MoCA, but the TDT relationship
was much stronger than for either the HINT or Gap and was
the only significant measure when multiple comparisons were

considered. The Gap test was significantly related to the TOVA
measures, but neither the HINT nor TDT were related to the
TOVA. The strongest results were for the TDT with the OCL
and ONB speed of processing measures. The HINT was only
weakly related to these measures. Interestingly, the HINT was
significantly related to the OCL and ONB accuracy measures,
while the TDT and Gap were not.

Association of Cognitive Measures to
Central Auditory Measures Including Age
and HIV Status
We evaluated the association of cognitive test domains to central
auditory tests, including age and HIV status in the model.
Overall, we found significant associations between multiple
cognitive and central auditory test variables. Table 5 shows
the results of all linear regression models. MoCA scores were
significantly associated with the TDT (p < 0.001), but not with
any other variable. TOVA response time (RT) and ex-gaussian
µ (ExGµ) were significantly associated with age (p < 0.001)
but no central auditory/cognitive relationship was found to
be significant. Cogstate OCL accuracy (OCL-acc) was only
significantly associated with HINT (p = 0.004), while the speed
of learning (OCL-lmn) was significantly associated with age
(p< 0.001) and TDT (p< 0.001). Cogstate ONB accuracy (ONB-
acc) was significantly associated with HINT (p = 0.003), while
working memory speed (ONB-lmn) was significantly associated
with age (p = 0.001) and TDT (p = 0.002). Together, these results
suggest that: (1) Gap was not significantly related to any of
the cognitive measures independent of age; (2) The HINT was
significantly related to OCL-acc and ONB-acc, and (3) The TDT
showed the strongest associations with significant relationships
to the MoCA, OCL-lmn, and ONB-lmn. Age also showed strong
associations with TOVA response time, ExGµ, OCL-lmn, and
ONB-lmn. R2 values were also strongest for the OCL-lmn (0.253)
and ONB-lmn (0.257) models. Surprisingly, HIV status was not
significant in any model and age was not significantly related to
the MoCA. Figure 1. shows plots of OCL-lmn and ONB-lmn for

TABLE 3 | Mean central auditory and cognitive performance differences between HIV groups.

Mean performance scores

Measure Subtest HIV + (SD) HIV– (SD) P-value

Central auditory processing Gap Detection Test (GAP - ms) 3.65 (1.37) 3.00 (1.18) <0.001

Hearing in Noise Test (HINT - dB SNR) –10.7 (0.99) –11.1 (1.01) 0.012

Triple Digit Test (TDT - dB SNR) –18.1 (4.70) –20.1 (4.63) <0.001

MoCA Total Score (# correct) 26.6 (2.86) 27.5 (2.30) 0.012

TOVA Reaction Time (RT - ms) 395.1 (62.9) 364.7 (63.2) <0.001

Ex-Gaussian µ (ExGµ - ms) 324.7 (59.0) 296.1 (51.5) <0.001

Cogstate *One Card Learning – accuracy (OCL-acc) 0.94 (0.10) 0.96 (0.10) 0.013

One Card Learning – speed of processing (OCL-lmn) 3.17 (0.11) 3.10 (0.09) <0.001

*One Back Test – speed of processing (ONB-lmn) 3.08 (0.10) 3.01 (0.09) <0.001

One Back Test – accuracy (ONB-acc) 1.07 (0.20) 1.12 (0.17) 0.037

Mean and standard deviation (SD) are displayed for HIV + and HIV– groups. Significant differences were found on all central auditory variables and cognitive measures.
P-values were calculated using Mann-Whitney U-tests (non-parametric) due to differences in distribution between HIV groups. *Indicates the primary outcome measures
for Cogstate subtest. Each measure is displayed in raw score units along with the applicable abbreviation in italic.
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TABLE 4 | Bootstrap results.

Bootstrap results

Cognitive variable Response variable Predictor variable Mean R2 Std. R2 Mean p-Value Std. p-Value

MoCA Total score Gap 0.036 0.016 0.033 0.056

HINT 0.042 0.022 0.034 0.072

TDT 0.142 0.028 <0.001 <0.001

TOVA Response time Gap 0.039 0.017 0.021 0.043

HINT 0.012 0.004 0.498 0.205

TDT 0.019 0.010 0.158 0.169

ExGµ Gap 0.030 0.016 0.045 0.076

HINT 0.002 0.004 0.582 0.260

TDT 0.011 0.008 0.234 0.196

Cogstate OCL-acc* Gap 0.011 0.009 0.271 0.023

HINT 0.037 0.017 0.035 0.073

TDT 0.018 0.010 0.132 0.144

OCL-lmn Gap 0.029 0.017 0.056 0.089

HINT 0.038 0.018 0.024 0.048

TDT 0.113 0.025 <0.001 0.001

ONB-acc Gap 0.011 0.009 0.254 0.232

HINT 0.096 0.018 0.012 0.032

TDT 0.032 0.017 0.045 0.076

ONB-lmn* Gap 0.027 0.014 0.061 0.093

HINT 0.032 0.017 0.044 0.079

TDT 0.120 0.022 <0.001 <0.001

The results of resampling between individual central auditory and cognitive measures are displayed below. 200 random samples of the 335 subject cohort were chosen
over 5000 iterations to calculate the mean and standard deviation (Std.) R2 and p-Value. The relationship of TDT and MoCA, OCL-lmn, and ONB-lmn showed the largest
R2 with mean p-Values below 0.001. *Indicates the primary outcome measures for Cogstate subtest. The colored values indicate significant of p < 0.005.

the TDT. The graphs show a significant positive trend for the
entire cohort and for the HIV + group to perform slightly worse
on both measures.

DISCUSSION

The findings of the current study support and build upon
previous work in understanding how central auditory measures
and cognition are associated. The results showed that central
auditory tests were significantly associated with cognitive abilities
across areas of learning and working memory on the Cogstate,
but not response time as measured by the TOVA. The HINT
and TDT showed the strongest associations with learning and
working memory on the Cogstate. Specifically, the TDT showed
the strongest relationship to OCL-lmn and ONB-lmn in the
linear models and with the bootstrapping resampling method.
Surprisingly, HIV status was not significantly associated with any
cognitive measure. These findings support the idea that central
auditory tests assess cognitive functions related to the domains of
learning and working memory. Longitudinal results are needed to
determine whether central auditory focused tests could be used
to track cognitive function over time in patients with particular
conditions that affect the central nervous system, such as HIV
and other neurocognitive diseases.

With speech-in-noise measures, we found that subjects who
performed better on HINT and TDT also performed better

on OCL and ONB tasks related to learning and working
memory. Speech perception in noise has been linked to multiple
cognitive functions (i.e., executive and attentive functions)
(Anderson and Kraus, 2010; Anderson et al., 2013; Moore et al.,
2014). The rationale for this link is based on the complex
acoustic processing necessary to perceive word representations
and phonemes accurately, extract the meaning of the message
within background noise successfully, and remember the message
from beginning to end to respond correctly. This process
requires cognitive-linguistic abilities, including working memory
to attend to and recall what is being said (Craik, 2007; Anderson
and Kraus, 2010; Rönnberg et al., 2013). Success in the learning
domain, as evidenced by OCL tasks, also requires recruitment
of complex neural networks across a broad range of cortical
and subcortical areas (Koziol and Budding, 2009; Du Plessis
et al., 2017). Recently, using fMRI we found increased activation
in the right superior and middle frontal gyrus during speech
perception in noise in a cohort of normal hearing Mandarin
listeners (Song et al., 2020). These two frontal sub-regions are
relevant for tone perception, phonological working memory, and
orientation of attention (Husain et al., 2006; Japee et al., 2015).
Therefore, this provides evidence that speech-in-noise tests are
tapping into areas of the brain also associated with tests such as
the ONB and OCL.

The strongest relationships were seen with the TDT. The TDT
is a closed set task (numbers 1-9) with no spatial adjustment
and uses Schroder-phase masking noise (positive Schroder-phase
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TABLE 5 | Linear regression results.

Linear regression results

Cognitive
variable

Response
variable

Predictor
variable

Beta Std. Err. t-Stat p-Value R2

MoCA Total score HIV 0.060 0.387 0.156 0.876 0.177

Age −0.025 0.014 −1.769 0.078

TDT −0.173 0.036 −4.780 <0.001

HINT −0.310 0.151 −2.052 0.041

Gap −0.174 0.118 −1.478 0.140

TOVA Response
time

HIV −11.168 8.771 −1.273 0.204 0.145

Age 1.629 0.323 5.049 <0.001

TDT −0.171 0.814 −0.210 0.834

HINT −3.052 3.513 −0.869 0.386

Gap 3.239 2.729 1.187 0.236

ExGµ HIV −9.722 7.741 −1.256 0.210 0.198

Age 1.982 0.284 6.984 <0.001

TDT −0.661 0.718 −0.921 0.358

HINT −2.589 3.073 −0.842 0.400

Gap 0.466 2.397 0.195 0.084

Cogstate OCL-acc* HIV 0.008 0.014 0.579 0.563 0.069

Age 0.000 0.001 −0.853 0.394

TDT −0.001 0.001 −0.634 0.526

HINT −0.016 0.006 −2.792 0.004

Gap −0.004 0.004 −0.806 0.421

OCL-lmn HIV −0.015 0.015 −0.976 0.330 0.253

Age 0.003 0.001 5.813 <0.001

TDT 0.005 0.001 3.358 0.001

HINT 0.011 0.006 1.757 0.080

Gap −0.001 0.005 −0.265 0.791

ONB-acc HIV 0.005 0.026 0.187 0.852 0.097

Age −0.002 0.001 −2.132 0.034

TDT −0.003 0.002 −1.258 0.209

HINT −0.030 0.010 −2.870 0.003

Gap −0.003 0.008 −0.341 0.733

ONB-lmn* HIV −0.019 0.013 −1.489 0.137 0.257

Age 0.003 0.000 6.076 0.001

TDT 0.004 0.001 3.109 0.002

HINT 0.006 0.005 1.255 0.211

Gap −0.002 0.004 −0.472 0.637

Results display the association between central auditory and cognitive measures
as well as HIV status and age. Models show decreased performance on central
auditory tests are significantly associated with degraded cognitive measures (Model
specification: Cognitive measure∼ HIV status + Age + TDT + HINT + Gap).
Significant values are highlighted in gray. *Indicates the primary outcome measures
for Cogstate subtest. T-stat was calculated by dividing the Beta (coefficient) by
the standard error.

noise is used to calculate the SNR). TDT yielded the largest R2

values and lowest p-Values and showed the strongest associations
to OCL-lmn, ONB-lmn, and MoCA. One possible reason for
these findings is the global cognitive nature of both the TDT
and -lmn/MoCA measures. The OCL and ONB-lmn measures
are the mean of the log10 transformed reaction times for correct
responses to tasks related to playing cards. The -lmn measures
could be interpreted as combination of accuracy, speed, and

memory. This is similar to the findings of Humes et al. (2013)
and others, who showed the importance of global sensory-
processing performance to global cognitive function (Humes
et al., 2013; Humes, 2015; Deal et al., 2016; Glick and Sharma,
2020). The working memory components of the ONB and OCL
tasks could also be related to auditory working memory, which
has been shown to be an important component of language
comprehension, even in the absence of background noise
(Daneman and Merikle, 1996; Wingfield and Tun, 2007). The
addition of background noise in the TDT may reduce auditory
working memory capacity, resulting in the decreased ability to
rehearse and recall a target, further compromising the perception
of the signal already degraded by noise (Pichora-Fuller et al.,
1995; Parbery-Clark et al., 2011). Age effects were also observed
on ONB-lmn and OCL-lmn measures. The degree of age-related
function on working memory has shown to be dependent of task
difficult with larger age effects with higher cognitive demands
(Salthouse and Meinz, 1995; Nilsson, 2003; Danielsson et al.,
2019). The association of TDT to MoCA also provides evidence
for a global hypothesis. The MoCA is a popular screening test
for cognitive impairment that covers key cognitive domains
including episodic memory, language, attention, orientation,
visuospatial ability and executive functions (Nasreddine et al.,
2005). In those with mild cognitive impairment speech-in-noise
processing may increase the recruitment of neural networks
involved in memory, attention, and learning to compensate
for this dysfunction (Iliadou et al., 2017; Jalaei et al., 2019).
Another hypothesized reason for the association between TDT
and cognitive measures is the cross-cultural simplicity. While the
Gap does not require any linguistic interpretation and the HINT
sentences have been translated accurately into Swahili, the TDT
provides a simple closed-set speech-in-noise task with minimal
cultural or educational influences.

A surprising finding was that although both the HINT and
TDT are speech-in-noise tasks, the TDT showed much stronger
relationships with cognitive test results. Also, the unique pattern
of the HINT relating to accuracy, and TDT relating to speed
of working memory and visual learning on the ONB and OCL
tasks was unexpected. Both the HINT and TDT are speech-in-
noise tasks that use a SNR metric as the outcome variable. But
the HINT is a composite score of three spatial orientations of
the speaker and background noise. The HINT also uses speech-
shaped noise to the long-term average of the presented sentences.
Also, the HINT requires repeating back entire sentences, where
the overall meaning of the sentence can provide some context to
help the subject repeat it correctly. The TDT, however, requires
remembering three unrelated numbers. The reasons for the
differences between the tests are not clear, but does show that not
all measures including speech in noise are the same.

Overall, our findings support the study of central auditory tests
for measuring function on neurocognitive domains of learning
and working memory regardless of HIV status. In the current
study, we did not find strong evidence for HIV affecting the
association between central auditory performance and cognitive
measures. We hypothesized that PLWH would show differences
in auditory processing due the diffuse effect of HIV on the
central nervous system such as gray matter atrophy, diffuse
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FIGURE 1 | Relationship of OCL-lmn and ONB-lmn with TDT for HIV– and HIV + individuals. Panels show the relationship of OCL-lmn (left) and ONB-lmn (right) for
HIV– (blue squares) and HI + (red circles). Lines indicate a least-squares fit for HIV– (blue dotted line), HIV + (red dotted line), and the overall cohort (black solid line).
OCL-lmn is the mean of the log10 transformed reaction times for correct responses during the One Card Learning task. This task was to quickly and accurately
recognize if a playing card has been presented before throughout the duration test. Lower scores equate to better performance. ONB-lmn is also the log10

transformed reaction times for the One Back Test using playing cards. Results show significant positive relationships between TDT and OCL-lmn and ONB-lmn.

white matter abnormalities in the internal capsule, thalamus,
and corpus collosum, axonal injury, and loss of axonal density
(Kuhn et al., 2018). We did find overall mean differences between
HIV groups (Table 3), and differences in distribution of the
scatter points for HIV– vs. HIV + individuals (Figure 1), but no
significant difference in the relationship between central auditory
and cognitive measures when age was in the model. These
findings could be because many PLWH are performing to similar
levels of those without the disease due to modern antiretroviral
therapy. Additionally, it may be that only a subset of those with
HIV show a difference in the relationship of central auditory
tests and cognitive measures and this is not apparent in the
overall measures. The CD4 levels of our cohort are consistent
with HIV + individuals with well-controlled HIV on cART
indicating that HIV was mostly well-controlled in this group.
Also, it may be that although there were more PLWH with
cognitive difficulties, the relationship between cognition and the
central auditory variables is not different from what occurs due
to aging. Our results support that age is a significant factor in
the auditory-cognitive relationship. PLWH may be experiencing
“accelerated aging” and may just be at a higher point on the
curve relating cognition to central auditory test performance.
Longitudinal analysis of this relationship is warranted to better
assess this “accelerated aging” hypothesis. Regardless, if deficits in
auditory function precede cognitive decline and ultimately brain
health, early detection of cognitive deficits may be possible by
evaluating aspects of central auditory processing.

We found central auditory tests were significantly associated
with learning and working memory on the Cogstate, but not
response time on the TOVA. The results are interesting because,
except for providing instructions in performing the tests, none of
the cognitive tests used in the study have an auditory component
for their execution. By examining temporal acuity in an auditory

gap detection paradigm, we found that age was significantly
related to TOVA response time and Ex-Gaussian Mu with older
adults having poorer response time compared to young adults.
These observed age effects are consistent with previous studies
that have suggested that age-related differences in complex
measures of auditory temporal processing may be explained, in
part, by age-related deficits in processing speed and attention
(Snell, 1997; Humes et al., 2009, 2012; Harris et al., 2010; Humes,
2021). Age has a large effect on cognitive speed, which declines
earlier and at a higher rate than memory (Salthouse, 2009).
Humes et al. (2009) found a significant correlation between
auditory and visual gap detection that was associated with
general cognitive function, but not with processing speed on
the Wechsler Adult Intelligence Scale (WAIS-III) in older adults
(60-88 years). While there was a difference in age between
cohorts and we used the TOVA instead of the WAIS-III, our
results support previous findings that show gap detection is
not related to processing speed when age is included in the
model. Continuing to study gap detection and processing speed is
important because they have been linked to age related changes in
speech recognition, especially in acoustically complex conditions
(Snell, 1997; Palmer and Musiek, 2014). But with the TOVA
used in this study, we cannot endorse a significant relationship
between processing speed and gap detection accounting for age
in our experimental cohort.

The central auditory relationships to cognition are particularly
important because central auditory tests can be easy to
administer and do not require extensive training. Measures
of central auditory processing are easy to train people on
how to use, not complicated to administer, and not restricted
to English. This makes them particularly appealing for use
in resource-limited settings, such as developing nations. In
contrast, cognitive tests can be challenging to train people
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how to use, are resource-intensive (e.g., materials), are often
sensitive to education, and have typically been created for
Western cultures. These are all barriers to their use in resource-
limited, international settings. Most central auditory tests can be
completed faster than traditional full cognitive test batteries (NIH
toolbox takes approximately 2 h to complete) and some take less
time than a cognitive screening test (10 min for the MoCA). The
entire central auditory test battery (GAP, HINT, and TDT) used
in this study took approximately 15 min, while the TOVA alone
took over 20 min. These factors provide compelling arguments
for exploring the use of central auditory tests to track cognitive
performance in resource limited settings.

This study has some limitations. Previous work has
demonstrated that age is an independent predictor of cognitive
performance and speech in noise ability in HIV + adults (Zhan
et al., 2017b). Processing speed is one of the strongest predictors
of performance across cognitive tasks in adults (Salthouse
and Ferrer-Caja, 2003) and age-related changes in processing
speed are well established (Verhaeghen and Salthouse, 1997)
and supported in this study. While age-related changes were
not the focus of the current study, their influence on the
auditory/cognitive relationship cannot be ignored. We observed
an age effect on both TOVA measures, OCL-lmn, and ONB-lmn.
Interestingly, all of these measures have a speed of processing
component. Yet, even with age effects included in the model,
central auditory tests were still significantly associated with
cognitive function on the Cogstate.

Regarding gap detection testing and cognitive speed of
processing, we only used gap detection thresholds as our primary
outcome variable. There may be additional data within the
test that were not fully utilized in this study. For example,
measuring response time at the gap detection thresholds or
even plotting a curve to each individual’s gap detection test
from 0% correct at short gaps to 100% at longer gaps. Further
development of these methods may produce a more sensitive test
in detecting cognitive decline in HIV or other population with
neurocognitive decline. Another limitation is that the present
study does not address whether central auditory tests can be
used to predict or track cognitive function in individuals over
time. Examining the relationship between cognition and central
auditory measures and whether this affected by HIV requires
a longitudinal study. Instead, this study was focused on what
cognitive domains were most strongly related to central auditory
tests in this mixed cohort of normal hearing individuals that
spanned a large age range. Result from this study do not
prove causal relations, but only significant associations between
central auditory and cognitive measures. Also, our test battery
was limited in its scope. With a different set of cognitive tests
(and additional domains), relationships might have been more
robust. In addition, exploring the relationship of central auditory
processing and cognition within HIV-infected individuals should
be completed in populations outside of sub-Saharan Africa. This
will allow for a better understanding of the generalizability of our
findings. Further analysis of longitudinal CD4 count history may
also provide a continuous metric of infection severity, which may
be more predictive of cognitive dysfunction. With modern cART,
lower CD4 counts have been exceedingly rare in our cohort and

the general health of all subjects is consistent with well-managed
HIV infection. Further longitudinal analysis of those who develop
lower CD4 counts (e.g., <200 cell/µl) warranted. Examination
of central auditory processing over time in HIV + individuals is
also needed, as such work might provide further insight into the
concept of accelerated aging in the brain in HIV-infected persons,
and whether this responds to interventions.

CONCLUSION

The overall results from the study suggest central auditory
focused tests are positively related to cognitive function in our
cohort, particularly in the areas of learning and working memory.
The Gap test was not related to any cognitive measure with
age in the model, while the HINT and TDT were related to
learning and working memory. TDT scores were also found
to be significantly related to the MoCA. We did not find any
evidence of a HIV effect on the association of central auditory
and cognitive measures. With longitudinal confirmation, central
auditory tests, specifically speech-in-noise tests such as the TDT
could provide an easy-to-use, quick method for assessing and
potentially predicting cognitive dysfunction in those with HIV
and other related cognitive deficits.
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Daily activities can often be performed while listening to music, which could influence
the ability to select relevant stimuli while ignoring distractors. Previous studies have
established that the level of arousal of music (e.g., relaxing/stimulating) has the ability to
modulate mood and affect the performance of cognitive tasks. The aim of this research
was to explore the effect of relaxing and stimulating background music on selective
attention. To this aim, 46 healthy adults performed a Stroop-type task in five different
sound environments: relaxing music, stimulating music, relaxing music-matched noise,
stimulating music-matched noise, and silence. Results showed that response times for
incongruent and congruent trials as well as the Stroop interference effect were similar
across conditions. Interestingly, results revealed a decreased error rate for congruent
trials in the relaxing music condition as compared to the relaxing music-matched
noise condition, and a similar tendency between relaxing music and stimulating music-
matched noise. Taken together, the absence of difference between background music
and silence conditions suggest that they have similar effects on adult’s selective attention
capacities, while noise seems to have a detrimental impact, particularly when the task is
easier cognitively. In conclusion, the type of sound stimulation in the environment seems
to be a factor that can affect cognitive tasks performance.

Keywords: selective attention, inhibition, Stroop task, background music, musical emotion, background noise,
arousal, neuropsychology

INTRODUCTION

Music is considered among the most enjoyable and satisfying human activities (Dubé and Le Bel,
2003). The recent development of portable players with unlimited access to musical libraries means
that people’s access to music has never been greater than in the last decade (Krause et al., 2014).
Adults listen to music for an average time of 17.8 h per week (International Federation of the
Phonographic Industry, 2018). It is therefore possible to infer that most adults perform a large
part of their daily tasks in the presence of background music (cooking, driving, working, studying,
etc.). The efficient accomplishment of these tasks recruits the capacities of selective attention,
also referred as attentional control; the cognitive ability to select, among a considerable load of
information, relevant stimuli while inhibiting others (Murphy et al., 2016; Bater and Jordan, 2020).
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Due to their front-line role in information processing, selective
attention capacities represent the gateway to other executive and
memory functions, the latter allowing us to adapt to the demands
of daily life (Cohen, 2011; Nobre et al., 2014). According to the
preceding definitions, the presence of inattention would cause
a deleterious effect on overall cognitive performance due to the
processing of information irrelevant to the accomplishment of
a task, at the expense of relevant information (Baldwin, 2012).
Therefore, with a growing body of research showing that the
presence of background music influences cognitive functioning
(for review, see Kämpfe et al., 2010), it is important to better
understand the influence of background music on selective
attention. Particularly, this would allow for the development
of recommendations aiming to optimize efficient performance
in everyday life.

Research investigating the effects of background music
on selective attention performance has shown mixed results;
sometimes showing neutral (Petrucelli, 1987; Cassidy and
MacDonald, 2007; Wallace, 2010; Speer, 2011; Cloutier et al.,
2020; Deng and Wu, 2020), beneficial (Amezcua et al., 2005;
Darrow et al., 2006; Cassidy and MacDonald, 2007; Masataka
and Perlovsky, 2013; Slevc et al., 2013; Fernandez et al., 2019),
or deleterious (Masataka and Perlovsky, 2013; Slevc et al., 2013;
Fernandez et al., 2019; Deng and Wu, 2020; Cloutier et al., 2020)
effects on performance. However, multiple factors can influence
this variability, such as the methodological limits observed within
this literature. Several studies present small samples of adult
participants, making it difficult to generalize the results to the
general adult population (≤24 adult participants; Amezcua et al.,
2005; Speer, 2011; Giannouli, 2012; Fernandez et al., 2019;
Cloutier et al., 2020). In addition, most of the time, non-auditory
(e.g., silence) and auditory (e.g., noises with sound characteristics
similar to those of music) control conditions were lacking
(Darrow et al., 2006; Marchegiani and Fafoutis, 2019; Deng and
Wu, 2020; Cloutier et al., 2020). There were also methodological
limitations regarding the choice of the sound material used.
For example, some studies have presented music with words
(e.g., Darrow et al., 2006; Speer, 2011; Marchegiani and Fafoutis,
2019; Deng and Wu, 2020), which has generally resulted in a
deleterious effect on performance. However, several studies have
previously shown that the presence of speech or words in a sound
environment tends to negatively affect cognitive performance in
comparison with a speechless sound environment (e.g., Salamé
and Baddeley, 1989; Szalma and Hancock, 2011). Therefore, the
effect of language processing is confounded with the effect of
background music in these studies.

Another element that could explain the variability between the
results of previous studies is the lack of control over the emotional
characteristics of the sound stimuli being utilized (as discussed
in Kämpfe et al., 2010; Schellenberg, 2013). Indeed, different
sound environments can induce different emotions. Particularly
for musical stimuli, musical parameters, such as tempo, can be
modulated to induce different musical emotions, like the level
of arousal (Gabrielsson and Juslin, 2003); music with fast tempi
are usually considered as stimulating, while music with slow
tempi are considered as relaxing (Västjäll, 2001; Bigand et al.,
2005; Vieillard et al., 2008). The emotional characteristics of a

sound stimuli, like its level of arousal, are important to consider
as studies have shown links between them and performance
on cognitive tasks (e.g., spatial skills, Thompson et al., 2001;
selective attention, Ghimire et al., 2019). Indeed, according to
the arousal-mood hypothesis (Nantais and Schellenberg, 1999;
Thompson et al., 2001, 2011; Husain et al., 2002; Schellenberg and
Hallam, 2005; Schellenberg et al., 2008), cognitive performance
can be promoted by sound stimulation, notably by increasing
physiological activation and improving mood. Both music and
noise can induce emotions (Hunter and Schellenberg, 2010), but
there is a general agreement that music is efficient to induce
positive emotions, and therefore it can be employed to positively
modulate mood (Thompson et al., 2001). The previously cited
research by Schellenberg and Weiss (2013) has shown that when
participants listen to music that positively alters their mood
before performing a cognitive task, like a stimulating and pleasant
music, their performance in this cognitive task was improved.
The arousal-mood hypothesis has been built on data that are
based on listening to a stimulus before the accomplishment of
a cognitive task.

The objective of this current study was to investigate the effect
of the arousal level of background music on adults’ selective
attention. To do so, we compared the effect of stimulating and
relaxing music on performance at a Stroop-type task, with two
music-matched noise conditions (stimulating music-matched-
noise and relaxing music-matched noise), and a silence condition.
Based on the arousal-mood hypothesis, we hypothesized that
the sound environment judged to be the most stimulating and
pleasant—the stimulating music condition—would be the most
beneficial environment to optimize cognitive performance.

MATERIALS AND METHODS

Participants
46 participants [27 females (58.7% of the sample), mean age:
25.57 years ± 4.33, mean years of education: 17.1 years ± 2.24].
All participants were native French speakers, had normal hearing
(measured by a brief hearing test done with an audiometer AC40
Interacoustics; participants had pure tone thresholds under 40 dB
SPL; World Health Organization, 1980) and normal or corrected-
to-normal vision. None of the participants had color blindness
or a history of neurological/psychiatric/neurodevelopmental
disorders. None of them were taking drugs or medication that
affected the central nervous system during the study. In addition,
participants were excluded if they presented at least one of the
following criteria: (i) music perception deficits (i.e., performance
below 73% at the scale subtest, 70% at the off-beat subtest, and
68% at the out-of-key subtest of the online Montreal Battery
of Evaluation of Amusia (MBEA; Peretz and Vuvan, 2017); (ii)
presence of mood disorders, evaluated with the Beck Depression
Inventory-II (BDI-II; Beck et al., 1996) and the Beck Anxiety
Inventory (BAI; Beck et al., 1988) and (iii) musicians. Individuals
were considered musicians if they completed equal to or more
than 5 years of formal music lessons or were self-taught under
that time frame in learning/practicing an instrument, and were
practicing a musical instrument equal to or more than 2 h
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per week (Zhang et al., 2020). The average number of years
of musical training/practice of the participants (calculated by
taking the number of years of formal music training added to
the number of years of autodidactic learning or practicing an
instrument) was 1.95 years± 2. All participants gave their written
informed consent in accordance with regulation of the local
ethics committee at the University of Montreal.

Auditory Materials
The 16 auditory stimuli encompassed eight musical excerpts
and eight acoustically music-matched noise stimuli. The eight
musical stimuli (four highly pleasant and stimulating excerpts
and four highly pleasant and relaxing excerpts) were selected
from our lab database of 42 short instrumental classical music
excerpts, all in major mode. The selection was made based on
valence (i.e., 0 = very unpleasant—100 = very pleasant), arousal
(i.e., 0 = very relaxing—100 = very stimulating) and familiarity
judgments (i.e., 0 = unknown—100 = very familiar) obtained
by 46 non-musicians who did not participate in the current
study; using visual analog scales (Nadon et al., 2016; for more
information see Supplementary Material). The original excerpts
from our database consisted of the first 30 s of each piece of
music. In order to be able to accumulate enough data for each
musical excerpt during the experimental task, the excerpts for the
current study were made up of the first 60 s of the same musical
pieces. Using data from Nadon et al. (2016), independent-samples
t-tests revealed that excerpts in the relaxing condition differ
significantly from the ones in the stimulating condition in terms
of arousal (respectively, M = 11.73 ± 11.1, M = 79.18 ± 18.75;
t(366) = −42, p < 0.001, η2

= 0.82) and familiarity (respectively,
M = 44.35 ± 36.72, M = 91.35, ± 19.25; t(366) = –15.38,
p < 0.001, η2

= 0.39). No difference of valence was found
between the relaxing and stimulating excerpts (respectively,
M = 80.61 ± 18.72, M = 78.43 ± 21.11; t(366) = –1.1, p = 0.3,
η2
= 0.01 (see Supplementary Material for more information).
For auditory control conditions, acoustically music-matched

noises were created based on the signal-processing procedure
used in previous research (Zatorre et al., 1994; Blood et al.,
1999). The spectral envelope of each music stimulus was exported
and applied to a synthesized white noise. This generated “noise
melody” was thus different for each matched music stimuli.
To ensure that participants would not recognize the rhythmic
patterns from the matched music piece while listening to the
music-matched noise stimulus, each noise stimulus was played
in reverse to create the final music-matched noise stimulus.

The final 16 stimuli (i.e., eight musical excerpts and eight
acoustically music-matched noise excerpts) were normalized in
amplitude, had a duration of 60 s, with 1 s ms fade-in and 2
secfade-out. All above sound processing was performed using
Adobe Audition 3.0 software (Adobe Systems Inc., San Jose,
CA, United States).

Experimental Stroop Task
Participants performed the task in a soundproof room. Visual
information was displayed on a computer monitor at a distance of
60 cm, while auditory information was presented binaurally using
headphones (DT770 Pro, Beyerdynamic) at a sound level ranging

approximately around 60 decibels. This decision was made
based on the results of Thompson et al. (2011) in which music
demonstrated a deleterious effect on reading comprehension
performance when presented at around 72 decibels, mainly for
fast tempo music, compared to when presented at 60 decibels.
Based on these results, 60 decibels appears to be the ideal sound
level to perform a cognitive task simultaneously. Participants had
access to a keyboard and a mouse, all of which were connected
to the computer (HP ProDesk 600 G1, Windows 7) located
outside the room, on which the task was run. Communication
between inside and outside the soundproof room was done
using microphones.

Selective attention was measured using a computerized
Stroop-type task (Stroop, 1935; customized scripted and inspired
by the Double trouble task from the Cambridge Brain Sciences
team1). Each trial presented a target word (RED or GREEN)
that appeared above two response words (RED and GREEN, see
Figure 1). The color of the target word was either congruent
(e.g., the word RED presented in red ink) or incongruent (e.g.,
the word RED presented in green ink) to the meaning of the
word. To add a level of difficulty, when the trial was incongruent,
the ink color in which the response words were presented was
also incongruent. Participants therefore had to identify the ink
color of the target word by selecting (with the keyboard arrows
left and right) the correct response word presented underneath.
The presentation of stimuli, and the recording of the type of
stimuli presented, response time and accuracy, were carried out
using the Psychtoolbox-3.0.13 (developed by Matlab and GNU
Octave) implemented in Matlab 2015b (Mathworks Inc., Natick,
MA, United States).

Participants were instructed to perform Stroop trials while
being as fast and accurate as possible. Each Stroop trial consisted
of a fixation cross (presented 500 ms, see Figure 1) followed by
one of the eight possible color-word stimulus options, presented
in a pseudo-randomized order. Participants had a maximum of
2,000 ms to give their answer. If participants answered before this
given time, another trial began and so on. Past this time, the trial
ended, a missed trial was recorded, the words “Too late” appeared
on the screen (for 400 ms), and the next trial began.

Procedure
Participants practiced performing the task in three blocks of
30 s, with a possibility to take a break between the blocks
in order to clarify instructions if needed. Each block was
performed, respectively, in silence; accompanied by a music
stimulus previously judged to have a neutral level of activation
and high level of valence (see Supplementary Table 1; Nadon
et al., 2016), and with the matched noise stimulus. Practice
blocks were similar to experimental blocks, except that the
participants responded to Stroop trials for only 16 s. During
these practice blocks, participants received feedback for their
answers (correct/incorrect; for 800 ms). After completing the
three practice blocks, participants could choose to receive the
instructions specific to the experimental part, or to continue
practicing (by performing all three blocks again).

1www.cambridgebrainsciences.com/tests/double-trouble
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FIGURE 1 | Schematic representation of the experimental procedure and experimental Stroop block.

For the experimental testing, participants performed the
Stroop task in five sound conditions: Silence (S), relaxing
music (RM), relaxing music-matched noise (RMN), stimulating
music (SM), and stimulating music-matched noise (SMN; see
Figure 1). The order in which participants performed the
sound conditions was counterbalanced across participants and
the order of presentation of musical or noise stimuli inside
the same sound condition was randomized across participants
using the Matlab script. Each sound condition consists of four
consecutive blocks of 60,000 ms. Each block began with an
induction phase (for 8,000 ms) presenting a blank screen while
the participant either listened to the music or noise played,
or remained in silence, depending on the sound condition
that was performed (see Figure 1). Then, the word “Ready!”
was presented (for 2,000 ms), followed by the beginning of a
46,000 ms sequence of Stroop task trials. Participants therefore
performed their last Stroop trial just before the sound fade-
out, when applicable. When participants completed a sound
condition (total of 4 min), they had to take a break of at least 2
min, during which they left the soundproof room to fill out the
questionnaires, until they were asked to return to the room to
perform the next condition.

After completing the task, participants were asked to listen
to each auditory stimulus they heard during the task. Stimuli
were presented in a randomized order and visual analog scales
were showed on the screen. Participants were asked to evaluate
the level of arousal [very relaxing (0) to very stimulating
(100)], valence [very unpleasant (0) to very pleasant (100)],
and familiarity [unknown (0) to very familiar (100)] for each
auditory stimulus.

Data Analyses
Accuracy (error rate (ER); percentage of incorrect responses
excluding missed trials) and mean response times (RT) of
correct responses trials were computed for each participant, for
each sound condition (i.e., RM, NRM, SM, NSM, and S) and
Stroop congruence trial type (i.e., congruent and incongruent).
A trial was considered correct when the participant was able
to accurately identify the ink color of the target word within
the imposed time limit (2,000 ms). Of these correct trials,
a first mean and standard deviation were calculated, and
only RT between −1.97 and 1.97 standard deviation from
the participant’s mean were used to calculate mean RT. The
Stroop interference effect was calculated by subtracting mean
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RT of congruent from incongruent conditions (i.e., mean RT
incong.—mean RT cong.) for each sound condition. Mean ER
and RT were entered into separate repeated measures analyses
of variance (ANOVAs) with Sound Conditions and Stroop
Congruence trial type as within-subject factors. Mean Stroop
interference scores were entered into another repeated measures
ANOVA with Sound Conditions as within-subject factor. When
interactions or a principal effect were significant, t-test analysis
were performed.

Paired-sample t-tests were performed to evaluate differences
between judgments of arousal, valence and familiarity for the
musical stimuli and the music-matched noise stimuli (see
Supplementary Table 2). All data were analyzed using IBM SPSS
Statistics 26 (IBM Corp., 2019). The alpha levels were set at.05
for all analyses.

RESULTS

Auditory Stimuli Evaluation
As expected, judgments of arousal from participants were
significantly higher for the stimulating music (SM) compared to
the relaxing music (RM). The arousal was judged significantly
higher for the two noise conditions (RMN and SMN) compared
to the RM. Similarly, the arousal was judged significantly lower
for the two noise conditions (RMN and SMN) than for the
SM. SMN was considered significantly more stimulating than
RMN (see Figure 2 and Supplementary Table 3 for details on
arousal’s results).

For the evaluation of valence, as expected, participants
considered that the two music conditions (RM and SM) were
significantly more pleasant than the two noise conditions (RMN
and SMN). There was no significant difference between the two
music conditions (RM and SM) and the two noise conditions
(RMN and SMN) in terms of valence (see Figure 2 and
Supplementary Table 3 for details on valence’s results).

The most familiar condition was SM, followed by the RM
condition, with the other two noise conditions being significantly
less familiar (RMN and SMN). There was no difference between
the level of familiarity among the two noise conditions (RMN and
SMN; see Figure 2 and Supplementary Table 3 for more details).

Stroop Task
The correct response time (RT) and error rate (ER) analyzes
supported the observation of a Stroop interference effect as RTs
were significantly slower and ERs were higher on incongruent
trials compared to congruent trials [effect of congruence on RTs:
F(1, 45) = 253.93, p < 0.005, η2

= 0.85; effect of congruence
on error rate: F(1, 45) = 104.158, p < 0.005, η2

= 0.70]. In
terms of RT on incongruent and congruent trials, there were
no significant differences in performance between the different
sound conditions [F(1, 45) = 1.01, p = 0.405, η2

= 0.02]. In
the analysis of ERs for incongruent and congruent trials in
each sound condition, the ER for congruent trials in the RMN
condition was significantly higher than in the RM condition
[t(45) = 2.10, p < 0.05, η2

= 0.09]. A similar tendency is
noted between the ER for congruent trials in the SMN condition

compared to the ER in RM condition [t(45) = 1.81, p = 0.077,
η2
= 0.07]. Regarding the ER for incongruent trials, there was

a trend toward a higher ER in the SM condition compared to the
silence condition [t(45)= –1.69, p= 0.097, η2

= 0.06, see Figure 3
and Supplementary Table 4 for more details on Stroop’s task
results]. No significant effect was found in the analysis with the
mean Stroop interference effect scores for each sound condition
[F(1, 45) = 0.394, p= 0.813, η2

= 0.009].

DISCUSSION

The aim of this study was to investigate the effect of the
arousal level of background music on selective attention
of adults. The results there did not reveal any significant
differences in attentional performance depending on whether
the task was performed in silence, accompanied by relaxing
music or stimulating music. Even though the results showed
that participants tended to make a greater number of errors
when listening to stimulating music compared to silence, this
difference was not significant. However, when comparing on-
task performance in the presence of music or noise, performance
is more affected by the presence of noise given that there
is a significant difference in error rate for congruent trials
between relaxing music (RM) and relaxing music-matched noise
(RMN), and a trend between relaxing music and relaxing music-
matched noise (SMN).

These results are somewhat encouraging as they showed
that the addition of to-be processed cognitive information (e.g.,
background music/noise) does not necessarily have deleterious
effects on attentional performance as some theories suggests (e.g.,
Kahneman (1973) limited capacity model). With these results, it
is possible to assume that performing a task requiring attention
in the presence of instrumental music should not have a negative
effect on the level of selective attention demand in order to
perform the task optimally.

The arousal-mood hypothesis (Nantais and Schellenberg,
1999; Thompson et al., 2001, 2011; Husain et al., 2002;
Schellenberg and Hallam, 2005; Schellenberg et al., 2008)
suggests that a sound environment judged to be stimulating
and pleasant would be a beneficial environment to optimize
cognitive performance (for details, see Schellenberg, 2013). It
was therefore expected that the stimulating music condition
would be the sound environment in which we would see the
lowest error rate and weakest Stroop interference. In contrast to
the hypotheses, the presence of pleasant and stimulating music
during the accomplishment of the task did not significantly
improve task performance. A small tendency to make more
errors on incongruent trials in this sound environment was
also noted. These results differ from those of previous work
studying the effect of the arousal level of background music
upon selective attention (Fernandez et al., 2019; Cloutier et al.,
2020). However, these studies mainly aimed to make comparisons
between groups (elderly vs. young adults), while the present
study had an objective of generalization to the adult population.
Furthermore, the tasks involved were different: while previous
studies employed the Flanker task to assess selective visual
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FIGURE 2 | Mean scores for the emotional judgments of valence and arousal and mean scores for the evaluation of familiarity for each sound condition. Graph
shows standard errors. ∗∗p < 0.01. ∗∗∗p < 0.001.

FIGURE 3 | Mean error rate on incongruent and congruent trials for each sound condition. Graph shows standard errors. ∗p < 0.05. - - - p = 0.07. . . . . . .p = 0.09.

attention, the current study utilized the Stroop task which
involves language processing. On the other hand, the number of
sound conditions in this study may affect the statistical power
of the results. It would therefore be interesting to investigate
whether the results would be the same with even a larger

sample-size in future studies (even though our sample-size was
larger than in previous studies).

A key finding of this study is a negative effect of
music-matched noise stimuli (low pleasantness) on attentional
performance. These results converge with previous work by
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Masataka and Perlovsky (2013) and Slevc et al. (2013) showing
lower performance on a similar Stroop task in the presence
of dissonant music (sound pairings perceived as generally
unpleasant or possessing low-pleasantness valence). Interestingly
in these studies, greater consonance (sound pairings perceived as
generally pleasant or possessing a high-pleasantness valence) led
to better performance on the Stroop task. It would therefore be
interesting to investigate further to assess which factor, the level of
valence/pleasantness or the degree of consonance, had the greater
influence upon the results of this and previous studies (Masataka
and Perlovsky, 2013; Slevc et al., 2013). This could be done by
integrating stimuli that are both consonant and unpleasant, such
as scary or sad music, or by specially composed music material.
In previous research, the relationship between background music
and cognitive performance seems to be affected by the degree
of familiarity of the musical stimulus (if the music was already
known to the participant). Higher familiarity has a positive effect
on performance for cognitive tasks (Darrow et al., 2006; Speer,
2011; Giannouli, 2012). One potential limitation of this study is
that, despite an attempt to select equally familiar music of similar
valence, the stimulating musical stimuli were rated as more
familiar by the participants than the relaxing musical stimuli (see
Supplementary Materials for details). It is then surprising that
the present findings did not support an effect of stimulating music
on task performance given that the stimulating music condition
was biased toward higher familiarity.

Judgments of valence can be influenced by the familiarity
of a musical piece. Some studies have shown that perceivers
tend to find a stimulus that they already know (e.g., a piece
of music) more pleasant (Parente, 1976; Schellenberg et al.,
2008; Van Den Bosch et al., 2013). Familiar background
music has also been associated with increased pleasure in
the process of completing a task without compromising task
performance (Pereira et al., 2011; Feng and Bidelman, 2015).
In this regard, Darrow et al. (2006); Speer (2011), Giannouli
(2012), and Kiss and Linnell (2020) asked their participants
to bring their favorite music into the lab, which then was
used as background music to perform a selective attention
task or a sustained-attention task. In these studies, the music
selected by the participants held characteristics of high emotional
valence and familiarity. However, the other characteristics of
the music utilized were heterogeneous between participants
(e.g., style, complexity of the music pieces, presence of
lyrics, or the level of arousal). The results of these studies
indicate that participants consistently performed better in
the familiar music conditions. As we know little about the
characteristics of the different pieces of music used in these
studies and that a great variability is present between them,
it is difficult to identify whether the results are generalizable
to listening to background music in general or whether they
are specifically attributable to a modulation of mood and/or
arousal due to the emotional characteristics and familiarity
of the music used. Future research should combine this
approach with systematic acoustic as well as musical and
linguistic structure analyses of the used material to further our
understanding of the potential characteristics involved in the
observed effects.

Taken together, our findings suggest that it is not sufficient for
background music to be arousing, pleasant and familiar in order
to enhance attentional performance as suggested by the Arousal-
mood theory, and that factors related to individual musical taste
may be driving the effects found in previous studies.

Finally, based on the results of this study, we can therefore
recommend that tasks requiring selective attention can be
performed in an environment of silence as well as with pleasant
instrumental music. Findings from this study can be extended
to practical use in environments with loud or unpleasant
intermittent noises (for example open-plan offices or when space
for telework must be shared). According to Szalma and Hancock
(2011), intermittent unpredictable short noise bursts are the
most disturbing forms of noise; these could be the sound of a
horn outside, the laughter of a colleague in a nearby open-plan
office, a family member shutting a door nearby, etc. Listening
to music in the background may be an efficient tool, equal to
working in silence, for masking unpleasant intermittent noises
while maintaining a similar level of selective attention on a given
task. In this light, future work comparing the presence of music
with pleasant noises (such as waves or waterfall noises) would
be interesting to investigate given their potential for masking
intermittent noises.
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In a hazardous environment, it is fundamentally important to successfully evaluate
the motion of sounds. Previous studies demonstrated “auditory looming bias” in both
macaques and humans, as looming sounds that increased in intensity were processed
preferentially by the brain. In this study on rats, we used a prepulse inhibition (PPI) of
the acoustic startle response paradigm to investigate whether auditory looming sound
with intrinsic warning value could draw attention of the animals and dampen the startle
reflex caused by the startling noise. We showed looming sound with a duration of
120 ms enhanced PPI compared with receding sound with the same duration; however,
when both sound types were at shorter duration/higher change rate (i.e., 30 ms) or
longer duration/lower rate (i.e., more than 160 ms), there was no PPI difference. This
indicates that looming sound–induced PPI enhancement was duration dependent. We
further showed that isolation rearing impaired the abilities of animals to differentiate
looming and receding prepulse stimuli, although it did not abolish their discrimination
between looming and stationary prepulse stimuli. This suggests that isolation rearing
compromised their assessment of potential threats from approaching objects and
receding objects.

Keywords: auditory looming bias, prepulse inhibition, attention, isolation rearing, rats

INTRODUCTION

The detection of an approaching object is fundamentally important to the survival of an
organism. For instance, the decision by an animal in the wild to forage for food requires
an evaluation of predation by assessing their approaching behavior (e.g., faster pace) and
their associated probabilities of occurrence and magnitudes. In auditory field, looming sounds
with rising intensity and receding sounds with falling intensity are primary cues to aid in
judging the motion of objects (Seifritz et al., 2002; Hall and Moore, 2003; Baumgartner
et al., 2017). The phenomenon of looming sounds containing an intrinsic and unconditioned
warning value therefore being more salient than receding sounds, is termed as “auditory
looming bias” (Seifritz et al., 2002; Hall and Moore, 2003; Maier et al., 2004; Baumgartner
et al., 2017; Glatz and Chuang, 2019; Bidelman and Myers, 2020). Previous literature reveals
that sound spectrum affects the perception of auditory looming bias. Compared with looming
white noise with equal increasing intensity, complex pure tones (Neuhoff, 1998, 2001) or
harmonic tones (Deneux et al., 2016) elicited stronger auditory looming bias. For example,
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macaques were more attracted to the approaching harmonic
tones by orienting them to longer time than receding tones
(Ghazanfar et al., 2002).

Prepulse inhibition (PPI) of the acoustic startle response
paradigm is the suppression of the startle reflex when an
intense startling stimulus is preceded by a weaker sensory
stimulus (the prepulse) (Fendt et al., 2001; Du et al., 2009; Li,
2009; Li et al., 2009). Graham (1975) proposed a “protection
of processing” theory for justifying the function of PPI:
the weaker prepulse preceding the startling noise triggers a
gating mechanism that dampens the disruptive effects caused
by the startling noise (Graham, 1975). Therefore PPI has
been recognized as an operational cross-species measure of
sensorimotor gating mechanism to help humans and animals
adapt to the complex environment (Swerdlow et al., 2001,
2006). The “protection of processing” theory of PPI (Graham,
1975) makes PPI a good behavioral paradigm for studying how
the salient value of auditory looming sounds as a prepulse
would protect the organism from interference by disruptive
stimuli. In this study, we used PPI of the acoustic startle
response paradigm to investigate the effects of looming sounds
on sensorimotor gating in rats.

Previous literature shows that emotional or spatial attention
to the prepulse can enhance PPI of the acoustic startle response.
In rats, when a prepulse is paired with the foot shock
and becomes emotionally salient, PPI induced by this fear-
conditioned prepulse is enhanced (Du et al., 2009, 2010, 2011; Li,
2009; Li et al., 2009). Additionally, PPI can be further enhanced
by a spatially separated conditioned prepulse from background
noise masker than a spatially co-located prepulse with the masker
(Du et al., 2009, 2010, 2011; Li, 2009; Li et al., 2009), which
illustrates that spatial attention to the prepulse enhances PPI.
Both the emotional fear conditioning–induced PPI enhancement
and perceptual spatial separation–induced PPI enhancement
reveal that PPI can be modulated by attention (Li et al., 2009).
These attentional enhancements of PPI are achieved by acquiring
salient valence of prepulse (e.g., fear conditioning), and it is of
interest to know whether a prepulse with natural and intrinsic
salience (e.g., looming sounds) can also draw the attention of rats,
therefore enhancing the PPI. The main aim of this study was to
investigate how the auditory looming sound as a prepulse affects
PPI compared with the receding sound.

Looming sounds are perceived as spanning a longer duration
compared with receding sounds with the same presentation
duration (Schlauch et al., 2001; Grassi and Darwin, 2006;
DiGiovanni and Schlauch, 2007; Grassi, 2010). This subjective
different temporal judgment between looming and receding
sounds indicates that looming sounds are attended for longer
duration than receding sounds (Glatz and Chuang, 2019). As the
duration of prepulse has an impact on PPI (Swerdlow et al., 2001;
Li et al., 2009), in our study, we manipulated the duration/rate
of both looming and receding sounds as prepulse and kept
the total amount of intensity change the same across the two
prepulse stimuli (i.e., 50 dB SPL), to investigate whether the
auditory looming effects on PPI are duration/rate dependent. As
the total amount of intensity change was equal to the duration
multiplied by the change rate of prepulse, in our study, change

of duration also caused change of intensity rate for looming and
receding sounds.

Isolation rearing starting from early life is one of the
commonly used animal models, to mimic the behavioral and
cognitive impairments in many mental disorders, such as
schizophrenia (Li et al., 2009; Wu et al., 2018), depression
and anxiety (Thorsell et al., 2006; Mosaferi et al., 2015; Ma
et al., 2017; Harvey et al., 2019), attention-deficit hyperactivity
disorder (ADHD) (Yates et al., 2012; Ouchi et al., 2013),
and other general early-life stress effects upon the brain and
behavior during adulthood (Weiss et al., 2000, 2004). Among
the cognitive/behavioral deficits caused by isolation rearing,
attentional impairment is found in several behavioral paradigms
(Wu et al., 2018). For example, it has been found that
isolation rearing abolished both emotional and spatial attentional
enhancements of PPI (Du et al., 2009, 2010; Li et al., 2009; Lim
et al., 2012; Wu et al., 2016), declined attentional processing
to novelty (Atmore et al., 2020), and impaired attentional set
shifting (McLean et al., 2010). As looming sounds contain an
intrinsic salient value for organism to avoid danger, it is of interest
to investigate how isolation rearing would preserve or abolish this
intrinsic attention to approaching objects. The second aim of this
study was to investigate how isolation rearing affects auditory
looming effects on attentional modulation of PPI. As previous
literature documented an attentional deficit caused by isolation
rearing (Du et al., 2009, 2010; Li et al., 2009; McLean et al., 2010;
Lim et al., 2012; Wu et al., 2016, 2018; Atmore et al., 2020), we
hypothesized that isolation rearing might impair the abilities of
animals to differentiate looming and receding sounds; therefore
no PPI difference between the two prepulse stimuli would be
observed.

MATERIALS AND METHODS

Animals
Twelve Sprague–Dawley rats participated in Experiment 1.
Another eighteen Sprague–Dawley pups were involved in
Experiment 2. All the rats and the pregnant female rats
were purchased from the Vital-River Experimental Animals
Technology Ltd., Beijing, China. They were transported in a
special vehicle to our laboratory in cages of five to six animals
each. All animal training and experimental procedures were
performed in accordance with the guidelines of the Beijing
Laboratory Animal Center, and the Policies on the Use of Animals
and Humans in Neuroscience Research approved by the Society
for Neuroscience (2006).

The twelve adult Sprague–Dawley rats in Experiment 1 were
socially housed and tested after approximately 2 months of their
arrival to the laboratory. The eighteen pups remained in the litter
along with their lactating mothers until weaning on postnatal
day (PND) 21. After weaning, each of the pups was randomly
assigned to either the social rearing group (reared in pairs,
N = 10) or the isolation rearing group (reared individually, N = 8)
for 8 weeks. The pups assigned to either the social or isolation
rearing group were tested in Experiment 2. The eighteen pups in
Experiment 2 were tested on their PND 77. Each individual rat
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FIGURE 1 | Rising- and falling-intensity harmonic tone stimuli used in the prepulse inhibition (PPI) paradigm. (A) The waveform of looming prepulse with rising
intensity from 17 to 67 dB SPL (left panel) and receding prepulse with falling intensity from 67 to 17 dB SPL (right panel) with a duration of 120 ms. (B) The frequency
spectrum for looming prepulse (left panel) and receding prepulse (right panel).

(isolation-reared) and three individual rats (socially reared) were
housed in a single transparent plastic cage (48 × 30 × 18 cm,
the cage size was the same in socially reared and isolation-reared
rats), under a temperature of 24± 2◦C and a 12-h light/dark cycle
with food and water freely available.

Stimuli and Apparatus
The whole-body startle reflex of rat was induced by an intense 10-
ms broadband noise burst (0–10 kHz, 100-dB SPL) delivered by
a loudspeaker above the rat’s head. The electrical voltage signals
were sampled at 16 kHz and collected for 500 ms. In a single trial,
as the startling stimulus could reliably induce a distinct waveform
complex of the startle response (Zou et al., 2007; Du et al.,
2011), the startle response was digitized and measured as the
peak-to-peak amplitude between the primary peak component
and the subsequent peak component. The prepulse stimulus,
which ended 50 ms prior to the startling noise, was a 30, 120,

160, or 200-ms three-harmonic tone complex (1.3, 2.6, 3.9 kHz)
with rising intensity (i.e., looming prepulse) and falling intensity
(i.e., receding prepulse) (Figure 1). The sound level of looming
prepulse rose from 17 to 67 dB SPL; and the sound level of
receding prepulse dropped from 67 to 17 dB SPL. The stationary
prepulse was the same three-harmonic tone complex with a
stable intensity of 67 dB SPL. We controlled the amount of
intensity change the same for looming and receding prepulse
stimuli (i.e., 50 dB SPL) and changed the duration, therefore
the corresponding rate for 30, 120, 160, and 200 ms prepulse
could be calculated as (67–17)/30 = 1.67 dB SPL/ms; (67–
17)/120 = 0.42 dB SPL/ms; (67–17)/160 = 0.31 dB SPL/ms; and
(67–17)/200 = 0.025 dB SPL/ms. We could see shorter duration
was accompanied with higher change rate and vice versa. The root
mean square (RMS) level of looming and receding prepulses were
identical: the RMS value was 7.0, 24.5, 32.3, and 40.1 for durations
of 30, 120, 160, and 200 ms, respectively. This indicates that the
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energy was the same for all prepulses at a given duration. The
Sprague–Dawley albino rats have the greatest hearing sensitivity,
which is between 8 and 38 kHz. The best hearing points are
8 kHz and 32–38 kHz. Between 8 and 32 kHz, the sensitivity levels
slightly decline (Kelly and Masterton, 1976; Borg, 1982; Heffner
et al., 1994). Although the prepulse stimuli used in our study are
not within the range of the highest hearing sensitivity, the rat’s
hearing threshold for 1–2 kHz tones is approximately 25 dB SPL
and for 3–4 kHz tones is approximately 15 dB SPL (Kelly and
Masterton, 1976; Borg, 1982; Heffner et al., 1994). Thus, our rats
could detect the stationary prepulse stimuli at 67 dB SPL, looming
and receding prepulse stimuli at 3.9 kHz above 15 dB SPL (i.e.,
within the range of 17–67 dB SPL), and at 1.3 and 2.6 kHz above
25 dB SPL. The 17dB SPL is more likely not loud enough to detect
the 1.3 and 2.6 kHz tone of the three-harmonic tone complex.
This is one of the weaknesses of our study when choosing
the frequency and intensity of three-harmonic tone complex
as looming and receding prepulse stimuli. The prepulse was
delivered by each of the two horizontal and spatially separated
loudspeakers, which were placed horizontally in the frontal field
with a 100◦ separation angle and 52 cm away from the rat’s
head position. All the sound stimuli were digitally generated by
Adobe Audition software and converted by a custom-developed
sound delivery system (National Key Laboratory on Machine
Perception, Peking University). Calibration of sound intensity
was conducted with a Larson Davis Audiometer Calibration and
Electro-acoustic Testing System (AUDit & System 824, Larson
Davis, Depew, NY, United States).

Testing Procedures
On the first three successive days, the rat was placed inside
a restraining cage, whose dimensions matched the size of the
rat body so that the rat could not reorient its head and
body positions, and the rat was exposed to the broadband
noise (60 dB SPL) delivered for 30 min. The broadband noise
was continuously presented by each of the two horizontal
loudspeakers. Neither the prepulse nor the startling noise was
presented during the acclimation. This procedure was to adapt
the rat to the restraining cage and testing chamber. The enclosure
was wiped down with ethanol solution after each animal.

On the fourth day (test day), the rat was tested in the
same environment embedded with the background noise. The
rat received 10 presentations of startling stimulus without
prepulse presentation for the first 5 min. In Experiment 1, the
testing block included 45 trials: 5 trials containing startling
noise alone, 20 trials containing a looming prepulse with rising
intensity preceding startling noise (with 5 trials per each prepulse
duration), and 20 trials containing another receding prepulse
with falling intensity preceding startling noise (with 5 trials
per each prepulse duration). In Experiment 2, the duration
of prepulse was fixated (i.e., 120 ms) based on the result of
Experiment 1, the testing block included 20 trials: 5 trials
containing startling noise alone, 5 trials containing a looming
prepulse preceding startling noise, and 5 trials containing
a stationary prepulse preceding startling noise, and 5 trials
containing a receding prepulse preceding startling noise. The
three types of trials within a testing block were presented in a
random order, and this order of the presentation was randomized

across rats. The randomization of the presentation order and
rat order was created using a “RAND” formula in Excel. The
inter-stimulus onset interval between a prepulse and the startling
stimulus was fixated at 100 ms. The interval between each trial
varied between 25 and 35 s (mean = 30 s).

Data Analysis
The startle response was measured as the peak-to-peak amplitude
between the primary peak component (latency mainly between
15 and 20 ms) and the subsequent peak component (latency
mainly between 20 and 25 ms), and were baseline corrected.
The startle responses were reliable across all the rats. All the
trials, including startling noise-only trials and prepulse trials,
were included in the analysis. The value of PPI of the acoustic
startle response was calculated with the below formula:

PPI (%) =

(amplitude to startling noise alone− amplitude
to startling noise preceded by prepulse)

amplitude to startling noise alone
× 100%

In Experiment 1, a two-way repeated-measures ANOVA with
the factors prepulse duration (four levels) and prepulse type (two
levels) was conducted. In Experiment 2, a two-way mixed-design
ANOVA with the factors rearing conditions (independent factor,
two levels) and prepulse type (dependent factor, three levels) was
conducted. All the statistical analyses were performed using SPSS
15.0 software. The null hypothesis rejection level was set at 0.05.
The data were presented using raincloud plots (Allen et al., 2019).

RESULTS

Experiment 1: Looming Effects on
Attentional Modulation of Prepulse
Inhibition at Different Prepulse Durations
in Socially Reared Rats
We found a difference of PPI induced by looming prepulse with
rising intensity and receding prepulse with falling intensity that
depended on the duration of prepulse (Figure 2A). A two-way
repeated measures ANOVA was conducted on the PPI data,
with prepulse type (2 levels: looming and receding) and prepulse
duration (4 levels: 30, 120, 160, and 200 ms) as the within-
subject factor. We found a marginal significant quadratic trend
interaction for prepulse duration (F(1,11) = 3.441, p = 0.091,
η2 = 0.238). The pairwise t-tests further showed that PPI elicited
by looming prepulse was marginally significantly larger than
the PPI induced by receding prepulse when the duration of
prepulse was 120 ms (t(11) = 2.715, p = 0.020, Bonferroni
corrected p = 0.080). However, no significant difference of PPI
occurred between looming and receding prepulse at 30 ms
(t(11) = −1.764, p = 0.105, Bonferroni corrected p = 0.420),
160 ms (t(11) = 0.296, p = 0.773, Bonferroni corrected p = 1.000),
and 200 ms (t(11) = −0.387, p = 0.706, Bonferroni corrected
p = 1.000).
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FIGURE 2 | Prepulse duration and rearing type on looming-induced
attentional modulation of PPI. (A) Raincloud plots of PPI induced by looming
prepulse (red) and receding prepulse (blue) when the prepulse duration was
30, 120, 160, and 200 ms. Note that a marginal significant difference of PPI
between the looming and receding prepulses was observed when both the
prepulses were 120 ms. (B) Different modulated PPI by two rearing types. Not
that in socially reared rats (blue), PPI was significantly increased by looming
prepulse than PPI induced by stationary and receding prepulse; in
isolation-reared rats (red), PPI was only increased by looming prepulse than
PPI induced by stationary prepulse. No difference of PPI between looming
and receding prepulses was found. Circles are individual data; circles with
black edge color show the average of group data; distributions show
probability density function of data points. ∗ Indicates p < 0.05, ∗∗ indicates
p < 0.01, and # indicates p < 0.1.

Experiment 2: Different Looming Effects
on Attentional Modulation of Prepulse
Inhibition in Socially Reared and
Isolation-Reared Rats
In Experiment 1, the difference of looming-induced PPI
enhancement occurred when the duration of prepulse was
120 ms, thus we chose 120 ms prepulse and further investigated
whether the looming-induced PPI enhancement would be
different between socially reared and isolation-reared rats
in Experiment 2.

A two-way mixed-design repeated measures ANOVA was
conducted on the PPI data, with prepulse type (three levels:
stationary, looming, and receding) as the within-subject factor
and group (two levels: socially rearing, isolation rearing) as the
between-subject factor. A significant main effect of prepulse type
(F(2,32) = 16.872, p = 0.00001, η2 = 0.513) was found, in addition
to a significant linear trend interaction between prepulse type
and group (F(1,16) = 5.787, p = 0.029, η2 = 0.266). The latter
prompted further analysis on the two animal groups. In socially
reared rats, repeated measures ANOVA showed a main effect of
prepulse type (F(2,18) = 16.416, p = 0.000088, η2 = 0.646). The
post hoc pairwise t-tests with Bonferroni correction revealed a
larger PPI induced by looming prepulse than stationary prepulse
(p = 0.002) and a larger PPI induced by looming prepulse
than receding prepulse (p = 0.004). In isolation-reared rats,
another repeated measures ANOVA showed a main effect of
prepulse type (F(2,14) = 5.030, p = 0.023, η2 = 0.418), which
prompted further scrutiny by post hoc pairwise t-tests with
Bonferroni correction. These revealed a significant larger PPI
induced by looming prepulse compared with PPI induced by
stationary prepulse (p = 0.034), although no significant difference
of PPI between the looming and receding prepulses was found
(p = 1.000) (Figure 2B).

DISCUSSION

The results of our study demonstrated that the looming
sounds with an adequate duration (i.e., 120 ms) induced PPI
enhancement compared with receding sounds with the same
duration, suggesting that approaching sounds serve an intrinsic
warning cue for individuals to dampen the startle response
elicited by a sudden and interfering stimuli. The “auditory
looming bias” shown in previous literature (Neuhoff, 2001;
Ghazanfar et al., 2002; Seifritz et al., 2002; Hall and Moore,
2003; Maier et al., 2004; Maier and Ghazanfar, 2007; Grassi,
2010; Baumgartner et al., 2017; Glatz and Chuang, 2019;
Bidelman and Myers, 2020) was also found in PPI of the
acoustic startle response paradigm in rats. We further showed
that this looming effect–induced PPI enhancement was time
or rate dependent. When the duration of looming prepulse
was either too short (e.g., 30 ms, a faster rate) or too long
(e.g., longer than 160 ms, a slower rate), PPI enhancements
induced by the looming sounds disappeared for the fact that
there was no difference of PPI elicited by the looming and
receding sounds. This illustrates that an adequate processing
time of approaching objects is needed to capture the attention
of the rats and therefore enhanced PPI. It is also noted that
recency effect of looming sounds could not explain our results.
If rats differentiated looming and stationary prepulse based on
recency effect, we should have found no difference of PPI between
stationary (67dB SPL) and looming prepulse (the last tail intensity
was 67 dB SPL). However, we found a significant difference
between these two prepulse stimuli in both the animal groups.
Previous literature documented various duration of approaching
sounds–induced auditory looming bias in animals and humans:
macaques demonstrated behavioral bias for looming sounds at
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750 ms (Ghazanfar et al., 2002) and their neural discharge
rate for rising and falling intensity sounds differed at a shorter
duration (i.e., 25 ms) (Lu et al., 2001); humans judged longer
for approaching than receding sounds when they were in the
duration of 200 ms (Schlauch et al., 2001), or as long as 1,000 ms
(Grassi and Darwin, 2006). How the temporal information is
maintained in looming sounds and how the duration of looming
sound affects the auditory looming bias are of interest for future
research to advance.

The cognitive mechanism of different perceptions of looming
and receding sounds has been studied in previous literature.
One of the mechanisms is that looming sounds induced
a loudness bias whereby its highest intensity of looming
sounds was perceived in the end, therefore looming sounds
were perceived louder than receding sounds and more easily
captured attention (Neuhoff, 2001; Susini et al., 2010; Aumond
et al., 2017). Another explanation is that looming sounds
contained the first unattenuated segment which received the
highest weight and therefore captured attention, while receding
sounds had their first fade-in segments which were ignored
(Oberfeld and Plank, 2011). For example, the decay portions
or the tails of receding sounds were easy to be ignored,
especially in a reverberant environment (e.g., the background
broadband noise in our experiment), thus the tails may not be
considered a meaningful part for the judgment of sound motion
(DiGiovanni and Schlauch, 2007).

The neural mechanisms of perceiving looming and receding
sounds differed. In animals, auditory looming sounds activated
primary auditory cortex stronger than receding sounds in
marmosets (Lu et al., 2001) and macaques (Maier and Ghazanfar,
2007). In humans, neuroimaging evidence showed that compared
with receding sounds, looming sounds activated a broader
neural network subserving motion perception, including the
motor and premotor cortices and the cerebellum; and subserving
attention, compromising the superior temporal sulci, the middle
temporal gyri, and the temporoparietal junction (Seifritz et al.,
2002). Another magnetoencephalography study in humans also
confirmed that rising intensity complex sounds induced a
stronger activation in bilateral inferior temporal gyrus and
right temporoparietal junction compared with falling intensity
complex (Bach et al., 2015). Taken together, looming sounds were
more salient than receding sounds and involved more activations
in temporal and frontal areas in animals and humans.

The neural circuitry mediating PPI is mostly located in the
midbrain, comprising inferior colliculus (Li et al., 1998a,b, 2009),
deeper layers, and intermediate layers of the superior colliculus
(Fendt et al., 2001; Li et al., 2009), and primary auditory cortex
(Du et al., 2011). PPI can be enhanced when the prepulse is
endowed with emotional attention. For example, when the salient
valence of prepulse was acquired by pairing it with foot shock,
it has been found that this emotional attentional modulation
of PPI relied on the lateral amygdala of rats (Du et al., 2011).
Furthermore, this fear-conditioned prepulse induced larger PPI
when this prepulse was spatially separated from background
noise masker than the same prepulse was co-located with the
masker. This spatial attentional modulation of PPI depended
on the posterior parietal cortex of the rats (Du et al., 2011).

One of the potential areas in mediating the approaching sound–
induced PPI enhancement may be the primary auditory cortex
of rats, as it was found to be involved in both the neural circuit
of regulating PPI (Li et al., 2009; Du et al., 2011) and looming
sound perception (Lu et al., 2001; Maier and Ghazanfar, 2007).
Compared with receding prepulse, the approaching or looming
prepulse contained an intrinsic salient value, which could draw
attention to it, therefore enhanced PPI.

Besides primary auditory cortex, prefrontal cortex (PFC)
is involved in bias perception by looming sounds. In a
human electroencephalography study, neural signals in PFC
differentiated looming and receding stimuli at an early stage,
indicating a faster top–down control on prioritizing approaching
events via PFC (Bidelman and Myers, 2020). Its involvement
in regulating PPI and attentional modulation of PPI has also
been well documented. In rats, a behavioral positron emission
tomography study reported that the left frontal cortex (area
3) and the left and right prelimbic cortex were related to PPI
modulation (Rohleder et al., 2016). Furthermore, a relationship
between decreased function and volume of the medial PFC and
low PPI values was found (Tapias-Espinosa et al., 2019). It has
been further suggested that the PFC mediates the attentional
enhancement of PPI of the acoustic startle reflex (Meng et al.,
2020). Additionally, prefrontal dysfunction caused by isolation
stress during adolescence resulted in PPI deficits (Drzewiecki
et al., 2021; Du et al., 2021). What other brain areas are involved
in and how the brain network subserving attention is involved in
this process need further investigation.

Isolation rearing abolished the looming sound–induced PPI
enhancements to some extent. We found that in socially reared
rats, looming sounds caused higher PPI than stationary and
receding sounds with the same duration. Although isolation
rearing did not abolish their discrimination ability for looming
and stationary sounds, it impaired their discrimination between
looming and receding sounds as no difference of PPI was found.
The failure of differentiating looming and receding sounds in
isolation-reared rats may be related to their flawed attention
(Li et al., 2009; Wu et al., 2018). Previously we found that
isolation rearing abolished both fear conditioning–induced PPI
enhancement (Du et al., 2010; Wu et al., 2016) and perceptual
spatial separation–induced PPI enhancement (Du et al., 2009;
Wu et al., 2016), which indicates an impairment of attending
to the prepulse with acquired salient valence. Our study further
extends it to show that isolation rearing abolished their attention
to intrinsic salient value of prepulse (i.e., looming sounds)
without acquisition. From evolutionary perspective, the failure of
attending to potential biological salience of looming cues and lack
of adaptive bias for an approaching object may leave their life at
risk in the real world. PPI is a cross-species paradigm, which has
been commonly used in animals (Wilkinson et al., 1994; Li et al.,
1998a,b, 2009; Weiss et al., 2000; Swerdlow et al., 2001; van den
Buuse et al., 2003; Zou et al., 2007; Du et al., 2009, 2011; Li, 2009;
Uehara et al., 2009; Zhao et al., 2013; Lei et al., 2014; Wu et al.,
2016, 2019; Ding et al., 2019) and humans (Li et al., 2009; Lei
et al., 2018). The looming effect–induced attentional modulation
of PPI can be used as a behavioral paradigm to probe attentional
deficits in animal models and patients with mental disorders,
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such as schizophrenia (Dawson et al., 1993; Chen and Faraone,
2000; Dondé et al., 2020) and ADHD (Sharma and Couture, 2014;
Tarver et al., 2014; Luo et al., 2019).

There are some limitations to our current study. First, the
chosen frequency and intensity of looming and receding prepulse
stimuli may make rats not to detect all the three components of
the harmonic tone complex. To make a comparison to external
attentional modulation of PPI paradigms (Zou et al., 2007; Du
et al., 2011; Wu et al., 2016), we chose the same broadband
noise at 60 dB SPL as background noise masker and the three-
harmonic tone complex (1.3, 2.6, 3.9 kHz) as prepulse stimuli
in our study. This was not an issue for stationary prepulse
stimuli (67 dB SPL) but caused the intensity of the looming
and receding prepulse (17–67 dB SPL) below background noise
for some time (approximately 40 ms when the intensity was
below 25 dB SPL, see Figure 1) and thus it is hard for rats
to detect 1.3 and 2.6 kHz of the three-harmonic tone complex.
Additionally, our rats may not be able to detect the 1.3 and
2.6 kHz tone of the three-harmonic tone complex at 17 dB SPL,
since their hearing threshold for 1–2 kHz tones is approximately
25 dB SPL (Kelly and Masterton, 1976; Borg, 1982; Heffner
et al., 1994). As the hearing threshold for 3–4 kHz tones is
approximately 15 dB SPL (Kelly and Masterton, 1976; Borg, 1982;
Heffner et al., 1994), our rats could detect 3.9 kHz of the three-
harmonic tone complex for both looming and receding prepulse
stimuli (17–67 dB SPL). Second, the lower detection of 1.3 and
2.6 kHz tone of the three-harmonic tone complex may cause
the interval between prepulse and startling stimuli differed for
looming and receding prepulse conditions. As stated above, the
two tones were most likely detected for approximately 80 ms in a
120 ms prepulse. Consequently, the time between the recognized
prepulse and the startle stimulus was longer in the receding
prepulse condition than in the looming prepulse condition. This
effect was additionally increased as the background noise was
60 dB SPL during each session and may affect the effectiveness
of the prepulse on the PPI of the acoustic startle response.
Third, the rats tested in Experiment 1 were involved in another
attentional modulation of PPI paradigms, in which they have
encountered a 50-ms three-harmonic tone complex (1.3, 2.6,
3.9 kHz) and another three-harmonic tone complex (2.3, 4.6,
and 6.9 kHz). As the previous prepulse had the same frequency
range of the one used in current study, their early exposure

to the same frequency prepulse may cause less sensitivity to
the looming prepulse used in our study and therefore their
PPI was lower compared with the PPI in socially reared rats
in Experiment 2.

In conclusion, our study showed a looming effect–induced PPI
enhancement, which is that rising-intensity sound at an adequate
time duration could effectively dampen the startle response
elicited by a sudden stimulus, therefore it helps organisms to
adapt to the complex environment by recruiting attentional and
physiological resources. Isolation rearing impaired the abilities of
the animals to discriminate between the looming and receding
sounds, which makes them vulnerable to the approaching
predators in the wild.
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Gunman?
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Earwitnesses to the 1963 assassination of President John F. Kennedy (JFK) did not

agree about the location of the gunman even though their judgments about the number

and timing of the gunshots were reasonably consistent. Even earwitnesses at the same

general location disagreed. An examination of the acoustics of supersonic bullets and

the characteristics of human sound localization help explain the general disagreement

about the origin of the gunshots. The key fact is that a shock wave produced by

the supersonic bullet arrived prior to the muzzle blast for many earwitnesses, and the

shock wave provides erroneous information about the origin of the gunshot. During the

government’s official re-enactment of the JFK assassination in 1978, expert observers

were highly accurate in localizing the origin of gunshots taken from either of two locations,

but their supplementary observations help explain the absence of a consensus among

the earwitnesses to the assassination itself.

Keywords: JFK assassination, US House Select Committee on Assassinations (HSCA), re-enactment of JFK

assassination, acoustics of rifle bullets, sound localization, earwitnesses, shock wave, muzzle blast

INTRODUCTION

President John F. Kennedy (JFK) was assassinated in Dallas, Texas, on 22 November 1963. Within
days, the new president, Lyndon B. Johnson, appointed a blue-ribbon panel of seven legislators and
statesmen to investigate the assassination. The commission was headed by the chief justice of the
US Supreme Court, EarlWarren, and consisted of about 400 staff and a budget of about $10million.
The commission held public hearings and officially interviewed over 500 people. About 10 months
after the assassination, the commission published a report of nearly 900 pages plus 26 volumes of
interviews, depositions, and exhibits, all of which came to be called the Warren Report (Warren
Commission, 1964). This was arguably the most thoroughly investigated murder in the history of
the world.

The primary conclusions of the Warren Commission were: there was only one assassin,
Lee H. Oswald, who shot from a corner window on the sixth floor of the Texas School Book
Depository (TSBD) building, a location behind the president. Oswald fired three shots using the
Mannlicher-Carcano rifle found in the TSBD, one shot missed and two struck the president. The
second bullet struck the president in the upper back, exited from the front of his throat, and then
struck Texas Governor John Connally, who was seated in front of, below, and inboard of the
president (the single-bullet account). The third shot struck the president in the head, killing him
within minutes. The commission noted that an 8-mm film taken by Abraham Zapruder greatly
aided their investigation.
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Even before the Warren Report was released, questions
emerged about various people and events surrounding the
assassination, and these led to a number of conspiracy theories
about aspects of the JFK assassination. The Warren Commission
emphasized that they found no evidence of any conspiracy
between Oswald, organized crime, Cuba, the FBI, the CIA,
the military-industrial complex, Jack Ruby (Oswald’s assassin),
or any other entities. Even so, conspiracy theories continued
to thrive. In April 1968, Martin Luther King, Jr. (MLK)
was assassinated in Memphis, Tennessee, and again there was
widespread disbelief about several details of the official account
of that event.

The persistence of public disbelief in the official accounts
of the JFK and MLK assassinations led the US House
of Representatives to create a House Select Committee on
Assassinations (HSCA) in 1976 (Bugliosi, 2007a, p. 370+). The
hope was that scientific advances made since the Warren Report
and theMLK investigation would allow additional information to
emerge that could help resolve some of the prevalent questions.
The HSCA employed about 250 people, spent about $5.8 million,
and issued its report in 1979. Their activities included a partial
re-enactment of the assassination in Dealey Plaza in August 1978
using live ammunition. A primary motivation for the partial re-
enactment was a dictabelt recording inadvertently transmitted
from a motorcycle of the Dallas Police Department on the day
of the assassination that might have contained the sounds of the
gunshots (explained in McFadden, 2021).

The HSCA report (House Select Committee on
Assassinations, 1979) received world-wide attention because at
the last minute it was rewritten around a conclusion of there
having been four gunshots, not the three mentioned in the
Warren Report (Bugliosi, 2007a, p. 380; Bugliosi, 2007b, p.
153+). For various reasons, four shots meant two shooters,
exactly what many conspiracy theorists had been arguing for
years. As explained in Supplementary Material (McFadden,
2021), that conclusion was shown to be unquestionably
erroneous within months of the publication of the HSCA report,
but unfortunately the bell could not be unrung, and the HSCA
report has contributed to the widespread belief that the Warren
Report was wrong.

The HSCA’s partial re-enactment of the assassination was
primarily concerned with the physical acoustics of gunshots
in Dealey Plaza (Barger et al., 1979), but also present was a
psychoacoustics team, consisting of David M. Green, Frederic L.
Wightman, and your author. The activities and the findings of
the psychoacoustics team are primary components of this article
(see below).

The assassination of President John Kennedy was
unquestionably one of the major historical events of the
20th century, and unfortunately there are many erroneous claims
and theories about the event scattered throughout the public
record. Among the more serious errors is the conclusion by the
HSCA that there were four gunshots taken at the President, not
three. There are multiple goals for this article: to discuss the
acoustics of rifle bullets and the psychoacoustics of localizing the
source of rifle bullets in highly reverberant locations in order to
help explain why earwitnesses to the JFK assassination were so

uncertain about the location of the gunman; to retell the story of
the HSCA partial re-enactment of the JFK assassination and to
explain the mistake made by the physical acousticians; to provide
some personal perspective about the partial re-enactment;
and to provide an example of applying knowledge obtained
in laboratory studies to real-world situations, in this case an
important historical event. Some of the content of this article
repeats publicly available information that is not generally known
to recent generations of acousticians, psychoacousticians, or the
citizenry. Specifically, the report from the psychoacoustics team
to the HSCA (Green, 1978, p. 111–130; Green, 1979) contained
a section describing the difficulties humans have localizing the
origin of a supersonic rifle bullet in a highly reverberant space,
along with the observations made by the psychoacoustics team
during the re-enactment, discussions that are repeated and
elaborated here and in Supplementary Material (McFadden,
2021). My belief is that these stories deserve retelling so that
citizens are more knowledgeable about the facts of their history.

EARWITNESS REPORTS

Figure 1 illustrates the scene of the assassination, Dealey Plaza.
The president’s motorcade began at the Dallas airport (Love
Field), and consisted of over a dozen vehicles carrying local, state,
and national dignitaries, the press, and Secret Service agents. The
JFK limousine was second in line, and it carried the President and
his wife, Texas Governor Connally and his wife, and two Secret
Service agents. The motorcade left downtown Dallas on Main
Street, turned right on Houston Street for one block, and then
turned left onto Elm Street in front of the TSBD. The assassin’s
first shot came soon after the turn onto Elm Street, at∼12:30 p.m.
Upon hearing the shots, the Secret Service agents accelerated, and
the presidential limousine took Stemmons freeway to Parkland
Hospital where the President was pronounced dead about 1:00
p.m. Vice-President Johnson was sworn in as president just prior
to takeoff on Air Force 1, which then returned the presidential
party to Washington, D.C.

Estimates are that somewhere between 500 and 700 people
were in Dealey Plaza at the time of the assassination. Many were
employed nearby and came out during their lunch hour to watch
the motorcade pass by. Most of the spectators were arrayed along
Houston Street, with fewer on the sidewalk and grass on either
side of Elm Street.

Soon after the assassination, subsets of these witnesses were
interviewed by various investigators. This was not a well-planned
research study, so the interviews generally lacked consistency.
However, they do provide the best subjective evidence available
about the assassination. One of the better compilations of these
interviews comes from the work of Thompson (1967, p. 25). He
summarized the responses of 190 witnesses who either testified to
theWarren Commission or spoke with a law-enforcement officer
whose report reached the Commission’s files. Fortunately, these
interviews contained information about the general location
of each witness, which is important because of the acoustic
complexity of Dealey Plaza. Unfortunately, the interviews
occurred at different times after the assassination, meaning that
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FIGURE 1 | Diagram of Dealey Plaza, showing the path of the motorcade (dashed line); the location of the assassin on the 6th floor of the TSBD; three locations of the

presidential limousine corresponding roughly to its locations when the three shots were fired from the TSBD; the location of the pergola where A. Zapruder stood while

filming the assassination; and other relevant details. Figure adapted from Green (1979) by Susanna Douglas Mitchell.

the earwitnesses had been exposed to differing numbers of
newspaper and television reports about the investigation to date.
Thus, their accounts may have been different from what they
would have been if obtained immediately after the event. Also,
all relevant questions about the gunshots apparently were not
asked of every earwitness, or at least all the responses were not
noted. Accordingly, caution is required not to over-interpret the
results. It is important to understand that, unlike what would
happen today, no commercial or personal audio equipment was
operating in Dealey Plaza at the time of the assassination (and the
Zapruder film was silent). All we have are earwitness reports plus
the physical evidence.

The obvious needs to be said here, and acknowledged as
important. Each of the earwitnesses to the JFK assassination was
startled, surprised, confused, disbelieving, excited, and fearful,
to varying degrees. Further, they brought to the event different
previous experiences with gunshots. Finally, memories are
known to change with time. All of these factors unquestionably
contributed to the perceptions and memories reported, and that
needs to be recognized when evaluating the verbal descriptions
of the auditory (and visual) events provided by the earwitnesses.
There should be no surprise that the recollections about details
during those critical few seconds differed across individuals.
As an extreme example of the differences across individual

earwitnesses, Thompson reported that the descriptions of the
time interval between the first and last shot varied from seconds
to minutes! By contrast, there was good agreement about the
number of shots heard, with 79% of the 172 people who answered
that question saying 3 shots. Similarly, about 61% of the 65 people
answering agreed that the final two shots were closer in time than
were the first two shots (Thompson, 1967, p. 25, Appendix).

Although the earwitnesses were in reasonable agreement
about the number and spacing of the gunshots, there was less
consistency in their comments about arguably the most crucial
question about the assassination: the origin of the gunshots. Only
64 of Thompson’s 190 earwitnesses gave any opinion at all on that
issue. That is, fully two-thirds of the earwitnesses apparently were
too uncertain of the source of the gunshots to offer a location for
the gunman (or maybe the answer was so obvious that it did not
require comment?). This was a truly peculiar fact that deserved
serious attention from the HSCA psychoacoustics team. What
factors might have led so few earwitnesses to express an opinion
about the origin of the gunshots when most of them did have
opinions about the number and spacing of the shots?

By the way, of Thompson’s earwitnesses who did mention a
location, about 52% identified the grassy knoll or triple underpass
region and about 39% mentioned the TSBD building. When
evaluating various conspiracy theories, it is important to know
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that, by one count, only four earwitnesses mentioned more than
one location for gunmen (Green, 1979, p. 10; Bugliosi, 2007b,
p. 174).

Having acknowledged the potential contribution of rapidly
aroused emotion to the earwitness reports, are there other factors
that could have contributed to the general uncertainty and
disagreement the earwitnesses exhibited about the origin of the
gunshots? Yes, but first some background.

LOCALIZING SOUND SOURCES

In less emotion-filled settings, humans are extraordinarily skilled
at localizing the origins of sounds in three-dimensional space.
As readers of this journal are aware, humans use three basic
cues for sound localization. The direction of the source along
the left/right axis is determined by the differences at the two ears
in both the time of arrival of the sound and the sound-pressure
level (SPL) of the sound, with spectral cues indicating source
location in the vertical and front/back directions (Wightman and
Kistler, 1992, 1999). The first cue (timing) exists because the
speed of sound in air is relatively slow compared to the distance
between our two ears; it takes more time for a sound to reach
the further ear than the nearer ear. These time differences can
be as large as 600–800 µsec, depending upon the size of the
observer’s head, but most humans are sensitive to interaural time
differences as small as 10 µsec. The second cue (SPL) exists
because the head throws a “shadow” when its width becomes
large compared to the wavelength of the incident sound. At
high frequencies, the magnitude of the interaural level difference
can be tens of decibels, but most humans are sensitive to
interaural differences of <1 dB. In the everyday world, interaural
time and level cues typically operate in unison; the nearer ear
typically also receives the stronger sound. The third cue of
spectral differences originates in the acoustics of the pinnae; these
cues are specific to the individual observer, and are essential
for resolving confusions of front and rear source locations
(Wightman and Kistler, 1999).

THE ACOUSTICS OF GUNSHOTS

Considerable insight into the earwitnesses’ uncertainty about the
location of the gunman is gained by examining the acoustics of
rifle bullets. Gunshots are not like the stimuli commonly used in
laboratories to measure human abilities to localize sounds. The
bullets commonly fired from rifles travel at supersonic speed,
meaning that there are two sources of sound associated with
every rifle shot. First there is themuzzle blast that originates from
the explosion inside the barrel and the exit of the bullet from
the barrel (Beck et al., 2011). This sound behaves in a familiar
manner. It propagates away from the rifle spherically, traveling at
the speed of sound in air (∼1,125 feet per second or 343 meters
per second), while losing about 6 dB of level for each doubling of
the distance from the source.

The second source of sound for a supersonic bullet is a
shock wave that is generated as the bullet moves through the
air (Sapozhnikov et al., 2019). At the front of the bullet is a

substantial overpressure produced because the surrounding air
cannotmove fast enough to “get out of the way.” At the rear of the
bullet is a substantial underpressure because the rapid flight of the
bullet leaves a partial vacuum that takes time for the surrounding
air to equalize. The overpressure at the front of the bullet and the
underpressure at the rear of the bullet produce a rapid N-shaped
pressure change that propagates away from the bullet. As we will
see, the existence of these N waves has the potential to explain
much of the uncertainty the earwitnesses had about the origin
of the gunshots during the JFK assassination, so it is worthwhile
to provide more details about N waves (also see Green, 1979;
Sapozhnikov et al., 2019; McFadden, 2021).

For small objects like bullets, the time between the peak
overpressure and the peak underpressure is so small that the
two disturbances can be conceptualized as a single impulse.
Once that N wave reaches a human observer, the perceptual
experience commonly is described as a boom, snap, or crack.
For large objects like supersonic aircraft, the peak overpressure
and the peak underpressure of the N wave both can produce
impulses, milliseconds apart (the double boom familiar to people
living near military airbases). In general, the N waves produced
by large objects have larger peak overpressures and larger peak
underpressures than N waves from small objects.

Some additional details: (1) Technically, both the positive and
negative peaks of the N wave are called shock waves, but for
the purposes of this article “shock wave” typically will be used
to denote the initial overpressure of the N wave. (2) The shock
wave associated with the overpressure at the front of the bullet
travels slightly faster than the speed of sound in the surrounding
air, and the shock wave associated with the underpressure at the
rear of the bullet travels slightly slower. Thus, the duration of the
N-shaped wave increases with distance traveled from the source;
the shock wave associated with the overpressure increasingly
outraces the shock wave from the underpressure. (3) Unlike the
familiar spherical pattern of propagation for the muzzle blast, the
N wave propagates away from the supersonic bullet (or airplane)
in a pattern having the shape of a cone (the Mach cone), with
the tip of the cone at the front of the bullet. (4) In general,
an N wave that spreads with the shape of a Mach cone loses
about 4.5 dB of level for each doubling of distance from the
source, as compared to the familiar −6 dB for the spherically
spreading muzzle blast. This means that the relative strength of
the N wave compared with the muzzle blast becomes greater with
increasing distance from the rifle. Figure 2 illustrates both the
muzzle blast (curved lines) and the shock wave (cone shapes)
from a supersonic bullet at two instants in time as the bullet
travels from right to left across the figure (For an animation of an
N wave, see https://en.wikipedia.org/wiki/Sonic_boom#/media/
File:Sonicboom_animation.gif).

One important point to note from Figure 2 (adapted from
Green, 1979) is that the curved and conical wavefronts provide
localization cues for different points of origin of the sounds.
The curved, muzzle-blast waves did originate at the location of
the gunman, and they carry values of interaural time difference
and interaural level difference appropriate for that location. By
contrast, the conical patterns originated from the path of the
bullet, and they carry values of interaural time difference and
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FIGURE 2 | A diagram of the muzzle blast and the shock wave associated with a gunshot from a rifle firing supersonic bullets. The rifle is located at the right of the

figure and the bullet proceeds toward the left. The curved lines in the figure illustrate the muzzle blast propagating spherically away from the rifle, and the cone-shapes

illustrate the path traversed by the shock wave propagating away from the path of the bullet. Because the bullet travels faster than the speed of sound, the sound

produced by the shock wave arrives prior to the sound produced by the muzzle blast at most locations in front of the gunman. When the bullet reaches position 1, an

ideal observer located at the red asterisk would hear the sound generated by the shock wave and would localize the source as the path of the bullet. This judgment is

correct based on the stimulus, but incorrect about the origin of the bullet. When the bullet reaches position 2, an ideal observer located at the red asterisk now hears

the muzzle blast and localizes that source as the location of the gunman. Of course, humans are not ideal at separating the two sources of sound, so the potential for

confusion is high (The duration of the N wave increases moving from left to right along the edges of a cone; see text). Figure adapted from Green (1979) by Susanna

Douglas Mitchell.

interaural level difference appropriate for the location of that
path, not the location of the rifle (see Figure 2).

The second important point to note from Figure 2 is that,
at all locations more than a few meters in front of the rifle, the
sound from the shock wave arrives before the sound from the
muzzle blast. Also, the time difference between the two increases
with increasing distance from the source (the ratio of the time
differences is constant). At a distance of about 240 feet (about
73 meters; the approximate distance between the TSBD and the
president at the time of the shot that hit him in the neck),
the sound of the shock wave from a bullet from a Mannlicher-
Carcano rifle will precede the muzzle blast by about 100ms.
The N wave and muzzle blast for a Mannlicher-Carcano rifle are
shown in McFadden (2021) (Supplementary Figure 1).

ACOUSTICAL REASONS FOR CONFUSION

To repeat, the muzzle blast, like all other everyday sounds, gives
rise to values of interaural time and level difference and spectral
cues that an observer can use to accurately localize the source of
that sound. However, the location cues extracted from the earlier-
arriving shock wave are informative only about the path of the

bullet, not the origin of the bullet. Thus, observers presuming that
the interaural information extracted from the first-arriving sound
at their location was informative about the location of the rifle
would be led to compute an erroneous location for the gunman.
In the case of Dealey Plaza, that computed location could even be
logically absurd.

Consider an observer standing on the sidewalk along Elm
Street between the TSBD and the grassy knoll, in front of the
pergola and facing Elm Street (see Figures 1, 2). The location cues
extracted only from the first-arriving shock wave would lead to
a conclusion that the rifle was slightly overhead, somewhere in
the sky above the buildings in the distance to the southeast. The
lifetime of knowledge a human observer brings to such a situation
runs contrary to such an impossible conclusion, and confusion
would be the result. Also, soon after the shock wave, the muzzle
blast would arrive from the left carrying quite contradictory
information about the source of the sound. The potential for
confusion was high [Abraham Zapruder was filming from in
front of the pergola, and at one time he said that the shots seemed
to come from behind him (which the TSBD was not), although
later he said he could not be certain about their origin (Bugliosi,
2007b, p. 169).].
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In an acoustic environment like Dealey Plaza, there also are
reflections of both the muzzle blast and shock wave off the
various hard surfaces in the vicinity (Barger et al., 1979, Figure 2;
Beck et al., 2011). These reflections reach each observer in rapid
succession, with a temporal pattern that will depend upon the
location of the observer. Note that the location cues associated
with each reflection also are not informative about the initial
source of the sounds: the rifle. Rather, they are informative only
about the origin of that particular reflection. The shock wave and
muzzle blast are spectrally and temporally different sounds; by
contrast, reflections are repetitions of the same sound after it has
bounced off nearby surfaces.

The time difference between the shock wave and the muzzle
blast, and the timing of the various reflections depend upon
the distance and location of the observer in relation to the
gunman, meaning that the auditory experience of each observer
in Dealey Plaza was different. With each gunshot, every observer
was exposed to a complex pattern of successive sounds, all
carrying location information, but only one of those incident
wavefronts, the direct path from the muzzle blast, carried
correct information about the initial source of all those sounds:
the rifle.

This analysis of the acoustics of the events in Dealey Plaza
helps us understandwhy the earwitnesses to the JFK assassination
were uncertain about the origin of the gunshots that day.

PSYCHOACOUSTICAL REASONS FOR
CONFUSION

Auditory science knows much about how humans react to
presentations of multiple sounds in rapid succession. One
relevant phenomenon is known as the precedence effect. This is
a binaural effect that operates over the course of microseconds.
When two sounds from different locations in space occur in
rapid succession, the location cues extracted from the first sound
dominate the perception of the location of the fused sounds
(Wallach et al., 1949; Litovsky et al., 1999). Also, architectural
acousticians know that an auditorium having strong reflections
that occur more than about 30ms after the arrival of the direct
sound will be perceived as “hollow,” and with increasing time
delays, echoes will be reported.

Another phenomenon known to every architectural
acoustician operates over the course of tens of milliseconds,
and does not depend upon binaural cues (McFadden, 1973).
Consider a public-address system in a large room with a soloist
performing before a microphone at the front of the room. If a
loudspeaker at the rear of the room were energized immediately
with the sound collected by the microphone, listeners at the rear
of the room would receive the sound from that loudspeaker
before receiving the direct sound from the soloist, and they
would perceive the sound as originating from the loudspeaker,
not from the front of the room. To eliminate this unnatural
experience, public-address systems introduce a time delay
between the sound picked up by the microphone and the
electrical waveform delivered to the distant loudspeakers. When
the delay is a few tens of milliseconds, the listeners close to the

distant loudspeakers perceive the sound as originating from the
(distant) soloist rather than from the loudspeaker located nearby.
This illusion exists even when the direct sound is tens of decibels
weaker than the amplified sound from the loudspeaker; also, this
illusion exists for monaural listeners as well as binaural listeners.
This effect could lead earwitnesses to emphasize the shock wave
over the muzzle blast and thus reach an erroneous conclusion
about the origin of the gunshots.

Another factor relevant to understanding the varied
perceptions of the earwitnesses about the origin of the gunman
is “front/back” confusions. The geometry of sound localization
using interaural time differences is such that there are inherent
ambiguities about the source of the sound. For every value of
interaural time difference, there always are a large number of
locations in three-dimensional space from which the sound
could have originated. For example (to the extent that the head is
a sphere), one sound source located at 30 degrees to the right of
the listener and another located at 150 degrees to the right both
give rise to the same value of interaural time difference. Indeed,
the locus of all locations possibly giving rise to the value of time
difference in this example is described by a cone having its apex
located at the right ear canal and its base off to the right of the
head. These loci often are called cones of confusion. In everyday
environments almost all relevant sounds originate from sources
on the ground (essentially at “ear level”), so most of that cone
can be ignored, and people typically do. However, the front/back
ambiguities still exist.

When a sound is ongoing, small head movements can resolve
the front/back confusion (Wightman and Kistler, 1999), but
rifles make impulsive sounds. It is believable that, at the time
of the JFK assassination, some of the earwitnesses who localized
the path of the bullet using the shock-wave information and
then realized the gunman could not be suspended in the sky
or in some other impossible location simply concluded instead
that the sound came from behind them, a front/back reversal
based on the shock wave (Green, 1979). These would not have
been conscious decisions; each earwitness had a lifetime of
subconscious experience with cones of confusion. Garinther
(cited in Green, 1979, p. 5) observed front/back reversals about
25% of the time in listeners trying to localize gunshots whose
muzzle blasts had been attenuated. Yost and Pastore (2019)
reported similar percentages using much longer stimuli. As
noted, A. Zapruder initially reported that the gunshots seemed
to originate from behind him (Bugliosi, 2007b, p. 169).

All of these various psychoacoustical effects reveal that a
first-arriving sound is given more emphasis by the human
auditory brain than are any later-arriving sounds. This makes
sense from the perspective of evolution because in most real-
world settings the direct sound arrives prior to its reflections,
which carry erroneous localization information. However, this
characteristic of human auditory perception can lead to errors
of localization in certain unusual situations, and gunshots in
reverberant environments are one of those situations.

Taken together, then, a consideration of the physical acoustics
of rifle bullets and the psychoacoustics of sound localization
helps explain the uncertainties and inconsistencies among the
earwitnesses to the JFK assassination (Green, 1979).
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THE PARTIAL RE-ENACTMENT

Two teams of investigators were involved in the partial re-
enactment of the JFK assassination in Dealey Plaza: physical
acousticians and psychoacousticians. The physical acousticians
were there to make high-quality recordings using an array of
microphones while gunshots were taken at sandbags located
at positions known to be relevant. The goal was to determine
whether any of the sounds recorded during the re-enactment
could be matched to any of the impulse patterns on the police
dictabelt, thereby demonstrating that the motorcycle with the
stuck Transmit button was in Dealey Plaza at the time of
the assassination. If it was, there was a possibility that some
additional knowledge could be obtained about the number,
origin, and path of the bullets fired during the assassination.

The psychoacousticians were at the re-enactment because the
staff of the HSCA believed that having some “expert listeners”
present during the re-enactment might provide explanations for
some of the contradictory reports of the earwitnesses present at
the assassination. As noted, some earwitnesses were adamant that
all the gunshots came from the TSBD, some were convinced that
shots came from the vicinity of the grassy knoll, and some gave
other reports. These discrepancies contributed to the breadth and
persistence of the conspiracy theories that had emerged since
the assassination. The hope was that some of these discrepancies
would be better understood after the re-enactment. The activities
and findings of the psychoacoustics team were described to
the HSCA by Green (1978, 1979); additional details are in
Supplementary Material (McFadden, 2021).

During the partial re-enactment in 1978, marksmen shot
either from the sixth-floor window of the TSBD or from behind a
fence on the so-called grassy knoll commonly viewed as a possible
location for a second gunman (see Figure 1). There were four
sandbag targets, and several sequences of shots were made as the
12-microphone array was positioned in three different locations.
The positions of the microphones are shown inMcFadden (2021)
(Supplementary Figure 2). Mannlicher-Carcano rifles like the
one Oswald left in the TSBD were used along with a pistol fired
only from behind the fence on the grassy knoll. During those
sequences of shots, the psychoacousticians were located together
or separately at different positions inDealey Plaza. Our tasks were
to indicate the perceived origin of each shot (forced choice: TSBD
or grassy knoll) and to note additional aspects of each perceptual
experience (the nature, number, direction, and duration of the
echoes, etc.). The primary observers were Drs. Wightman (FLW)
and McFadden (DM) (Dr. Green has a unilateral hearing loss.).
Although observations were made from multiple locations, this
was not a carefully controlled, counter-balanced study. As is true
for most applied-science projects, we had to get a feel for the
situation during the early gunshots, and our experiences led to
some last-minute changes in the initial plan.

OBSERVATIONS DURING THE PARTIAL
RE-ENACTMENT

The plan was for three sequences of 12 gunshots each (see
Supplementary Table 1 in McFadden, 2021), but in the event,

repeat shots were taken when the physical acousticians needed
them. Observers FLW and DM were ignorant of the planned
sequences, and we did not know the exact moment of each
shot, but we were told when a shot was about to be taken.
The individual shots were separated by differing intervals,
but the average was 1–2min. Including the repeats required
by the physical acousticians, we observed 57 gunshots. Some
locations gave rise to greater uncertainty about the origin of
the shots than others, but overall, the two observers did quite
well at localizing the source of the gunshots (see McFadden,
2021; Supplementary Table 2). Averaged over the sequences and
locations, observer FLWwas 86% correct at identifying the origin
of the shots and DM was 93% correct. For most of the test shots
we were not located together (Green, 1979, p. 14), and there
was no comparison of responses and perceptions until the end
of the re-enactment. To be sure, we faced a simpler task than
the earwitnesses because we had far less uncertainty about the
possible source of the shots, and there was no factor of surprise.
The shot-by-shot field notes for both observers are in Appendix
A in Green (1979).

One primary observation was that the gunshots were
extremely loud from all our observer positions. They were so
loud that we were frankly mystified by the reports from several
earwitnesses of initially having thought they heard firecrackers.
Those people must have had experience with firecrackers far
larger than any the psychoacoustics team was allowed to
play with. Admittedly, Dealey Plaza was much quieter during
the re-enactment than on the day of the assassination, so
there was less masking. HSCA staff intentionally did have
three idling motorcycles to add some masking noise, but they
contributed little.

Almost all of the gunshots during the re-enactment gave
rise to sounds whose origins were diffuse, not narrowly focused
or precise. No matter what our observer positions or the
marksmen’s target, our perceptions were of general areas for the
origin of the gunshots, never anything as precise as the corner
window on the 6th floor of the TSBD or the corner of the fence
behind the grassy knoll. Indeed, from some observer positions
the origin might appear off to the east of the TSBD or from the
underpass down Elm Street, but our forced-choice decisions in
those situations were TSBD and grassy knoll, respectively. [Some
earwitnesses to the assassination also gave vague responses that
did not specifically mention the TSBD or the grassy knoll, but for
expediency Thompson (1967) encoded them as TSBD or knoll].

Although observers FLW and DM did quite well at identifying
the source of the gunshots during the re-enactment, we also
were impressed by the complexity of the acoustic perceptions
aroused by the different shots. Multiple reflections from multiple
directions often could be heard. In accord with expectation, the
re-enactment rifle shots taken with the muzzle inside the window
frame typically were noticeably less loud than those taken with
themuzzle outside the window. Because this manipulation would
affect the muzzle blast but have no effect on the shock wave,
it reveals that much of the loudness percept was attributable
to the later-arriving muzzle blast. Not surprisingly, at some
observer positions, the perceptions changed noticeably when
the marksmen changed targets, thereby changing the path of
the bullet.
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Perhaps most importantly, both primary observers were
overwhelmed by those rifle shots originating from the grassy
knoll. Those were very loud and unambiguous. We are convinced
that had any rifle shots actually originated from the knoll area on
the day of the assassination, the earwitnesses from that vicinity
would have shown high confidence and high agreement about
that fact. The fence on the grassy knoll was only a few meters
to the right of the amateur photographer, A. Zapruder. Had a
rifle shot actually originated from the grassy knoll, his startle
response might well have knocked him sideways, off his perch
on the pergola.

The pistol shots from the grassy knoll during the re-enactment
were noticeably different from the rifle shots, being much less
loud and much more narrowly focused than the rifle shots. This
was evident to both observers from every observer position. We
believe that earwitnesses would have been far more accurate and
consistent in their reports had any subsonic pistol shots been fired
at the motorcade.

In McFadden (2021) are some additional details about the
methods of the psychoacoustics team, some detailed analyses of
the earwitness reports from 1963 (Supplementary Table 3),
and some comparisons between the perceptions of the
psychoacoustics team and the earwitnesses.

SUMMARY

Localizing the origin of a supersonic gunshot is not easy
under optimal conditions. On the day of the JFK assassination,
the earwitnesses present were startled, surprised, confused,
disbelieving, excited, and likely scared, so there is little wonder
that their perceptions were inconsistent, and with the passage of
time, fluid. Once the confusing acoustics of supersonic bullets
and the vagaries of human sound localization are taken into
account, the widespread uncertainty amongst the earwitnesses to
the assassination becomes more understandable. The key point is
that for many earwitnesses, the N wave arrived first, and it carried
erroneous information about the location of the gunman. It is
truly unfortunate that the physical acoustics measured during the
partial re-enactment of the JFK assassination led to an official
government report that was incorrect, but in the end, history
received another sterling example of self-correction in science.

Also, I believe that the psychoacoustics work done during the
re-enactment was helpful in clarifying the earwitness testimony
from the day of the assassination. Nominally “expert” listeners
knowing that the gunshots could originate from only one of
two locations were quite accurate in identifying the source.
Furthermore, we identified some of themisperceptions that could
arise for observers at various locations in Dealey Plaza. For those
of us on the psychoacoustics team, the partial re-enactment was
a welcome opportunity to apply our lab-based knowledge to a
real-world problem of enduring international interest.
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This study investigates effects of spatial auditory cues on human listeners’ response

strategy for identifying two alternately active talkers (“turn-taking” listening scenario).

Previous research has demonstrated subjective benefits of audio spatialization with

regard to speech intelligibility and talker-identification effort. So far, the deliberate

activation of specific perceptual and cognitive processes by listeners to optimize their

task performance remained largely unexamined. Spoken sentences selected as stimuli

were either clean or degraded due to background noise or bandpass filtering. Stimuli

were presented via three horizontally positioned loudspeakers: In a non-spatial mode,

both talkers were presented through a central loudspeaker; in a spatial mode, each talker

was presented through the central or a talker-specific lateral loudspeaker. Participants

identified talkers via speeded keypresses and afterwards provided subjective ratings

(speech quality, speech intelligibility, voice similarity, talker-identification effort). In the

spatial mode, presentations at lateral loudspeaker locations entailed quicker behavioral

responses, which were significantly slower in comparison to a talker-localization task.

Under clean speech, response times globally increased in the spatial vs. non-spatial

mode (across all locations); these “response time switch costs,” presumably being

caused by repeated switching of spatial auditory attention between different locations,

diminished under degraded speech. No significant effects of spatialization on subjective

ratings were found. The results suggested that when listeners could utilize task-relevant

auditory cues about talker location, they continued to rely on voice recognition instead of

localization of talker sound sources as primary response strategy. Besides, the presence

of speech degradations may have led to increased cognitive control, which in turn

compensated for incurring response time switch costs.

Keywords: speech perception, spatial auditory cues, talker-identification, voice recognition, sound localization,

response strategy, spatial auditory attention, switch costs
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1. INTRODUCTION

The ability of the human auditory system for rapid extraction
of spatial auditory cues is thought to facilitate perceptual
and cognitive speech processing, especially under adverse and
dynamic listening conditions (Zekveld et al., 2014; Koelewijn
et al., 2015). Several practical attempts have been made to
incorporate advantages of binaural hearing (Blauert, 1997)
into the design of spatialized speech displays to counteract
degradation factors in speech signal transmission, encompassing
application domains like air traffic control (Brungart et al., 2002;
Ericson et al., 2004) and audio teleconferencing (Kilgore et al.,
2003; Blum et al., 2010; Raake et al., 2010).

Past research usually centered around listening situations
involving multiple, simultaneously active talkers. Consequent
challenges for auditory information processing are discussed
as “cocktail party” problems (Bronkhorst, 2000, 2015), for
instance, segregation and streaming of target and masker
speech sounds, as well as segmentation and binding to form
distinct objects within the auditory scene (Bregman, 1990;
Ihlefeld and Shinn-Cunningham, 2008b; Shinn-Cunningham,
2008). The present study addresses another kind of listening
situation in dyadic human–human conversation, namely when
two talkers take turns in active speaking time (with silence gaps
in between). Does auditory information cuing talker location
affect behavioral talker-identification (TI) performance in this
“turn-taking” listening scenario (Lin and Carlile, 2015, 2019)? If
significant effects exist, what are their underlying perceptual and
cognitive processes? To what extent are such effects dependent
on speech degradations as well as impacting various attributes
of subjective listening experience like perceived speech quality,
speech intelligibility, or talker-identification effort?1

Audio spatialization techniques have been implemented
to produce speech signals originating from physical (e.g.,
presentation through loudspeakers placed in the room) or virtual
space (e.g., presentation through stereo headphones, based on
head-related transfer functions), which proved advantageous
in terms of speech (e.g., word, phrase/sentence) identification
performance for simultaneous talkers, speech intelligibility, and
listening effort (Yost et al., 1996; Ericson and McKinley, 1997;
Nelson et al., 1999; Drullman and Bronkhorst, 2000; Ericson
et al., 2004; Kidd et al., 2005b; McAnally and Martin, 2007; Allen
et al., 2008; Ihlefeld and Shinn-Cunningham, 2008a,b; Koelewijn
et al., 2015). Key influencing factors included the perceived
location and relative sound level of talkers as well as listeners’
prior knowledge about the task, that is, who will talk, when and
where (Brungart et al., 2002; Ericson et al., 2004; Singh et al.,
2008; Kitterick et al., 2010; Koelewijn et al., 2015). An in-depth
study by Brungart et al. (2005) explored several configurations of
auditory and visual cues in a simultaneous two-talker listening
situation: presenting each talker through a different, spatially

1The authors of this article have introduced a detailed Quality of Experience

(QoE) model of loudspeaker-based spatial speech presentation in Uhrig et al.

(2020a). This QoE model specifies relations between objective degradation factors

(quality elements) and subjective attributes of overall listening experience (quality

features). It has been validated by analyzing subjective ratings collected during the

listening test described in the present study.

separate loudspeaker had by far the highest impact on word
identification performance.

In applied settings, audio spatialization has been
recommended as an important design feature of multi-talker
speech displays that optimizes its effectiveness without having to
attenuate or exclude non-target channels and losing potentially
relevant information (Ericson et al., 2004). Related research work
suggests strongest effects of spatial auditory information on TI
performance if the number of talkers is high, talkers’ voices are
perceptually similar (e.g., due to same gender of talkers), and
quality of transmitted speech is perceived as being low (e.g.,
due to limited transmission bandwidth) (Blum et al., 2010;
Raake et al., 2010; Skowronek and Raake, 2015). Moreover,
listening-only test scenarios have proven to be more sensitive to
experimental manipulations of audio spatialization (and speech
degradation) than conversational test scenarios (Skowronek and
Raake, 2015).

Not sufficiently investigated, to date, is the question of how
speech stimuli are internally processed by human listeners
to achieve fast and accurate TI. Depending on available
auditory cues, listeners might develop, combine, or switch
between different strategies based on different perceptual and
cognitive processes (Allen et al., 2008): During non-spatial
speech presentation, TI would have to rely on the recognition
of talkers’ individual voice characteristics (Best et al., 2018); in
the following sections, this cognitive process will be referred
to as “voice recognition” (Latinus and Belin, 2011). During
spatial speech presentation, TI could instead be based on
the localization of active talker sound sources, given that
associations between talkers and locations in auditory space
are kept unique (Ihlefeld and Shinn-Cunningham, 2008b). As
mentioned above, talker-specific spatial cues should become
even more relevant when the voices of different talkers are
unfamiliar and/or perceptually similar—the latter may also
be a consequence of low speech transmission quality in
technologically mediated listening situations (Wältermann et al.,
2010). Furthermore, TI performance might be differentially
affected by different types of speech degradation, like background
noise or bandwidth limitation, that impose varying load on
human perceptual and cognitive processing (Wickens, 2008)
[as can be indicated via methods for continuous physiological
recording like pupillometry (Zekveld et al., 2014; Koelewijn et al.,
2015) or electroencephalography, EEG (Uhrig et al., 2019a,b)].

The present study deployed a loudspeaker-based test layout
to examine listeners’ response strategies for behavioral TI during
non-spatial and spatial speech presentation modes. A simplified
listening scenario with two talkers was realized, wherein only a
single talker would be actively speaking at a time. It presumed
undisturbed “turn-taking” (i.e., without any instances of talk-
over or barge-in) in order to avoid the higher-order acoustic
complexity and auditory processing demands of a “cocktail
party” scenario involving simultaneous utterances by multiple
talkers. Participants were instructed to quickly identify talkers
by pushing associated response keys. Task conditions were
devised to enable experimental isolation of different kinds of
perceptual and cognitive processes (sound source localization,
voice recognition).
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2. MATERIALS AND METHODS

2.1. Participants
The 34 participants recruited for this study were native
Norwegian listeners who reported normal hearing as well as
normal or corrected-to-normal vision. Data collection, storage,
and handling complied with guidelines through the Norwegian
Centre for Research Data and with recommendations from the
International Committee of Medical Journal Editors (ICMJE).
All participants gave their informed consent and received an
honorarium at the end of their test sessions, which lasted around
one hour.

Due to technical problems during data collection, two
participants had to be excluded, leaving a sample size of N = 32
(age:M = 26.8, SD = 5.9, R = 19− 44 years; 11 female, 21 male;
5 left-handed, 27 right-handed) for further analysis.

2.2. Stimuli
The “NB Tale – Speech Database for Norwegian” provided
the source stimulus material for the present study. Created
by Lingit AS and made publicly available by the National
Library of Norway2, this database contains a module with
audio recordings of sentences, manuscript-read by native talkers
from several dialect areas in Norway. Two anonymous male
talkers from the Oslo dialect area were chosen for the present
study. Twenty sentences had been recorded per talker, which
consisted of statements about various neutral topics (based on
preceding subjective evaluation by the authors of this paper):
Three sentences had the same semantic content for both talkers,
whereas the other 17 sentences had different content for each
talker. The sentences were of relatively long and varying duration
(M = 4.9 s, SD = 1.5 s, R = 2.1− 8.0 s). Presentation
of longer, more complex, and variable speech stimuli was
deemed a necessary precondition for establishing a more realistic
listening situation.

To manipulate speech degradation, all stimuli were presented
either as clean, noisy, or filtered versions. Hence, manipulations
of two degradation factors, signal-to-noise ratio (SNR) and
transmission bandwidth, should entail variation in perceptual
quality dimensions of “noisiness” and “coloration,” respectively
(Wältermann et al., 2010). The influence of different types
of background noise of varying stationarity and informational
content on speech quality perception has been investigated
before, including pink noise (Leman et al., 2008). Despite
traditional telephone bandwidth ranging from 300 to 3,400 Hz
(Fernández Gallardo et al., 2012, 2013), a narrower bandpass
was chosen in order to provoke a strong enough perceived
degradation intensity, similar to recent studies on perceptual
discrimination of clean and filtered spoken words (Uhrig
et al., 2019a,b). Using the “P.TCA toolbox” for MATLAB
software (v. R2018a) (Köster et al., 2015), the clean sentence
recordings were impaired along two perceptual dimensions of
speech transmission quality (Wältermann et al., 2010) to create
degraded stimuli:

2https://www.nb.no/sprakbanken/en/resource-catalogue/oai-nb-no-sbr-31/

TABLE 1 | Experiment specifications.

Task Presentation

mode

Loudspeaker

location

Cue Strategy

Talker-identification Non-spatial_id Central Vocal Voice recognition

Spatial_id Central Vocal Voice recognition

Left, Right Vocal Voice recognition

Spatial Sound localization

Talker-localization Spatial_loc Left, Right Spatial Sound localization

Participants carry out behavioral listening tasks (talker-identification, talker-localization)

where speech presentation modes (non-spatial_id[entification], spatial_id[entification],

spatial_loc[alization]) activate loudspeakers at three spatial locations (left, central, right).

The availability of task-relevant auditory cues (vocal, spatial) constraints possible response

strategies based on different perceptual and cognitive processes (voice recognition,

sound localization).

• Impairment along the perceptual dimension of “noisiness” was
induced by addition of pink noise, aiming at a target SNR of -5
dB, to create noisy stimuli.

• Impairment along the “coloration” dimension was induced
by applying a bandpass Butterworth filter, with a low-cutoff
frequency of 400 Hz and a high-cutoff frequency of 800 Hz, to
create filtered stimuli.

As a final processing step, all 120 generated stimuli (40 clean,
40 noisy, 40 filtered) were normalized to an active speech level
of −26 dBov (dBov: decibel relative to the overload point of
the digital system) according to ITU-T Recommendation P.56
(2011).

To manipulate audio spatialization, stimuli were presented
through different loudspeakers: In the non-spatial mode, stimuli
for both talkers were presented through only a single central
loudspeaker placed in front of the listener; in spatial modes,
stimuli for each talker were presented through either the central
or a talker-specific lateral (left, right) loudspeaker, thereby
keeping mappings between lateral locations and talkers unique.

2.3. Experimental Procedure
Test sessions comprised a talker-identification (TI) task and
a talker-localization task, both of which were performed in
a quiet, sound-attenuated laboratory room. The order of
tasks (identification-localization, localization-identification) was
randomized across participants. Table 1 lists the experiment
specifications (behavioral tasks, presentation modes, loudspeaker
locations, available task-relevant auditory cues, and possible
response strategies adopted by listeners).

At the beginning of a test session, participants gave their
informed consent. They received a print-out information before
each task (TI, talker-localization), which instructed them about
the two different talkers, the task goals and proper usage of the
subjective rating scales (see below). Afterwards, demographic
data (age, gender, handedness, vision correction, known hearing
problems) were collected.

As illustrated in Figure 1, participants were seated at a
small table with a Cedrus RB-740 response pad and a
standard computer mouse placed on it. They were facing
an array of three Dynaudio BM6A loudspeakers, which were
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FIGURE 1 | Test layout deployed in the present study. The listener sits at a

table, facing an array of three left (L), central (C), and right (R) loudspeakers (L

= −30◦, C = 0◦, R = 30◦ azimuth) at a distance of approximately 2.15 m. The

listener responds to stimuli by pressing keys on a response pad, while fixating

a white cross displayed on a monitor screen below C. This figure originally

appeared in Uhrig et al. (2020a), copyright 2020, with permission from IEEE.

equiangularly separated along the azimuthal direction and
elevated approximately at the height of seated listeners’ heads.
On the floor below the central loudspeaker, a standard computer
monitor was positioned. Participants put their left and right index
fingers on the left, blue-colored and right, yellow-colored keys
of the response pad. By pressing these two response keys, they
were able to navigate through task instructions displayed on the
monitor screen and respond to presented stimuli. In the task
instructions, keys were always referred to by their arbitrarily
assigned color (“blue” vs. “yellow”) instead of their direction
(“left” vs. “right”) in order to avoid explicit associations of
talker locations with keypress responses (Lu and Proctor, 1995).
Over the ongoing stimulus presentation phase, participants
were asked to fixate a white cross on the monitor to reduce
contributions of orienting head movements to binaural hearing
(Blauert, 1997).

The TI task was subdivided into six test blocks, one for
each experimental condition (see Section 2.4). During a test
block, all 40 stimuli (2 talkers × 20 sentences) of a certain
speech degradation level were presented in series, with an inter-
stimulus interval of 1,500 ms, adding a random jitter of either 0,
+500, or −500 ms. Silence gaps between spoken sentences were
longer than in usual conversational turn-taking [estimated to be
around 300–350 ms for conversations in English, see (Lin and
Carlile, 2015, 2019)] to ensure that participants would clearly
notice when a trial had ended and be ready to respond in
the upcoming trial (especially in same-talker trial transitions).
To control for general learning and time-on-task effects, the
order of conditions was randomized across participants. The
order of stimuli was pseudo-randomized across blocks and
participants such that only sentences with different semantic
content were following each other within the trial sequence.
Effects of varying acoustic form of degraded speech stimuli
were distinguished from differences in semantic meaning by
presenting all sentences in each experimental condition. This
counterbalancing of sentence content across conditions is crucial
given that variation in speech content has been shown to
influence perceived speech quality (Raake, 2002).

In the TI task, participants were instructed to identify the
current talker after each new stimulus as fast and accurately as
possible, by pressing one of the two response keys3. In the non-
spatial_id mode, stimuli for both talkers were serially presented
through the central loudspeaker. In the spatial_id mode, stimuli
for a particular talker were presented through the central or one
talker-specific lateral (either the left or the right) loudspeaker,
with equal probability (i.e., 50% each). Generally, probability
of stimulus occurrence was 50% in the center, 25% at the left
position, and 25% at the right position (i.e., in sum 50% at
any lateral position). The reason for presenting talkers both
at lateral positions and at the central position was to ensure
that participants had to retain a task set of talker-identification
throughout the spatial blocks of the TI task (see Table 1). All
speech stimuli presented within a block were of the same speech
degradation level, that is, either clean, noisy, or filtered.

Mappings between talkers and keypress responses for TI
(blue vs. yellow) were randomized across blocks. However, in
the spatial_id mode, the left and right loudspeaker location
was always mapped onto the left (blue) and right (yellow)
response key, respectively. Which talker would be presented
at which lateral location (i.e., lateral location-talker mappings)
was again randomized across blocks. Before starting a new
block, participants needed to learn the current talker-response
mappings. To accomplish this, they first had to listen (at least
once) to a demo stimulus uttered by the particular talker to whom
they would respond to with the blue key, and secondly had to
listen (at least once) to a demo stimulus uttered by the other
talker to respond to with the yellow key. Participants had the
option to repeat each demo stimulus as often as they wanted
to, for better talker voice memorization before continuing. The
two demo stimuli were randomly selected from the current
experimental condition and later presented again during the
block, yet never occurred as the first stimulus for either talker in
the trial sequence.

The talker-localization task consisted of a single test block
involving a randomized sequence of clean stimuli, with
each talker being randomly presented through the left or
right loudspeaker (spatial_loc presentation mode, see Table 1).
Participants were asked to indicate the perceived location of any
active talker as left or right after each new stimulus, as fast and
accurately as possible, via left or right keypresses. Thus, here they
explicitly engaged in talker-localization, contrary to instructions
for talker-identification in the TI task (see Table 1).

At the end of each block continuous rating scales were
presented, one after the other, on the monitor screen (for scale

3A talker-identification task requires discrimination of talker-specific auditory

cues, usually pertaining to individual talkers’ voice characteristics, as well as

retrieval of the (voice) identity category for the current talker from long-term

memory (Latinus and Belin, 2011; Best et al., 2018); a talker-verification task

requires detection of auditory cues signifying the presence/absence of a particular

target talker, for example, as employed in a multi-talker scenario by Drullman

and Bronkhorst (2000). It might be argued that identification of the two different

talkers in the present study (TI task) is exchangeable for verification of only one

of the two talkers, since either way the binary decision outcome would be the

same. However, to achieve “true” TI, the identity of each new talker must be fully

determined, whereas talker-verification is already completed after determining the

particular target talker as present or absent. Thus, on a functional level, additional

internal processes would be involved in the former case.
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FIGURE 2 | Three continuous rating scales were employed for subjective

assessment of perceived speech quality (top scale), speech intelligibility (top

scale), voice similarity (middle scale), and talker-identification effort (bottom

scale). A seven-point “extended continuous scale” design was implemented in

accordance with ITU-T Recommendation P.851 (2003). Another version of this

figure originally appeared in Uhrig et al. (2020a), copyright 2020, with

permission from IEEE.

design and labelling, see Figure 2). These scales operationalized
subjective constructs related to evaluative and task-related
attributes of subjective listening experience (speech quality,
speech intelligibility, voice similarity, TI effort) (Uhrig et al.,
2020a). By using the computer mouse, participants could move
a cursor along the full scale range and click at the scale
position which in their opinion best described their subjective
judgment. The order of scales was randomized across blocks
and participants.

Stimulus presentation and data acquisition were executed
by means of Psychophysics Toolbox Version 3 (PTB-3)4 for
MATLAB, running on a Windows-based computer in a control
booth adjacent to the laboratory room. Speech files were
played back using a high-quality audio interface (Roland UA-
1610 Studio-Capture). A sound pressure level meter (Norsonic
Nor150) was used to confirm approximately equal loudspeaker
levels. The sound pressure level during stimulus presentation was
adjusted to be around 65 dB at the listener position, ensuring a
comfortable listening level.

2.4. Data Analysis
The present study followed a repeated-measures design with two
fixed effects, presentation mode (non-spatial_id[entification],
spatial_id[entification]), and speech degradation (clean,
noisy, filtered), the full crossing of which resulted in six
experimental conditions of the TI task (non-spatial_id/clean,
non-spatial_id/noisy, non-spatial_id/filtered, spatial_id/clean,
spatial_id/noisy, spatial_id/filtered). One additional presentation
mode in the talker-localization task (spatial_loc[alization])
served as a talker-localization performance baseline for the
ensuing behavioral data analyses (see Section 2.4.2). To further
account for variability between participants and speech stimuli,
two fully crossed random effects, subject (32 levels) and stimulus
(120 levels), were included in the statistical models.

2.4.1. Rating
For statistical analysis of collected rating data, four repeated-
measures analyses of variance (ANOVAs) were computed in

4http://psychtoolbox.org/

R (v. 3.6.1) using the “ez”5 package, with presentation mode
(non-spatial_id, spatial_id) and speech degradation (clean, noisy,
filtered) as within-subject factors, and rating for each subjective
construct (speech quality, speech intelligibility, voice similarity,
TI effort) as a dependent variable.

A statistical significance level of α = 0.05 was chosen and
Šidák-adjusted for four ANOVAs (αSID = 0.013). Generalized
eta squared (η2G) was computed as an effect size measure.
For post-hoc comparisons, paired t-tests with Holm correction
were calculated.

2.4.2. Correct Response Time
To analyze correct response times, only trials with correct
keypress responses faster than the 0.95-quantile of the raw
response time data series (TI task: RT0.95 = 1709 ms; talker-
localization task: RT0.95 = 864 ms) were included.

Using “lme4”6 and “lmerTest”7 packages, linear mixed-effects
models (LMEMs) were fitted in R, similar to a previous
study (Pals et al., 2015). To mitigate non-normality of their
heavily right-skewed distributions, correct response times were
log-transformed before entering the LMEMs. The “lmerTest”
package provides p-values for statistical tests of fixed effects
based on Satterthwaite’s approximation method (which may give
non-integer degrees of freedom) (Kuznetsova et al., 2017).

A statistical significance level of α = 0.05, Šidák-adjusted for
five LMEMs (αSID = 0.010), was assumed. For post-hoc analyses,
general linear hypotheses with Holm correction were calculated
using the “multcomp”8 package.

2.4.2.1. Global Analyses of Presentation Mode
An initial LMEM was computed with presentation mode (non-
spatial_id, spatial_id) and speech degradation (clean, noisy,
filtered) as crossed fixed effects, subject (32 levels) and stimulus
(40 levels) as crossed random effects (random intercepts), and
correct response time as a dependent variable.

Including only trials from the spatial_id mode, another
LMEM was calculated with speech degradation and loudspeaker
location (left, central, right) as crossed fixed effects, subject and
stimulus as crossed random effects (random intercepts), and
correct response time as a dependent variable.

2.4.2.2. Local Analyses of Presentation Mode

(Lateral/Central Loudspeaker Location)
Two follow-up analysis steps compared behavioral performance
at either the center or lateral loudspeaker locations during the
spatial_id mode, with spatial_loc and non-spatial_id modes as
baselines:

A first analysis contrasted lateral locations (left, right) between
the spatial_id mode (TI task) and the spatial_loc mode (talker-
localization task). For this purpose, an LMEM was computed
with loudspeaker location (left, right) and presentation mode
(spatial_id, spatial_loc) as fixed effects, subject and stimulus as
crossed random effects (random intercepts), and correct response
time as a dependent variable.

5https://cran.r-project.org/web/packages/ez/
6https://cran.r-project.org/web/packages/lme4/
7https://cran.r-project.org/web/packages/lmerTest/
8https://cran.r-project.org/web/packages/multcomp/
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A second analysis compared average response times between
spatial_id and non-spatial_idmodes at the central location. Thus,
an LMEMwas calculated with presentationmode (non-spatial_id,
spatial_id) and speech degradation as fixed effects, subject and
stimulus as crossed random effects (random intercepts), and
correct response time as a dependent variable.

2.4.2.3. Analysis of Learning Effects (Within/Across Spatial

Blocks)
In a final analysis step, learning effects speeding up behavioral
responses within and across the three test blocks employing the
spatial_id mode (“spatial blocks”) were analyzed. Prior to trial
selection, each spatial block was split into a first and a second half
of trials that had presented stimuli through lateral loudspeakers
(“lateral trial halfs”).

An LMEM was computed with loudspeaker location (left,
central, right), spatial block (spatial block 1, spatial block 2,
spatial block 3) and lateral trial half (first trial half, second trial
half) as crossed fixed effects, subject and stimulus as crossed
random effects (random intercepts), and correct response time
as a dependent variable.

2.4.3. Correct Response Rate
Statistical analyses of correct response rates were carried out
using the same R packages described in Section 2.4.2 above.
Correct response rate was defined as the number of correct
keypress responses divided by the total number of keypress
responses in a given test block.

A statistical significance level of α = 0.05 was set and Šidák-
adjusted for two LMEMs (αSID = 0.025). Post-hoc analyses
involved general linear hypotheses with Holm correction.

2.4.3.1. Global Analysis of Presentation Mode
Selecting only trials from the spatial_id mode, an LMEM was
computed with speech degradation (clean, noisy, filtered) and
loudspeaker location (left, central, right) as crossed fixed effects,
subject (32 levels) as a random effect (random intercept), and
correct response rate as a dependent variable.

2.4.3.2. Local Analysis of Presentation Mode (Central

Loudspeaker Location)
Focusing solely on the central loudspeaker location, spatial_id
and non-spatial_id modes were compared against each other. An
LMEM was calculated with presentation mode (non-spatial_id,
spatial_id), and speech degradation as fixed effects, subject as a
random effect (random intercept), and correct response rate as a
dependent variable.

3. EXPECTATIONS

It was anticipated that the two manipulated factors, presentation
mode (non-spatial_id, spatial_id) and speech degradation (clean,
noisy, filtered), would influence evaluative and task-related
attributes of overall listening experience (speech quality, speech
intelligibility, voice similarity, TI effort) (Uhrig et al., 2020a), as
well as exert effects on auditory information processing.

Participants should adapt their response strategy to the
availability of auditory cues (Kidd et al., 2005a) that are relevant

to effectively and efficiently solve their behavioral task goals of
quick and accurate TI and talker-localization.

3.1. Presentation Mode
During the non-spatial_id mode (TI task), participants
would be left only with vocal cues for TI based on voice
recognition. However, during the spatial_id mode, performance
improvements were expected to depend on loudspeaker location
(left, central, right): At the central location, again participants
would have to rely entirely on voice recognition for identifying
different talkers. At lateral (left, right) locations, they would be
able to base their response strategy on sound source localization
(due to unique lateral location-talker mappings) and ignore
the vocal cues, in order to generate quicker and more accurate
behavioral responses. Subjectively, this effect should manifest as
reduced TI effort for the spatial_id vs. non-spatial_id mode.

Previous studies demonstrated influences of specific target
sentence content on word identification performance in multi-
talker listening situations (Kidd et al., 2005a; Brungart and
Simpson, 2007). In principle, initial portions of talker-specific
sentences (see Section 2.2) could offer prosodic [“supra-
segmental or phrase-prosody level”; (Fernández Gallardo et al.,
2012)] and/or semantic cues (Darwin and Hukin, 2000) to
facilitate decision-making about talker identity. Despite this
possibility, prosodic/semantic evaluation of each newly occurring
stimulus would involve later cognitive processing than rapid
sound source localization or voice recognition, thus providing a
less efficient alternative/additional response strategy.

Dynamic change in perceived talker location introduces
uncertainty in listeners’ spatial expectations, ultimately
affecting behavioral task performance (Shinn-Cunningham,
2008; Zuanazzi and Noppeney, 2018, 2019). Research on
simultaneous multi-talker listening situations demonstrated
that prior knowledge about the probability of (change in)
talker location leads to improvements in behavioral speech
identification (Ericson et al., 2004; Kidd et al., 2005a; Brungart
and Simpson, 2007; Singh et al., 2008; Koelewijn et al., 2015).
Such improvements are explainable by an anticipatory shift
of spatial auditory attention toward the most probable talker
location, which in turn enhances information processing within
this selected part of the auditory scene. Participants in the
present study were not informed in advance about different
talker locations or unique lateral location-talker mappings,
nor did they receive any feedback on the correctness of their
behavioral responses (Kidd et al., 2005a; Best et al., 2018). In
spite of this, they would very likely acquire explicit or implicit
knowledge about these regularities over the course of the
experiment due to incidental statistical/covariation learning
(Schuck et al., 2015; Gaschler et al., 2019): It was predicted that
within and across spatial blocks participants would utilize talker
location cues more and more often, leading to gradually faster
behavioral responses at lateral locations.

3.2. Speech Degradation
In general, presence of speech degradations should impede TI
due to obscuring of individual talkers’ voice characteristics. Thus,
presentations of degraded (noisy, filtered) speech stimuli would
be anticipated to reduce perceived speech quality and speech
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FIGURE 3 | Effects of presentation mode and speech degradation on rating for evaluative (speech quality, speech intelligibility) and task-related [voice similarity,

talker-identification (TI) effort] attributes of overall listening experience. The numeric range of the y-axis (1–7) corresponds to scale labels shown in Figure 2. Error bars

represent 95% confidence intervals. Another version of this figure originally appeared in Uhrig et al. (2020a), copyright 2020, with permission from IEEE.

intelligibility as well as increase voice similarity and TI effort
relative to clean stimuli (Leman et al., 2008; Raake et al., 2010;
Skowronek and Raake, 2015).

Fernández Gallardo et al. (2012, 2013, 2015) examined human
TI performance for spoken words, sentences and paragraph-
long speech when being transmitted through wideband and
narrowband communication channels. The authors reported
notably slower behavioral responses and reduced TI accuracies
for narrowband vs. wideband. Studies on speech-in-noise
perception established positive relationships between SNR and
accuracy of identifying spoken syllables (Kaplan-Neeman et al.,
2006), words (Sarampalis et al., 2009) and sentences (Pals
et al., 2015), as well as negative relationships between SNR
and behavioral response time for identification/recognition of
syllables (Kaplan-Neeman et al., 2006), words (Mackersie et al.,
1999; Sarampalis et al., 2009) and sentences (Gatehouse and
Gordon, 1990; Baer et al., 1993; Houben et al., 2013; Pals et al.,
2015); the same relationships were obtained for identification of
words within target sentences, being presented concurrently with
noise maskers at different SNRs (Ericson and McKinley, 1997;
Brungart, 2001; Brungart et al., 2001, 2002; Ericson et al., 2004).
Based on this previous evidence, it was expected that behavioral
responses to identify single talkers would be generally delayed
under degraded (noisy, filtered) vs. clean speech.

Furthermore, this effect of speech degradation should probably
be more pronounced in the non-spatial_id vs. spatial_id mode,
during which participants should rely exclusively on voice
characteristics to decide about talker identity.

4. RESULTS

4.1. Rating
Statistically significant main effects of speech degradation resulted
for all four subjective constructs: Speech quality [F(2, 62) =

357.69, p < 0.001, η
2
G = 0.83], speech intelligibility [F(2,62) =

114.89, p < 0.001, η2G = 0.67], voice similarity [F(2, 62) = 21.39,
p < 0.001, η2G = 0.11], and TI effort [F(2, 62) = 32.54, p < 0.001,
η
2
G = 0.18]. Post-hoc pairwise comparisons for clean vs. noisy

and clean vs. filtered speech were significant for all constructs
(p < 0.001); noisy vs. filtered speech showed lower speech quality
(p < 0.001) and speech intelligibility (p < 0.001), and increased

TI effort (p < 0.01). Neither the main effect of presentation
mode nor the interaction between the two factors turned out to
be statistically significant.

Figure 3 shows arithmetic mean values for effects of
presentation mode (non-spatial_id, spatial_id) and speech
degradation (clean, noisy, filtered) on rating for each
subjective construct.

4.2. Correct Response Time
4.2.1. Global Analyses of Presentation Mode
The initial analysis delivered a significant main effect of speech
degradation [F(2, 7141.80) = 288.71, p < 0.001] and a
significant interaction between presentation mode and speech
degradation [F(2, 7141.80) = 12.87, p < 0.001] on correct
response time. Post-hoc comparisons of the spatial_id mode
with the non-spatial_id mode revealed delayed responses for
clean speech (p < 0.001), faster responses for noisy speech
(p < 0.001), but no significant difference for filtered speech
(p = 0.22).

Figure 4 shows arithmetic mean values for effects of
presentation mode (non-spatial_id, spatial_id) and speech
degradation (clean, noisy, filtered) on correct response time.

A follow-up analysis yielded significant main effects
of loudspeaker location [F(2, 3520.40) = 90.56, p < 0.001]
and speech degradation [F(2, 3499.90) = 87.16, p < 0.001]
on correct response time. Post-hoc comparisons indicated
slower responses at the center vs. lateral (left, right)
locations (both p < 0.001), but no difference between
the left and right location. Significant differences further
occurred among all levels of speech degradation (all pairs
p < 0.001): Generally, responses were fastest under clean
speech, slower under filtered speech and slowest under
noisy speech.

Figure 5 depicts effects of speech degradation and loudspeaker
location (left, central, right) on correct response time
for behavioral TI in the spatial_id mode; the figure also
contains confidence ranges of the non-spatial_id mode
(bars) and mean values of the spatial_loc mode (diamonds)
to serve as baselines, in the latter case for behavioral
talker-localization performance.
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FIGURE 4 | Effects of presentation mode and speech degradation on correct

response time. Error bars represent 95% confidence intervals. Another version

of this figure originally appeared in Uhrig (2022), copyright 2021, with

permission from Springer.

FIGURE 5 | Effects of speech degradation and loudspeaker location on

correct response time in the spatial_id mode. Color-shaded bars represent

95% confidence ranges for the non-spatial_id mode under different speech

degradation levels (i.e., black bar = non-spatial_id/clean, purple bar =

non-spatial_id/noisy, green bar = non-spatial_id/filtered), as depicted in

Figure 4. Diamond-shaped points represent the spatial_loc mode

(talker-localization task). Error bars represent 95% confidence intervals. The

dashed horizontal line at 700 ms marks the lower y-axis limit in Figure 4, for

better comparability. Another version of this figure originally appeared in Uhrig

(2022), copyright 2021, with permission from Springer.

4.2.2. Local Analyses of Presentation Mode

(Lateral/Central Loudspeaker Location)
Two follow-up analyses examined behavioral performance in the
spatial_id mode, with spatial_loc and non-spatial_id modes as
baselines:

The first analysis confirmed a main effect of presentation
mode [F(1, 2964.60) = 2780.25, p < 0.001] on correct response
time. Being plainly visible in Figure 5, much faster responses
resulted in the spatial_loc vs. spatial_idmode at lateral (left, right)
locations (averaged across all levels of speech degradation).

The second analysis found significant main effects of
presentation mode [F(1, 5324.80) = 60.75, p < 0.001] and speech
degradation [F(2, 5327.20) = 182.01, p < 0.001] on correct
response time, as well as a significant interaction [F(2, 5326.20) =

16.29, p < 0.001]. Post-hoc comparisons revealed significant
differences between all speech degradation levels (all pairwise

comparisons p < 0.001). Moreover, at the central location,
responses were slower in the spatial_id vs. non-spatial_id mode
under clean and filtered speech (both p < 0.001), but not under
noisy speech (p = 0.56).

4.2.3. Analysis of Learning Effects (Within/Across

Spatial Blocks)
A final analysis showed significant main effects of loudspeaker
location [F(2, 3511.80) = 90.26, p < 0.001], lateral trial half
[F(1, 3499.50) = 12.64, p < 0.001], and spatial block [F(2, 3491.50) =
55.18, p < 0.001] on correct response time. Post-hoc comparisons
were again significant between the central location and the lateral
(left, right) locations (both p < 0.001). A gradual reduction in
correct response time was observable both within spatial blocks
(first lateral trial half: M = 872.92 ms, SD = 279.24 ms vs.
second: M = 848.40 ms, SD = 260.62 ms) and across spatial
blocks (spatial block 1: M = 898.57 ms, SD = 280.14 ms vs.
2: M = 871.14 ms, SD = 269.30 ms vs. 3: M = 812.74 ms,
SD = 253.69 ms; all pairs p < 0.001).

Figure 6 depicts correct response time as a function of
loudspeaker location, being partitioned into subplots by factor
level combinations of spatial block and lateral trial half to
illustrate the temporal development over the succession of
spatial blocks.

4.3. Correct Response Rate
4.3.1. Global Analyses of Presentation Mode
The initial analysis resulted in a significant main effect of
loudspeaker location [F(2, 248) = 11.76, p < 0.001] for
correct response rate, also revealing a significant interaction
with speech degradation [F(4, 248) = 3.87, p < 0.01]. Post-
hoc comparisons suggested reduced correct response rates at
the central location vs. the lateral (left, right) locations (both
p < 0.001). The difference between the central location
and lateral locations was emerging under clean speech (both
p < 0.001), but not under degraded (noisy, filtered) speech.
This pattern of results is supported by pairwise contrasts
between clean and degraded speech that were only significant
at the center (clean vs. noisy, p < 0.001; clean vs. filtered,
p = 0.013).

Figure 7 depicts effects of speech degradation and loudspeaker
location (left, central, right) on correct response rate in the
spatial_id mode. The figure further contains mean values in the
non-spatial_id mode at the central location (open squares), to aid
visual inspection.

4.3.2. Local Analysis of Presentation Mode (Central

Loudspeaker Location)
Analyzing only the central location trials demonstrated a
significant main effect of presentation mode [F(1, 155) = 8.13,
p < 0.01] on correct response rate, and a significant interaction
with speech degradation [F(2, 155) = 6.00, p < 0.01]. Post-hoc
comparisons suggested that average correct response rate was
lower for spatial_id vs. non-spatial_id solely for clean speech
(p < 0.001), as can be seen in Figure 7.
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FIGURE 6 | Effects of loudspeaker location, spatial block (spatial block 1, spatial block 2, spatial block 3), and lateral trial half (first trial half, second trial half) on

correct response time. Error bars represent 95% confidence intervals. Another version of this figure originally appeared in Uhrig (2022), copyright 2021, with

permission from Springer.

FIGURE 7 | Effects of presentation mode and speech degradation on correct

response rate in the spatial_id mode. Open square-shaped points represent

the non-spatial_id mode only (involving presentations only at the central

loudspeaker location). Error bars represent 95% confidence intervals.

5. DISCUSSION

5.1. Rating
The rating analysis verified large-sized effects of speech
degradation on perceived speech quality and speech intelligibility.
Regarding the speech degradations induced in the present
study, noisy speech impacted those subjective constructs more
strongly than filtered speech, when compared to the clean speech
reference; this could be attributed to variation in perceived
degradation intensity due to different magnitude scaling of
each degradation type. On average, the two talkers’ voices were
perceived to be “different”/“very different” for clean speech,
yet slightly more similar for degraded (noisy, filtered) speech,
presumably as individual talkers’ voice characteristics were
masked by added background noise and spectral details were
removed by bandpass filtering.

The changes in voice similarity closely corresponded with
experienced difficulty of TI, being “easy”/“very easy” under
clean speech, but increasing to a small extent under degraded
speech (Raake et al., 2010; Zekveld et al., 2014; Skowronek
and Raake, 2015). Task difficulty should most probably depend

on the amount of allocated information processing resources
[i.e., the perceptual-cognitive load (Wickens, 2008); measurable,
e.g., by pupillometry or EEG] to discriminate between the two
talkers’ voices, which was higher for degraded vs. clean speech;
better talker voice discriminability would in turn ease TI based
on voice recognition. Altogether, experimental manipulation of
speech degradation could be considered successful, with a weak
but nonetheless perceptible impact on TI effort.

No effects of presentation mode on any subjective construct
turned out to be statistically significant. This stands in
direct contrast to a number of previous studies examining
“cocktail party” contexts (Raake et al., 2010; Koelewijn et al.,
2015; Skowronek and Raake, 2015), which had reported
higher perceived speech quality and speech intelligibility as
well as reduced talker/speech identification effort following
spatial speech presentation. The assessed subjective constructs
appeared to be independent of spatialization, at least within the
realized, probably less complex “turn-taking” listening scenario.
Participantsmay not have been able to fully exploit talker location
cues in the spatial_id mode of the TI task. Possible reasons
for this include a lack of prior knowledge about the underlying
spatial regularities and/or not having enough exposure time over
each spatial block for learning these regularities well enough
to noticeably speed up decisions about talker identity. In the
future, gathering post-experiment feedback from participants
might prove useful to gain better insight into whether they
were actually aware of any spatial regularities and intentionally
adopted (or refrained from adopting) an alternative localization-
based response strategy.

Only half of the trials during the spatial_id mode involved
stimulus presentations at talker-specific lateral loudspeaker
locations. Participants might have been confused by the
random talker location changes between the center and lateral
locations, which could have counteracted any advantages of
extracted spatial regularities (Uhrig et al., 2020a). Because the
spatial_id mode would still demand relatively more effortful
voice recognition in half of the trials—namely, when stimuli
were presented at the central location—it remains unclear as to
whether participants actually experienced a significant overall
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reduction in task difficulty. Furthermore, with the TI task
consistently being judged as “easy,” even under degraded speech,
behavioral performance improvements might not have been
large enough to be reflected in the subjective ratings, hence
constituting a ceiling effect (Best et al., 2018; Uhrig et al., 2020a).

5.2. Behavioral Measures (Correct
Response Time, Correct Response Rate)
5.2.1. Global Analyses of Presentation Mode
In the initial analysis, significant main effects as well as
a significant interaction between speech degradation and
presentation mode on correct response time were observed.
Behavioral TI took longer for degraded vs. clean speech, the
response delay being more pronounced for noisy vs. filtered
speech, which corresponded well with the subjective rating
results (see Section 5.1) and past findings (Uhrig et al.,
2019a,b). However, contradicting original predictions formulated
in Section 3, behavioral responses in the spatial_id vs. non-
spatial_id mode were slower for clean, faster for noisy and stayed
the same for filtered speech (see Figure 4). This unexpected
result pattern could not be easily interpreted without taking
the additional factor loudspeaker location (left, center, right)
into account.

Subsequent analysis consistently showed faster behavioral
responses at lateral locations relative to the central location,
across all levels of speech degradation (see approximately equal
slopes of “reverse-V-shaped” lines connecting points within each
level of speech degradation in Figure 5). In general, behavioral
responses were delayed for degraded (noisy, filtered) vs. clean
speech. Average correct response rates were very high (around
98–100 %, see Figure 7), remaining constant at lateral locations
across the three speech degradation levels, only slightly dropping
at the center (relative to lateral locations) under clean speech.
Interestingly, although at lateral locations the presence of speech
degradation had caused a temporal delay in behavioral responses,
response accuracy at lateral locations remained unaffected by
speech degradation; this fact might be attributable to some form
of facilitation of early perceptual and/or late response-related
processing, which will be further discussed in Section 5.2.2 below.

5.2.2. Local Analyses of Presentation Mode

(Lateral/Central Loudspeaker Location)
The first analysis affirmed behavioral responses at lateral
loudspeaker locations to be drastically slower for TI in the
spatial_id mode than for talker-localization in the spatial_loc
mode (see large deviations between circle- and diamond-shaped
points for spatial_id and spatial_loc modes at lateral locations
in Figure 5). Therefore, faster behavioral responses at lateral
locations (relative to the central location) during the spatial_id
mode could not be explained by a spontaneous, full strategy
change from voice recognition to sound source localization
over the course of a spatial block (Allen et al., 2008; Gaschler
et al., 2019). Rather, TI based on voice recognition remained
the primary response strategy, but was somehow improved
by the additional spatial auditory information. This behavioral
response facilitation might possibly originate from automatic,
preattentive mechanisms at earlier stages of the auditory
processing hierarchy—for instance, improved auditory streaming

(Bregman, 1990; Ihlefeld and Shinn-Cunningham, 2008b; Shinn-
Cunningham, 2008)—such that the total time needed to reach a
behavioral decision on talker identity was slightly shortened.

During all spatial blocks, responses to the talker occurring
at the left location corresponded with the left response key
and responses to the talker occurring at the right location
corresponded with the right response key (see Section 2.3). This
constraint controlled for the so called Simon effect, describing
the phenomenon that behavioral responses are executed faster
when located on the same side as their associated stimuli
(i.e., being spatially compatible; e.g., responding to a stimulus
on the left side with the left key) than on the opposite side
(i.e., being spatially incompatible; e.g., responding to a stimulus
on the left side with the right key) (Simon, 1969; Lu and
Proctor, 1995). The rationale behind realizing only spatially
compatible location-response mappings in the TI and talker-
localization tasks was to avoid participant confusion (by spatially
incompatible location-response mappings) and instead enable
natural directional response tendencies “toward the source of
stimulation” (Simon, 1969), hereby improving ecological validity.
However, this inevitably led to a confounding influence of
stimulus-response compatibility: Faster behavioral responses at
lateral locations, instead of reflecting facilitated early perceptual
processing of spatial information, could also reflect facilitated
late response selection. Such automatic response selection might
have contributed to the observed “reverse-V-shaped” response
time patterns in Figure 5, independently from any hypothetical
(partial) adoption of a localization-based response strategy.
Future studies might consider isolating possible contributions to
TI performance at different perceptual, cognitive, and response-
related processing stages (Wickens, 2008).

Surprisingly, differences in correct response time between
spatial_id and non-spatial_id modes were also observable at the
central loudspeaker location. The second analysis confirmed a
response delay in the spatial_id vs. non-spatial_id mode that
critically depended on speech degradation, being most prominent
for clean, less prominent for filtered, and non-significant for
noisy speech (see deviations of circle-shaped points from color-
shaded bars at the central location in Figure 5). A similar pattern
emerged for average correct response rate, where TI performance
was reduced in the spatial_id vs. non-spatial_id mode under
clean speech, but not under degraded speech (see deviations
of circle-shaped points from open square-shaped points at the
central location in Figure 7).

Investigations on top-down, intentional control of auditory
selective attention (Shinn-Cunningham, 2008) have accrued
evidence for a reduction in listening task performance under
conditions where the location of a target talker changed vs.
stayed constant across trials (Best et al., 2008, 2010; Koch et al.,
2011; Lawo et al., 2014; Oberem et al., 2014). Such behavioral
performance decrements, known as switch-costs, can be caused
by repeated switching of selective attention between non-spatial
stimulus features (e.g., after changes in target voice gender) (Best
et al., 2008; Koch et al., 2011; Koch and Lawo, 2014; Lawo
et al., 2014; Lin and Carlile, 2019) as well as between different
locations within the auditory scene (Best et al., 2008; Ihlefeld and
Shinn-Cunningham, 2008a; Lin and Carlile, 2015) or between
ears [e.g., during dichotic listening (Lawo et al., 2014)]. Lin and
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Carlile (2015) found that unpredictable location changes of target
speech (embedded in simultaneous masker speech) decreased
performance in memory recall and speech comprehension across
successive turn-taking trials, which was attributed to costly
switches in spatial attention, disrupted auditory streaming, and
increased cognitive processing load. In addition, the authors
reported corresponding effects for changes in target voice, which
provoked switches in non-spatial selective attention (Lin and
Carlile, 2019).

The global slowing of behavioral responses (across all
loudspeaker locations) evident for clean speech in the spatial_id
vs. non-spatial_id mode, during which talkers changed locations
over trials, would support the notion of response time switch
costs due to frequent switches in spatial auditory attention (Lawo
et al., 2014; Oberem et al., 2014). Another type of response
time switch-costs caused by frequent changes in talkers’ voice
characteristics over trials (Best et al., 2008) could not have
systematically affected the results, since talker changes occurred
randomly during both spatial_id and non-spatial_id modes.
Interestingly, those presumably constant and additive switch-
costs manifested most distinctly under clean speech, diminished
to some degree under filtered speech and seemingly dissolved
under noisy speech. As participants listened to degraded speech,
they probably needed to concentrate more intensely on the TI
task to ensure an optimal level of performance [i.e., heightened
“compensatory effort” (Hockey, 1997)], hereby subjecting their
internal information processing to proactive cognitive control
mechanisms (Braver, 2012). The incurring switch-costs might
therefore have been (partially) compensated, for example, by the
preparatory and/or sustained mobilization of spare information
processing resources (Chiew and Braver, 2013). On the contrary,
while listening to clean speech, processing would either be
determined by some degree of reactive cognitive control (Braver,
2012) or be (almost) automated toward the later course of the
experiment (Wickens, 2008).

Taking a viewpoint opposite to switches in spatial attention,
other studies have emphasized “spatial continuity” as a positive
influencing factor on speech identification performance (Best
et al., 2008, 2010). However, behavioral responses at the central
location were not always faster in the non-spatial_id vs. spatial_id
mode (see noisy speech in Figure 5), which would have been
anticipated because of refined attentional selection of solely the
central location. Thus, spatial continuity did not seem to play a
major role in the present TI task.

Likewise, effects of spatial expectation [also: “spatial certainty”
(Best et al., 2010)], being caused by varying probability of
auditory stimuli occurring at certain locations, could be ruled
out as an alternative explanation for the observed result pattern.
With a stimulus probability distribution of 25:50:25% over
left:central:right loudspeaker locations, the highest chance of
stimuli occurring at the central location should have entailed
fastest behavioral responses there compared to lateral (left/right)
locations (Singh et al., 2008; Zuanazzi and Noppeney, 2018,
2019), which was never the case.

Repeated strategic switching between different perceptual
and cognitive processes (i.e., voice recognition vs. sound
localization, see Table 1), or between different task sets (TI vs.

talker-localization), during a test block can produce another
type of response time switch costs (Kiesel et al., 2010). As has
already been detailed above, the result patterns shown in Figure 5
imply that no systematic change in primary response strategy
(from voice recognition to sound localization) happened during
the spatial_id mode (lateral trials) of the TI task—otherwise
average performance at lateral locations in the spatial_id mode
should be much closer to average performance in the spatial_loc
mode (i.e., the slopes of the "reverse-V-shaped" lines in Figure 5

should be much steeper). Therefore, the inferred response time
switch costs were not ascribable to strategy or task switching, but
rather to frequent shifts in spatial attention focus between the
three locations.

Neither the TI task nor the talker-localization task revealed
any significant differences between the left and right location,
suggesting that ear asymmetries [i.e., differences in processing
of auditory information occurrent in the left vs. right hemifield,
which arise from hemispheric lateralization (Bolia et al., 2001)]
were negligible during the TI and talker-localization tasks.

5.2.3. Analysis of Learning Effects (Within/Across

Spatial Blocks)
General learning effects speeding up behavioral responses within
and across blocks because of increasing familiarity with the
test layout, the current stimulus and task sets were controlled
by counterbalancing experimental conditions, location-talker
and talker-response mappings across blocks (see Section 2.3).
Analysis of learning effects within and across spatial blocks
implied gradually faster behavioral responses. It further showed
the “reverse-V-shaped” response time pattern across loudspeaker
location as clearly present already in the first lateral trial half of
the first spatial block (see first plot from the left in Figure 6);
this would substantiate the assumption stated above, namely that
automatic perceptual and/or response selection processes may
be (jointly) responsible for its emergence, facilitating behavioral
responses irrespective of any to-be-acquired (explicit or implicit)
knowledge about talker location. Also, since loudspeaker location
neither interacted with lateral trial half nor spatial block, the
response time benefit at lateral locations did not increase over
the course of the TI task (as would be expected from more
and more frequent strategic changes from voice recognition to
sound localization), which is in line with the conclusion derived
above that participants still relied primarily on voice recognition
throughout the TI task.

6. CONCLUSION AND OUTLOOK

This study investigated the effects of spatial presentation of
speech stimuli (spoken sentences) on human talker-identification
(TI) performance in a “turn-taking”-like listening situation.
In a behavioral TI task, participants extracted available
spatial auditory cues during spatial speech presentation to
achieve faster responses, which were still considerably slower
than responses in a talker-localization task (see Table 1 for
experiment specifications, see Section 5.2 for an in-depth
behavioral result discussion). Apparently, their primary response
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strategy remained to be based on the cognitive process of
voice recognition.

Moreover, repeated switching of spatial auditory attention
between different locations during spatial speech presentation
introduced a global delay in behavioral responses. These
“response time switch-costs” diminished when speech was
degraded by background noise or bandpass filtering, hereby
obscuring individual talkers’ voice characteristics and increasing
subjectively judged talker-identification effort. Internally, this
diminishing may have corresponded to greater cognitive control,
which in turn activated processes to compensate the switch-
costs. A systematic future investigation of the potential role
of controlled allocation of information processing resources
would necessitate the use of established physiological methods
like pupillometry (Zekveld et al., 2014; Koelewijn et al., 2015)
or EEG, that enable continuous assessment of the amount of
allocated processing resources [i.e., the perceptual-cognitive load
(Wickens, 2008)]. Regarding EEG, specifically the P1-N1-P2
complex, the N2, P3a, and P3b components of the event-related
brain potential can be considered suitable candidates for neural
indication of spatial attention shifts (Getzmann et al., 2015, 2020;
Begau et al., 2021) and processing load influenced by varying
speech transmission quality (Uhrig et al., 2020b; Uhrig, 2022).

The general lack of a (stronger) impact of spatialization
on subjective listening experience and behavioral performance
in the present study calls for further exploration. Apparently,
constant switching of individual talkers between the central
location and talker-specific lateral locations during the spatial
presentation mode (TI task) resulted in a more dynamic, less
predictable auditory scene, which might have prevented listeners
from extracting or (fully) utilizing available spatial auditory
cues. It seems intuitive that another spatial mode that fixes
talkers at separate locations within the auditory scene could
alleviate experienced mental effort of TI and speed up behavioral
responses. These benefits might be especially pronounced for
multimodal, audio-visual speech, as it forms the basis of most
human-human communication situations. In a recent study by
Begau et al. (2021) examining younger and older adults, the
presence of visual lip movement in talking faces congruent with
auditory speech stimuli was shown to improve perceptual and
cognitive speech processing; such audio-visual facilitation effects
(manifesting in behavioral and neurophysiological measures)
were observable when the target talker remained fixed at
the central location, but were cancelled out when the target
talker dynamically changed between the central location and
lateral locations.

Overall, self-report ratings of speech quality, speech
intelligibility and listening effort [as employed, e.g., to
subjectively assess speech transmission quality in telephony
settings (ITU-T Recommendation P.800, 1996)] seemed to lack
sensitivity for detecting more subtle effects of spatialization on TI
performance and its interactions with speech degradation (Uhrig
et al., 2020a). Follow-up studies might consider adopting amulti-
method assessment approach, that combines subjective measures
with behavioral and (neuro-)physiological measures, in order to
achieve highest possible sensitivity as well as convergent validity
across multiple levels of analysis. For instance, continuous

measurement of behavioral and physiological responses might
prove useful to trace performance changes over longer listening
episodes (Borowiak et al., 2014).

Viewing the above conclusions from a practical perspective,
audio spatialization implemented in modern speech
communication systems may not be solely beneficial [as
manifested subjectively, e.g., in higher perceived speech quality,
improved speech intelligibility/comprehension and reduced
mental effort (Baldis, 2001; Kilgore et al., 2003; Raake et al.,
2010; Skowronek and Raake, 2015)]. Configurations involving
redundant, inconsistent or uncertain mappings between talkers
and locations in physical or virtual space could even expend
additional information processing resources due to necessary
switches in spatial auditory attention. At what scene complexity
(e.g., number of spatially separated talkers) and under which
contextual listening conditions (e.g., intensity of present speech
degradations) such detrimental effects will be strong enough to
reach listeners’ awareness and/or noticeably reduce their task
performance remain open research questions.
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The event-related potential (ERP) of electroencephalography (EEG) signals has been

well studied in the case of native language speech comprehension using semantically

matched and mis-matched end-words. The presence of semantic incongruity in

the audio stimulus elicits a N400 component in the ERP waveform. However, it

is unclear whether the semantic dissimilarity effects in ERP also appear for foreign

language words that were learned in a rapid language learning task. In this study, we

introduced the semantics of Japanese words to subjects who had no prior exposure to

Japanese language. Following this language learning task, we performed ERP analysis

using English sentences of semantically matched and mis-matched nature where the

end-words were replaced with their Japanese counterparts. The ERP analysis revealed

that, even with a short learning cycle, the semantically matched and mis-matched

end-words elicited different EEG patterns (similar to the native language case). However,

the patterns seen for the newly learnt word stimuli showed the presence of P600

component (delayed and opposite in polarity to those seen in the known language).

A topographical analysis revealed that P600 responses were pre-dominantly observed

in the parietal region and in the left hemisphere. The absence of N400 component

in this rapid learning task can be considered as evidence for its association with

long-term memory processing. Further, the ERP waveform for the Japanese end-words,

prior to semantic learning, showed a P3a component owing to the subject’s reaction

to a novel stimulus. These differences were more pronounced in the centro-parietal

scalp electrodes.

Keywords: ERPs, language learning, semantics, word learning, speech perception

1. INTRODUCTION

Humans have the unique ability to learn and process languages throughout ones life time. Themain
hypothesis for learning a new language states that the process begins by imitation of the sounds
spoken by native speakers of the language (Speidel and Nelson, 2012). The association of semantics
with speech sounds constitutes the next phase of learning (Clark, 1973), which further develops to
sentence formation and syntax/grammar learning. These processes may not be sequential and may
be interleaved with each other.

The brain activity related to the perception and cognition of language can be studied through
event-related potentials (ERPs). The ERPs are computed by averaging the electroencephalogram
(EEG) recordings evoked by the same event. The ERPs triggered by verbal stimuli have been
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associated with different aspects of language learning
(Kutas and Hillyard, 1984).

In this article, we present a study to analyze rapid language
learning effects using ERP analysis where the end-words of
English sentences were replaced with Japanese words. In the
first phase of the experiment, the subjects who were proficient
in English with no prior exposure to Japanese words were
presented with English sentences containing Japanese end-words.
A subsequent language learning phase introduces the semantics
of the Japanese stimuli through its pictorial description. In
the final phase, the subjects listen to English sentences again
with Japanese end-words armed with the knowledge of the
semantics. The Japanese end-words in the English sentences may
be congruent or in-congruent with the sentence context. An
ERP analysis on Japanese end-words before and after semantic
learning illustrate significant changes that highlight the neural
processes involved in learning. Further, the difference ERP of
Japanese stimuli in congruent and incongruent condition (after
language learning) elicits delayed and positive ERP components
as opposed to the N400 effects observed in native language under
semantic mis-match condition.

Contributions:

• The study contrasts the ERP effects of semantic incongruity in
a proficient language vs. a newly acquired language.

• This study demonstrates that rapid semantic learning elicited
ERP responses in the form of a delayed positive response
at 500–700 ms from the onset of the end-word for the
incongruent words.

• The scalp electrodes showing semantic effects from a newly
learned word of a foreign language are located in the pareital
and occipital regions.

• The amplitude of semantic incongruity (ERP component) in
foreign language (Japanese) is more for pure foreign words
(hiragana words in Japanese) vs. English loan words (katakana
words in Japanese).

RELEVANT LITERATURE

The N400 component was first introduced by Kutas and Hillyard
(1980), where the reading task composed of presenting the
participant with a set of sentences that end with a congruent
or incongruent word. These semantically incongruent end-
words in a sentence elicited specific type of ERPs (Nobre and
Mccarthy, 1995; Hoeks et al., 2004; Dikker and Pylkkanen, 2011),
known as the N400, a negative-going deflection between 250
and 400 ms after the end-word onset. The presence of N400
in semantically incongruent stimuli was also observed in other
stimuli presentations (Kutas et al., 1987) like reading (Szűcs et al.,
2007) and visual forms (Nigam et al., 1992). The N400 was
characterized as a reaction to an unexpected or inappropriate,
but syntactically correct word at the end of a sentence. The N400
component was not observed for stimuli with syntactical and
grammatical errors (Kutas and Hillyard, 1983). This result is seen
as the evidence that the N400 wave is more closely related to the
semantics than to the syntactical processing.

The N400 is not only a response to semantic improbability
or anomaly, but also as an indicator of the access to semantic
information associated with the stimuli (Kutas and Federmeier,
2011). When a word is congruent in its context, there is little
new information to process and hence, this evokes lower N400
response than an incongruent word. The amplitude of the N400
is sensitive to a word’s semantic expectancy (Brown and Hagoort,
1993) and found to be larger in response to more unexpected
stimuli (Curran et al., 1993; Holcomb, 1993; DeLong et al.,
2005). The N400 has also been used to show that language
comprehension is incremental (Van Petten and Kutas, 1990)
and involves prediction (Federmeier and Kutas, 1999b). Further,
semantic information processing happens even without active
awareness (Luck et al., 1996). It has also been pointed out that
language mechanisms vary across the hemispheres (Federmeier
and Kutas, 1999a) and can change over the course of normal
aging (Wlotko et al., 2010).

Even though the N400 has contributed significantly to the
understanding of language comprehension, the N400 response
is not confined to language domain alone, and hence it is
not a “language-component” (Leckey and Federmeier, 2020).
The N400 is not only seen in word comprehension, but also
for different kinds of pictorial stimuli (e.g., comics/cartoons,
drawings, pictures of objects, natural scenes), faces, gestures,
and environmental sounds. Thus, it can be elicited for any
kind of stimulus linked to long-term memory representations
(Kutas and Federmeier, 2011).

The P3a, or novelty P3 (Comerchero and Polich, 1999), is
a positive-going component with peak latency in the range of
250–280 ms. It is topographic distribution that shows maximum
amplitude over frontal and central electrode sites. P3a has been
associated with cognitive tasks of involuntary attention and the
processing of novelty (Polich, 2007).

1.1. N400 as an Index of Word Learning
The N400 has been established in numerous studies to be a useful
index of new word learning. In a study by Perfetti et al. (2005),
adults were taught the meanings of infrequent and unfamiliar
words. The N400 component was seen for unrelated word
pairings containing the trained words and not for those involving
the unfamiliar words.

Mestres-Missé et al. (2007) investigated context-based
learning of novel words using ERPs. The researchers specifically
introduced novel word forms in the ending position of
meaningful sentences that the participants read during the
training phase. In a following relatedness judgment task on word
pairs, consisting of a trained novel word (prime) and a real word
(target), the study found a reduction in the N400 for targets
words that were associated with the prime word compared to the
unrelated target-prime pairs.

Batterink and Neville (2011) investigated contextual learning
by embedding pseudo-words into meaningful short story
contexts. In a subsequent relatedness judgment task, the
study showed a reduction in the N400 amplitude for targets
corresponding to the novel word.

The N400 has also been demonstrated to be sensitive to
new word learning after just one exposure to a novel word
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FIGURE 1 | Experiment pipeline consisted of three sessions. S1—where the subject listened to acoustics of Japanese words used in English context and English

end-words in congruent and incongruent context. S2—where the semantics of Japanese words were introduced using images. S3—where the subject listened to

Japanese words in English context (both congruent sentences and incongruent sentences).

in the context of a highly predictive sentence (Borovsky et al.,
2010, 2012). The findings of such investigations provide neuro-
physiological evidence for understanding the semantic learning
of the new words.

1.2. Intra-Sentential Code-Switching
The N400, left-lateralized anterior negativity (LAN), and the
late positive component (LPC; also referred to as P600) are
the three primary ERP components identified in research on
intra-sentential code switching.

The LAN is a left-lateralized anterior negativity that occurs in
the same time frame as the N400 (300–500ms) but with a distinct
topographic scalp distribution. Friederici (2002) observed LAN
effects in morphosyntactic processing, as well as in the processing
of code-switched sentences. The higher working memory load
resulting from integrating morphological signals of the code-
switched word into the wider sentence context was interpreted
as the switch-related LAN component (Moreno et al., 2002).

The LPC (or P600) is a positive-going wave that arises 500–
600 ms after the stimulus and lasts several hundred milliseconds
(Osterhout and Holcomb, 1992; Hagoort et al., 1993). It has
a wide posterior scalp distribution and is strongest in the
centro-parietal areas. Friederici (1995), Kaan et al. (2000), and
Tanner et al. (2017) infer that the LPC indexes sentence-level
rearrangement or re-analysis. The LPC, according to this view,
indicates sentence-level wrap-up or meaning revision process,
which in the instance of intra-sentential code-switching, reflects
the sentence-level reorganization of two languages into a cohesive
utterance. The LPC has also been linked to the processing of
unexpected or unlikely task-relevant events (McCallum et al.,
1984; Coulson et al., 1998), as well as the reorganization of
stimulus-response mapping (Moreno et al., 2008). A switch-
related LPC represents bilinguals’ perception of a language
transition as an unexpected occurrence involving a shift in form
rather than meaning (Moreno et al., 2002).

2. MATERIALS AND METHODS

The experimental paradigm used in this study is illustrated in
Figure 1.

2.1. Stimuli
All the speech stimuli used in the study were recorded from
speech provided by a single female speaker who was proficient
in both English and Japanese languages. The speaker’s first
language was Tamil, a south-Indian language. The accent of the
speaker was Indian English. Given that all the listeners were also
from Indian origin, we found that the listeners had no issues
in understanding the English content. Further, the work had
employed a single speaker for all the stimuli. This helped to
remove the effect of speaker variabilities or speaker switching in
the stimuli used.

The speech stimuli used in the experiment consisted of
isolated sentences and isolated words. They were recorded in a
sound proof booth. The entire stimuli set used in the experiment
is listed in Supplementary Table 2. The audio and image files
used for the experiment are available in this project’s GitHub
repository1. The stimuli set consisted of 90 unique English
sentences. The sentences were selected such that the end-word
was highly predictable from the sentence context. Our stimuli
set was taken from the high cloze probable sentences (cloze
probability in the range of 67–100%) of the Block-Baldwin
sentence set (Block and Baldwin, 2010). The audio duration of
the sentence varied between 1.4 and 2.4 s with an average of 2.2 s.

The end-words of the sentences were either from English
or Japanese language and they were designed to be either
semantically congruent or incongruent to the preceding context
in the sentence. All the stimuli conditions are listed in Table 1.
The first condition (C1) consists of 90 English sentences from the
original Block-Baldwin set without any modification. The stimuli

1https://github.com/iiscleap/Semantics-EEG-ERPStudy
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TABLE 1 | Different conditions of the stimuli sentences used in our experiment

with an example.

Stimuli condition Example

C1—Eng. Congruent The cow gave birth to a calf.

C2—Eng. Incongruent The cow gave birth to a book.

C3—Jap. Congruent The cow gave birth to a koushi.

C4—Jap. Incongruent The cow gave birth to a hon.

Endword of the stimulus sentence is shown in bold. Different endwords give rise to

different stimuli conditions.

for the other three conditions of the experiment were created by
replacing the end-word with all the preceding words intact. In
condition 2 (C2), the end-word was replaced by an English word
which is unexpected in the sentence context (English incongruent
condition); in condition 3 (C3), the end-word was replaced
by a Japanese word of the congruent semantics (Japanese—
congruent condition); and in condition 4 (C4), the end-word was
replaced by a Japanese word of unexpected meaning (Japanese—
incongruent condition). Thus, the experiment had a total of
360 sentences. The sentences were carefully chosen such that
the end-word can be visualized as an image. Each of the
stimuli condition used the same base set of English sentences.
The conditions differed only in terms of the end-word of the
sentences. Each stimulus was recorded as a full sentence for each
condition separately.

We choose the Japanese language as the novel language as
it does not belong to the same language family as English.
At the same time, Japanese language contains a set of loan-
words from English termed as katakana words. The katakana
words are typically English words that have been adapted
without translation into the Japanese language (Olah, 2007).
The katakana words sound similar to their English counterparts
(cognate words). By using a mix of non-cognate native Japanese
words (referred to as hiragana words) and katakana words,
we were able to study the effect of phonetic similarity in
learning. The set of Japanese words used in our experiments
(Supplementary Table 2) consisted of 38 katakana words and
52 hiragana Japanese words. This unbalanced distribution of
katakana and hiragana words are in compliance with the word
frequency distribution in the Japanese language (Chikamatsu
et al., 2000). Thus, for stimuli conditions C3 and C4, the end-
word can be either a katakana word or a hiragana word.

2.2. Experiment Flow
A schematic illustration of the experiment is shown in Figure 1.
A short video depicting the experiment flow is available in
this project’s GitHub repository2.The end-words were either
congruent or incongruent to the context of the sentence. The
participants learned the semantics of the unknown Japanese
words using image supervision (shown in session 2 of Figure 1)
and the learning was analyzed when the words were used in
sentences both in congruent and incongruent condition (shown

2https://github.com/iiscleap/Semantics-EEG-ERPStudy

in session S3 of Figure 1). In each session, the sentences of
different conditions were presented in random order using a
loud speaker.

In session S1, the subject listened to English sentences with
congruent or incongruent end-word (C1 and C2 from Table 1).
This session also contained English sentences with Japanese end-
word. The subject got the first exposure to these Japanese words
in this session without the semantic information.

In the next session (S2), the participants were provided with
the semantics of the Japanese words. A block of five new Japanese
words was considered and word meanings were conveyed using
the respective image. The image form of the word and its audio
are presented simultaneously. The five words of each block were
presented in random order. A retrieval task was also designed to
ensure the learning ability of the subject. In the retrieval task, the
subject was asked to speak the Japanese word for the image shown
in the computer screen. After the subject provided the spoken
response, the audio of the correct Japanese word was replayed.
Here, the subject was affirming the learning or corrected their
learning if the word recollection was inaccurate. We do not
analyze the EEG data from S2 in this article.

In session 3 (S3), the subject listened to the sentence audio
played through the loudspeaker. It was an English sentence with
a Japanese end-word. Here, the end-word was either congruent
or incongruent to the context of the sentence (C3 and C4
in Table 1). The end-word was one of the 5 Japanese words
learned in the preceding session (S2). Hence, there were a total
of 10 sentences (equal number of congruent and incongruent)
played in session 3 for the current block. These 10 sentences
were presented in random order. After the audio signal was
played, a recognition task was carried out to ensure that the
subject recollected the meaning of the Japanese end-word. In
the recognition task, the subject was asked to pick the image
corresponding to the Japanese end-word. The subjects recorded
their choice of image by speaking the corresponding number
index on the screen. The subject responses were later evaluated
manually to assess their recognition accuracy. The behavioral
results are discussed in Section 3.1. Only the EEG responses to the
Japanese words, whose meaning was recollected correctly, were
used in the subsequent ERP analysis.

In order to avoid the memory load of learning and recalling
90 new Japanese words, S2 and S3 were performed in 18 blocks
of five words each. The session S3 for a set of five words was
conducted immediately after the subject was trained on the
semantics in session S2. We designed the experiment in this
way to reduce the memory load on subject as we were more
interested to analyze the semantic effects of the newly learned
words in both congruent and incongruent condition. A particular
Japanese word was presented five times to the subject: once in
S1 (sentence end-word without semantic knowledge), twice in S2
(as isolated words in the learning phase) and twice in S3. In S3, it
was used as the sentence end-word in congruent and incongruent
context. A particular sentence and end-word pair was introduced
only once in the whole experiment. For incongruent condition,
sentence-end-word pairing was carried by random shuffling and
incongruence was ensured by manual selection. The order of
congruent and incongruent conditions in S3 was randomized.
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FIGURE 2 | Behavioral task performance: this plot shows the percentage of Japanese words correctly associated with the image description by the subjects.

Thus, the exposure to new Japanese words were balanced across
conditions. The three sessions were recorded in an interleaved
fashion in one recording setup for each of the subjects. The
experiment design ensured that the subject does not get exposed
to katakana words more than hiragana words.

2.3. Participants
The participants had self-reported normal hearing and no history
of neurological disorders. Twenty-one subjects took part in the
experiment. Two subjects were eliminated due to poor EEG
data quality and another two were eliminated due to equipment
failure. Seventeen adults participated in this study (mean age
= 25.7, age span = 22–35, 7 female and 10 male) and they
had an intermediate or higher level of English proficiency.
This was verified with the Oxford Listening Level Test3 before
the commencement of the experiment. The native language of
the subjects was one of the five Indian languages (Malayalam,
Tamil, Kannada, Telugu, or Hindi). All subjects provided written
informed consent to take part in the experiment and received a
monetary compensation. The Indian Institute of Science Human
Ethics Board approved all procedures of the experiment. The
methods were carried out in accordance with the relevant
guidelines and regulations.

We have performed the power analysis with an assumed
effect size of d = 0.5 (Zwaan et al., 2018; Brysbaert, 2019) to
check the sufficiency of the number of subjects and trials used
in the experiments. We performed the power analysis on our
experiment using the GPower software (Faul et al., 2007). This
analysis revealed that our study is a properly powered experiment
(with power value more than 95%). Hence, the effects reported in
the study are very likely to be robust and reproducible.

2.4. EEG Recording Setup
The EEG signals were recorded employing a BESS F-64 amplifier
with 64 passive gel-based Ag/AgCl electrodes placed according

3https://www.oxfordonlineenglish.com/english-level-test/listening

to the extended 10–20 positioning NeuroScan 4.5 system (Soman
et al., 2019). It was recorded at a sampling rate of 1,024 Hz. An
isolated frontal electrode was utilized as ground and the average
of two earlobe electrodes was utilized as reference. The channel
impedance was kept underneath 10 kω throughout the recording.
The EEG recording took place in a sound-proof, electrically
isolated room.

2.5. Data Preprocessing
Prior to ERP offline-averaging, the line noise was removed and
the continuous EEG data were band-pass filtered between 1 and 8
Hz. The noisy trials were automatically removed using EEGLAB
(Delorme and Makeig, 2004).

3. RESULTS

3.1. Behavioral Task
A behavioral task was conducted to ensure that the subject
successfully recalled the meaning of the Japanese words while
listening to the end-word of the sentence stimuli in session S3.
From a set of five images, the subject was asked to identify the
image corresponding to the Japanese end-word of the sentence.
Figure 2 shows the percentage of words’ whose meaning was
correctly identified by the subjects. The solid line shows the
overall accuracy obtained by each subject. Eleven of 17 subjects
correctly recalled more than 90% of the word semantics (chance
accuracy was 20%). Thus, the subsequent ERP-based conclusions
in S3 had a strong behavioral basis. As seen in Figure 2, the
number of correct responses in the Japanese congruent condition
was greater than number of correct responses in the incongruent
condition for all the subjects. A right-tailed paired sample t-
test showed that recognition accuracy of congruent end-words
was significantly higher than incongruent end-words [congruent:
94.88, incongruent: 85.90, t(16) = 5.92, p = 1.06e− 5]. This
indicated that it was easy to recollect the meaning of a word
when it was used in the correct semantic context in a sentence.
Figure 2 shows that the recognition accuracy of katakana words
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FIGURE 3 | The grand average of difference event-related potential (ERP) response of congruent end-word from in-congruent end-word: end-words in English

(solid—red color) and Japanese: session 3 (dotted—green color). The horizontal bars drawn in the bottom of each plot identifies the time regions with significant

(two-sample t-test with p < 0.05) difference in the ERP response. The bars have the same color of the associated difference waveform.

are better than that of hiragana words for all subjects except
one (subject 2). A right-tailed paired sample t-test showed
that recognition accuracy of katakana words was significantly
higher than hiragana words [katakana: 94.72, hiragana: 87.31,
t(16) = 5.32, p = 3.46e− 5]. Hence, we conclude that the lexical
association of katakana words with English words made it easier
to recall katakana words. In the subsequent analysis, only words
that were correctly recalled are used.

3.2. ERP Analysis
The ERPs are time-locked EEG responses averaged across
multiple trials for the same stimulus condition. The ERPs
are computed for epochs extending from 100 ms before the
end-word onset to 800 ms after the end-word onset. The time t
= 0 in the ERP plots corresponds to the onset of the end-word in

the stimuli sentences. The difference ERP waves were calculated
by subtracting an ERP wave of one condition from the other.
All the grand average ERP plots shown in this paper are ERP
responses averaged across 17 subjects. The two sample t-test was
conducted at each time sample to validate the significance of the
ERP responses. All difference ERP plots are marked with time
regions of significance where the difference value is significantly
above zero (p < 0.05). This is indicated by horizontal bars in the
bottom of the plot.

3.2.1. Effect of Incongruity
The ERP response shown by solid line in Figure 3 exhibits
N400 effect [t(16) = −5.59, p = 2.05e− 05] in 300–500 ms
over centro-parietal and parietal electrodes) for the difference
of English congruent response (C1S1) from English incongruent
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response (C2S1). This result is aligned with the prior research
on N400 for auditory tasks (Hagoort and Brown, 2000), which is
elicited for semantically incongruent stimuli conditions. To the
best of our knowledge, the ERP analysis for other conditions that
follow are reported for the first time in literature.

The difference of grand average ERP response of Japanese
congruent end-word from Japanese incongruent end-word is
shown in Figure 3 as dotted line. The semantic incongruity
of newly learned Japanese end-words did not evoke an N400
response relative to the congruent Japanese end-words [t(16) =
0.32, p = 0.75 over the time-window 300–500 ms] over the cluster
of centro-parietal and parietal electrode locations.

As observed in Figure 3, the English and Japanese end-words
had different responses around 400 and 600 ms. Both the English
and Japanese difference ERP did not have significant peak in

the early part of the time axis. The difference ERP response for
Japanese end-words elicited a P600 like component [t(16) = 5.11,
p = 5.24e− 05 for time-window: 500–700 ms] over a cluster of
centro-parietal and parietal electrode locations. This figure also
highlights that ERP effects of semantic incongruity are possible
without a long-term learning process. A similar difference in
ERP response for English end-words in the 500–700 ms time-
window [t(16) = −1.05, p = 0.310] was not observed. In other
words, the semantic incongruency in the stimuli did not evoke
P600 response for familiar language.

To confirm these differences statistically, we performed
ANOVA on the mean ERP amplitudes across the scalp in
two time-windows (300–500 and 500–700 ms) of interest. We
considered congruity and scalp region (frontal/central/parietal)
as the independent factors. In the N400 time-window (300–500

FIGURE 4 | The grand average of event-related potential (ERP) responses to Japanese end-word before learning its meaning (solid), Japanese congruent end-word

(dotted), and Japanese in-congruent end-word (dashed) after learning the meaning. The horizontal bars drawn in the bottom of each plot signify the time regions with

significant (t-test with p < 0.05) ERP amplitude from the value of 0. The bars have the same color of the associated waveform.
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ms), we observed robust effects of congruity for English end-
words. We observed similar effects for Japanese end-words in
the P600 (500–700 ms) window. The ANOVA reveals significant
interaction between language and congruity in both the time-
windows [for 300–500 ms window: F(1,68) = 16.13, p = 6e− 5 and
for 500–700 ms window: F(1,68) = 37.85, p = 9e− 10].

3.2.2. Effect of Word Learning
Figure 4 shows the ERP response for the same set of Japanese
language words before and after learning the semantics. The
Japanese words exposed without semantic knowledge (solid
line) evoke early positive peaks around 100 and 300 ms. This
P300 response is possibly an indicator of exposure to novel

information. The P100 and P300 responses disappear in the
exposures after the subject learned the meaning of the word.
The three responses in Figure 4 differ in the peak amplitude
of N200 component. The ERP of Japanese end-word before
semantic learning elicited a negative dip between P100 and P300
peaks. The ERP of Japanese congruent end-word after semantic
learning elicited significant negative peak around 200 ms over
parieto-occipital and occipital electrode sites. The incongruent
end-word post semantic learning also elicited a negative peak,
but with a lower peak amplitude than congruent case. The
Japanese end-word response before semantic learning (solid
line) and Japanese congruent response post semantic learning
(dotted line) have a negative deflection before 600 ms. Both

FIGURE 5 | Grand average difference event-related potential (ERP) response of Japanese Congruent end-word from Japanese end-word response before learning its

meaning (solid), and Japanese in-congruent end-word from Japanese end-word response before learning its meaning (dotted). The horizontal bars drawn in the

bottom of each plot signify the time regions with significant (two-sample t-test with p < 0.05) difference in the ERP response. The bars have the same color of the

associated difference waveform.
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FIGURE 6 | The grand average of difference event-related potential (ERP) of congruent end-word response from in-congruent end-word response for katakana words

(solid) and hiragana words (dotted). The horizontal bars drawn in the bottom of each plot signify the time regions with significant (two-sample t-test with p < 0.05)

difference in the ERP response. The bars have the same color of the associated difference waveform.

these responses also have LPC after 600 ms, which possibly is
an indicator of the recognition of code-switch. In summary, the
ERPs for congruent [t(16) = 3.97, p = 5e− 04] and incongruent
[t(16) = 5.89, p = 1.1e− 05] conditions post semantic learning
elicit significantly different responses in 500–700 ms from
word onset.

Figure 5 shows the differences in EEG responses to Japanese
end-words before and after learning its meaning. The difference
ERP wave forms of congruent (solid) and incongruent (dotted)
conditions do not show any significant difference in 0–500
ms range. Both the conditions evoke significant negative peak
around 200 ms. It is also noted that there is significant difference
between before and after learning in the in-congruent condition
than for congruent condition.

3.2.3. Effect of Phonetic Similarity to Known Words
Figure 6 shows the difference ERP response for katakana
(loan words in Japanese) and hiragana words separately.
It shows the difference ERP of congruent condition from
incongruent condition. Both hiragana and katakana words
show significant P600 response. We performed a paired t-
test over a cluster of centro-parietal and parietal electrode
locations in the time-window 500–700 ms to ascertain
the statistical significance. The difference ERP of katakana
words showed t(16) = 3.39, p = 1.87e− 03 and that of
hiragana words showed t(16) = 4.18, p = 3.53e− 04 in
the P600 window. Thus, the hiragana words show larger
P600 amplitude than katakana words [t(16) = 3.91, p =
6.24e− 04]. The statistical significance is more established
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FIGURE 7 | Topography distribution of mean difference of event-related potential (ERP) (grand-average) amplitudes in different time-windows. (Top) Difference of

English congruent end-word responses from English incongruent end-word responses (S1). (Middle) Difference of Japanese congruent end-word responses from

Japanese incongruent end-word responses (S3). (Bottom) Difference of Japanese end-word responses before learning its meaning from the Japanese end-word

responses after learning its meaning (both in congruent context).

for hiragana words in the occipital and left-parietal
electrode locations.

3.3. Topographical Analysis
Figure 7 shows the topographical distribution of difference of
ERP (grand-average) amplitudes in different time-windows. The
mean value of ERP amplitudes in each time-window is plotted
here. The top row shows the difference of English congruent end-
word responses from English incongruent end-word responses,
the middle row shows the difference of Japanese congruent end-
word responses from Japanese incongruent end-word responses,
and the bottom row shows the difference of Japanese end-word
responses before learning its meaning from the Japanese end-
word responses after learning its meaning.

As shown in previous works, the N400 response is significant
over the centro-parietal region (see Figure 7 top row). Similarly,
the Japanese congruent vs. incongruent difference is significant
over the centro-parietal region in 450–650 ms time-window
as seen in Figure 7 middle row. It is more evident in the
left hemisphere than the right hemisphere of the scalp. The
last row of Figure 7 shows ERP differences between the EEG
responses before and after semantic learning in frontal, parietal,
and occipital regions in the initial time-windows after the end-
word onset. The response over the rear part of the brain is low
in magnitude from 350 ms onwards, while the response in the
frontal part sustains longer. In the frontal electrodes, the ERP
after semantic learning is more positive than before semantic
learning. The P100, N200, and P300 components contribute to
the higher positivity over the parietal and occipital regions. This
is also more pronounced in the left hemisphere than the right.

The distance matrix shown in Figure 8 is computed between
the congruent and incongruent end-word ERP responses across
all channel pairs (more details of the correlation analysis are
given in Supplementary Material, Section 3). It is computed for
different time-windows as shown in Figure 8 to compare the
correlation plot of the ERP waveforms for the two languages.
The distance matrix in Figure 8 shows that the English difference
response in R3 (350–500 ms) has high similarity (least distance)
with Japanese difference response in R4 (500–650 ms). Similarly,
we observe a high similarity between the difference response of
English in R4 (500–650 ms) window with difference response of
Japanese in R5 (650–800 ms) window.

3.4. Statistical Analysis of ERP Effects
We have used the mean amplitudes extracted from five
non-overlapping time-windows of 150 ms duration
between 50 and 800 ms from the word onset in repeated-
measures ANOVA. The ANOVA used four within-
subject factors: language (English/Japanese), congruency
(congruent/incongruent), learning (before/after), and scalp
region (frontal/central/parietal). The ERP effects suggested
group difference at particular topographic regions. The language
and congruency had a significant interaction in all time-windows
except at 200–350 ms. It should be noted that the interaction
is highly significant with a larger F-ratio in the 350–500 ms
window (F = 31.09, p < 0.01) and 500–650 ms window (F =
73.08, p < 0.01). The language and scalp region factors had
significant interaction in two time-windows: at 50–200 and 500–
650 ms. The factors of learning and scalp region had significant
interactions in all time-windows except 500–650ms. This implies
that the process of learning had topographic selectivity. The
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FIGURE 8 | Distance matrix between English and Japanese correlation matrices in different time-windows. The cross-channel correlation is computed between the

congruent and incongruent end-word event-related potential (ERP) responses across all channels for English (S1) and Japanese (S3). The time regions in the figure are

as follows R1: 50–200 ms, R2: 200–350 ms, R3: 350–500 ms, R4: 500–650 ms, and R5: 650–800 ms. The highest similarity was between English responses at R4

and Japanese responses at R5.

highest significance is observed in the 200–350 ms window (F
= 28.49, p < 0.01). The congruency and scalp region also had
significant interactions in the 50–200 and 500–650 ms windows.

DISCUSSION

The grand average difference of ERP response of Japanese
congruent end-word from incongruent end-word showed a P600
component (Figure 3). This can be attributed to semantic P600
component. The work by Kuperberg et al. (2003) showed that the
violation of semantic congruity in sentences with strong semantic
relationship between its noun and verb can evoke a semantic
P600 response. It is also worth noticing that the congruent
and incongruent semantic conditions showed different brain
responses for familiar language at around 400 ms and for newly
acquired words at around 600 ms. The semantic differences in
Japanese words evoked a later response than the English words.
This may be due to the reason that the newly learned words
required a reanalysis to integrate itself with the sentence. The ERP
of incongruent words evoked a significant positive peak while the
ERP of congruent words evoked a negative peak around 600 ms
(Figure 4).

Figure 6 shows that both katakana and hiragana words evoked
P600 component in the difference ERP. The hiragana P600
response has higher amplitude than the katakana response over
the parietal and parieto-occipital electrodes. The katakana words
are loan words from English, but they are pronounced with
the Japanese adaptation. As shown in the behavioral responses,
human subjects find it easier to recall the meaning of katakana
words and hence, the involved reanalysis is not as strong as the
hiragana words. The observation that hiragana words have higher
P600 amplitude than katakana words is similar to the higher
amplitude of N400 observed for highly unexpected end-word in
the known language (Brown and Hagoort, 1993; Curran et al.,
1993; Holcomb, 1993; DeLong et al., 2005).

Figures 4, 5 show the effects of semantic learning. The
Japanese words in the first exposure elicited a significant P300
response owing to the novelty of the stimuli. After semantic
learning, the ERP of congruent and incongruent conditions did
not have significant differences in the early part of the response.
The differences are significant after 500 ms from the onset of the
end-word. This shows that the semantic processing of the newly
acquired words may occur with a delay of more than 500ms from
the word onset.
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The foreign word at the end of the sentence is comprehended
as a form change, since it evokes a P600 potential instead of
N400 potential. This is comparable to the semantic illusion
condition shown by Brouwer et al. (2012). The code-switching
to a newly learned word at the end of the sentence requires
re-analysis to integrate it with the prior sentence context. As
shown in other code-switching studies like Van Hell et al.
(2018) and Fernandez et al. (2019), we observe that P600 is
elicited for the congruent end-word in context. In this work,
we show that P600 potential is evoked while perceiving newly
acquired word from a foreign language employed in a code-
switched manner. Further, we see a difference in the P600
latency in the response for the newly acquired end-word used in
congruent and incongruent context. When the newly acquired
word is used in congruent condition, we see the positive peak
appearing at a slightly later time with a comparable amplitude.
This difference in the response to the Japanese word used in
congruent and incongruent condition shows the ERP effects
of rapid semantic acquisition of foreign language words. This
difference in responses for congruent and incongruent cases
for the newly acquired word illustrates that the ambiguity is
recognized by involving a higher cognitive load. For the newly
acquired words, the word used in congruent condition evokes a
lesser positive potential around 600 ms from the word onset and
shows a more positive deflection in 700–800 ms (peaking around
750 ms). This can be observed in Figure 4. This implies that
the semantic integration of newly learned words occurs much
later in time compared to the similar process in a proficient
language word. The underlying cognitive process may also be bi-
phasic: recognition and then integration of the meaning with the
sentence context.

The topographic plots show that P600 responses are also
stronger over the centro-parietal and parietal regions like the
N400 response. But the P600 response has a left hemisphere
selectivity. The scalp distributions of difference ERP before and
after semantic learning elicit significant responses in the early
part of the ERP waveform. It has strong positive response over
the parietal and parieto-occipital regions owing to the differences
in N200 response and positive response in the frontal part owing
to the P300 response. The correlation analysis in Figure 8 shows
that the highly negative correlation that exists between the EEG
responses for congruent and incongruent conditions for English
at about 400ms also appear for Japanese stimuli but at a later time
instant of 600 ms.
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