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Cerebral cortex is probably the most complex biological network. Here many millions of indi-
vidual neurons, the functional units of cortex, are interconnected through a massive yet highly 
organized pattern of axonal and dendritic wiring. This wiring enables both near and distant 
cells to coordinate their responses and generate a rich variety of cognitions and behaviours. 
When the wiring is damaged through disease or trauma it may reorganize but this may lead to 
characteristic pathological behaviours. While there have been significant advances in mapping 
cortical connectivity, the organizing principles and function of this connectivity are not well 
understood. On the one hand, there appears to be general design constraints governing cortical 
wiring, as first recognised by Rámon y Cajal’s in his laws of conduction, material, and volume 
conservation. Yet on the other hand, particular patterns of cortical wiring exist to serve specific 
functions. There is a wide gap in understanding how the response and connectivity properties 
of a single neuron contribute to emergent network functions such as in detecting perceptually 
relevant features. Unravelling this intimate causal relationship represents one of the major chal-
lenges in neuroscience. 

WIRING PRINCIPLES OF CEREBRAL CORTEX

To represent the fundamental challenge of understanding the wiring principles of even a single 
cortical neuron in the relation to cortical function, the cover picture shows a sagittal view of a layer III 
pyramidal cell’s axonal (white lines) and dendritic arbors (black lines) against the background of an 
idealised stimulus direction of motion map (colour-coded for each direction) obtained in vivo from 
primary visual cortex.
Image by Zoltán F. Kisvárday
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This Research Topic will examine progress in understanding cortical wiring principles. This 
Research Topic aims to draw together recent advances in methods and understanding as well 
as recent challenges to existing ideas about how cerebral cortex is wired. This is particularly 
timely because new automated techniques may soon yield huge datasets in need of explanation. 
Recent studies have, for instance, empirically evaluated Rámon y Cajal’s conservation laws for 
cerebral cortex, while others have shown some unexpected connectivity features that may refine 
the traditional view of how corticocortical connections are organised with regard to functional 
representations of auditory, somatosensory and visual cortices. Understanding these data will 
help improve the fidelity of neural models of cerebral cortical function and take into account the 
diversity of connections at both micro- and mesoscopic scales not seen at such a depth before.
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Cerebral cortex is generally thought to provide the neural basis
for higher cognitive and perceptual functions (see Gazzaniga
et al., 2008). In cerebral cortex, billions of individual neu-
rons, the functional units of cortex, are interconnected via a
massive yet highly organized network of axonal and dendritic
wiring. This wiring enables both near and distant neurons to
coordinate their responses to external stimulation. Specific pat-
terns of cortical activity generated within this network have
been found to correlate with cognitive and perceptual functions
(see Wang, 2010). If cortical wiring is damaged, through dis-
ease or trauma, characteristic behavioral disorders result (e.g.,
Seeley et al., 2009). Understanding the organizing principles
of cortical wiring, therefore, represents a central goal toward
explaining human cognition and perception in health and disease.
Despite more than a century of endeavor, however, the organiz-
ing principles and function of cortical connectivity are not well
understood.

This Research Topic presents recent progress and challenges to
existing ideas about the principles concerning how cerebral cor-
tex is wired. The publication of this collection of articles comes
at a time of great excitement in the field of cortical neuroscience
resulting from recent technical advances such as the more rapid
tracing of cortical wiring and the ability to more precisely manip-
ulate cortical activity experimentally. The large amount of data
these new methods will yield must be tempered by the knowledge
that mapping all synaptic connections or connectome of an indi-
vidual brain represents a distant goal (see DeFelipe, 2010). In any
case, the main aim of obtaining any map of cortical connectivity
is to extract its underlying principles of organization—the subject
of this Research Topic.

Although there are many interwoven themes in this collection
of articles, we draw attention to five questions which we think
will have a major bearing on the direction of future research and
discuss how articles here bear on these questions.

WHAT IS THE RELATIONSHIP BETWEEN CORTICAL
CONNECTIVITY AND MORPHOLOGY?
Without being able to prove the existence of a synaptic connnec-
tion Cajal (1899), and later Lorente de Nó (1949) were able
to infer much about brain design and its underlying purpose
solely from morphological data. While a number of articles in
this Research Topic examine the relationship between morphol-
ogy and connectivity, we use two articles here to show how

this approach continues to prove useful. At the macroscopic
level Mota and Herculano-Houzel (2012), propose that corti-
cal folding is driven by white matter connectivity. Specifically,
they argue that the mechanical tension generated by the pat-
tern of connectivity of fiber bundles traveling through white
matter may account for the observed pattern of cortical surface
convolutions. The authors propose the degree of tension, taken
as directly proportional to the morphological characteristics of
the fiber bundle (i.e., axonal length and average cross-sectional
area, and the proportion of efferent neurons), determines how
much the cortical surface folds inwards. This model is used
to explain how surface convolutions vary with brain size and
how gray matter thickness varies. At the single neuron level
(Cuntz, 2012), proposes that the “dendritic density field” mor-
phological measure could be used to infer input connectivity.
The author suggests dendritic arbor morphology reflects the
spatial arrangement of its potential axon inputs relative to the
location of its parent cell body. The shape of pyramidal and
dentate gyrus granule cell dendritic arbors are explained using
this approach. The author also draws attention to the bene-
fits of morphological models for gaining insight into neuronal
computation.

WHAT ASPECTS OF CORTICAL CONNECTIVITY ARE
UNIVERSAL?
The ability to discover common principles of cortical wiring
relies on acquiring a sufficiently diverse set of observations.
Comparative data may, for instance, help identify and even
rank the precedence of cortical wiring principles. In the con-
text of the auditory system (Lee et al., 2011), examine the use
of branched axons (collateralization) as a general wiring prin-
ciple. The authors record that branched axons are commonly
used for divergent processing across species and find this occurs
at different levels of cortical organization. For example, they
note comparative evidence for horizontal branched axons link-
ing matched functional domains in auditory, somatosensory,
and visual cortical areas. But they also report evidence for
modality-specific differences in the functional use of branched
axons, i.e., between axons of acoustic, somatosensory, and
visual systems. To evaluate the existence of a possible multi-
scale wiring principle in cerebral cortex (Budd and Kisvárday,
2012), examine evidence at single neuron, local circuit, and
axon pathway scales of organization. The principle proposes
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that to optimize neural communication cortical wiring rep-
resents a trade-off between conserving cellular material (wire
length) and minimizing conduction delay. The authors find that
while there are too little data available to evaluate this hypo-
thetical principle at the local circuit scale, strong evidence for
this trade-off exists at the single neuron scale for both den-
dritic and axonal arbors with weaker support at the axon path-
way scale.

HOW ARE THE PRINCIPLES OF CORTICAL WIRING
OBSERVED IN THE ADULT BRAIN IMPLEMENTED BY
DEVELOPMENTAL MECHANISMS?
Kalil et al. (2011) review how in vitro dissociated neuron cultures
have been used to isolate the fundamental molecular mech-
anisms of axon growth and branching. The authors describe
recent work demonstrating how molecular guidance cues such
as netrin-1 and morphogen Wnt5a alter the morphology of a
developing cortical axon via the calcium-mediated reorganiza-
tion of its cytoskeleton. Relative differences in the frequency of
calcium transients between an axon and a branch suggest a com-
petitive push-pull outgrowth mechanism which may underlie
selective branch growth and retraction observed during in vivo
arbor development. The mechanisms of axon branching and out-
growth are relevant to the article of (Bui Quoc et al., 2012),
who report on the effects of unilateral convergent strabismus
on the development of terminal arbor morphology of cortico-
cortical axons linking the primary visual areas of each cerebral
hemisphere. This form of abnormal sensory experience leads to
the asymmetrical development of callosal terminal arbors with
the creation of fewer terminal branches of a specific order in the
one hemisphere compared to the other, and hence a decreased
overlap between the callosal representations. The authors sug-
gest this asymmetry prevents a unified mapping between visual
hemifields required for normal visual development and binocular
function. This work underscores the link between changes in the
normal organization of cortical wiring and deficits in perceptual
function.

DOES A UNIVERSAL CORTICAL COLUMN EXIST AND, IF SO,
WHAT FORM DOES IT TAKE?
The answer to this question has considerable importance for
determining the dimension of a mesoscopic scale map of the
Human Connectome (Bohland et al., 2009). Barrel fields in
rodent primary somatosensory cortex have emerged as the de
facto prototype for a cortical column. These cylindrically-shaped
domains, readily identified by variation in cell density, supply
a set of morphological coordinates with which to examine the
concept of columnar processing. Feldmeyer (2012) provides a
thorough review of extrinsic thalamocortical and intrinsic exci-
tatory pathways in rodent barrel cortex. The article describes
how separate parallel streams of thalamic signals are processed
by the strongly vertical and recurrent excitatory connectivity
within a barrel column but also describes connections beyond
the column: namely, lateral interactions with neighboring bar-
rel domains and the efferent connections with primary motor

and secondary somatosensory areas and feedback to subcorti-
cal structures. While acknowledging that the existence of barrel
subdomains suggests an individual barrel may not be elemen-
tary, the author cautions us not to view connectivity as static
because neurons and synaptic connections are dynamically reg-
ulated by behavioral state and synaptic plasticity. A similar point
is made in (Budd and Kisvárday, 2012). Comparative morpho-
logical differences between cortical areas and species also cast
doubt on the notion of a universal cortical module or minicolumn
(DeFelipe et al., 2002). Ichinohe (2012) describes, for example,
how, immunofluorescence labeling has been used to identify the
cellular composition of a honeycomb-like minicolumnar struc-
ture found in layers 1 and 2 of the rat granular retrosplenial
cortex. Tracing has shown how dendritic clusters of specific cell
types are grouped or segregated in relation to overlapping cor-
tical, subicular, and thalamic axon terminal patches. The author
suggests this type of structure might facilitate rapid and efficient
rewiring for learning and memory tasks. What might explain this
morphological diversity? Perin et al. (2013) examine theoretically
the role of arbor morphology and neuronal density on the emer-
gence of spatially overlapping clusters of recurrently connected
cortical neurons. These clusters are generated by repeatedly apply-
ing the common neighbor wiring rule until the network structure
stabilizes. In this rule the probability of connection between
a pair of neurons is proportional to the number of connec-
tions they have in common (Perin et al., 2011). The authors
report arbor extent limits the size and number of neuronal clus-
ters, which they propose could form innate, elemental cortical
groupings. Together, these articles suggest that a more flexible
notion of a cortical column rather than a single, fixed dimen-
sion might provide a more accurate definition for the mesoscopic
scale.

WHAT IS BEST WAY TO ORGANIZE, INTEGRATE, AND
VISUALIZE THE INCREASING AMOUNT OF DATA
CONCERNING CORTICAL WIRING?
A solution to this Neuroinformatics challenge is important for
progressing the discovery of cortical wiring principles. In an
ambitious study (Solari and Stoner, 2011), collated, integrated,
and visualized the accumulated connectivity data obtained from
many published studies of primate cerebral cortex. The results
can be interactively accessed on-line (http://www.frontiersin.org/
files/cognitiveconsilience/index.html) and via an iPad or iPhone
“app.” From the results, the authors were able to propose how par-
ticular groups of neural pathways centered around cerebral cortex
might subserve specific cognitive functions. This article illustrates
the importance of a comprehensive neuroanatomical assessment
of a complete brain.

Overall, we think this Research Topic demonstrates the com-
plexity and diversity of cortical organization and the wide vari-
ety of approaches that can and have been made to under-
stand how we think and perceive. We hope the reader will
find something here to stimulate their curiosity concerning
a topic of considerable importance to the individual and
society.
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In the mammalian primary visual cortex, the corpus callosum contributes to the unification
of the visual hemifields that project to the two hemispheres. Its development depends
on visual experience. When this is abnormal, callosal connections must undergo dramatic
anatomical and physiological changes. However, data concerning these changes are sparse
and incomplete.Thus, little is known about the impact of abnormal postnatal visual experi-
ence on the development of callosal connections and their role in unifying representation of
the two hemifields. Here, the effects of early unilateral convergent strabismus (a model of
abnormal visual experience) were fully characterized with respect to the development of the
callosal connections in cat visual cortex, an experimental model for humans. Electrophys-
iological responses and 3D reconstruction of single callosal axons show that abnormally
asymmetrical callosal connections develop after unilateral convergent strabismus, resulting
from an extension of axonal branches of specific orders in the hemisphere ipsilateral to the
deviated eye and a decreased number of nodes and terminals in the other (ipsilateral to the
non-deviated eye). Furthermore this asymmetrical organization prevents the establishment
of a unifying representation of the two visual hemifields. As a general rule, we suggest
that crossed and uncrossed retino-geniculo-cortical pathways contribute successively to
the development of the callosal maps in visual cortex.

Keywords: strabismus, visual interhemispheric integration, cerebral asymmetry, higher mammals

INTRODUCTION
In adult mammals, the left and right halves of the visual field
project to the opposite hemispheres. Continuity is ensured in
primary visual cortex by interhemispheric callosal connections
(CC) which mediate representations of the central vertical merid-
ian (CVM) and its vicinity (Berlucchi et al., 1967; Hubel and
Wiesel, 1967; Berlucchi and Rizolatti, 1968; Leporé and Guillemot,
1982; Payne, 1990a,b, 1991; Payne and Siwek, 1991; Milleret and
Buser, 1993; Milleret et al., 1994, 2005; Nakamura et al., 2008;
cf. Figure 1). Anatomical and functional data from cat visual
cortex indicate that the development of CC occurs progressively
from birth (Innocenti et al., 1977; Elberger, 1993; Aggoun-Zouaoui
and Innocenti, 1994; Milleret et al., 1994; Aggoun-Zouaoui et al.,
1996), and depends on postnatal visual experience. However, the
latter data are sparse and incomplete (e.g., Innocenti and Frost,
1979; Olavarria, 1995; Schmidt et al., 1997; Milleret and Houzel,

Abbreviations: Az1, Az2, and Az3, medial-most, center, and lateral-most limits of
the receptive fields respectively; CC, corpus callosum or callosal connections; CVM,
central vertical meridian of the visual field; GC, geniculo-cortical; LH and RH, left
and right hemisphere respectively; m, mean; NR, normally reared; OI, overlap index;
RF, receptive field; S and NS, selective and non-selective cells for orientation; TC,
transcallosal; WM, white matter.

2001; Tagawa et al., 2008; Alekseenko et al., 2009). Thus, the
consequences of abnormal postnatal visual experience on the
development of CC and on their role in unifying both hemifields
remain unclear. The present study addresses this issue by using
early unilateral convergent strabismus as a model of abnormal
experience. Subsequent development of CC in cat visual cortex
was investigated at the level of callosal terminals by combining
electrophysiology and tracer injection techniques. Although con-
troversial, some anatomical data in the literature have already
suggested that procedure this may lead to asymmetric callosal con-
nections in one hemisphere and the other in adulthood (Lund and
Mitchell, 1979; Berman and Payne, 1983; but see Elberger et al.,
1983; Bourdet et al., 1996).

The idea that CC in cat visual cortex contribute to unify-
ing the representation of both visual hemifields has emerged
progressively over the years. Early studies showed that callosal
fibers transmit signals originating from the CVM and its vicin-
ity (Berlucchi et al., 1967; Hubel and Wiesel, 1967), and that
units recorded simultaneously in the callosal zone of each hemi-
sphere display overlapping spatial distributions of their receptive
fields (RFs; Leicester, 1968; Payne, 1990a,b, 1991, 1994; Payne and
Siwek, 1991). However, a direct proof was only made possible by
using the split-chiasm preparation (Berlucchi and Rizolatti, 1968;
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Leporé and Guillemot, 1982; Milleret and Buser, 1993; Milleret
et al., 1994, 2005; Rochefort et al., 2007; Figure 1). This surgery
allows direct activation of the transcallosal (TC) pathway by stimu-
lating the eye contralateral to the explored cortex, as well as direct
activation of the geniculo-cortical (GC) pathway by stimulating
the ipsilateral eye. This showed that TC units are situated mainly
in layers II/III of the transition zone between A17 and A18 (17/18
TZ), with RFs distributed along the CVM, between 13˚ in the ipsi-
lateral hemifield to the explored cortex to 6˚ in the contralateral
hemifield (Milleret et al., 2005). Their spatial distribution in the
left and the right hemifields, corresponding to the “callosal visual
field,” mirror one another. Such TC units were also revealed to
be binocular, with TC- and GC-RFs encoding similar orientation
selectivity and substantially overlapping. But couples of RFs dis-
played position disparity (m ≈ 5˚), mainly of the crossed type.
This suggests that under normal conditions the CC are mainly
involved in coarse depth perception in front of the fixation plane.
Anatomical studies have further shown that CC in cat visual cortex
display a non-mirror-symmetric organization between the two
hemispheres (Olavarria, 1996, 2001). Callosal-projecting neurons

are found within rather large portions of A17 and A18. On the
other hand, most of the terminals in the other hemisphere are
located around the 17/18 TZ, except caudally where they also
invade substantial portions of both A17 and A18 (Innocenti and
Fiore, 1976; Payne and Siwek, 1991; Houzel et al., 1994; e.g., Inno-
centi, 1986 for review). Finally, both neurons and callosal terminals
are found mainly within cortical layers II and III (Innocenti and
Fiore, 1976; Payne, 1990a,b; Houzel et al., 1994).

During normal development, the CC’s contribution to unifying
the split representation of the visual field develops progressively
during the first four postnatal months, i.e., during the critical
period (Hubel and Wiesel, 1970). Two weeks after birth (i.e.,
around eye opening in cats), TC units display tangential and radial
distributions similar to the case in adults, with RFs located in the
17/18 TZ, mainly in supra-granular layers (Milleret et al., 1994).
However, their functional properties are still immature. Their RFs
are located on the CVM, as well as in a large portion of the ipsi-
lateral hemifield (as far as 20˚). Position disparity between TC-
and GC-RFs for binocular units is about 16˚ at 21 postnatal days
(PND) and thus exceeds the value of 5˚ found in adult animals.

FIGURE 1 | Continued
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FIGURE 1 | Experimental designs. (A) Electrophysiological characterization
of visual callosal transfer in the CV1 and CV2 groups. Diagrams are based on
the normal organization of the cat visual system. Each visual hemifield is
represented in the contralateral hemisphere (in light and dark gray,
respectively). Continuity is however ensured by “symmetric” cortical
representations of the central vertical meridian (CVM) and its vicinity in each
visual cortex (A17 and A18) that are reciprocally connected by
interhemispheric callosal connections (CC). In addition to the convergent
deviation of their right eye, the optic chiasm was sectioned midsagitally 3 days
before cortical recordings (XO, double arrow). Thus, crossed fibers originating
from both nasal retinas were severed while uncrossed fibers originating from
both temporal retinas remained intact and projected to the ipsilateral visual
cortex via the optic nerve (ON), the optic tract (OT), the dorsal lateral
geniculate nucleus (dLGN) and the optic radiations (OR). In the CV 1 group,
previously to the present study (cf. Milleret and Houzel, 2001), single units
were recorded in the right hemisphere, thus ipsilaterally to the deviated eye.
Stimulating the non-deviated (left) eye activated the transcallosal pathway (in
pink color) while the stimulation of the deviated (right) eye activated the
ipsilateral retino-geniculo-cortical pathway. This allowed establishing that
callosal terminals in this group are exuberant compared to normal. We also
demonstrated that the “callosal visual field” seen through these terminals is
larger than normal (dotted vertical line) and looses any contact with the central
vertical meridian (CVM) of the visual field while it has some normally (see text
for further details). In our CV 2 group here, in order to characterize a possible

asymmetry, we made the reverse exploration. Single unit were recorded in
the left hemisphere, thus ipsilaterally to the non-deviated eye. Stimulating the
deviated (right) eye activated the transcallosal pathway while the stimulation
of the non-deviated (left) eye activated the ipsilateral retino-geniculo-cortical
pathway. How callosal terminals in visual cortex and “callosal visual field”
(here in “green”) develop in this case is the present question. (B,C)

Anatomical characterization of callosal terminals in visual cortex of strabismic
cats (CV1 and CV2 groups). (B) In contrast to (A) the optic chiasm was not
sectioned here. In the CV1 group, biocytin was injected in the left visual cortex
in order to label terminals of single callosal axons in the right visual cortex,
ipsilateral to the deviated eye. On the basis of previously obtained functional
data (Milleret and Houzel, 2001), the expected anatomical data are
summarized in pink. After strabismus, both callosally projecting neurons in the
left hemisphere and callosal terminals in the right would display exuberant
distributions compared to normal. In the CV2 group, to identify a possible
asymmetry of the callosal connections between the hemispheres because of
strabismus, biocytin was injected in the right visual cortex in order to label
terminals of single callosal axons in the left visual cortex, ipsilateral to the
non-deviated eye. Callosally projecting cells are known to display a larger
distribution than normal (see Text); our study aims to quantify the extent of
these terminals (in green). (C) Examples of injection sites (zones in dark) in
the left and right hemispheres (from CV1 and CV2 groups respectively).
Section thickness was 75 μm; at left, the section was additionally colored
with the Nissl method to identify cortical layers. Sup, superior; Inf, inferior.

Finally, spontaneous activity, response strength, orientation selec-
tivity, and response to slits moving at middle-range velocities are
also low compared to adult animals. Anatomical studies have also
shown that the specific organization of the callosal connections
found in adult cats is not innate, but rather is refined during
the critical period. In kittens, callosal neurons are initially located
in extensive portions of A17 and A18 (Innocenti et al., 1977).
Their callosal terminals are initially exuberant, although restricted
to the 17/18 TZ when entering the contralateral cortex (Inno-
centi, 1981; Innocenti and Clarke, 1984; Innocenti et al., 1986; but
see Elberger, 1993). The number of callosal axons is also much
greater than in adults, and is considerably reduced during devel-
opment (Berbel and Innocenti, 1988). Nevertheless, synapses are
already predominant in supra-granular layers of the 17/18 TZ
(Aggoun-Zouaoui and Innocenti, 1994; Aggoun-Zouaoui et al.,
1996).

The development of callosal connections in visual cortex
of higher mammals is highly dependent on postnatal visual
experience. For example, we have previously shown that early

convergent strabismus induced at PND 6 leads to functional
abnormalities of CC in adulthood in the hemisphere ipsilateral
to the deviated eye (Milleret and Houzel, 2001; “CV1 group,”
Figure 1A). Contrary to normal animals, numerous TC units can
be recorded outside of the 17/18 TZ, both in A17 and in A18,
but also in the white matter (WM). TC units exhibit additional
functional deficits usually associated with strabismus, such as
decreased binocularity, ability to respond to fast-moving stimuli,
or increased RF sizes. Many units also exhibit reduced orienta-
tion selectivity and increased position disparity. Most importantly,
the location of the TC-RFs falls within the hemifield ipsilateral
to the explored cortex, with almost no contact with the CVM,
suggesting that the role of the CC in unifying both hemifields
is likely to be disturbed. Our goal here is to test this by char-
acterizing the region of the visual field “seen” by TC units in
the hemisphere contralateral to the deviated eye (“CV2 group”;
Figure 1A).

The few studies anatomically characterizing callosal connec-
tions in strabismic cats are highly diverse, precluding an overall
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view. Experimental conditions often vary from one study to
another, and can be imprecise, dealing with monocular and binoc-
ular strabismus, or convergent and divergent deviations. In cases of
monocular strabismus, there was often no mention of which hemi-
sphere was studied with respect to the deviated eye. At the present
time, some authors claim that strabismus leads to extended distrib-
ution of cell bodies of callosal neurons in one or both hemispheres
through the stabilization of juvenile exuberant ones (Innocenti
and Frost, 1979; Berman and Payne, 1983; Elberger et al., 1983).
But other authors do not agree with this view (Lund et al., 1978;
Bourdet et al., 1996). The same conclusion has also been proposed
for callosal terminals (Lund et al., 1978; Lund and Mitchell, 1979;
Berman and Payne, 1983). Such discrepancies could be explained
by an asymmetrical development of callosal connections between
the hemispheres after early unilateral strabismus. Some data in the
literature support such a hypothesis (cf. Lund and Mitchell, 1979;
Berman and Payne, 1983 for details), but it has never been studied
with precision.

In this study, for the first time, we fully characterize the effects
of an early unilateral convergent strabismus on the development
of the callosal connections in cat visual cortex, from the right
hemisphere (RH) to the left one and conversely. For this purpose,
functional and anatomical approaches were combined. Our results
show that asymmetrical callosal connections do develop after uni-
lateral convergent strabismus. Two complementary mechanisms
are proposed to explain such a development. We also demonstrate
that such asymmetric organization prevents the CC from properly
unifying representation of the two visual hemifields.

MATERIALS AND METHODS
Thirteen adult cats, born from different litters in our colony, were
used in this study. All were in good health and had no apparent
malformations or pathologies. All experiments were performed
in accordance with the relevant institutional and national guide-
lines and regulations including the Collège de France, the CNRS
and the DDPP (JO 87–848, consolidated after revision on May
30, 2001, Certificate n˚ 75–337, French “Ministère de l’Agriculture
et de la Pêche”). They also conformed to the relevant regulatory
standards recommended by the European Community (Directive
2010/63/UE) and the US National Institutes of Health.

FUNCTIONAL APPROACH
Seven cats were included in the functional experiments [CV2

group: cats CVA(3), CVE5, CVE6, CVE9, CVE10, CVE11, CVE12].
The protocol was very similar to that used previously for the
CV1 group (cf. Milleret and Houzel, 2001) in order to facilitate
comparisons between the two groups.

Induction of convergent strabismus
At PND 6, i.e., a few days before natural eye opening and while
callosal projections are still exuberant (Innocenti et al., 1977),
the right eye (RE) of each animal was made esotropic under Saf-
fan anesthesia® (Schering-Plough Animal Health, Welwyn Garden
City, AL7 1TW, UK), with a posology of 1.2 ml/kg i.m. The rectus
lateralis muscle was removed surgically as completely as possi-
ble. A single i.m. injection of antibiotics was given at the end of
the surgery (Extencilline, 1 MU/kg, Specia Rhône-Poulenc Rorer,

France). Local antibiotics were also administered three times a
day during 1 week: Neomycin® eye drops (3,50,000 UI/ml, Roussel
Diamant, France) and Rifamycine® eye drops (10 mg/ml, MSD-
Chibret, France). All kittens recovered rapidly, showed no sign of
pain or discomfort, and developed a manifest convergent squint. At
adulthood (10 months of age and older), strabismus was assessed
using the corneal reflex method (Sherman, 1972) and was ranged
between 3.5˚ and 13.5˚ across animals.

Section of the optic chiasm
Chiasmotomy was performed to suppress responses from crossed
retinal fibers originating mainly from the nasal retina. This surgery
allows selective activation of the callosal pathway or the GC path-
way converging onto the same visual cortex depending on the
stimulated eye (Berlucchi and Rizolatti, 1968; cf. Figure 1A). Anes-
thesia was induced and maintained with Saffan® (initial, i.m.,
1.2 mg/kg as above; supplements,1:1 in saline, i.v. ad libitum). Each
cat was installed supine in a Horsley–Clarke stereotaxic apparatus.
The electrocardiogram and the rectal temperature were contin-
uously monitored. While the mouth was maintained open, the
soft palate was cut along the midline. The exposed bony palate
was treated with a local anesthetic (Xylocaine 2%, AstraZeneca,
Rueil-Malmaison, France) and drilled to expose the dura. This
dura was incised and the underlying optic chiasm was cut totally
in the midsagittal plane. Antibiotics were applied both locally
(Cébénicol®, 80 mg/ml, Chauvin-Bausch and Lomb, Montpellier,
France) and i.m. Extencilline® 1 MU/kg, Aventis, France). Finally,
the soft palate was sutured and an oral analgesic was administrated
(Metacam®, 0.1 mg/kg, Boehringer Ingelheim). Completeness of
the optic chiasm section was verified systematically postmortem
using gold-chloride staining (Schmued, 1990) on 50 μm sections.

Electrophysiological recordings
Single unit electrophysiological recordings in the left hemisphere,
ipsilateral to the non-deviated eye (Figure 1A, CV2) revealed func-
tional properties of transcallosally activated neurons. This was
performed on anesthetized and paralyzed adult cats 3 days after
acute section of the optic chiasm since primary visual cortical
responsiveness and RF size can change rapidly after chiasmotomy
in adult cats (Milleret and Buser, 1984).

On the day of the experiment, animals were re-anesthetized
with Saffan® as described earlier. After tracheal and venous cannu-
lation, electrocardiogram, temperature, and expired CO2 probes
were placed for continuous monitoring. Animals were installed
in the Horsley–Clarke stereotaxic frame and prepared for acute
electrophysiological recordings. The scalp was incised in the sagit-
tal plane, and a large craniotomy was performed overlying areas
17 and 18. The nictitating membranes were then retracted with
neosynephrine eye drops (Neosynephrine® 5%, Ciba Vision Oph-
thalmics, France) and the pupils dilated with atropine eye drop
(Atropine 1%, MSD-Chibret, France). Scleral lenses (PMMA,
Polymethyl Methacrylate) were placed to protect the cornea and
focus the eyes on a screen placed 57 cm away. Their size was
adapted to the eye of each cat; between the lens and the cornea,
their geometry creates a space filled with liquid which protects
the cornea. Animals were then paralyzed with an infusion of
Pavulon (0.2 ml/kg, i.e., 0.4 mg/kg i.v.) and breathing was assisted
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artificially through a tracheal cannula. The breathing was adjusted
to a frequency of 10–12/min and the volume adapted to the ratio
of exhaled CO2 (PCO2 was maintained at 4%). Anesthesia and
paralysis were maintained throughout the experiment by contin-
uous infusion of a mixture of Saffan® (3.6 mg/kg/h) and Pavulon
(0.1 ml/kg/h) diluted in glucose (5%) and NaCl (0.9 g/l).

Each cat had two to three electrode penetrations in the coronal
plane and angled toward the midline, with 20–40˚ of inclination
relative to the vertical. The standard stereotaxic coordinates were
P4 to A12 and L1 to L4 in order to explore the representation of
the center and the lower quadrant (down to −30˚) of the visual
field within A17 and A18, according to a published description
of the retinotopic maps of the cortex of the cat (Tusa et al.,
1978, 1979). They consisted in sampling multiunit extracellular
activity using tungsten micro-electrodes (1–2 MΩ at 1 kHz) after
amplification and band-pass filtering the signal between 300 Hz
and 3 kHz. Single-cell spike activity was selected with a window
discriminator and audio-monitored on a second channel. Single
units were recorded at regular intervals of 100 μm, over a total
course of 1500–4000 μm. Finally, two small electrolytic lesions
(cathodal current, 10 μA DC, 15 s) were made along each track for
subsequent reconstruction.

Analysis of the properties of the visual responses
To analyze the visual responses of units, the surrounding environ-
ment displayed a mesopic luminance (∼5 Cd/m2). Visual stimuli
(50 Cd/m2) of various shapes, sizes, and velocities were projected
manually onto the faintly illuminated tangent translucent screen
(13 Cd/m2) facing the animal. The position of each optic disk was
also projected onto the screen with an ophthalmoscope (further
details below).

Visual stimuli were systematically presented to each eye in suc-
cession. This allowed comparison of the properties of the visual
responses of each cortical cell when activated through either the
interhemispheric pathway by stimulating the right (deviated) eye
or through the retino-GC pathway by stimulating the left (non-
deviated) eye (Berlucchi and Rizolatti, 1968; cf. Figure 1A). Note
that a section of the corpus callosum in such strabismic animals
totally abolishes any transfer of visual information from one
hemisphere to the other (Milleret and Houzel, 2001).

Several functional properties were examined for each recorded
unit: (1) Response strength was rated into four classes of increasing
discharge levels: 1 (irregular and poor), 2 (clear and reproducible),
3 (strong), and 4 (extremely vigorous); (2) Ocular dominance
was determined by comparing the strength of the responses to
visual stimulation of each eye successively. Classically, units were
assigned to one of the five following classes: “c,” “c > i,” “i = c,”
i > c, or “i,” with “c” and “i” signifying the contralateral and the
ipsilateral eye respectively; (3) Orientation selectivity was assessed
by comparing responses to light bars of different orientations.
Units were classified as orientation selective (S) or non-selective
(NS); (4) Precise limits of the RFs were mapped as the “minimum
response field”; (5) Spatial location of each RF within the visual
field was inferred off line from the most recent determination of
the positions of the projection of both the optic disk and the area
centralis of the stimulated eye (these were verified systematically
once per 2 h all during each experiment as well as when significant

changes in spatial position occurred while mapping RFs of suc-
cessive recorded units; Vakkur et al., 1963; Milleret et al., 1988a).
Possible eye cyclo-rotation was eliminated by superimposing the
projections of the area centralis from both eyes and by aligning the
projections of their optic disks. We also verified the lack of signifi-
cant asymmetry in the positions of paired landmarks from the two
retinas each time they were projected onto the screen; the retinal
vessels proximal to these landmarks were also used as indices. The
spatial location of each RF was then quantified by measuring the
angular distance separating its medial edge (Az1), its center (Az2),
and its lateral edge (Az3) from the visual midline; (6) RF size (in
degrees2) was derived from plots carefully drawn on the tangent
screen. Measurements related to the latter two analyses were rather
easy because, when the distance between the screen and the eyes
of the animal is 57 cm, 10 cm on the screen represent 10˚ of the
visual field; (7) For each binocular unit, the difference in position
between pairs of RFs was evaluated as the angular distance between
the centers of the two RFs; (8) Finally, the RF overlap index (OI)
was calculated using the formula: [B/(I + C − B)] × 100, where I
and C are the size of the ipsilateral and the contralateral RF of
a given binocular unit, respectively, and B is the visual field are
common to both RFs.

Histological procedure
After the recording session, the anesthetized animal was perfused
through the heart with 1 l of Ringer solution followed by 1 l of a
fixative (2.5% paraformaldehyde and sucrose 4% in 0.1 M phos-
phate buffer). The stereotaxically blocked brain was frozen, cut
in 75 μm thick sections and processed alternately to reveal Nissl
substance or cytochrome oxydase activity (Wong-Riley, 1979). The
areal and laminar locations of each recording site were determined
from the reconstructed tracks. As in normal animals, 17/18 TZ
appeared as a cortical ribbon elongated in a roughly parasagittal
direction of about 1 mm wide. Electrophysiological criteria such
as RF size, RF position, and neuronal responsiveness to moving
stimuli indicated the identity of the recording site (A17, A18, or
17/18 TZ). More accurate cytoarchitectonic and histochemical cri-
teria were then used based on Nissl (Otsuka and Hassler, 1962)
and cytochrome oxydase activity staining (Price, 1985; Kageyama
and Wong-Riley, 1986a,b; Payne, 1990b) of adjacent sections. The
boundaries of cortical layers were first examined in both A17 and
A18. Layer I appeared as a cell-poor region with low cytochrome
oxydase activity; its lower border was marked by high cytochrome
activity staining. We did not differentiate layer II from layer III.
The lower limit of layer III was identified by its typical pyramidal
cells; cytochrome oxydase activity was not considered in this case
because of disagreement in the literature, although we could con-
firm its presence in the deepest parts of layer III in both A17 and
A18, as reported by Payne (1990b). Layer IV was characterized by
high granular cell density and strong cytochrome oxydase activity.
In contrast the latter was very weak in layer V, which contained
sparse pyramidal cells. Finally, layer VI displayed a higher cell den-
sity and moderate, but significant cytochrome oxydase activity.
The 17/18 TZ was then analyzed, using variations in the relative
thickness of some cortical layers: when passing from A17 to A18,
the width of layers II/III increases whereas the width of layer VI
decreases (cf. Payne, 1990a; Milleret et al., 1994).

Frontiers in Neuroanatomy www.frontiersin.org January 2012 | Volume 5 | Article 68 | 12

http://www.frontiersin.org/Neuroanatomy
http://www.frontiersin.org
http://www.frontiersin.org/Neuroanatomy/archive


Bui Quoc et al. Corpus callosum and early strabismus

Statistical analyses
Measurements were indicated as the mean, m ± standard mean
deviation (SMD, where: SMD = σ/

√
N ; N is the sample size; σ

is the SD). Statistical tests were done with the χ2 test with Yates
correction. But when this could not be used because of the small
sample size numbers, statistics were done with the Fischer exact
test.

ANATOMICAL APPROACH
Six other cats that had the same early induced convergent strabis-
mus of the RE were injected 6–12 months later (as adults) with
the anterograde tracer biocytin in the visual cortex to examine
callosal axons (cf. Figure 1B). The protocol was the same one we
previously used to label callosal axons from visual cortex of nor-
mal adult cats (cf. Houzel et al., 1994). This allowed the data from
normal cats (NR group) to serve as a reference here. Thus this
protocol will only be briefly summarized.

Experimental groups
In order to correlate functional and anatomical data obtained in
visual cortex after early strabismus, two experimental groups, CV1

and CV2, were distinguished here. In the CV1 group, experiments
characterized the callosal terminal zone within the (right) visual
cortex, ipsilateral to the surgically deviated eye, while study of the
CV2 group concerned the contralateral (left) visual cortex, ipsilat-
eral to non-deviated eye (Figure 1B). The CV1 group included cats
BCV7, BCV9, CV13, and CV14 while CV2 group included CVE4
and CVE7.

Tracer injections, staining method, and 3D reconstruction of
callosal terminals
On the day of the experiment, anesthesia was induced and main-
tained and surgical preparation proceeded as above. In both
groups, callosal axons were anterogradely labeled with pressure
injected biocytin (Sigma, at 5% in 0.05 M tris buffer, pH 8).
Labeling and visualization procedures were as described previ-
ously (Houzel et al., 1994). In brief, in the CV1 group, biocytin
was injected in the left hemisphere, i.e., ipsilateral to the non-
deviated eye while in the CV2 group, biocytin was injected in the
RH, i.e., ipsilateral to the deviated eye (Figure 1B). In each injec-
tion site, two or three 0.2–0.5 μl of tracer was pressure injected
through a micropipette, separated by ∼800 μm from one another,
between 500 and 1500 μm below the cortical surface. This pro-
duced injections spanning layers I through VI, with diameters
ranging between 1500 and 2000 μm medio-laterally and 600 and
1650 μm antero-posteriorly (Figure 1C). Injections were made
in 17/18 TZ at Horsley–Clarke stereotaxic coordinates between
P2L4 and A7L1 in the CV1 group (cats CV14 and BCV9) and
between A5.5L2 and A8L3 in CV2 group (cats CVE4 and CVE7).
Then, injections were made more medially within area 17 (A17)
at Horsley–Clarke coordinates P7L1 or A0L1 in CV1 group (cats
CV13 and BCV7 respectively) and between P4L3 and P2L2 in CV2

group (cats CVE7 and CVE4). In one animal of the CV1 group
(cat CV13), a more lateral injection was also made within A18
at Horsley–Clarke coordinates A9L2.5. After tracer injections, an
antibiotic was administered i.m. (Extencilline, 1 MU/kg, Avantis,
France).

Histological procedures were then applied to both hemispheres
to obtain 75 μm thick frontal serial sections of brain. Sixty hours
after the intra-cortical injections of the tracer, the animals were
again deeply anesthetized with Saffan (1.2 ml/kg). Then, they were
perfused transcardially first with 0.1 M PBS at pH 7.4, second
with a mixture of 4% paraformaldehyde in PBS and 0.3% glu-
taraldehyde. Brains were post-fixed during 4 h in cold (4˚C) in
paraformaldehyde 4%, stored for 48 h in 30% sucrose solution
for cryoprotection, frozen sectioned, and then incubated at room
temperature for 12 h in an avidin peroxydase complex (ABC kit,
1/200 dilution into PBS solution with 1% of Triton-X100). A
second incubation was performed in diaminobenzidine solution
amplified with nickel sulfate to stain peroxydase. Alternate frontal
sections were Nissl stained for identification of A17, A18, and the
17/18 TZ by differences in thickness of respective cortical layers
(Payne, 1990a; Milleret et al., 1994).

Finally, the 3D morphology of individual callosal axons was
reconstructed from the midline to their terminals at high magnifi-
cation (1000×, with oil immersion) with the Neurolucida® tracing
system (Microbrightfield Inc.). Detailed methods regarding the 3D
reconstruction and the quantification of morphology have been
described previously (Houzel et al., 1994). Histological procedures
such as fixation, cryogenation, deflating, and mounting on slides
generally induce a 35–40% isotropic shrinkage along the x and y
and w axes. Compression of the tissue also occurs perpendicular to
the cut surface of sections, reducing section thickness by ∼1/3 of
its value at the time of sectioning. These were compensated for in
quantitative analyses (incrementing by 35 and 33% for shrinkage
and compression respectively; cf. Innocenti et al., 1994 for details).

Axonal morphology
The morphology of each callosal axon was characterized on the
basis of previously described criteria (Houzel et al., 1994) facili-
tating the comparison between CV and NR groups. In summary
(see Figure 2A), the trunk was identified as that part of the axon
proximal to the first branching point (node) in the hemisphere
contralateral to the injection. The part of the axon located distal
to the first node was called the terminal arbor. Axonal branches
were then identified by their topological order. Thus first order (or
primary) branches originated from the first node and that gave
rise to the second order (or secondary) branches; the latter gave
rise to third-order (or tertiary) branches, etc. Branches which were
particularly conspicuous by their length and/or thickness were
designated as main branches. Pre-terminal branches carried (pre-
sumably synaptic) boutons. The latter could be terminal boutons,
characterized by the presence of a connecting stalk or “en passant ”
boutons, i.e., swellings along the pre-terminal branch. In the gray
matter, axons might end with one or several tufts. A tuft was a
part of an arbor characterized by densely ramified and tightly dis-
tributed high-order and pre-terminal branches originating from
a common stem. In addition, these tufts might have some modest
collaterals. Tufts and/or collaterals of one axon might terminate
in segregated volumes of cortex including one of several cortical
layers. Hereafter we shall call these volumes terminal columns. The
characterization of a terminal column required the identification
of distinct clusters of pre-terminal branches and boutons in a view
perpendicular to the cortical surface (Figure 2B).
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Architecture of individual terminal arbors
Axons may vary in the complexity and spatial organization of their
terminal arbors. We distinguished here only two types of architec-
tures: (a) A simple architecture: the axon terminates with a single
tuft within an approximately conical volume (see for example
Figure 8A); (b) A multiple clustered architecture: the axon is char-
acterized by a trunk which divides into first- and/or higher-order
branches. Then, it terminates with several columns and several
tufts in the cortex which are generally clearly separated (see for
example Figure 8B).

Laminar distribution of the terminal boutons
The various laminar distributions of the terminal boutons encoun-
tered here were also classified on the basis of criteria used pre-
viously for the NR group: (a) when boutons were restricted to
supra-granular layers II and III and often included layer 1 (and in

FIGURE 2 | Architecture of the callosal axons. (A) Schematic drawing of a
terminal arbor in the cerebral cortex (WM = white matter, GM = gray
matter) and illustrating the nomenclature employed. “Terminal columns”
refer to the volumes delineated by interrupted lines; each column is
supplied by an isolated pre-terminal branch. For further details, see text
(Reproduced with permission, from Houzel et al., 1994). (B) A callosal axon
labeled with biocytin, with its terminal boutons (arrows).

some cases also layer IV), this pattern of distribution was described
as supra-granular ; (b) when the highest density of boutons was still
in the supra-granular layers and others were located in infragran-
ular layers (with no or very few boutons in layer IV), this pattern of
distribution was described as bi-laminar ; (c) when boutons were
all located in the granular layer IV, as expected, the distribution was
described as granular ; (d) the fourth pattern was characterized by
boutons distributed across both the supra and infragranular lay-
ers, including layer IV (trans-granular distribution); (e) finally, if
boutons were only located in infragranular layers, the distribution
is described as infragranular.

Statistical analyses
The morphology of each callosal axon was quantified classically
using the Neuroexplorer program by measuring the diameter of
the trunk, the number of nodes, the length of branches (first to
fifth order), the number of terminals, and the number of boutons.
A Wilcoxon rank sum test (two-sided for independent unequal-
sized samples) compared the CV1, CV2, and NR groups in a pair
wise manner (Hollander and Wolfe, 1973; Gibbons, 1985).

RESULTS
FUNCTIONAL DATA
In the CV2 group (n = 7), 457 units were recorded in the left hemi-
sphere LH (ipsilateral to the non-deviated eye) and 70 responded
to visual stimulation through the TC pathway (Table 1). Other
units were either exclusively responsive to stimulation through the
GC pathway (n = 307), or were visually unresponsive (n = 83). We
only examined the distribution and functional characteristics of
units that responded to TC stimulation (“TC units”). Data have
been compared to those previously obtained in the RH, ipsilateral
to the deviated eye (CV1 group from Milleret and Houzel, 2001),
and those obtained in normally reared (NR) cats (Milleret et al.,
1994, 2005; Milleret and Houzel, 2001). Such comparisons were
possible because we explored similar cortical regions in all cases,
corresponding to comparable portions of the visual field (fur-
ther details in Receptive Field Characteristics of the Transcallosally
Activated Units).

Table 1 | Number of cortical units recorded in areas 17 and 18 of the

left hemisphere in the CV2 group.

Cat Number of recorded cells

TC I NV Total

CVA(3) 20 54 7 81

CVE5 0 45 24 69

CVE6 15 44 6 65

CVE9 19 45 5 69

CVE10 16 45 2 63

CVE11 0 45 23 68

CVE12 0 26 16 42

Total 70 307 83 457

TC, transcallosally activated units; I, ipsilaterally activated units; NV, non-

responsive cells.
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Location of the transcallosally driven units
In the CV2 group, almost all TC units (69/70) were located within
the gray matter (Table 2). Within 17/18 TZ, 78% (60/77) of units
responded to TC stimulation, but only 3% (7/212) did so in
A17 and 1% (2/151) in A18. TC units could be located as far
as 3600 μm from 17/18 TZ in A17 and 1200 μm from 17/18 TZ
in A18 (Figure 3A). Within 17/18 TZ, TC units were numerous in
all cortical layers (Figure 3B). Within A17 and A18, they were not
numerous enough to test their distribution (Figure 3B).

These results were different from those established previously
in the CV1 group (see Table 2 and Figure 3). The first major dif-
ference was in the tangential distribution of the TC units: they
were almost exclusively located in the 17/18 TZ in the CV2 group,
whereas they also included extended portions of A17 and A18 in
the CV1 group. In addition, in the CV2 group, the proportion of
the TC units within the 17/18 TZ was higher than in the CV1

group, with 78 vs. 46.5% respectively (χ2 test with Yates correc-
tion, P < 0.0001). The radial distributions of the TC units also
differed: whereas the TC units of the 17/18 TZ were distributed
in all cortical layers (from layer I to layer VI) in the CV2 group,
they were mainly located in infragranular layers in the CV1 group.
Finally, in both groups, some TC units could be recorded in the
WM, although the proportion was higher in the CV1 group than
in the CV2 group (9/54 units and 1/17 unit respectively).

Results in the CV2 group also differed from those obtained in
the NR group (c.f. Table 2 and Figure 3). However, these differ-
ences were minor compared to those observed between the CV1

and CV2 groups. In both groups, almost all TC units were recorded
within the 17/18 TZ. Still, within the 17/18 TZ, the proportion of
TC units in the CV2 group was significantly higher than that in the
NR group (78 vs. 51%; χ2 test with Yates correction, P = 0.0012).
The radial distributions of the TC units in the 17/18 TZ also var-
ied greatly between groups, with an almost equal repartition of TC
units within the different cortical layers in the CV2 group and a
strong bias in favor of the supra-granular layers in the NR group.
Finally, no TC unit was recorded in the WM of cats in this latter
group.

Strength of transcallosal responses
The strength of TC responses in the CV2 group varied greatly
(Figure 3B): class 1 (n = 31, i.e., 44.3%), class 2 (n = 25, i.e.,
35.7%), class 3 (n = 13, i.e., 18.6%), class 4 (n = 1, i.e., 1.4%).

But some differences appeared depending on the cortical region.
All responses recorded in A17, A18, or the WM were poor (class 1:
7/7 in A17, 2/2 in A18, and 1/1 in the WM). On the other hand,
responses in the 17/18 TZ were more vigorous: class 2 (25/60, i.e.,
41.6%), class 3 (12/60, i.e., 20%), and class 4 (2/60, i.e., 3.3%).

These observations indicate that visual interhemispheric trans-
fer to the 17/18 TZ in the CV2 group can lead to rather vigorous
post-synaptic responses. Such data are similar to those obtained
for the CV1 group (class 2, 55% of the TC units; class 3, 30%). Sur-
prisingly, response strength in the 17/18 TZ in CV groups was even
significantly higher than in the NR group, since only class 1 and
2 responses occurred in the latter (χ2 test with Yates’s correction,
P < 0.05).

Ocular dominance of the transcallosal units
In the CV2 group, the global ocular dominance distribution of the
TC units was U -shaped with a strong bias favoring the contralat-
eral eye (TC pathway). About half of TC units (37/70, i.e., 53%)
were even exclusively activated through the stimulation of the right
(deviated) eye, contralateral to the explored cortex (Figure 4A),
while the others were binocular, also activated through the GC
pathway. These units displayed the following distribution accord-
ing to their ocular dominance: c > i, 9/70 (13%); i = c, 8/70 (11%);
i > c, 16/70 (23%). Because numbers of TC units were low in A17,
A18, and WM (7, 2, and 1 units respectively), this distribution
reflects mainly the ocular dominance distribution in the 17/18 TZ.

The ocular dominance distribution in the 17/18 TZ of CV2

group resembled that of the CV1 group: there was a strong
bias toward the contralateral eye Nevertheless, many units also
responded to stimulation of the ipsilateral eye. That difference
between the CV2 and CV1 groups with regard to the proportion
of binocular units did not reach significance (33/70 in CV2 group
vs. 63/108 in CV1 group; χ2 test with Yates correction, P = 0.2144).
On the contrary, both strabismic groups differed greatly from the
NR group, where ocular dominance was strongly biased in favor
of the ipsilateral eye. Note that the proportion of binocular units
in the CV2 group (33/70, i.e., 47.1%) was lower than in the NR
group (75/79, i.e., 95%; Fisher exact test, P < 0.0001). Such data
merely reflect the well known effects of strabismus on the ocular
dominance of the overall population of cortical neurons of pri-
mary visual cortical areas (cf. Boothe et al., 1985; Milleret, 1994a,b;
Kiorpes and McKee, 1999 for review).

Table 2 | Incidence of the different types of units recorded contralaterally to the deviated eye in the CV2 group.

Area 17 17/18TZ (17/18 border) Area 18 White matter Total

TC I NV TC I NV TC I NV TC I NV

CV2 group N cells 7 157 48 60 14 3 2 120 29 1 13 3 457

%TC 3% (7/212) 78% (60/77) 1% (2/151) 6% (1/17)

CV1 group N cells 23 79 40 47 37 17 29 63 17 9 32 13 406

%TC 16% (23/142) 46.5% (47/101) 27% (29/109) 17% (9/54)

NR group N cells 1 105 19 78 49 25 0 49 2 0 11 2 341

%TC 1% (1/125) 51% (78/152) 0% (0/51) 0% (0/13)

Data are compared to previous ones obtained in the CV1 and NR groups (see text for further details). TC, I, NV have respectively the same signification as inTable 1.
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FIGURE 3 | Cortical distributions of the transcallosally activated units in

visual cortex of strabismic (CV1 and CV2) and normal (NR) cats.

(A) Tangential distribution of the cortical units activated (in black) or
non-activated (in gray) through the transcallosal pathway. Abscissa,
tangential distance (in μm) of the recorded cortical units from the center of
the transition zone between A17 and A18 (17/18 TZ); negative values
correspond to more medial locations in A17 while positive values
correspond to more lateral locations in A18. Ordinates, number of units in
samples. Double-headed arrow, short and long lines indicate mean,

minimum, and maximum width of the 17/18 TZ, respectively. n: Number of
units in samples. (B) Radial distribution of the transcallosally activated units
(TC units) with respect to area and laminar location. For each cortical layer
(I–VI), bars indicate the percentage of TC units relative to the total number of
recorded units indicated on the right. Shading represents response strength
(scale: 0–4). Arrowheads indicate the mean percentage of TC units in each
region indicated below. WM, white matter in samples. n, number of cells.
Data from the CV1 and the NR group have been reproduced with permission
from Milleret and Houzel (2001).

Orientation selectivity of the transcallosal units
In the CV2 group, 44% of TC units were selective for the orien-
tation of the stimulus (S) whereas the others were non-selective
(NS, Figure 4B). Again, this proportion mainly resulted from TC
units in the 17/18 TZ (48% of S units; 52% of NS units). In the
other areas, both S and NS units also co-existed but their respective
numbers were too low to draw any significant conclusion (A17: 6
S, 1 NS; A18: 1 S, 1 NS; WM: 1 NS).

These observations are similar to those of the CV1 group (58%
S units). The difference in incidence of S units between these two

experimental groups did not reach significance (χ2 test with Yates
correction, P = 0.1). In contrast, the proportions of S units in the
CV groups were significantly lower than that of the NR group
(96%; Fisher exact test, P < 0.0001). Thus, strabismus alters the
development of orientation selectivity of transcallosal units, and
this is equivalent regardless of the eye being stimulated. Again, such
data merely reflect the well known effects of strabismus on the ori-
entation selectivity of the overall population of cortical neurons
of primary visual cortical areas (cf. Boothe et al., 1985; Milleret,
1994a,b; Kiorpes and McKee, 1999 for review).
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FIGURE 4 | Ocular dominance and orientation selectivity of the

transcallosally activated units recorded in visual cortex of strabismic

(CV1 and CV2) and normal (NR) cats. (A) Ocular dominance of
transcallosal units recorded in A17, 17/18 TZ, A18, and the white matter
(WM). Units were ranked into four classes according to the relative
strength of response to contralateral (c) and ipsilateral (i ) eye stimulation:
c, units activated only through the stimulation of the contralateral eye;
c > i, units activated preferentially through the contralateral eye; c = i, units

activated equally through both eyes; i > c, units activated preferentially
through the ipsilateral eye. Global, all units pulled together. n, number of
units. (B) Orientation selectivity of transcallosal units recorded in A17,
17/18 TZ, A18, and WM. Orientation selective (S) and non-orientation
selective (NS) units were distinguished. Global, all units pulled together,
whatever their cortical location. n, number of units. Data from the CV1 and
the NR group have been reproduced with permission from Milleret and
Houzel (2001).

Receptive field characteristics of the transcallosally activated units
As described above, in group CV2, some TC units received exclu-
sively transcallosal inputs from the stimulation of the right (devi-
ated) eye, while others received additional ipsilateral retino-GC
inputs from the left (non-deviated) eye (cf. Figure 1). Their RFs
will therefore be referred as TC-RFs or GC-RFs depending on the
pathway stimulated to map them.

Size of the transcallosal and retino-geniculo-cortical recep-
tive fields. In the CV2 group, 58 TC-RFs could be mapped
(Figure 5A). Their size varied greatly, ranging from 2 to
314 degrees2, with a mean area of 64.4 ± 8.9 degrees2. Within
the 17/18 TZ (where most TC units were recorded), mean
area was 70.2 ± 9.8 degrees2. In contrast, the mean RF size for
TC units recorded in the 17/18 TZ in group CV1 was much
lower (37.9 ± 7.2 degrees2; Figure 5B). Therefore, the deviated

(right) eye in the CV2 group activated larger TC-RFs than the
non-deviated (left) eye in the CV1 group. Still, mean RF sizes
in CV groups remained much larger that of the NR group
(11 ± 1.5 degrees2; Figure 5C).

Of the 33 binocular TC units recorded in the CV2 group, it was
possible to also map the GC-RFs of 31 units (7 in A17, 22 in the
17/18 TZ, 1 in A18, and 1 in the WM). Globally, the areas of these
RFs also varied greatly (ranging from 2 to 615 degrees2). The mean
area was 74.1 ± 21.6 degrees2 (67.8 ± 15.7 degrees2 within the
17/18 TZ), very similar to that of the TC-RFs (64.4 ± 8.4 degrees2).
The same observation has been previously made in both CV1 and
NR groups (Milleret et al., 1994, 2005; Milleret and Houzel, 2001).

Spatial distribution of the TC-RFs. Globally, the elevations of
TC-RFs in the CV2 group ranged from +5˚ to −25˚ along the
CVM (Figure 6A). We focused more specifically on TC-RFs within
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FIGURE 5 | Distribution of the sizes of the “transcallosal” receptive

fields in the various explored cortical areas of strabismic and normally

reared cats. (A,B) In each strabismic group, units were recorded from A17,
A18, the 17/18 TZ (17/18) and the white matter (WM). Global, units from all
areas. (C) TC units in the NR group were only found in the 17/18 TZ. S:
orientation selective units; NS: units with no orientation selectivity. m:
mean receptive field size ±SD. n: number of units. Bin width, 10 degrees2.
Data from the CV1 and the NR group have been reproduced with
permission from Milleret and Houzel (2001). See text for further details.

the 17/18 TZ, where the number of recorded units was sufficient
to draw significant conclusions. The medial-most limit (Az1) and
lateral-most limit (Az3) of the TC-RFs were, respectively, local-
ized at +7˚ and −20˚ of azimuth, apart from the CVM (mean
Az1 = −3.1˚ ±0.5˚; mean Az3 = −12.3˚ ± 0.5˚); the azimuth of the

centers (Az2) of the TC-RFS ranged from −4˚ to −14.5˚ (mean
Az2 = −7.6˚ ± 0.4˚). As a result, the callosal visual field, i.e., the
portion of visual field transferred to the target hemisphere through
the CC, spanned a global width as large as 27˚. It intersected the
CVM but extended substantially within the hemifield ipsilateral to
the explored cortex.

Comparing the CV2 group to the CV1 group revealed that both
the width and the spatial location of their callosal visual fields
differed markedly. In the CV1 group, for units recorded in the
17/18 TZ, the Az1, and Az3 of the TC-RFs were +2˚ and +19˚,
and the mean Az2 was 9.5˚ ± 0.3. Therefore, the width of their
callosal visual field (17˚) was 10˚ less than in the CV2 group. Sim-
ilar to CV2, it mainly extended in the hemifield ipsilateral to the
explored cortex but it no longer contacted the CVM, missing it
by a few degrees. Note that, in the CV1 group, numerous TC-RFs
were additionally mapped in A17 and A18. The Az1 and Az3 of
their TC-RFs were located at (−1˚, +15˚) and (−1˚, +14˚) respec-
tively. When taken into account, the width of the global callosal
visual field in CV1 group became 20˚ (−1˚/+19˚), which was still
narrower than the width in CV2 group. Thus the two respective
callosal visual fields do not occupy the same location in space.

The CV2 and NR groups also differed slightly. In the NR
group, within the 17/18 TZ, the Az1, and Az3 of the TC-RFs were
−6˚/+13˚ (Milleret et al., 2005). The width of the callosal visual
field in the NR group (19˚) was therefore smaller than in the CV2

one (27˚). The mean Az2 was 2.4˚ ± 0.6˚ in the NR, indicating a
substantial extent of the TC-RFs within the hemifield ipsilateral
to the explored cortex. But this extent was smaller than that of
CV2 (−7.6˚ ± 0.4). Importantly, the callosal visual field abutted or
intersected the CVM in both experimental groups, which is very
different from the CV1 group.

Spatial distribution of the GC-RFs. Globally, GC-RFs of TC units
in the CV2 group appeared at elevations ranging from +5˚ to −25˚
elevation (Figure 6B). Within the 17/18 TZ, the Az1, and Az3 of
the GC-RFs were respectively localized at −5˚ and +16.5˚ distance
from the CVM (m Az1 = 0.8˚ ± 0.8˚; m Az3 = 9.2˚ ± 1.0˚); the Az2

of the GC-RFs ranged between 0˚ and +5˚ (m Az2 = 5.0˚ ± 0.9˚).
Thus, the width of the portion of visual field signaled by the GC-
RFs was 21.5˚. It intersected the CVM and extended substantially
within the hemifield contralateral to the explored cortex.

Comparisons between the CV2 and the CV1 groups revealed
similarities and differences (cf. Figure 6B). Within the 17/18 TZ,
the Az1, and Az3 of the GC-RFs in the CV1 group were −16˚ and
+3˚. Therefore, as in the CV2 group, GC-RFs in CV1 are mainly
located within the hemifield contralateral to the explored cortex.
They occupy similar extents of visual field in both groups (19˚ vs.
21.5˚), with some contact with the CVM. However, the mean Az1,
Az2, and Az3 of the GC-RFs differed greatly (m Az1, 0.8˚ ± 0.8˚ vs.
−4.3˚ ± 1.7˚; m Az2, 5.0˚ ± 0.9˚ vs. −7.2˚ ± 0.8˚; m Az3, 9.2˚ ± 1.0˚
vs. −13.7˚ ± 0.6˚). The same observations held true when consid-
ering GC-RFs recorded in A17 of the CV1 group (the Az1 and
Az3 of the GC-RFs were −16˚ and +9˚ respectively, leading to a
width of 25˚, but m Az1 = −3.6˚ ± 1.2˚, m Az2 = −6˚ ± 1.4˚, and
m Az3 = −8.4˚ ± 2.1˚). The main difference between groups came
from the GC-RFs of the TC units recorded in A18 of the CV1 group.
Indeed, with the Az1 of the GC-RFs at −3.5˚, none displayed any
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FIGURE 6 | Spatial distributions of the transcallosal receptive fields

(TC-RFs) and the geniculo-cortical receptive fields (GC-RFs) of the

transcallosally activated units of all strabismic and normally reared

cats. (A) Spatial distribution of the TC-RFs mapped through visual
stimulation of the eye contralateral to the explored cortex. (B) Spatial
distribution of the GC-RFs mapped through visual stimulation of the eye
ipsilateral to the explored cortex. In common to (A,B) the explored areas

were A17, 17/18 border, A18 and WM below visual cortex; El is the
elevation axis (central vertical meridian of the visual field); Az is the
azimuth axis; rectangles and circles are contours of the minimum
response fields of orientation selective and non-selective transcallosally
activated units, respectively; n is the number of units. Data from the CV1

and the NR group have been reproduced with permission from Milleret
and Houzel (2001).

contact with the CVM. With the Az3 at −23˚, they extended more
laterally within the hemifield contralateral to the explored cortex
than GC-RFs in A17 and 17/18 TZ. Finally, with m Az1, m Az2, and
m Az3 at −8.7˚ ± 1.1˚, −12.6˚ ± 1.1˚, and 16.5˚ ± 1.3˚ respectively,
the spatial distribution of the GC-RFs in the CV1 group differed
strongly from that of the CV2 one.

The CV1 group is already known to be highly abnormal (cf.
Milleret and Houzel, 2001). In contrast, the comparison between

the CV2 group and the NR one revealed strong similarities. Within
the 17/18 TZ, the Az1, and Az3 of the GC-RFs were −5˚ and
+16.5˚ in the CV2 group, and −7˚ and +13˚ in the NR group. The
widths of the spatial distribution of these RFs were thus similar:
21.5˚ (CV2) vs. 20˚ (NR). The GC-RFs also occupied similar posi-
tions in the visual field, extending substantially in the hemifield
contralateral to the explored cortex in both cases, contacting the
CVM. Some subtle differences existed, however, as revealed when
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comparing the mean Az1, Az2, and Az3 of the GC-RFs in both the
CV2 and the NR groups: m Az1, 0.8˚ ± 0.8˚ vs. +1˚ ± 0.3˚; m Az2,
5.0˚ ± 0.9˚ vs. +0.9˚ ± 0.7˚; m Az3, 9.2˚ ± 1.0˚ vs. +1˚ ± 1˚. It is
clear that the mean values of Az2 and Az3 are higher in CV2 group
than in NR group, but m Az1 are very similar.

Position disparity of the receptive fields of binocular units. As
expected from the global spatial distributions described above,
the position of TC-RFs and the GC-RFs of binocular TC units
in the CV2 group generally did not match. This held true while
both eyes were in their “paralyzed” position, without any correc-
tion for strabismic angle (data not shown). This also held true
after correction of the data for strabismus angle by superimpos-
ing the projections of both areas centrales. In this condition, the
TC-RFs were always located in the hemifield ipsilateral to the
explored cortex, whereas the GC-RFs were always located in the
hemifield contralateral to the explored cortex. This resulted in
a systematic crossed position disparity between pairs of RFs of
binocular units, whose amplitude varied from cell to cell, even
within the course of a single recording track (Figure 7A). Within
the 17/18 TZ, 21 pairs of RFs could be mapped. The mean posi-
tion disparity between couples of RFs was 13.9˚ ± 5.6˚, with a
minimum of 7˚ and a maximum of 29˚. The small numbers of
pairs of RFs in each animal precluded tests of correlation of angle
of disparity with the angle of strabismus. Only one unit exhib-
ited an overlap between TC- and GC-RFs, and its OI was poor
(OI = 4.6%).

Comparing the CV2 and CV1 groups for the 17/18 TZ revealed
similarities with only crossed disparities in both groups and a null
OI in almost all cases (Figure 7B). The mean position disparity
in CV1 group (18.7˚ ± 0.4) was only slightly higher than in CV2

group.
In contrast, comparison between the CV groups and the

NR group revealed major differences (Figure 7B). In the NR
group, position disparities could be crossed type, but also null or
uncrossed. Moreover, because position disparities are small in the
NR group (5.4˚ ± 0.4˚), the OI is far from null (22%). Therefore,
strabismus greatly alters this overlap between TC- and GC-RFs.
Altogether, this indicates that strabismus leads to some distortions
in the fine organization of the TC and/or the GC retinotopic maps
in visual cortex.

ANATOMY OF TRANSCALLOSAL AXONAL ARBORIZATIONS
The functional data described above demonstrate electrophysio-
logically that an asymmetrical interhemispheric transfer of visual
information develops between visual cortical areas in early uni-
lateral strabismic cats. Here we present the anatomical structure
underlying this asymmetry from biocytin injections in the hemi-
sphere contralateral or ipsilateral to the deviated eye (CV1 and
CV2 groups respectively). Eight callosal axons were reconstructed
in 3D in the CV1 group (cf. Figure 8B). Four of these originated
from A17, three from the 17/18 TZ, and one from A18. In the CV2

group, nine callosal axons were reconstructed, originating from
A17 (n = 4) or 17/18 TZ (n = 5); cf. Figure 8A). Morphological
characteristics of these axons are fully described in Tables A1 and
A2 in Appendix. Callosal axons in NR animals serve as references
(from Houzel et al., 1994).

Global organization of the CV callosal axons
Five parameters are used to describe the global organization of the
CV callosal axons: the localization of the first node, the general
architecture of the axons, the tangential distribution of the termi-
nal arbors as well as the terminal boutons and finally the radial
distribution of the terminal boutons.

Localization of the first node of the callosal axons. Callosal axons
in the CV animals could branch first at one of the three follow-
ing positions: very deep in the WM below cortex (including when
just exiting the CC), just below cortex or within the visual cor-
tex itself (cf. Figures 8B and 9A). But callosal axons branching
first very deep below cortex were clearly the most numerous (CV1

group, 4/8; CV2 group, 5/9; cf. Table A4 in Appendix). Most often,
they branched as deep as the fundus of the splenium sulcus or
the cingular sulcus, depending of the antero-posterior position
(see for examples axons BCV7, BCV9, CV14-V in the CV1 group
and axons CVE4-1, CVE4-2, and CVE4-A in the CV2 group in
Figures 8 and 9A). Notice that these characteristics have also been
found in early monocularly deprived animals (through monocular
occlusion), within the hemisphere ipsilateral to the deprived eye
(Foubert et al., 2010), suggesting that this might occur systemati-
cally after a monocular alteration of vision occurring early in life
(see also Discussion).

In comparison, in the NR adults, only one callosal axon
branched first rather deep in the WM (axon 16E in Figure 9A;
Table A4 in Appendix). For the 16 remaining axons, the first node
was systematically located near the visual cortex, either between
the fundus of the lateral sulcus and the convexity of the lateral
and post-lateral gyri, often beneath A18, or within the cortex itself.
Thus the morphology of the callosal axons is different in strabismic
and NR animals with respect to this parameter.

Architecture of callosal terminal axons. On the basis of our clas-
sification (see Materials and Methods), out of the eight callosal
axons that were reconstructed in 3D in the CV1 group, three dis-
played a simple architecture (37.5%) while all the remaining ones
displayed a multiple clustered architecture (62.5%). Each axon had
one to three branches, and one to eight columns (cf. Table A1 in
Appendix). In the CV2 group, out of the nine callosal axons that
were 3D reconstructed, most axons also displayed architecture or
the other: four displayed a simple architecture (44%) while four
others displayed a multiple clustered architecture (44%). Similar to
the CV1 Group, their number of branches ranged from 1 to 3 and
the number of columns from 1 to 8. One exception however was
found with axon CVE4-A which divided into three main branches
in the WM but did not enter the visual cortex (cf. Table A2 in
Appendix).

Globally, most of the architectures described for NR animals
also existed in the CV groups. Overall, no difference could be
found between groups (see Table A4 in Appendix, second row).
One atypical axon was however found in the CV2 group, with
branches in the WM but no terminals in visual cortex. Since all
other axons in the same cat with similar trunk diameters could be
reconstructed in 3D up to their terminals (cf. axons CVE4-1 and
CVE4-2 in Table A2 in Appendix), one interpretation is that this
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FIGURE 7 | Position disparity between pairs of receptive fields of the

binocular transcallosally activated units after off line realignment of

the eyes in convergent strabismics. (A) Geniculo-cortical receptive fields
(in gray) and corresponding transcallosal receptive fields (in black) of a few
representative binocular TC units recorded in different animals of each
experimental group (CV9, CV10, and CVE6 in the CV1 group; CVA, CVB,
CV5, and CV6 in the CV2 group; XOAC and XOAI in the NR group).
Rectangles and circles, contours of the minimum response field of

orientation selective and non-selective TC units, respectively. c, i > c, i = c
and c > i indicate the ocular dominance of each unit as in Figure 5. (B)

Spatial distributions of pairs of receptive fields of binocular TC units. Lines
connect centers of couples of RFs observed for individual cells and indicate
position disparity. m, mean position disparity value ± SEM (in deg); OI,
overlap index (in%). El and Az, elevation and azimuth axes; n, number of
units. Data from the CV1 and the NR group have been reproduced with
permission from Milleret and Houzel (2001).

growing axon could not reach visual cortex before the end of the
critical period.

Areal distribution of callosal terminal arbors. As summarized in
both Table A1 in Appendix axon per axon and Figure 9B (all axons

together), in the CV1 group, callosal terminal arbors originating
from the 17/18 TZ terminated mostly in A18. However, a few addi-
tional terminal branches could be also found in A17, 17/18 TZ, and
even in A19. Those originating from A17 mostly terminated in the
17/18 TZ and A18, with a few branches also in A17. The only axon
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FIGURE 8 | Representative callosal terminals of the CV1 and CV2

groups after biocytin injection in the contralateral hemisphere and

reconstruction in 3D. (A) Callosal terminal from the CV2 group (named
“CV7S,” i.e., axon “S” from cat CV7). The axon originated from A17 in the
right hemisphere, at stereotaxic coordinate P4. The trunk of this axon has a
diameter of 0.6 μm and its total length from the midline was 15.52 mm. It
ended in the 17/18 TZ (arrow) in the left hemisphere at P3–P4. Its
architecture was “simple.” As represented below, its main branch divided
in the gray matter to form two clusters in the lateral gyrus. Altogether, its
antero-posterior and medio-lateral extensions were 175 and 249 μm
respectively. It also displayed a total of 93 boutons and their distribution
was supra-granular. (B) Callosal terminal from the CV1 group (named
“BCV7,” i.e., axon 7 from cat BCV). It originated from A17 in the left
hemisphere, at stereotaxic coordinate AP0. The diameter of its trunk was
only 0.4 μm and its total length was 32.23 mm. It also ended in the right

hemisphere at antero-posteriority AP0. It displayed a multiple clustered
architecture. Its terminal formed three different tufts which were very
distant from each other in the marginal and in the lateral gyrus. They were
located respectively in A17, A18, and in the 17/18 TZ (arrow). As a
consequence, this axon had a rather large frontal extent (3789 μm)
whereas it ranged antero-posteriorly over only 750 μm. This axon had a
total of 1056 boutons ending for the vast majority in layer II/III (76%) and V
(15%). The tuft ending in A17 divided itself in layer VI in two branches: one
of them formed a terminal cluster of 231 boutons, 230 of them being
located in layer II/III (cluster A). The other branch formed 88 “en passant”
boutons, with 50 of them being located in layer II/III. The tufts ending in
A18 and in the 17/18 TZ formed each several branches and two separate
clusters: one in the 17/18 TZ (cluster B) and one in A18 (cluster C). The
laminar distribution of BCV7 was supra-granular (see details about
branches and clusters in the lowest part of the figure).

originating from A18 terminated strictly in A18. Differences in
stereotaxic coordinates could be observed between the injection
site and the callosal terminal zone (cf. for example axons CV13-A,

CV13-B, CV13-C, and axon BCV9 in Table A1 in Appendix; cf.
also Figure 9B). Thus, globally, the CV1 group seemed to preserve
the “non-mirror” organization of the interhemispheric callosal
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FIGURE 9 | Comparing the tangential distributions of the callosal

terminals in the respective groups as a function of their origin.

(A) Frontal representation of all the individual callosal axons that were
reconstructed in 3D from serial sections of visual cortex in each
experimental group. Arrow, transition zone between A17 and A18 (TZ).

(B) Tangential distribution of the terminals of each callosal axon as a
function of their origin (TZ, A17, or A18), with corresponding stereotaxic
coordinates. CEZ, callosal efferent zone; CAZ, callosal afferent zone. Data
from NR group have been reproduced with permission from Houzel et al.
(1994).
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connections that has been described in the NR animals (see Intro-
duction for further details and Figure 9). But connections were
heterotopic instead of being homotopic. In addition, the callosal
terminal arbors in the CV1 group were not restricted to the 17/18
TZ as observed in NR animals, but rather extended additionally to
A17 and A18. This also held true at the level of single neurons: as
indicated in Table A1 in Appendix, single callosal terminal arbors
could extend from 50 to 950 μm along the antero-posterior axis
(m = 475 μm) and from 40 to 3789 μm along the medio-lateral
one (m = 1612 μm). These values were much greater than those
found in NR cats, for which callosal terminal arbors occupied only
0.5–2.5 mm2 in the 17/18 TZ, and extended maximally from 200
to 2000 μm.

The axon distribution in the CV2 group (cf. Table A2 in Appen-
dix and Figure 9B) was different from that observed for the CV1

group. Callosal terminals originating from 17/18 TZ also termi-
nated preferentially in 17/18 TZ and A18. Those originating from
A17 terminated mainly in 17/18 TZ and A17 with a few branches in
A18. But the stereotaxic coordinates of both the injection site and
the terminals branches were similar. Thus here, at least globally,
both the callosal connections between primary visual cortices and
the callosal terminal arbors displayed apparently normal charac-
teristics. Callosal terminals were also mostly located in 17/18 TZ
like in NR animals. Some abnormalities could however be found
at the level of single callosal terminals, which extended from 50
to 1000 μm along the antero-posterior axis (m = 453 μm) and
from 235 to 4353 μm along the medio-lateral one (m = 1321 μm).
These values were thus, as in the CV1 group, greater than the ones
found in NR animals.

Areal distributions of the synaptic boutons. In the CV1 group,
the number of boutons per axon varied from 38 to 1056 (cf.
Table A1B in Appendix). More than half of them were located
in A18 (57%, Table A3A in Appendix) while others were distrib-
uted in the 17/18 TZ (31%) or in A17 (12%). Thirty boutons were
also located in the WM, either below A17 (n = 9) or below A18
(n = 21). In comparison, the percentages of the synaptic boutons
of the callosal axons in the NR adult animals were 78% in the
17/18 TZ, 1% in A17, and 21% in A18. Therefore, the areal dis-
tribution of the synaptic boutons of the callosal terminals in the
CV1 group is far from being normal (χ2 with Yates correction,
P < 0.01).

In the CV2 group, data were again different (cf. Table A2B and
Table A3B in Appendix). The number of boutons per axon could
vary from none to 602. For recall, the axon with no bouton did not
enter the cortex likely because the critical period ended before (cf.
axon CVE4-A in Architecture of Callosal Terminal Axons). The
areal distribution of the synaptic boutons resembled that found in
the NR adults. In particular, a majority of boutons were located
in the 17/18 TZ (68.5%). Still, this distribution was different from
the one obtained in NR, with additionally 10.5% boutons in A18
and 21% of boutons in A17 (χ2 with Yates correction, P < 0.01).
Evidently, the difference between CV1 group and CV2 group is
significant (χ2 with Yates correction, P < 0.01).

Although this will not be developed here, the synaptic boutons
of callosal axons in both CV1 and CV2 groups formed clusters
(or “columns”). Similarly to the NR group, their number ranged

from 1 to 8 according to the axon (cf. Table A1A and Table A2A
in Appendix).

Laminar distributions of the synaptic boutons. In the CV1

group, the laminar distributions of the synaptic boutons were
supra-granular (n = 2), bi-laminar (n = 3), granular (n = 1),
trans-granular (n = 1), or infragranular (n = 1). Thus, every
type of distribution was represented although the supra-granular
and the bi-laminar distributions seemed to be more common
(Table A1B in Appendix). In the CV2 group, by contrast, only
two configurations were found: supra-granular (n = 5) and trans-
granular (n = 3); cf. Table A2B in Appendix. This resembles the
NR group, with most callosal axons displaying a supra-granular
distribution of their synaptic boutons.

In both strabismic groups, most callosal synaptic boutons were
found in layers II/III (71% in the CV1 group and 67% in the
CV2 group) while the remaining ones were distributed in all other
cortical layers (cf. Tables A3A,B in Appendix). This held true for
terminals located in A17, A18, or in 17/18 TZ. Surprisingly, this
is similar to the data of the NR animals where on average 70% of
the callosal synaptic boutons were located in the supra-granular
layers (A17: 86%, 17/18 TZ: 72%; A18: 62%); cf. Table A3C in
Appendix. The strabismics were not significantly different from
normals (CV1 vs. NR: χ2 with Yates correction, P > 0.05; CV2 vs.
NR: χ2 with Yates correction, P > 0.05; cf. Table A3D in Appen-
dix). But a significant difference was found between CV1 and CV2

distributions (χ2 test with Yates correction, P < 0.05).
Note that, in contrast with NR adult animals, a few additional

callosal synaptic boutons appeared in the WM of both strabismic
groups, just below A17, A18, and 17/18 TZ (cf. Tables A3A,B in
Appendix). Thus, strabismus seemed to increase their incidence in
this particular part of the cortex (cf. Table A1B and Table A2B in
Appendix).

Quantitative analysis of the CV callosal axons
This section quantifies parameters characterizing the morphol-
ogy of callosal axons: mean trunk diameter, mean diameter of
first order branches, mean lengths of first to fifth order branches,
and mean numbers of nodes, terminals, and synaptic boutons
(cf. Table A4 in Appendix). Each parameter tested for differ-
ences between the three experimental groups and only the three
parameters found to be significantly different among groups are
described.

Mean lengths of the first to the fifth order branches of the callosal
axons. In the CV1 group, the mean length of the first to fifth order
branches were respectively: 1417 ± 1341, 695 ± 865, 452 ± 244,
247 ± 104, and 141 ± 68 μm. In the CV2 group, the mean lengths
of the first to fifth order branches were respectively: 2356 ± 1214,
1058 ± 1315, 342 ± 342, 263 ± 280, and 115 ± 86 μm (cf. Table A4
in Appendix). For comparison, in the NR animals, the mean
lengths of these various branches were respectively: 1599 ± 1366,
433 ± 494, 253 ± 236, 132 ± 76, and 79 ± 39 μm.

Statistical analysis (see Table A4 in Appendix) revealed no
difference between the lengths of the first and of the second
order branches. By contrast, the branches of superior orders were
all significantly longer in the CV1 group compared to the NR
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group. Note, however, that no significant difference could be found
between the CV1 and the CV2 groups.

Mean numbers of nodes of the callosal axons. The mean number
of nodes per axon was 61 ± 50 in the CV1 group (range: 2–88),
31 ± 30 in the CV2 group (range: 2–90), and 124 ± 88 in the NR
group (range: 18–299). The mean numbers of nodes for both CV
groups were therefore systematically lower than the one observed
for the NR group. However, only a significant difference could be
found between the CV2 group and the NR group (Wilcoxon test,
P = 0.003, Z = 2.9713; cf. Table A4 in Appendix).

Mean numbers of terminals of the callosal axons. The mean
number of terminals per axon was 62 ± 50 in the CV1 group
(range: 3–90) and 34 ± 30 in the CV2 group (range: 3–92). These
values were lower than that found in the NR group (125 ± 88;
range: 19–300). However, statistical differences could only be
found between the CV2 group and the NR (Wilcoxon test,
P = 0.0033, Z = 2.94).

DISCUSSION
While previous data in the literature were sparse and controversial
(cf. Introduction), this study demonstrates unequivocally for the
first time that early unilateral convergent strabismus does lead
to the development of asymmetrical interhemispheric connec-
tions through the corpus callosum (CC) in cat primary visual
cortex. Differences in functional characteristics of the visual inter-
hemispheric transfer within each hemisphere were identified first.
Asymmetry between the hemispheres was confirmed anatomically,
after labeling and reconstructing in 3D single callosal axons. Such
asymmetry resulted from specific anatomo-functional abnormal-
ities in each hemisphere (Figure 10). Consequently, the CC is
no longer able to properly unify the two visual hemifields. Two
new general mechanisms are proposed to explain this abnormal
development of the CC.

ASYMMETRICAL CALLOSAL CONNECTIONS DO DEVELOP AFTER EARLY
UNILATERAL CONVERGENT STRABISMUS IN CAT VISUAL CORTEX
In NR adult cats, the transfer of visual information from RH
to LH is similar to that from LH to RH. This is because both
the callosal neurons and their terminals are distributed equally
in each hemisphere (e.g., Leicester, 1968; Innocenti and Fiore,
1976; Payne, 1990a,b; Payne and Siwek, 1991; Houzel et al., 1994;
Olavarria, 1996, 2001). One may say that callosal connections are
organized symmetrically between the hemispheres (Figure 10B).
By contrast, as assessed by the functional and the anatomical
data we report here, callosal connections after an early unilateral
convergent strabismus are abnormal and develop asymmetrically
(Figure 10A).

Comparing first the distribution of the TC units established
here in the CV2 group to the one we have established previously
in the CV1 group (Milleret and Houzel, 2001), we found that they
differed markedly in LH and RH of strabismics. The most marked
result was a clear difference in the tangential distribution of TC
units: it was almost normal in the hemisphere ipsilateral to the
non-deviated eye (LH of CV2 group), in contrast with the exuber-
ance in the hemisphere ipsilateral to the deviated eye (RH of CV1

group). In the latter group, the location of TC units extended to
both in A17 and A18, thus much further than the 17/18 TZ. The
observation of a functional asymmetry is reinforced by the differ-
ences in the percentages of TC units within each cortical region.
Within the 17/18 TZ, which was the main location of the TC units
in both experimental groups, the proportion of the TC units was
significantly higher in the CV2 group than in the CV1 one (78 vs.
46.5%). In contrast, the proportion of TC units within A17 and
A18 was significantly lower in the CV2 group than in the CV1 one
(3 vs. 16% and 1 vs. 27% respectively). The comparison between
the laminar distributions of the TC units in both CV groups also
showed asymmetry. Focusing on the 17/18 TZ, where TC units
were numerous for each experimental group, those recorded in
the CV2 group (LH) were found in all cortical layers and their
radial distribution did not exhibit any specific bias. In contrast in
RH of the CV1 group, TC units were predominantly located in
infragranular layers.

The anatomical study supports these functional results, but
characterizes this asymmetry in greater detail by analyzing the
morphological differences between single callosal axons of each
hemisphere. This shows that both the tangential and the radial
distributions of the terminals of these axons differed markedly
between hemispheres. Furthermore the tangential distribution of
their synaptic boutons differed bilaterally. Overall, both qualita-
tive and quantitative analyses indicate that the asymmetry results
from a profound but different reshaping of the morphology of
single callosal axons within each hemisphere, which is reflected
in the functional responses. Such data are in agreement with two
early studies which suggested that an exuberant distribution of
callosal terminals was present in the hemisphere ipsilateral to the
deviated eye while a rather normal distribution was present in the
hemisphere ipsilateral to the non-deviated eye after unilateral con-
vergent strabismus (Lund and Mitchell, 1979; Berman and Payne,
1983).

Of interest, this asymmetry reflects anomalies in both hemispheres
compared to the normal situation. But the most important abnor-
malities were systematically found in RH, i.e., in the hemisphere
ipsilateral to the deviated eye (CV 1 group). As developed below,
this is particularly important to explain the origin of the functional
asymmetry that develops in visual cortex after unilateral strabismus.
Functionally, in the NR group, almost all TC units are located in
the 17/18 TZ. In contrast, in the CV1 group (RH), a substantial
proportion of TC units were abnormally present in A17 and A18 as
well as in the WM. On the other hand, in the CV2 group (LH), the
tangential distribution of the TC units was closer to normal, but
the proportion of TC units in the 17/18 TZ was significantly higher
than normal. In addition, a few TC units were abnormally located
at rather eccentric portions of A17 and A18 as well as in the WM.
The same holds true when considering the radial distribution of
the TC. Comparison of anatomical data between strabismic and
normal animals also revealed abnormalities in both hemispheres
after unilateral strabismus, with the most important abnormal-
ities in RH, even if both RH and LH exhibited an areal distri-
bution respecting the normal “non-mirror” organization of the
interhemispheric callosal connections (cf. Introduction). Callosal
terminals within RH were mostly heterotopic, while those in LH
were mostly homotopic as in normal. The tangential distribution
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FIGURE 10 | Summary of the organization of the callosal

connections and spatial characteristics of the “callosal visual field”

in the CV1 and CV2 groups compared to NR. The lowest part of each
panel summarizes the location of both the callosal neurons (filled circles
at bases of colored lines) and their terminals (arrows) in LH and RH. It
also summarizes the spatial distribution of the receptive fields of the
transcallosally activated units (TC-RFs) that were mapped while exploring
17/18 TZ, i.e., the callosal visual field corresponding to this specific region
(in pink, green, or black depending on the experimental group). For more
precision about it, in the upper part of each panel, we have additionally
reported the exact values of the azimuths (in degrees) of the
medial-most (Az1) and the lateral-most (Az3) borders of the TC-RFs
mapped through recordings 17/18 TZ as well as A17 and A18 (cf. at top of
the figure for their respective representations). This allows defining the
width of the “callosal visual field” encoded by each of these cortical
regions. In each case, the arrow indicates the mean azimuth of the
center of the TC-RFs (m Az2). At left, the maximum width of the “callosal
visual field” is also indicated. (A) Illustration of the asymmetrical
organization of both the callosal connections and the callosal visual field
in the strabismic cats. In the CV1 group (in pink), callosal neurons (in LH),
and callosal terminals (in RH) are distributed in A17, A18, and 17/18 TZ.

The callosal visual field encoded in the 17/18 TZ extends within the
hemifield ipsilateral to the explored cortex (RH) and does not contact the
CVM while the callosal visual fields encoded in A17 and A18 have only a
very limited contact with it. In the CV2 group (in green), callosal neurons
are distributed in A17, A18, and 17/18 TZ but callosal terminals are almost
restricted to the 17/18 TZ. The callosal visual field also extends widely in
the hemifield ipsilateral to the explored cortex (LH) but, this time, it
overlaps substantially the CVM. Altogether, the overlap between the
callosal representations along the CVM in LH and RH of strabismics thus
does not exceed 8˚ (i.e., from −1˚ to +7˚, as represented by the vertical
shaded area along the CVM). (B) Illustration of the symmetry in NR
group (in black). There are reciprocal and equivalent callosal connections
from RH to LH and from LH to RH. In all cases, the callosal neurons are
mainly located in the 17/18 TZ while some are also located in A17 and
A18 near the 17/18 TZ, but the callosal terminals are almost restricted to
the 17/18 TZ. Thus, the callosal visual fields encoded in LH and RH (i.e.,
the callosal representations in LH and RH) display both the same width
but mirror exactly each other. Both overlap the CVM, with a substantial
part in the hemifield ipsilateral to the explored cortex and a more
restricted part in the contralateral hemifield, sharing this time as much as
12˚ (vertical shaded area from −6˚ to +6˚).

of the callosal terminals in RH was also wider than normal, while
in LH this was rather normal although a few abnormal terminals
were found in A17 and A18. Finally, the distribution of the synaptic
boutons in RH of strabismics was also very different from normal
while the one in LH of strabismics was closer to normal.

EFFECT OF STRABISMUS ON THE CONTRIBUTION OF THE CORPUS
CALLOSUM TO UNIFY THE TWO VISUAL HEMIFIELDS
In NR adult cats, as with the other functional properties, the spa-
tial distribution of the TC-RFs in RH, i.e., the “callosal visual field”

in this hemisphere is similar to that from LH, even if they mirror
one another (e.g., Payne, 1990a,b; cf. Figure 10B, in black). Again,
one may say that they are represented symmetrically between the
hemispheres. Within RH, their extreme limits are at −6˚ in the left
hemifield and +13˚ in the right hemifield, with a mean azimuth
of their centers at +2.4˚ ± 0.6˚; in LH, they are at +6˚ in the right
hemifield and −13˚ in the left one, with a mean azimuth of their
centers at −2.4˚ ± 0.6˚ (Milleret et al., 2005; Figure 10B). Thus,
globally, callosal visual fields of both hemispheres in NR animals
share 6˚ on each side of the CVM, i.e., 12˚.
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By contrast, after strabismus, the spatial distribution of the
TC-RFs in RH (CV1 group; cf. Milleret and Houzel, 2001) is
rather different to that from LH (CV2 group). Thus, the “callosal
visual fields” develop abnormally and asymmetrically between the
hemispheres (Figure 10A). In RH, i.e., the hemisphere ipsilat-
eral to the deviated eye (CV1 group), the TC-RFs were almost all
shifted by several degrees away from the CVM, within the hemi-
field ipsilateral to the explored cortex. In the 17/18 TZ, with their
extreme limits being located at +2˚ and +19˚ in the hemifield
ipsilateral to the explored cortex, the maximum width of their
distribution was 17˚ and TC-RFs did not have any contact with
the CVM. In A17 and A18, with extreme values at −1˚/+15˚ and
−1˚/+14˚ respectively, they only kept a very restricted contact
with the CVM. By contrast, in LH, i.e., the hemisphere ipsilat-
eral to the non-deviated eye (CV2 group), the TC-RFs in the
17/18 TZ extended substantially in the hemifield ipsilateral to
the explored cortex but almost systematically abutted or inter-
sected the CVM. With their extreme limits extended at +7˚ in
the hemifield contralateral to the explored cortex and −20˚ in the
ipsilateral one respectively, the maximum width of their distrib-
ution reached 27˚. As a consequence, the “callosal visual fields”
in RH and LH of CV animals share a smaller angle than normal
(8˚ instead of 12˚, cf. the vertical shaded area in Figure 10A). In
other words, the overlap between the callosal representation along
the CVM in LH and RH decreased after strabismus compared to
normal. This common part in the visual field is also no longer
distributed symmetrically on each side of the CVM, with 7˚ in
the right hemifield and 1˚ in the left. Again, note that asymme-
try resulted from abnormalities in both hemispheres because of
strabismus, with most located in RH, i.e., in the hemisphere ipsi-
lateral to the deviated eye (CV1 group). Altogether, this leads to the
important conclusion that the capacity of the CC to unify both hemi-
fields is greatly impaired after early unilateral convergent strabismus.
(Figure 10A).

EFFECT OF STRABISMUS ON THE IPSILATERAL
RETINO-GENICULO-CORTICAL PATHWAY
Interestingly, different spatial distributions of the GC-RFs of the
TC units were also found in each hemisphere of strabismics
(cf. Spatial Distribution of the GC-RFs for details). As before,
such asymmetry is related to abnormalities in both hemispheres
because of strabismus (cf. Figure 6B). But those in RH, i.e., within
the hemisphere ipsilateral to the deviated eye (CV 1 group), are again
the greatest. In brief, compared to normal, the spatial distribution
of the GC-RFs in RH (CV1 group) was shifted toward the hemi-
field contralateral to the explored cortex by several degrees, losing
most of its contact with the CVM. In addition, it was substantially
wider than normal (32˚ instead of 20˚). By contrast, in LH (CV2

group), the spatial distribution of the GC-RFs resembles that of
normals. Still, the mean values of Az2 and Az3 values were larger
in the CV2 group than in the NR group. Globally, this indicates that
the retino-GC pathway which projects in the hemisphere ipsilateral
to the deviated eye is also globally more affected by strabismus than
the hemisphere ipsilateral to the non-deviated eye. Again, this is of
particular importance to explain the origin of the brain asymmetry
that develops in visual cortex after unilateral strabismus (see next
paragraph).

TWO POSSIBLE MECHANISMS OF HOW INTERHEMISPHERIC
CONNECTIONS BECOME ASYMMETRIC AFTER EARLY UNILATERAL
CONVERGENT STRABISMUS
A first mechanism provided directly from the data reported here
First, considering the morphology of single callosal axons, in RH
(i.e., CV1 group), we found that the mean lengths of the third to
fifth order branches were significantly longer than normal (by at
least a factor of 2). In contrast, in LH (i.e., the CV2 group), we
found that the mean number of nodes and terminals were signif-
icantly lower than normal. We propose that the lengthening of the
third to fifth order callosal branches in the hemisphere ipsilateral to
the deviated eye and the decrease in numbers of nodes and termi-
nals in the hemisphere ipsilateral to the non-deviated eye is one of
the main mechanisms to account for the development of asymmet-
rical callosal connections between the hemispheres after unilateral
strabismus.

Surprisingly, our recent data suggest that this mechanism might
be generalized to any unilateral alteration of vision occurring early
in life. Indeed, we have recently shown that, after early monocu-
lar deprivation, exuberant callosal terminals can also be found at
adulthood within the hemisphere ipsilateral to the deprived eye
compared to normal. Moreover, the lengths of the fourth and the
fifth order branches of the callosal axons within this hemisphere
are significantly longer than normal (multiplied by a factor of at
least 3, Foubert et al., 2010). These data fit with the idea that the
lengthening of callosal branches of superior order occurs systemat-
ically within the hemisphere ipsilateral to the altered eye. Whether
the numbers of nodes and terminals are also decreased in the
hemisphere ipsilateral to the non-deprived eye remains unknown.

What general rules govern the development of asymmetrical
callosal connections in visual cortex?
Our data demonstrate that callosal connections between visual
cortices develop asymmetrically after unilateral convergent stra-
bismus because of the sprouting of some specific callosal branches
in one hemisphere and the decreased number of nodes and termi-
nals in the other hemisphere. But, presently, the rules that govern
the development of such asymmetry are not known. Although
some hypotheses have been proposed (Lund and Mitchell, 1979;
Berman and Payne, 1983), they are not supported by the obtained
experimental data using both the anatomical and the functional
approaches.

The hypothesis we propose here is based upon several rather
well established general rules governing the development of con-
nectivity in cat visual cortex: (a) At birth all pathways are imma-
ture: the crossed retino-GC pathways originating mainly from the
nasal retinas (cRGC), the uncrossed ones originating mainly from
both temporal retinas (iRGC) as well as the CC (e.g., Berbel and
Innocenti, 1988; Aggoun-Zouaoui and Innocenti, 1994; Milleret
et al., 1994; Aggoun-Zouaoui et al., 1996; Crair et al., 1998, 2001;
Katz and Crowley, 2002); (b) Their respective anatomo-functional
development is highly dependent on postnatal visual experience
(e.g., Innocenti, 1986; Crair et al., 1998; Foubert et al., 2010);
(c) The cRGC pathways are functionally active before the iRGC
pathways (e.g., Milleret et al., 1988b; Crair et al., 1998, 2001); (d)
Callosal connections develop after both the cRGC and the iRGC
pathways have established functional synapses in visual cortex
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(e.g., Innocenti, 1981; Milleret et al., 1994; Crair et al., 2001; Katz
and Crowley, 2002). Thus, any abnormality in the development
of the cRGC and the iRGC pathways resulting from an abnor-
mal postnatal visual experience may alter the development of
callosal connections; (e) The deviation of one eye early in life
alters the anatomo-functional characteristics of both the cRGC
and the iRGC pathways originating from that eye (e.g., Hubel
and Wiesel, 1963; Ikeda et al., 1977, 1978); (f) Early convergent
strabismus may lead to the stabilization of juvenile exuberant cal-
losal neurons (e.g., Innocenti and Frost, 1979; Berman and Payne,
1983; Elberger et al., 1983) and to the sprouting of callosal termi-
nals during postnatal development (e.g., Lund et al., 1978; Lund
and Mitchell, 1979; Berman and Payne, 1983; Milleret and Houzel,
2001).

On the basis of these rules, we postulate that both the cRGC
and the iRGC pathways contribute to the postnatal development
of the callosal connections in cat visual cortex. We hypothesize
that these contributions occur in succession over time. First, both
the left and the right cRGC pathways would determine the charac-
teristics of the callosal efferent zones, i.e., the zones where the cell
bodies of the callosal neurons are located. Then, both the left and
the right iRGC pathways would determine the characteristics of
the callosal afferent zones, i.e., the cortical zones where the callosal
terminals are located. As a result, a RGC pathway (whether cRGC
or iRGC) developing in normal viewing conditions would then
lead to a normal organization of the related callosal zone. By con-
trast, an abnormal RGC pathway developing in abnormal viewing
conditions would lead to an abnormal organization of the related
callosal zone, i.e., a wider extension than normal.

Such a mechanism would explain the asymmetrical organiza-
tion of callosal connections shown here in the adult following early
convergent strabismus of the RE (cf. Figure 10A). For the CV1

group, vision through the deviated RE would first alter the devel-
opment of the cRGC pathway projecting to LH. As a consequence,
some juvenile exuberant callosal neurons would be stabilized in
this hemisphere, leading to an abnormally large distribution of
the callosal neurons. Several studies support such an interpreta-
tion (Innocenti and Frost, 1979; Berman and Payne, 1983; Elberger
et al., 1983). Such an increase in callosal neurons would then
lead to an increase of callosal axons in the CC compared to nor-
mal. Then, vision through this same deviated RE would alter the
development of the iRGC pathway projecting to the RH. As a con-
sequence, some exuberant callosal axons would enter the visual
cortex through sprouting, leading to an abnormally large distrib-
ution of the callosal terminals in this hemisphere. Results from the
CV1 group support this view. This is also in agreement with previ-
ous anatomical data reported in the literature (Lund and Mitchell,
1979; Berman and Payne, 1983).

In contrast, according to this mechanism, the development of
both the cRGC and the iRGC pathways originating from the left
(non-deviated) eye (LE) would be expected to be close to nor-
mal. Therefore, in the CV2 group, both the distribution of the
callosal neurons in RH and that of the callosal terminals in LH
are predicted to be comparable to those in normal animals. This
is partially true. From the literature, it is known that the distrib-
ution of callosal neurons is slightly larger than normal (Berman
and Payne, 1983; Elberger et al., 1983). Moreover, we found here

that callosal terminals in LH exhibit a distribution that is also
slightly larger than normal. However, these differences were much
weaker than the ones evoked through the deviated eye, and may
account to the ability of the non-deviated eye in unilateral stra-
bismics to also evoke some abnormalities in visual cortex (Chino
et al., 1983, 1988; Levi and Klein, 1985; Leguire et al., 1990).This
view is supported by data from the CV2 group. For example, the
spatial distribution of the GC-RFs of the TC units in this group
is close to normal but not identical, suggesting that some subtle
changes in the retinotopic map may occur.

These rules may apply more generally to the development of
callosal connections in case of any monocular alteration of vision
occurring early in life (for example a monocular occlusion or
a monocular enucleation). Furthermore, it also works for other
mammal species, including rat, hamster, and cat (e.g., Rhoades
and Dellacroce, 1980; Olavarria et al., 1987; O’Brien and Olavarria,
1995; Foubert et al., 2010).

ETIOLOGY OF STRABISMUS AND CALLOSAL CONNECTIONS
In humans, it is well known that early strabismus generally occurs
during the first postnatal months. Mostly convergent, its charac-
teristics are remarkable: crossed fixation, latent nystagmus, disso-
ciated vertical deviation (Bui Quoc and Espinasse-Berrod, 2004;
Thouvenin, 2004). It systematically leads to a loss of 3D percep-
tion. It may also be responsible for unilateral amblyopia. From
studies on animal models, the perceptual deficits associated with
strabismus likely result from abnormal development of the visual
system, in particular at the level of the primary visual cortex (cf.
Boothe et al., 1985; Milleret, 1994a,b; Kiorpes and McKee, 1999;
Löwel and Engelmann, 2002). The anatomical and functional data
reported here about callosal connections are coherent with this
abnormal cortical development.

By contrast, the etiology of strabismus is still poorly under-
stood, though it is clear that heredity as well as acquired factors
such as premature birth is associated with early strabismus (Von
Noorden, 1988). Some hypotheses may however be proposed.

First, strabismus could have a peripheral origin such as abnor-
malities at the level of the proprioceptive receptors of the extraoc-
ular muscles. Abnormal signals in the extraocular proprioceptive
afferents projecting centrally would then alter the development
of visual cortex (e.g., Buisseret, 1995 for review). The activity
of the oculomotor neurons may also be greater or smaller than
normal because of potential dysfunctions of the oculomotor cir-
cuitry (Miller, 2003). But there is no reason to favor one hypothesis
over another. Note however that, whatever the peripheral pallia-
tive treatment is clinically performed in humans, regardless of age,
early strabismus results in severe alteration of binocular vision,
even if realignment of eyes is obtained. Very early surgery during
the first year of life, the use of prismatic glasses, and early injec-
tion of botulinum toxinum in the muscles have not proven their
efficacy in restoring normal binocular vision in early strabismus.

The hypothesis of a central origin of strabismus may explain
such difficulties, at least in some cases. Almost a century ago,Worth
(1915) suggested the existence of a “center of binocular vision”
that would be initially impaired in strabismics. If so, the absence
of binocular vision would be responsible for the deviation of the
eyes, although the precise mechanism for this remains unclear
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(Hutcheson, 2004). The callosal projection pathways would be a
principal element of such a “center of binocular vision.” This leads
to the hypothesis that abnormal development of visual interhemi-
spheric transfer and the related abnormal binocular activation
of callosal connections (cf. Figure 7) would be responsible for
abnormal binocular vision in humans. Consequently, as suggested
by Worth, this absence of normal binocular vision would induce
early strabismus in humans. This is consistent with the observation
that binocular vision remains abnormal even if eye realignment
is achieved. Supporting this, failure of development of the corpus
callosum in humans or even a pathological development of cor-
pus callosum is often associated with abnormal eye movements
and strabismus (e.g., Goyal et al., 2010).
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APPENDIX

Table A1 | Morphological characteristics of each of the eight callosal axons reconstructed in 3D in the CV1 group.

A

Axon

code

Origin area/

antero post

Trunk

diameter

(μm)

Architecture Number

of

nodes

Ant/post

ext

(μm)

Frontal

extension

(μm)

Branches Columns

(or clus-

ters)

Termination

area/antero

post

INJECTION IN A17

CV13-A A17 (P7) 1.22 Multiple

clustered

16 150 1168 Single branch A TZ (P4)
B TZ (P4)

CV13-B A17 (P7) 1.31 Simple 2 50 40 Single branch A A18 (P4)

CV13-C A17 (P7) 1.21 Simple 3 50 440 Single branch A A18 (P4)

En passant

boutons

A18 (P4)

BCV7 A17 (AP0) 0.4 Multiple

clustered

101 750 3789 1st main branch A A17 (AP0)
En passant

boutons

A17 (AP0)

2nd main branch B TZ (AP0)

En passant

boutons

TZ (AP0)

3rd main branch C A18 (AP0)

En passant

boutons

A18 (AP0)

INJECTION INTZ

CV14-V TZ (P2) 1.37 Multiple

clustered

118 950 2833 1st main branch A A19 (P2.5)
2nd main branch B A18 (P1.5)

C A18 (P1.5)

D A18 (P1.5)

E A18 (P1.5)

F A18 (P1.5)

G A18 (P1.5)

H A18 (AP0)

Other

boutons

A18 (P1.5)

CV14-B TZ (P2) 1.27 Simple 88 500 1971 Two main

branches ; the

secondary

branches are

entangled and

end in several

clusters

A A18 (P2)
B A18 (P2)

C A18 (P2)

D A18 (P2)

E A18 (P2)

F A18 (P0.5)

G A18 (P0.5)

Other

boutons

A18 (P0.5)

BCV9 TZ (A7) 1.62 Multiple

clustered

46 550 1747 1st main branch En passant

boutons

A17 (A9)

2nd main branch A TZ (A9)

3rd main branch B TZ (A9)

INJECTION IN A18

CV13-N A18 (A9) 1.57 Multiple

clustered

111 800 909 1st main branch A A18 (A10)
2nd main branch B A18 (A11.5)

(Continued)
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Table A1 | Continued

B

Axon

code

Origin area/

antero post

Termination

area/antero

post

Cortical

layers

Total

number of

boutons

Type of laminar

distribution of

the boutons

Number of

boutons

per area

I II/III IV V VI WM

INJECTION IN A17

CV13-A A17 (P7) TZ (P4) 0 22 6 20 36 0 156 Bi-laminar TZ 156

TZ (P4) 0 0 0 59 13 0

CV13-B A17 (P7) A18 (P4) 0 0 0 0 19 21 40 Infragranular A18 40

CV13-C A17 (P7) A18 (P4) 0 0 37 0 0 0 38 Granular A18 38

A18 (P4) 0 0 0 1 0 0

BCV7 A17 (AP0) A17 (AP0) 0 230 1 0 0 0 1056 Bi-laminar A17 319

A17 (AP0) 0 50 5 18 15 0

TZ (AP0) 9 343 36 111 9 0 TZ 509

TZ (AP0) 0 0 0 0 1 0

A18 (AP0) 3 180 0 0 0 0 A18 328

A18 (AP0) 0 1 2 30 12 0

INJECTION INTZ

CV14-V TZ (P2) A19 (P2.5) 0 8 14 0 0 0 525 Supra-granular A19 22

A18 (P1.5) 0 116 32 7 0 0 A18 503

A18 (P1.5) 0 210 0 0 0 0

A18 (P1.5) 0 25 0 0 0 0

A18 (P1.5) 0 18 0 0 0 0

A18 (P1.5) 0 17 0 0 0 0

A18 (P1.5) 0 53 0 0 0 0

A18 (AP0) 9 0 0 0 0 0

A18 (P1.5) 0 16 0 0 0 0

CV14-B TZ (P2) A18 (P2) 0 17 0 0 0 0 257 Supra-granular A18 257

A18 (P2) 0 16 0 0 0 0

A18 (P2) 0 17 0 0 0 0

A18 (P2) 0 14 0 0 0 0

A18 (P2) 0 55 0 0 0 0

A18 (P0.5) 0 31 0 0 0 0

A18 (P0.5) 0 54 0 0 0 0

A18 (P0.5) 3 46 2 2 0 0

BCV9 TZ (A7) A17 (A9) 0 0 0 3 12 9 211 Bi-laminar A17 24

TZ (A9) 0 41 0 0 11 0 TZ 187

TZ (A9) 0 125 10 0 0 0

INJECTION IN A18

CV13-N A18 (A9) A18 (A10) 0 121 31 77 13 0 528 Trans-granular A18 528

A18 (A11.5) 0 135 23 21 107 0

General and detailed descriptions are represented in A and B respectively (Cf. text for details). TZ, 17/18 TZ.
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Table A2 | Morphological characteristics of each of the nine callosal axons that were reconstructed in 3D in the CV2 group.

A

Axon

code

Origin area/

antero post

Trunk

diameter

(μm)

Architecture Number

of

nodes

Ant-post

extension

(μm)

Frontal

extension

(μm)

Branches Columns

(= clusters)

Termination

area/antero

post

INJECTION IN A17

CVE4-1 A17 (P2) 1.47 Multiple

clustered

90 1000 4353 1st main branch A TZ (P3)
“En

passant”

boutons

A17 (P2.5)

2nd main branch E A17 (P3/4)

F A17 (P2.5)

H A17 (P2.5)

3rd main branch B TZ (P4)

C A17 (P2.5)

D A17 (P5/6)

G A17 (P3/4)

Merging of

secondary branches

coming from

branches 2 and 3

I A17 (P2.5)

CVE4-2 A17 (P2) 1.27 Multiple

clustered

15 900 1768 1st main branch A TZ (P1)
B A18 (P1)

C TZ (P1)

D TZ (P2)

2nd main branch E A18 (P2)

CVE7-D A17 (P4) 0.6 Multiple

clustered

12 300 887 1st main branch A TZ (P3)
2nd main branch B A17 (P3)

CVE7-S A17 (P4) 0.6 Simple 18 175 249 2 branches ending

each in one cluster

A TZ (P3/4)
B TZ (P3/4)

INJECTION INTZ

CVE4-A TZ (A5.5) 1.54 2 800 NC 3 main branches No cluster Toward A18 (A7)

CVE7-A TZ (A8) 1.75 Simple 20 100 1013 3 branches; only one

ends in clusters

A TZ (A7)
B A18 ( A7)

CVE7-B TZ (A8) 1.12 Multiple

clustered

11 50 235 2 branches merging

in one cluster

A TZ (A7)

CVE7-1 TZ (A8) 1.11 Simple 61 125 474 2 branches merging

in one cluster

A TZ (A7/8)

CVE7-2 TZ (A8) 1.11 Multiple

clustered

32 175 1590 1st main branch A A18 (A8)
2nd main branch B A18 (A8)

Merging of

secondary branches

coming from main

branches 1 and 2

Cluster C A18 (A8)

(Continued)
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Table A2 | Continued

B

Axon

code

Origin area/

(antero post)

Termination

area/(antero

post)

Cortical

layers

Total

number of

boutons

Type of laminar

distribution

of the boutons

Number of

boutons

per area

I II/III IV V VI WM

INJECTION IN A17

CVE4-1 A17 (P2) TZ (P3) 0 0 1 3 3 7 445 Supra-granular A17 326

A17 (P2.5) 3 6 0 0 0 0

A17 (P3/4) 26 40 0 0 0 3 TZ 119

A17 (P2.5) 0 9 0 0 0 0

A17 (P2.5) 20 89 0 5 0 0

TZ (P4) 33 72 0 0 0 0

A17 (P2.5) 0 9 0 0 0 0

A17 (P5/6) 10 43 0 0 0 0

A17 (P3/4) 29 27 0 0 0 0

A17 (P2.5) 0 7 0 0 0 0

CVE4-2 A17 (P2) TZ (P1) 0 43 0 0 0 0 63 Supra-granular TZ 55

A18 (P1) 0 0 2 0 0 0

TZ (P1) 0 5 2 0 0 0 A18 8

TZ (P2) 0 3 0 2 0 0

A18 (P2) 0 6 0 0 0 0

CVE7-D A17 (P4) TZ (P3) 0 14 22 17 41 0 113 Trans-granular TZ 94

A17 (P3) 0 19 0 0 0 0 A17 19

CVE7-S A17 (P4) TZ (P3/4) 0 47 38 0 0 0 93 Supra-granular TZ 93

TZ (P3/4) 0 7 1 0 0 0

INJECTION INTZ

CVE4-A TZ (A5.5) Toward A18 (A7) 0 0 0 0 0 0 0 – –

CVE7-A TZ (A8) TZ (A7) 0 0 7 12 0 0 48 Trans-granular TZ 19

A18 (A7) 0 27 2 0 0 0 A18 29

CVE7-B TZ (A8) TZ (A7) 6 113 37 7 0 0 163 Supra-granular TZ 163

CVE7-1 TZ (A8) TZ (A7/8) 0 443 48 34 77 0 602 Trans-granular TZ 602

CVE7-2 TZ (A8) A18 (A8) 0 3 11 0 0 0 140 Supra-granular A18 140

A18 (A8) 0 35 2 3 7 0

A18 (A8) 0 46 30 0 3 0

General and detailed descriptions are represented in A and B respectively (Cf. text for details). TZ, 17/18 TZ.
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Table A3 | Global distributions of the callosal terminal boutons (percentages and numbers) in the CV1, CV2, and NR groups, in cortical areas

17/18TZ, A17, and A18, and among the cortical layers (I–VI).

Number of boutons I II/III IV V VI Total

A: CV1 GROUP

17/18 TZ 1% (9) 63% (531) 6% (52) 22% (190) 8% (70) 31% (852)

A17 0% (0) 84% (280) 2% (6) 6% (21) 8% (27) 12% (334)

A18 1% (15) 73% (1142) 8% (127) 9% (138) 9% (151) 57% (1573)

Total 1% (24) 71% (1953) 7%(185) 12% (349) 9% (248) 100% (2759)

B: CV2 GROUP

17/18 TZ 3.5% (39) 65.5% (747) 14% (156) 6.5% (75) 10.5% (121) 68.5% (1138

A17 26% (88) 73% (249) 0% (0) 1% (5) 0% (0) 21% (342)

A18 0% (0) 66% (117) 26.5% (47) 2% (3) 5.5% (10) 10.5% (177)

Total 8% (127) 67% (1113) 12% (203) 5% (83) 8% (131) 100% (1657)

C: NR GROUP

17/18 TZ 4% (189) 72% (2930) 9% (357) 7% (270) 8% (325) 78% (4071)

A17 14% (2) 86% (12) 0% (0) 0% (0) 0% (0%) 1% (14)

A18 1% (12) 62% (708) 4% (45) 16% (185) 17% (199) 21% (1149)

Total 4% (203) 70% (3650) 8%(402) 8% (455) 10% (524) 100% (5234)

Cortical layers (I, II/III, IV,V,VI) Cortical areas (17/18TZ, A17, A18)

D: CHI SQUAREDTEST

CV1 vs. NR P -value = 0.605 � 0.05 P -value = 9.33.10−11 � 0.01

CV2 vs. NR P -value = 0.539 � 0.05 P -value = 1.44.10−5 � 0.01

CV1 vs. CV2 P -value = 0.044 < 0.05 P -value = 2.77.10−11 � 0.01

Data are presented in panels A to C. In D, the χ2 test (with Yates correction) identified some significant differences between these distributions (in red). Note that

some boutons were also found within the white matter of both CV groups: CV1 group: 7, 3, 0; CV2.group: 0, 9, 21 below 17/18TZ, A17, and A18 respectively.Twenty-two

boutons were also found in A19 of the CV1 group.
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Table A4 | Quantitative analysis of the callosal terminal arbors in the CV1, CV2, and NR groups.

Experimental groups CV1 CV2 NR Stat CV1/NR Stat CV2/NR Stat CV1/CV2

N axons 7–8 6–9 17 – – –

Architectures of the callosal

terminals

Axon

branching first

very low

beyond the

cortex

4 out of 8 5 out of 9 1 out of 17

Simple 3 4 2 NS NS NS

Parallel 3 5 7 P = 0.6250 P = 0.6250 P = 1

Serial 0 0 2

Mixed 2 0 4

Mean diameter (μm) Trunk 1.24 1.17 1.25 NS NS NS

SD 0.41 0.42 0.36 P = 0.2554 P = 0909 P = 0.219

Min–max 0.4–1.62 0.6–1.75 0.65–2.02 Z -val = 1.1373 Z -val = 1.6907 Z -val = N.A

1st order

branches

thinner than

the trunk

−50% −34% −33%

Mean length of the branches (μm) 1st order 1417 2356 1599 NS NS NS

SD 1341 1214 1366 P = 0.8303 P = 0.2093 P = 0.3282

Min–max 214–3476 528–3598 42–4866 Z -val = −0.2143 Z -val = 1.2554 Z -val = N.A

Mean length of the branches (μm) 2nd order 695 1058 433 NS NS NS

SD 865 1315 494 P = 0.4813 P = 0.2573 P = 0.5737

Min–max 61–2648 50–4045 47–1976 Z -val = 0.7042 Z -val = 1.1329 Z -val = N.A

Mean length of the branches (μm) 3rd order 452 342 253 S NS NS

SD 244 342 236 P = 0.0416 P = 0.6163 P = 0.3176

Min–max 159–884 34–1022 27–794 Z -val = 2.0379 Z -val = 0.5011 Z -val = N.A

Mean length of the branches (μm) 4th order 247 263 132 S NS NS

SD 104 280 76 P = 0.0356 P = 0.3004 P = 0.4452

Min–max 150–405 64–853 31–269 Z -val = 2.101 Z -val = 1.0356 Z -val = N.A

Mean length of the branches (μm) 5th order 141 115 79 S NS NS

SD 68 86 39 P = 0.0296 P = 0.4423 P = 0.2949

Min–max 65–264 44–295 20–152 Z -val = 2.1748 Z -val = 0.7684 Z -val = N.A

Mean number of nodes 61 31 124 NS S NS

SD 50 30 88 P = 0.0809 P = 0.003 P = 0.3417

Min–max 2–088 2–090 18–299 Z -val = −1.7453 Z -val = −2.9713 Z -val = N.A

Mean number of terminals 62 34 125 NS S NS

SD 50 30 88 P = 0.0863 P = 0.0033 P = 0.3417

Min–max 3–090 3–092 19–300 Z -val = −1.715 Z -val = −2.94 Z -val = N.A

Mean number of terminal boutons 351 194 307 NS NS NS

SD 342 214 247 P = 0.9756 P = 0.3122 P = 0.3823

Min–max 38–1056 0–602 33–864 Z -val = 0.0306 Z -val = −1.0106 Z -val = N.A

For statistical analysis (“Stat” columns), we used a Wilcoxon rank sum test which performs a two-sided rank sum test for two independent unequal-sized samples

(Hollander and Wolfe, 1973; Gibbons, 1985). In red, significant differences between groups.
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In cerebral cortex, the huge mass of axonal wiring that carries information between
near and distant neurons is thought to provide the neural substrate for cognitive and
perceptual function. The goal of mapping the connectivity of cortical axons at different
spatial scales, the cortical connectome, is to trace the paths of information flow in cerebral
cortex. To appreciate the relationship between the connectome and cortical function,
we need to discover the nature and purpose of the wiring principles underlying cortical
connectivity. A popular explanation has been that axonal length is strictly minimized both
within and between cortical regions. In contrast, we have hypothesized the existence of a
multi-scale principle of cortical wiring where to optimize communication there is a trade-off
between spatial (construction) and temporal (routing) costs. Here, using recent evidence
concerning cortical spatial networks we critically evaluate this hypothesis at neuron, local
circuit, and pathway scales. We report three main conclusions. First, the axonal and
dendritic arbor morphology of single neocortical neurons may be governed by a similar
wiring principle, one that balances the conservation of cellular material and conduction
delay. Second, the same principle may be observed for fiber tracts connecting cortical
regions. Third, the absence of sufficient local circuit data currently prohibits any meaningful
assessment of the hypothesis at this scale of cortical organization. To avoid neglecting
neuron and microcircuit levels of cortical organization, the connectome framework should
incorporate more morphological description. In addition, structural analyses of temporal
cost for cortical circuits should take account of both axonal conduction and neuronal
integration delays, which appear mostly of the same order of magnitude. We conclude
the hypothesized trade-off between spatial and temporal costs may potentially offer a
powerful explanation for cortical wiring patterns.

Keywords: axon, cerebral cortex, communication, connectome, dendrite, networks, optimization, Ramón y Cajal

INTRODUCTION

“That apparent disorder of the cerebral jungle, so different from
the regularity and symmetry of the spinal cord and of the cere-
bellum, conceals a profound organization of the utmost subtility
which is at present inaccessible”

(p. 395, Cajal, 1937).

Communication has been defined as the flow of informa-
tion between a transmitter, generating a signal, and a receiver,
reconstructing a signal after its passage through a noisy chan-
nel (Shannon, 1948). In his theory of dynamic polarity, Cajal
(1899) had correspondingly divided a neuron, the fundamen-
tal unit of the brain, into three functional compartments: a
receptor apparatus (soma and dendrites), an emission appara-
tus (axon), and a distribution apparatus (terminal axon arbor).
Significantly, Cajal’s inferences about how axonal and dendritic
wiring are used to communicate derived from anatomical data
only. Physiological experiments confirmed Cajal’s inferences con-
cerning neural communication: an action potential (signal) gen-
erated by one neuron propagates along its axon and via a noisy
synaptic connection (channel) induces a response in the soma

and dendrites of other neurons (see Purves et al., 2007). The
notion of individual neuron polarity, though modified, remains
a foundation of our understanding of neural communication
in cerebral cortex (see DeFelipe, 2010). Mapping cortical con-
nectivity is, therefore, vital to defining the channels of infor-
mation flow underlying cortical function in both health and
disease.

Recent technical advances now offer significant improvements
in mapping the apparent disorder of the “cerebral jungle” across
a range of spatial scales. Large-scale serial electron microscopy
(EM) of gray matter volumes (<1 mm3) can be used to map
the fine structure of cerebral cortex (Mishchenko et al., 2010;
Bock et al., 2011). Trans-synaptic viral tracing methods now
make it possible to visualize multiple stages of synaptic connectiv-
ity (Wickersham et al., 2007). Combinatorial fluorescent protein
labeling methods are used to separately color the processes of
many individual neurons simultaneously to aid multiple axon
tracing (Lichtman et al., 2008). Combined magnetic resonance
imaging (MRI) techniques are now used to reconstruct the whole
cortico-cortical pathway network for an individual brain in vivo
(Hagmann et al., 2010). Thus, the future promises to yield far
more mapping data concerning cerebral cortex.
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Yet mapping cortical connectivity will not in itself tell us how
cerebral cortex works (see Douglas and Martin, 2011). Indeed,
even with these technical advances, the huge number of neu-
rons and synapses per cortical hemisphere make constructing a
whole map of synaptic connections or connectome impractical
(Lichtman et al., 2008; DeFelipe, 2010). From available mapping
data we need to discover the general organizing principles of the
“cerebral jungle” and to infer what purpose these principles may
serve in terms of cortical function.

To explain brain design, Cajal (1899) proposed that neuronal
morphology was regulated by distinct organizing principles that
sought to separately conserve cellular material (“wire”), conduc-
tion delay, and brain volume. Contemporary research on brain
design has focussed predominantly on the wiring minimization
principle (Mitchison, 1991; Cherniak, 1994; Chklovskii et al.,
2002). Strong claims have been made that this organizing prin-
ciple alone can explain, for example, the intracortical wiring
underlying functional maps (Koulakov and Chklovskii, 2001).
Recent studies suggest, however, that individual cortical neuron
morphology (Budd et al., 2010; Cuntz et al., 2010) and neural
networks are not organized by wire minimization only (Ahn et al.,
2006; Kaiser and Hilgetag, 2006; Bassett et al., 2010).

We have previously proposed a multi-scale wiring principle for
optimizing neuronal network communication in cerebral cortex
(Budd et al., 2010). This hypothesis states that the conservation
of cellular material (construction cost) is traded-off against the
need to minimize conduction delay (routing cost). Indeed, for a
modest excess of cellular material, this trade-off promotes precise
and rapid communication in cerebral cortex, which has implica-
tions for our understanding of neural coding and synchrony (see
Uhlhaas et al., 2009).

The main purpose of this article is to critically review recent
evidence to discover how well this hypothetical wiring principle
may explain cortical connectivity across different spatial scales.
The article is not intended as a review of the cortical connectome
approach per se but it does examine the utility of this framework
to help evaluate this and other hypothetical wiring principles. We
begin with a brief introduction to spatial networks and its appli-
cation to different levels of cortical organization before evaluating
evidence relating to the hypothesis.

SPATIAL CORTICAL NETWORKS: NEURONS, CIRCUITS, AND
PATHWAYS
Graph theory is a powerful technique for the mathematical
abstraction of real world problems (see Newman, 2010). Box 1
offers a short introduction to relevant graph theory concepts and
notation. Briefly, in a network each distinct entity of a given sys-
tem is represented by a single vertex and the pairwise relations
and processes between these entities is represented by an edge
(see Box 1; for further details, see Cormen et al., 2001). The net-
work configuration describes all possible paths of information
flow within the system. A graph theoretic approach is applicable,
therefore, if a system can be viewed as a collection of distinct yet
inter-related objects.

Neural systems can be decomposed into distinct objects and
pairwise relations. For example, pre- and post-synaptic neurons
are related yet distinct objects in a neural system as are, at a

more basic level, the individual branches of a neuron’s axonal
or dendritic tree. But applying graph theory to model a neu-
ral system naturally requires assumptions to be made about the
system’s architecture. Characterizing an entire axonal pathway
by a single edge, for instance, does not capture how informa-
tion is distributed by the divergence/convergence of presynaptic
axons in the target structure. Hence, it is important to be mindful
of model assumptions and granularity when making inferences
about cortical function from network models.

To construct a realistic biological network, the entities and
pairwise relations in the biological system must be mathemati-
cally defined using available empirical evidence. When existing
knowledge is insufficient or conflicting, however, it is necessary
to either exclude certain system properties from consideration
or make explicit assumptions regarding the system to resolve the
issue. Once constructed, measures can be taken to describe the
characteristics of the biological network and the results compared
with those of artificial networks generated using hypothesized
principles of organization. The degree of similarity between arti-
ficial and biological network characteristics can then be used to
determine whether the hypothesized organizing principle mer-
its further investigation, requires modification, or should be
rejected. Here, we focus on spatial cortical networks, where ver-
tices and edges have a physical correspondence to the anatomy
of cerebral cortex. While not ignoring the importance of other
relevant parameters, for reasons of available data we concentrate
on two main costs in neuronal communication: conduction delay
and cellular material.

SPATIAL NETWORKS
A spatial network is a graph whose vertices have spatial coordi-
nates and where measurements are taken with respect to their
physical space (Barthélemy, 2011). In spatial cortical networks,
each vertex represents a distinct neural feature in cerebral cor-
tex with anatomical coordinates and each edge represents an
uninterrupted path of communication between a vertex pair.

In an unweighted spatial network, analysis is directed toward
understanding the relationship between space and topology in a
given system, e.g., what connectivity patterns exist between par-
ticular groups of neurons? In the last decade or so, networks
whose topology is neither entirely regular nor entirely random—
complex networks—have generated considerable interest because
of their ability to account for the organization of large-scale bio-
logical, physical, and social system using simple connectivity rules
(Newman, 2010). In small world complex networks, for instance,
the average path length between any given vertex pairs is reduced
by incorporating a small percentage of long-distance connections
in a network of mostly short-range regular connections (Watts
and Strogatz, 1998). In scale-free complex networks, the vertex
degree (see Box 1) distribution is described by a power law in
which there are a small fraction of highly connected vertices called
hubs (Barabási and Albert, 1999). Analyzing network partitions,
subgraphs, may reveal further structural complexity. The condi-
tional probability of a vertex pair being additionally connected to
a third vertex is termed clustering, which is high in complex but
low in random networks (Watts and Strogatz, 1998). Relatedly,
when a given set of vertices has more connections in common
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Box 1 | Graph Theory.
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than with other vertices, the subgraph is considered a (vertex)
community or module (Girvan and Newman, 2002). Subgraphs
with frequently repeating patterns of connectivity are termed
network motifs (Milo et al., 2002).

In a weighted spatial network, analysis is focused on the rela-
tionships among cost, space, and topology, e.g., how much does
a specific spatial and/or topological arrangement of neural fea-
tures cost? Global network metrics are often used to address such
questions. The total cost of the network is equal to the sum of
all weighted network edges. For example, when edge cost is pro-
portional to the Euclidean distance between a vertex pair the
total cost gives the spatial construction cost of the network. In
this article, distance will refer to Euclidean distance unless other-
wise stated. A complementary metric is global routing cost, which
is the average or total path length of a network. There are two
alternative measures of routing cost. Latora and Marchiori (2001)
have defined network efficiency as the inverse of the shortest path
length and the average efficiency over all vertex pairs as a measure
of global efficiency. Gastner and Newman (2006) have proposed
route factor as a measure of efficiency for trees, the mean of metric
path length divided by radius from root to all vertices.

How a system is represented graphically influences what can
be inferred about its communication or processing character-
istics. Figure 1 illustrates this point by comparing the shortest
path length in unweighted (Figure 1A) and weighted network
representations (Figure 1B) for the same toy problem. Recall

that path length is measured differently between weighted and
unweighted networks (see Box 1). In the unweighted represen-
tation, the use of directional edges removes one of two possible
paths connecting vertex A to vertex D (Figure 1C). So if the
directions of information flow were known for the system but
not incorporated in the network model, inferences concerning
the directness of communication would be distorted; the undi-
rected network would allow information to flow along paths that
were impossible in the real system. Similarly, the shortest length
path in the unweighted network representation (Figure 1A, left)
is the one with the fewest hops whereas in the weighted net-
work representation of the same system (Figure 1B) it is the path
with the lowest total cost (see Figure 1C). This means that the
choice of graphical representation can for the same system iden-
tify different shortest paths, though this choice may be dictated by
available data.

In network design, simultaneously minimizing both construc-
tion and routing costs is considered an intractable (NP-hard)
optimization problem because these are conflicting objective
functions (Hu, 1974; Alpert et al., 1995; Khuller et al., 1995;
Wu et al., 2002; Gastner and Newman, 2006). Figure 2 illus-
trates how a trade-off between these conflicting objective func-
tions affects the structure of a spatial network. Here, optimizing
total weight (construction cost) only leads to a minimum span-
ning tree (Figure 2A, left) or, if additional vertices are inserted,
a Steiner minimal tree design (Garey and Johnson, 1979). In

FIGURE 1 | Shortest path for the same problem can be different

depending on the type of network representation used. An example
network consists of four labeled vertices A, B, C, and D. The aim is to
find shortest path between vertex A to vertex D. (A) Unweighted
network representation. The topology of undirected (left) and directed
versions (right) is shown graphically (top) with their corresponding
adjacency (connectivity) matrices below (bottom). Brown lines show
shortest paths. Red cross indicates a counter-directional edge, which

creates an invalid path from vertex A to vertex D. (B) Weighted network
representation. Graphical representation (top) of an undirected weighted
graph with values of weights (distance) shown next to edges and
recorded in the cost or weight matrix below (bottom). Note in the cost
or weight matrix the absence of an edge is recorded as an infinite cost
(“inf”) while in adjacency matrix it is recorded as zero. (C) Summary
table for path length results corresponding to each type of network.
Shortest paths are shown in bold brown text.
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FIGURE 2 | Spatial and temporal cost trade-off alters arbor

morphology. An example network consists of 80 labeled vertices (small
yellow filled circles) plus a root vertex (large green filled circle). Here, total
wiring cost = spatial cost + (β × temporal cost), where the parameter β,
which varies between 0 and 1, is used to trade-off spatial construction cost
against temporal routing cost. (A) Artificial arbor structures optimized for
different values of a cost trade-off parameter, β = 0.0 (spatial cost

optimization, left), 0.8 (mixed cost optimization, middle), and 1.0 (temporal
cost optimization, right). (B) Relative communication costs vary as a
function of the trade-off parameter. Relative spatial cost (wire length)
increases with β rapidly when β > 0.8, while relative temporal cost (path
length) steadily decreases with β. Costs at equilibrium around β = 0.8.
Artificial arbors were generated using Gastner and Newman (2006)
algorithm.

contrast, optimizing average/total path length only (routing cost)
generates a star tree (Figure 2A, right), where there is direct
connection from a central hub to each remaining vertex to
create a hub-and-spoke design. Instead, a suboptimal minimiza-
tion of construction cost permits a low routing cost (Figure 2A,
middle). Figure 2B shows the relative change in communica-
tion costs in this spatial network for different values of β, a
parameter that trade-offs spatial construction cost against tem-
poral routing cost. When β = 0 then spatial cost is minimized
and temporal cost maximized. Whereas when β = 1, the situa-
tion is reversed. Between these extremes, temporal cost decreases
monotonically with increasing β while simultaneously spatial cost
increases slowly until after the equilibrium point (β = 0.79) when
it increases rapidly.

Here, the purpose of network analysis is to generate exper-
imentally testable hypotheses to help advance our understand-
ing of cortical organization and dynamics in health and dis-
ease (Bassett and Bullmore, 2009; Sporns, 2011; Leergaard
et al., 2012—see Frontiers in Neuroinformatics Research Topic
“Mapping the connectome: Multi-level analysis of brain connec-
tivity”). To date, all network analysis suggests cortical connec-
tivity has non-random, complex network characteristics (Sporns,
2011). In the following parts, we will discuss results obtained with
multi-scale spatial analysis of cortical organization.

SPATIAL SCALES OF CORTICAL ORGANIZATION
A connectome is a graph theoretic construct used to describe
neural architecture at different spatial scales in terms of neural
elements (vertices) and neural connections (edges) (see Sporns
et al., 2005). Ideally, each edge should be annotated with a range
of associated properties to completely describe its anatomical and
physiological connection characteristics including axonal length
and conduction delay. In the Human Connectome proposal,
Sporns et al. (2005) argued that the organization of cerebral cor-
tex could be viewed at three distinct spatial scales: microscopic
(micron spatial resolution of the processes of individual neurons
and synapses), mesoscopic (hundreds of micrometers spatial res-
olution of cortical columns and local circuits), and macroscopic
(millimeter spatial resolution of brain regions and pathways).
This framework elegantly utilizes the generality of graph theory
to abstract anatomical entities and their relationships at differ-
ent spatial scales of cortical organization. To understand brain
structure as a whole, DeFelipe (2010) argues we need to possess
connectomes for each spatial scale.

But the term “connectome” may be used too loosely (Kasthuri
and Lichtman, 2007; DeFelipe, 2010). EM is required to
confirm the presence of a synaptic connection (Peters et al.,
1991) otherwise putative synaptic connectivity can only be
inferred from the close spatial proximity such as axonal-dendritic

Frontiers in Neuroanatomy www.frontiersin.org October 2012 | Volume 6 | Article 42 | 41

http://www.frontiersin.org/Neuroanatomy
http://www.frontiersin.org
http://www.frontiersin.org/Neuroanatomy/archive


Budd and Kisvárday A communication cost wiring principle

membrane apposition (microscopic scale) or regional termi-
nation pattern (macroscopic scale) as is done in most stud-
ies using confocal microscopy. Consequently, a connectivity
(adjacency) matrix constructed from axonal tracing but lacking
ultrastructural confirmation might more accurately be referred to
as a “projectome” (Kasthuri and Lichtman, 2007). Additionally,
a connectome whose connectivity has been confirmed by EM
might better be called a “synaptome” (DeFelipe, 2010). For
the sake of simplicity, we use the term “connectome” here to
mean the accurate structural description of connected neural
elements.

The Human Connectome scheme has some degree of cor-
respondence with the Levels of Brain Organization approach
(Shepherd, 1990). In this the top level is concerned with map-
ping systems and pathways level, which relates directly with the
macroscopic scale. The next level describes the local circuit level,
defined as regional groups of interconnected neurons, which
matches with the microscopic scale. However, the correspondence
breaks down because the levels approach appears to lack a meso-
scopic scale and the Connectome scheme lacks both a neuron
level—discrete nerve cells as morphological entities with inte-
grative properties—and a microcircuit level—stereotyped patterns
of synaptic connections forming neuronal subunits. While the
advantages of having a well-defined mesoscopic scale in cerebral
cortex are clear (Bohland et al., 2009), no precise, and univer-
sal defintion currently exists (Horton and Adams, 2005; da Costa
and Martin, 2010; Rockland, 2010). Here the problem lies in the
fact that there is no consensus what should be the measure of
dimension of mesoscopic connections.

COMMUNICATION COSTS AT DIFFERENT SPATIAL SCALES
To evaluate the proposed multi-scale wiring principle, we now
examine the results from the analyses of graphical representa-
tions of cortical organization at three different spatial scales (see
Figure 3): neuron, local circuit, and pathway scales. The reason
for choosing these scales is that they offer a simple hierarchi-
cal organization of cerebral cortex into individual functional
elements, connectivity within a cortical region, and connectiv-
ity between cortical regions, respectively. Local circuit (micro-
scopic) and pathway (macroscopic) scales are represented in
both approaches discussed in the previous section. But this
scheme includes a neuron scale, which is absent in the Human
Connectome proposal, because we are interested in how commu-
nication costs may have shaped neuronal morphology as well as
cortical circuits. We recognize that this scheme limits our con-
sideration to specific spatial scales and so may neglect subtle
intermediate-scale wiring strategies.

NEURON SCALE
To explain qualitative observations made from Golgi impreg-
nated neurons, Ramón y Cajal proposed that neuronal morphol-
ogy is controlled by laws separately conserving cellular material
(“wire”), conduction delay (time), and brain volume (Cajal,
1899). Cajal did not attempt to quantify these relationships nor
explain how they might interact. But he noted that in some
cases the conservation laws might conflict “sacrificing economy
of matter in favor of economy of time” (Cajal, 1899), which

FIGURE 3 | Elementary graphical representations of cortical

organization at different spatial scales. (A) Neuron scale. Each vertex
represents the location of a cellular landmark obtained from the 3D
reconstruction of individual axonal or dendritic arbors (e.g., location of the
presynaptic terminal boutons) with an undirected edge representing the
section of membrane linking these vertices either by the actual path length
or the direct distance between a vertex pair. (B) Local Circuit scale. Each
vertex represents the somatic location of a single neuron with a directed (or
undirected) edge representing the sum of the axonal and dendritic lengths
connecting a pair of neuronal somata. (C) Pathway scale. Each vertex
represents a distinct cortical brain region in grey matter with a directed (or
undirected) edge representing the axonal fiber tract connecting a pair of
cortical regions, where its length describes the actual path or direct
distance of its course within white matter.
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pre-dates observations made regarding cost trade-offs in network
design (Section “Spatial Networks”).

To explain features of neuronal morphology and synaptic con-
nectivity, research initially focussed almost exclusively on the role
of conserving cellular material or wire length—the wiring mini-
mization principle (Mitchison, 1991; Cherniak, 1994; Chklovskii
et al., 2002). The ability of this solitary principle to explain con-
nectivity has been highly influential in shaping thinking about
brain design and explaining CNS connectivity (Chklovskii and
Koulakov, 2004). For example, it was claimed that the wiring
minimization principle could completely explain the wiring pat-
tern of the roundworm C. elegans (Cherniak, 1994), the only fully
mapped CNS connectome.

In recent years, however, a steady accumulation of evidence
has eroded the over-riding importance of wire length minimiza-
tion. In particular, the wiring pattern of C. elegans connectome
is not strictly minimized for wire length because of the exis-
tence of long-range connections, which runs counter to the wiring
minimization principle (Ahn et al., 2006; Kaiser and Hilgetag,
2006). The dominance of the wiring minimization principle,
however, resulted in less attention being given to the other con-
servation laws of conduction delay and volume minimization and
to understanding how these distinct laws interact. To redress the
balance, two recent studies independently investigated Cajal’s laws
of material and conduction delay conservation in relation to the
axonal and dendritic arbors of individual neocortical neurons,
respectively.

Axon arbors
To analyze the wiring characteristics of single intracortical axon
arbors, Budd et al. (2010) applied a range of graph theory opti-
mization techniques to 19 in vivo reconstructions of excitatory
spiny (pyramidal and spiny stellate) and inhibitory basket cells
(Buzás et al., 2001; Kisvárday et al., 2002; Buzás et al., 2006). A
3D graphical representation was constructed for each axon arbor
(see Figure 3A). Here, each fixed vertex corresponded to one of

the thousands of putative presynaptic axonal boutons associated
with the arbor plus a root vertex to represent the axon origin.
The edges linking these vertices represented the arrangement of
axon branches and collaterals in the arbor reconstructions. Edge
weight was determined from the distance between the locations
of connected vertex pairs. Total axonal wire length and average
path length metrics were used to compare biological axon arbors
against cost optimized artificial arbors.

Neocortical axon arbors were not strictly minimized for either
total axonal length or average path length; arbors used approxi-
mately 10–20% more axonal length than strictly necessary (Budd
et al., 2010). Axon arbors used this excess wire to substantially
improve average path length from axon origin to axonal bou-
tons (Figure 4A). Strictly minimizing wire length only generated
artificial arbors with a tortuous morphology and poorer average
path lengths. In contrast, when artificial arbors were strictly min-
imized for path length only, they used a huge amount of axonal
wire. Excess axonal wire in biological arbors was associated with
branching close to the parent cell body and internodal axon seg-
ments lacking any boutons, which were often found between ter-
minal branch clusters. Extrapolating from reported intracortical
axon conduction velocity values (e.g., Luhmann et al., 1990),
axonal path length distributions in this study suggested a narrow
temporal dispersion of axonal latency within an arbor and a tight
relationship between axonal latency and cortical distance (Budd
et al., 2010). This prediction receives some support from the
strong correlation between EPSP latency and cortical distance in
the connections from layer 4 spiny neurons to layer 2/3 interneu-
rons observed in vitro (see Figure 3C in Helmstaedter et al., 2008).
Due to their greater branching complexity, the estimated axonal
latencies of inhibitory basket cell were less dispersed than those
of excitatory spiny cell axons. Thus, as expected for spatial net-
works generally (see “Spatial Networks”), neocortical axon arbors
appear to trade-off communication costs using a small amount of
extra axonal wire to ensure rapid and temporally precise signal
propagation.

FIGURE 4 | Communication cost trade-off at Neuron scale of cortical

organization. (A) Similar degree of trade-off between path length and wire
length economy of intracortical spiny (left) and basket cell axon arbors (right)
between corresponding path length optimized star trees and wire length
optimized minimal spanning trees (MST), which were all more economical

than random arbors (Reprinted from Budd et al., 2010). (B) Examples of spiny
pyramidal cell dendritic arbors generated using different trade-off balancing
factor (bf ) values show that the most realistic looking arbor was obtained for
bf = 0.7 (Reprinted from Cuntz et al., 2010). Note bf parameter is equivalent
to β parameter in Figure 2.
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It should be mentioned that little is known about the trade-
off across different species and neuronal types. The above study
examined intracortical axons from adult cat primary visual cor-
tex only and did not examine other neuronal types accounting
for 10–15% of all neocortical neurons (see Budd et al., 2010).
It would be interesting to know whether the communication
cost trade-off extends universally to other neuronal types (typ-
ically short-axon types), cortical areas and species. In addition,
axon diameter was not considered as an optimizing parameter
in this study for reasons of computational complexity and mea-
surement accuracy (see “Cortical Network Design Problem”).
Finally, like other structural analyses, this study extrapolated
temporal characteristics from published estimates of axonal con-
duction velocity. This general limitation of structural network
analyses is examined in more detail later (see “Physiological
Considerations”).

Dendritic arbors
To investigate how Cajal’s principles might shape dendritic arbor
morphology, Cuntz et al. (2010) “grew” artificial arbors starting
from a single root vertex and then incrementally added edges
to connect a set of sample (carrier) points. These sample points
were selected uniformly at random from a 3D probability den-
sity distribution of branch and terminal points derived from
multiple morphological reconstructions of actual pyramidal cell
dendritic arbors in a specific cortical layer. At each iteration, a
minimal spanning tree (MST) algorithm connected the existing
arbor to the carrier point with the next lowest total cost until all
points were connected to the tree (Cormen et al., 2001). Total
cost was equal to the total wire length plus path length cost,
which was multiplied by a balancing factor, bf (equivalent to β

in Figure 2). For bf = 1, wire length and path length costs were
treated equally; when bf = 0 then path length cost was ignored,
minimizing wire length only. This approach has been previously
applied to spatial network design problems outside neuroscience
(Alpert et al., 1995; Gastner and Newman, 2006). Spatial jitter was
randomly added to the artificial arbor vertices to mimic branch
tortuosity in the neuropil. To estimate neuronal electrotonic
cable properties, Cuntz et al. (2010) applied a radius-dependent
dendritic diameter-tapering rule to the edges of the final artifi-
cial arbor to obtain the average electrotonic compartment size.
Artificial arbors were morphologically compared with biological
arbors using branch order and path length distributions and Sholl
analysis descriptive statistics (Sholl, 1953).

Pyramidal cell dendritic arbors, regardless of cortical lam-
ina, were best approximated by artificial arbors with a balancing
factor of around 0.7 (Figure 4B). With a lower balancing fac-
tor, dendritic morphology was more tortuous and had a much
greater average compartment size than observed in correspond-
ing biological arbors. But Cuntz et al. (2010) noted pyramidal
dendritic arbors had greater variability than dendritic trees in
other neural structures. Interestingly, with a forest of growing
arbors competing for carrier points, Cuntz et al. (2010) were
able, by making each carrier point exclusive to the first arbor to
which it became attached, to reproduce realistic individual artifi-
cial arbors and spatial tiling at the same time. These simulations
demonstrate for the first time how balancing individual arbor

communication costs may also conform to Cajal’s law of brain
volume conservation.

This study is, however, open to a number of criticisms. First,
while artificial and biological pyramidal dendritic arbors visu-
ally appeared highly similar, no statistical tests for the degree of
fit were reported. Second, to replicate the morphology of whole
arbors the algorithm had to grow the apical tuft of an artifi-
cial neuron separately from its basal dendritic tree (see Cuntz
et al., 2010). This suggests that the current algorithm might
find it difficult to automatically reproduce more sparsely con-
nected structures such as large axon arbors (e.g., Buzás et al.,
2006). Third, the study was restricted to reproducing the morpho-
logical charcteristics of pyramidal cell dendritic trees neglecting
those of other cortical neuronal types, notably aspiny or smooth
type cortical neurons. Finally, it is not clear what biological
mechanism could reproduce the results of the growth algorithm
that appears to require global knowledge of vertex positions to
compute total cost.

Arbor self-similarity
Relatedly, the morphology of neocortical axon and dendritic
arbors have been separately described as possessing statistical self-
similarity (e.g., Tettoni et al., 1998; Binzegger et al., 2005; Rothnie
et al., 2006; Wen et al., 2009), implying common principles of
arbor construction across a range of spatial scales.

To gain insight into the morphological diversity of afferent
axon arbors innervating cerebral cortex, Tettoni et al. (1998)
examined the metric and topological characteristics of 3D recon-
structions of twenty-two callosal afferent axons from the area
17/18 border of cat visual cortex and seventeen thalamocorti-
cal afferent axons projecting from mouse ventrobasal thalamic
nucleus to primary somatosensory cortex. Although these visu-
ally distinct axons derived from different species and represented
different arbor types, they were similar metrically and topolog-
ically. Metrically, arbor types did not differ significantly in total
axonal length, total number of branches, or branching angles. The
topology of the two types of arbor proved highly similar when
compared for maximal branching order (centripetal ordering
scheme) and the distribution of branch order per arbor. However,
arbor types were distinguishable in at least two respects. First,
single thalamocortical arbors had on average five times more bou-
tons with a higher proportion of branches with boutons than
callosal arbors. Second, arbor types differed in their relation-
ship between branch order and branch length: as branch order
increased (distal to proximal direction), the individual branches
of callosal axons tended to lengthen while thalamocortical axon
branches shortened. Although there was individual arbor vari-
ability, this study suggests that corticocortical and corticothalamic
afferent axons may share a common topology and differ only in a
few metric parameters.

In a complementary study, Binzegger et al. (2005) system-
atically investigated the metric, topological, and fractal self-
similarities of 3D reconstructions of spiny, smooth, and thalamic
axon arbors intracellularly labeled in adult cat visual cortex (n =
39 axons). Here, each axon arbor was represented graphically with
its edges corresponding to the axon’s branch collaterals. Each edge
was assigned a length corresponding to the length of the branch
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collateral and labeled to denote its topological order according
to the Strahler centripetal scheme (see MacDonald, 1983). Arbor
complexity was measured using the fractal box-counting dimen-
sion (see Addison, 1997). Binzegger et al. (2005) found that
while smooth cell axon arbors branch more frequently than spiny
cell axons (see also Budd et al., 2010) these arbors have similar
branch length distributions. In addition, they reported the mor-
phological diversity amongst arbor types masked a highly similar
branching topology and statistical self-similarity (1.2–1.9 average
fractal dimension). Smooth cell axons tended to exhibit greater
complexity than either spiny or thalamocortical arbors. Although
the majority of arbors showed statistical self-similarity, it remains
unexplained why nearly 18% of arbors studied did not appear
fractal-like. Together, the results of Tettoni et al. (1998) and
Binzegger et al. (2005) imply a common principle of construction
for thalamocortical and both extrinsic and intrinsic corticocor-
tical axon arbors, where arbor topology is type-invariant but
metric parameter values vary to alter axon branching patterns and
synaptic bouton density.

In analyzing the basal dendritic arbors of pyramidal cells,
Wen et al. (2009) reported evidence of a statistical self-similarity
in the shape of 3D arbor reconstructions from cat visual cor-
tex and a scaling correlation between arbor radius and dendritic
length for these and more than two thousand 2D arbor images
from primate neocortex. To explain these results, Wen et al.
(2009) initially hypothesized that dendritic arbors sought only
to maximize the number of different combinations of poten-
tial synapses, axon and dendritic appositions within a dendritic
spine’s length (Stepanyants and Chklovskii, 2005). Yet this uncon-
strained objective function (entropy maximization) generated
space-filling artificial arbors with a tortuous morphology, because
the branches sought both to maximize total arbor volume and
spread out to avoid receiving multiple potential synapse from the
same axon. When the objective function was constrained by path
length cost (conduction delay), however, the less tortuous artifi-
cial arbor morphology was more realistic. This result highlights
the importance of conduction delay conservation as a constraint
on neuronal arbor design and communication.

In a bold unifying approach, Snider et al. (2010) proposed that
all axonal and dendritic arbor types could be described by a single
truncated Gaussian spatial density function (envelope of aver-
aged arbor branching density). Yet a unimodal kernel cannot, for
instance, properly portray the spatial clustering of axon terminals
observed within the extent of long-range basket and pyramidal
cell axon arbors (e.g., Kisvárday et al., 2002; Binzegger et al., 2005,
2007; Budd et al., 2010). Moreover, this approach had to describe
separately the apical and basal dendritic trees of the same pyra-
midal neuron (Snider et al., 2010). Although Snider et al. (2010)
acknowledged their approach was not directly concerned with
branching topology, this work does emphasise the universality of
dense arbor branching close to the parent cell body, identified as
a source of excess wire length that helps reduce average axon path
length (Budd et al., 2010).

Summary
Structural evidence for balanced communication costs in single
cortical axons and dendritic arbors appears compelling, though

it remains to be seen whether this wiring principle is univer-
sal across all neuronal types, cortical regions, and species. To
test structural predictions, in vivo two-photon calcium imag-
ing microscopy might be used to reconstruct the morphology
of single cortical axon and dendritic arbors and then measure
the latency of signal propagation at various arbor locations (e.g.,
Katona et al., 2011). However, as the field of view of two-photon
microscopy is currently limited to less than 1 mm it would pro-
vide only a partial test for axon arbors (Katona et al., 2011).

Importantly, the results together suggest intracortical axon
and dendritic arbors may well follow the same wiring princi-
ple. If so this principle has at least three advantages for efficient
cortical design. First, it may provide the basis for arbor scal-
ing because it will, unlike wire length minimization, allow for
the addition of branches without significantly degrading com-
munication. Second, time and distance in cerebral cortex will be
strongly and positively correlated to promote temporal coherence
between simultaneously excited but equidistant sources. Third, it
implies a highly efficient genetic encoding of morphological neu-
ronal differentiation may account for neuronal diversity though
variation in the expression of relatively few molecular factors (see
Dent et al., 2011). We next consider whether this wiring principle
applies at larger spatial scales of cortical organization.

LOCAL CIRCUIT SCALE
Although individual axonal and dendritic arbors may separately
trade-off structural communication costs, it cannot be assumed
that these necessary conditions are together sufficient for local
cortical circuits to also trade-off communication costs. When
constructing graphical representations of local cortical circuits,
edge lengths must combine both the axonal path length from
presynaptic cell body and dendritic path length from synapse
to postsynaptic cell body (see Figure 3B). This means that axo-
somatic or axoaxonic connections should tend to be less costly
than axodendritic synapses, which are by far the most common
variety of cortical synapse (Beaulieu and Colonnier, 1985; Schüz
and Palm, 1989; Beaulieu et al., 1992). Somatic size limits the
number of axosomatic connections to at most a few hundred
(Fariñas and DeFelipe, 1991). Nonetheless these synaptic inputs
probably have a robust influence on firing due to the closeness
of their synapses to the action potential initiation zone, such as
inhibitory basket cell axons and axoaxonic cell contacts regulating
the phase of oscillatory firing (e.g., Cobb et al., 1995; Klausberger
et al., 2003). On the other hand, the spatially extended dendritic
arbors allow cortical neurons to each receive thousands of synap-
tic inputs (Feldman, 1984; Larkman, 1991). In deciding whether
communication costs have been optimized in local cortical cir-
cuits, however, we need to know whether particular types of axon
are constrained to target subcellular domains of dendritic arbors
in cerebral cortex (see Somogyi et al., 1998). If so then a fixed
offset should be subtracted from the edge length to compensate
for this constraint. Yet the evidence that different types of axonal
pathways innervate distinct subcellular domains of postsynap-
tic neurons is not clear-cut, e.g., thalamocortical axons (Ahmed
et al., 1994; Bagnall et al., 2011 cf. da Costa and Martin, 2011).

Due to the lack of morphologically reconstructed local cor-
tical circuits, there have to our knowledge been no published
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empirical studies of structural communication costs in cerebral
cortex at this scale. Instead we will focus on what is known about
the network topology of perhaps the most studied subcircuit of
neocortex.

Layer 5 networks
To investigate the topology of local circuits, network analysis has
been applied to data obtained from multiple simultaneous in vitro
electrophysiological recordings of thick tufted layer 5 (TTL5)
pyramidal cells taken from immature rat neocortical slice prepa-
rations (Song et al., 2005, postnatal day, P12–20; Perin et al., 2011,
P14–16). Using differential infra-red microscopy, this cell type is
readily identifiable for recording because of its relatively large cell
body (Markram et al., 1997). Consequently, the electrophysiol-
ogy, morphology, and synaptic properties of TTL5 neurons have
been studied extensively in vitro (Chagnac-Amitai and Connors,
1989; Larkman, 1991; Markram et al., 1997). TTL5 pyramidal cell
networks, which are sparsely interconnected via recurrent collat-
erals (∼10%) (Markram et al., 1997), are of interest because they
may be able to generate coherent theta-band oscillatory activity
in neocortex (Chagnac-Amitai and Connors, 1989; Budd, 2005).

To investigate the degree of randomness in local cortical circuit
connectivity, Song et al. (2005) analyzed quadruple whole-cell
recordings of over 800 TTL5 pyramidal neurons in visual cor-
tex obtained in a previous study (Sjöström et al., 2001). In
these quadruple recordings, action potentials were evoked in each
neuron in turn while recording the strength of any excitatory
postsynaptic response in the remaining cells. Song et al. (2005)
used these data to construct directed graphs for each quadruple
recording group. They concentrated their analysis on three neu-
ron groups for which there are 16 topologically distinct possible
subgraph configurations. By generating random networks using
their own estimates of unidirectional and reciprocal connection
probabilities, Song et al. (2005) reported the existence of a num-
ber of three neuron motifs, subgraphs that occur more frequently
than expected by chance, but only two of these achieved levels of
statistical significance. Importantly, Song et al. (2005) found the
more interconnected motifs tended to have stronger excitatory
connections, from which they inferred a general network archi-
tecture consisting of a skeleton of strongly interconnected motifs
surrounded by weaker and less connected neuronal motifs. They
concluded the connectivity of TTL5 pyramidal cell networks were
highly non-random.

Following a similar approach in somatosensory cortex, Perin
et al. (2011) recorded from up to 12 pyramidal cells at a time for a
total of over 1300 neurons. Like Song et al. (2005) they too discov-
ered specific three- and, in addition, four-neuron motifs that were
over-represented but obtained statistical significance only when
recording groups contained six or more neurons. This confirma-
tion of TTL5 pyramidal network structure suggests local cortical
circuits may be composed of repeated elementary subnetworks,
where each type of network motif serves a specific computational
function (see Milo et al., 2002).

In addition, Perin et al. (2011) observed that the connection
probability for a given neuron pair rose linearly with the num-
ber of connections they shared with other neurons—“common
neighbour” rule. This relationship was stronger for shared input

rather than output connections. This observation was indepen-
dent of the intersomatic separation distance within the slice (up
to 0.3 mm). Note the term “common” here does not necessarily
imply neurons were spatially close. Perin et al. (2011) found neu-
rons participating in a given motif which were often spread out
spatially (100–125 μm).

Using the common neighbor rule and empirically based esti-
mates of first-order distance-dependent connection probabilities,
Perin et al. (2011) generated and analyzed an artificial network
of 2000 point neurons. In this model, they identified nearly 40
spatially interlaced neuronal clusters, each of around 50 neurons.
The model topology lacked the characteristics of scale-free, ran-
dom, or regular networks but instead demonstrated small world
clustering; the average shortest path length (unweighted) between
any two neurons within a cluster was 1.9 hops, which is equivalent
to 2.9 edges (synapses); hop count is the number of intermedi-
ate vertices (neural elements) that must be “hopped over” in a
given path (see Box 1). This pattern of connectivity suggests a
neuron may communicate more easily with others within a clus-
ter regardless of its spatial location but less well with cells in other
clusters even when they are spatially adjacent.

These two studies are significant because they hint at a local
circuit topology that favors a high degree of clustering (small
worldness) and emphasize the importance of higher-order statis-
tics to determine connection probabilities. These higher-order
statistics indicate that to understand local circuit connectivity
requires more information than can be obtained from paired cell
recordings.

Yet as neither study reconstructed and traced the processes
connecting individual neurons, we cannot determine whether
these local circuits were optimized for structural communication
costs. We are unable to infer this, for instance, from electrode spa-
tial locations, typically around 0.05 mm (e.g., Song et al., 2005),
because these can these only give intersomatic distances between
cell pairs. The intersomatic distance ignores the length of axon
connecting a cell pair and the intracellular distance from den-
dritic synaptic input location to cell body, which alone is generally
greater than the electrode separation distance (0.08–0.58 mm,
Markram et al., 1997). To obtain the necessary data on whether
the communication trade-off hypothesis holds at the local cir-
cuit scale of cerebral cortical organization, therefore, requires a
reconstruction of the neuronal processes and tracing the connec-
tions of many individual neurons participating in a local cortical
circuit—a formidable task for future studies.

Mapping morphology in local circuits
To help reconstruct local circuits, large-scale volume serial-
section EM is now being used to map the fine structure of the
cortical neuropil (e.g., Mishchenko et al., 2010; Bock et al., 2011).
Manual annotation and tracing requirements of the very many
EM images involved, however, severely limits progress. For exam-
ple, Bock et al. (2011) examined a relatively small volume of
mouse visual cortex (0.008 mm3), containing large portions of
around 1500 upper layer neurons, but manually mapped only a
tiny fraction of all synapses (∼0.003%, 250 synapses out of 1 ×
109 total synapses per mm3 reported in Schüz and Palm, 1989). To
completely survey even relatively small cortical volumes within a
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reasonable time scale, automated or semi-automated annotation,
and tracing methods under development (e.g., Chothani et al.,
2011; Helmstaedter et al., 2011) will need to improve produc-
tivity by many orders of magnitude without endangering quality.
Mapping small cortical volumes though will not account for the
significant fraction of intrinsic connections originating from out-
side the local neuropil volume (Stepanyants et al., 2009) without
the use of additional labeling techniques. The productivity gains
achieved in the history of Genome mapping, however, does give
cause for optimism (see Lichtman and Sanes, 2008).

The current Human Connectome framework (Sporns et al.,
2005) does not appear to explicitly incorporate morphologi-
cal descriptions of neuronal processes. Yet to evaluate structural
hypotheses at the local circuit level, morphological descriptions
are required. The morphology of an axonal or dendritic arbor
cannot be recovered from a connectivity matrix alone because
of non-uniqueness. Specifically, for a neuron forming N synap-
tic connections, the connectivity matrix data could be accounted
for by any one of N(N−2) possible distinct tree configurations
(Cayley’s formula, Cormen et al., 2001). Reconstrucing a neu-
ron’s morphology is not only essential to estimate communication
costs in cortical circuits but vital for understanding signal inte-
gration and distribution. In dendritic trees, for example, synaptic
integration is shaped by arbor geometry, synaptic motifs, and
the spatiotemporal pattern of dendritic stimulation (see Sjöström
et al., 2008; Branco et al., 2010). On the positive side, how-
ever, incorporating an explicit 3D morphological description into
the Human Connectome framework should not involve much
additional computational cost. This is because to construct a con-
nection matrix the paths of neuronal processes connected to a
synapse must be traced back to the respective presynaptic and
postsynaptic neurons (e.g., Mishchenko et al., 2010).

Summary
The absence of sufficient data for estimating structural commu-
nication costs at the local cortical circuit is a major hurdle in
evaluating the multi-scale hypothesis. It is probable that soon
fragments of a canonical cortical circuit will be reconstructed
to permit the estimation of structural communication costs. In
the meantime, progress in evaluating the hypothesis might be
made by examining whether any trade-off between communica-
tions costs varies as the number of neurons per network motif
increases.

PATHWAY SCALE
Cortical regions are connected via fiber tracts, bundles of effer-
ent axons of various calibers and mostly myelinated, that course
through white matter to their target cortical region (see Salin and
Bullier, 1995). On entering gray matter, each axon ramifies to pro-
duce one or more terminal arbors that synapse with many post-
synaptic neuronal processes in a characteristic laminar-specific
pattern (Salin and Bullier, 1995). Individual axonal pathways may
be classified as feedforward (traveling away from primary sensory
areas), feedback (traveling toward primary sensory areas) or lat-
eral (Rockland and Pandya, 1979; Felleman and Van Essen, 1991;
Rockland, 1997). Based on the differential laminar termination
patterns and physiological effect of afferent axons, feedforward

pathways are thought to drive neuronal activity while feedback
pathways act to modulate neuronal gain (Johnson and Burkhalter,
1996, 1997; Budd, 1998; Larkum et al., 2004; Rothman et al.,
2009). Macroscopic cortico-cortical networks may be constructed
by mapping fiber tracts to their end points to define regional
vertex positions and using the tract itself to define the connect-
ing edge (see Figure 3C). Edge costs can be defined according
to tract morphological properties such as fiber length and fiber
density/number.

Tracer-derived networks
By injecting molecular labeling agents such as biocytin or
Phaseolus vulgaris-leucoagglutinin (PHA-L) into anatomically
identified cortical regions, the origin or termination sites of indi-
vidual cortical axons can be traced over long-distances (Rockland,
2004). Individual axons can have quite convoluted trajectories
(Rockland, 1997) and may diverge to terminate in more than
one cortical area (Schwartz and Goldman-Rakic, 1982; Bullier
et al., 1984). By combining results from different laboratories
for a variety of tracer agents, it has been possible to construct
draft qualitative adjacency matrices of inter-areal cortical con-
nectivity (Felleman and Van Essen, 1991; Scannell et al., 1995),
of which some are publicly available, e.g., CoCoMac database
for macaque cerebral cortex (http://cocomac.g-node.org/drupal/,
Stephan et al., 2001; Kötter, 2004). An example is shown in
Figure 5A. Analyses of these draft connectivity matrices have
proved useful in, for example, establishing the high incidence of
reciprocal pathways in macaque cortex (Felleman and Van Essen,
1991), offering an anatomical basis for separate ventral and dorsal
functional streams in visual cortex (Young, 1992), and discovering
“nearest-neighbour” and “next-nearest-neighbour” connectivity
rules between cortical areas (Felleman and Van Essen, 1991;
Young, 1992). But in the latter case these rules only partly explain
the full connectivity matrix (Scannell et al., 1995; Costa et al.,
2007).

To discover whether cerebral cortex macroscopic networks
were minimized for wire length, Kaiser and Hilgetag (2006) used
CoCoMac data to construct a 3D spatial network. This network
comprised 95 vertices, where each vertex represented the 3D
centre-of-gravity of a distinct cortical area or subarea obtained
from a standardized cortical parcellation surface map, and 2402
edges, where each edge represented a pathway revealed by tracer
injections. Edge cost was estimated from the distance between the
3D positions of vertex pairs rather than the actual length of the
fiber tract. Kaiser and Hilgetag (2006) found the macaque cortico-
cortical network does not appear to be strictly minimized for
wire length. Optimization algorithms were able to significantly
shorten the total wire length of the original macaque network
(>30%) mainly by reducing the number of long-distance con-
nections (Kaiser and Hilgetag, 2006), though this significantly
increased the average path length (hops) between cortical areas
(Figure 5B). Kaiser and Hilgetag (2006) concluded that the excess
wire associated with long-range pathways introduced shortcuts to
reduce the number of “processing steps” between cortical areas.
This conclusion is consistent with the results from the optimiza-
tion analysis of single intrinsic axon and dendritic arbors (Budd
et al., 2010; Cuntz et al., 2010).
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FIGURE 5 | Communication cost trade-off at Pathway scale of cortical

organization. (A,B) Macaque tracer-derived pathway connectivity.
(A) Example of directed connectivity (adjacency) matrix of visual and
somatomotor macaque cerebral cortex (Reprinted from Sporns et al., 2007),
where black squares indicate evidence supporting a axonal pathway
connection between areas (matrix rows as sources and columns as target
cortical regions). (B) Macaque cerebral cortical network is suboptimal for total
axonal length (left) but minimal length network increased averaged path
length (right) (Reprinted from Kaiser and Hilgetag, 2006). (C,D) Human

DSI-derived pathway connectivity. (C) An undirected spatial cortical network
(bottom) is constructed from vertices of cortical regions (top, left) and edges
determined from the probability of fiber tracts existing between
corresponding pairs of cortical regions based on tractography tracing
algorithms (top, right) (Reprinted from Hagmann et al., 2008). (D) Human DSI
network is suboptimal for wire length (left) but minimal length network has
lower topological dimension than observed cortical network (right) (Reprinted
and partly redrawn from Bassett et al., 2010). Topological dimension here is a
fractal measure of a network’s degree of internal connectedness.

Does it matter that this study assumed straight-line fiber tra-
jectories? Kaiser and Hilgetag (2006) acknowledged their assump-
tion underestimated pathway length, though in fairness, there
is insufficient actual fiber length data available. This issue may
not be a significant problem provided tract curvature is rela-
tively constant, i.e., if pathways are all similarly curved. In primate
prefrontal cortex, for example, around 55% of the fiber tract
trajectories measured were approximately straight though the
remainder had some degree of curvature with denser tracts tend-
ing to be straighter than sparse ones (Hilgetag and Barbas, 2006).
Moreover, these measurements are not easy to make because ini-
tially compact fibers bundles can splay and divide so that fibers
may take different trajectories through white matter (Hilgetag and
Barbas, 2006). This uncertainty about the effect of tract length on
communication costs makes it important to investigate this issue
further.

In general, network analysis based on tracer study data has
been impeded by the absence of a systematic quantification
of axonal pathways properties such as axon length or axon
(connection) density (see Salin and Bullier, 1995). The CoCoMac
database, for example, provides a limited integer rating of con-
nection density/strength but no information on pathway length
(Stephan et al., 2001; Sporns et al., 2007). There are understand-
able reasons for the absence of these data. Tracer label may not fill
all axonal branches especially when it is of a fine caliber (<1 μm)
and plotting the trajectory of long, fine cortical axons, and
measuring their structural parameters is hugely time-consuming
(Salin and Bullier, 1995; Rockland, 2002). Moreover, tracer
studies report considerable between-individual variability in the
fiber density of specific cortio-cortical pathways (e.g., Scannell
et al., 2000). Even when the labeling methodology is carefully
controlled, Markov et al. (2011) found, as well as discovering
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previously unreported pathways to well-studied visual cortical
areas, that connection density could vary upto five-fold between
individuals. But caution should be used in assuming that path-
ways of equal axon number have an equal postsynaptic effect on
target neurons, especially when one may be feedforward and the
other feedback (Johnson and Burkhalter, 1997). Moreover, con-
nectivity matrices derived from the composite results of tracer
injection studies tacitly assume that network topology is the same
for all individuals of the same species. It is unclear whether this
assumption is secure.

MRI-derived networks
Axonal tracer studies can only be used map relatively few fiber
tracts per animal (see Salin and Bullier, 1995) making them
ill-suited to map all extrinsic cortico-cortical pathways in an indi-
vidual brain. Recently, by combining two complementary in vivo
MRI techniques whole macroscopic cortico-cortical networks can
be mapped non-invasively for an individual brain. An example
is shown in Figure 5C. This approach offers the possibility to
study individual differences in health and disease (Bassett and
Bullmore, 2009; Hagmann et al., 2010).

In the first stage, structural MRI is used to construct a 3D sur-
face model of the cerebral hemispheres at the boundary where
fibers enter and leave cortical gray matter. A standardized parcel-
lation template is applied to the surface model to identify cortical
areas in each subject, after which these areas are subdivided into
distinct, equally sized regions of interest (ROI), typically ∼cm2

of surface area (Hagmann et al., 2008; Echtermeyer et al., 2011).
Each network vertex corresponds to a distinct ROI (Figure 5C,
top, left).

In the second stage, to help construct network topology, dif-
fusion MRI (diffusion spectrum imaging, DSI) is used to trace
fiber tracts to and from ROIs. Fiber tracts are identified and
traced from the anisotropic diffusion of water molecules along
their length (Moseley et al., 1990; Conturo et al., 1999; Wedeen
et al., 2012). Tractography algorithms trace paths of maximal
diffusion coherence (correlation) to generate a connection prob-
ability of each pseudo-fiber (see Hagmann et al., 2010; Figure 5C,
top, right). Tract density and length may also be estimated from
pseduo-fiber constructions (Hagmann et al., 2008), though fibers
cannot be traced once they enter gray matter with this method
because of the relative lack of anisotropic water diffusion here
(Conturo et al., 1999). To decide whether to add an undirected
edge to the network, a threshold is typically applied to the raw
connection probability matrix (see Rubinov and Sporns, 2010;
Figure 5C, bottom). Validation of DSI tractography for human
cortex using tracer methods is not possible for obvious ethi-
cal reasons and dissection approaches are considered unreliable
at this level of detail (Hagmann et al., 2010). However, the
postmortem application of tract tracing histological tools (e.g.,
lipophilic tracer, DiI, Galuske et al., 2000) can be envisaged.
Recently, Axer et al. (2011) have shown 3D-polarized light imag-
ing applied to postmortem tissue can trace fiber tracts in white
matter at a sub-millimeter resolution though it cannot yet follow
individual fine caliber (<1 μm) axons.

To date, two studies have investigated the communication costs
in human MRI-derived large-scale cortical networks (Hagmann

et al., 2008; Bassett et al., 2010). Analyses of networks constructed
from functional MRI data report similar results (e.g., Achard and
Bullmore, 2007) though are not discussed here.

To non-invasively map inter-regional connectivity in human
cerebral cortex, Hagmann et al. (2008) constructed and analyzed
networks each of 998 ROI vertices for five healthy human subjects.
An edge was inserted if at least one pseudo-fiber identified by DSI
connected an ROI pair. In some versions of the network, edges
were weighted with a length, l(e), based on the average length of
pseudo-fiber trajectories, and a density, w(e), based on the num-
ber of pseudo-fibers per mm2. From their analysis, Hagmann
et al. (2008) identified a network core consisting of a relatively
small number of highly interconnected cortical hubs. By virtue of
having low average path lengths to all other cortical regions, the
network had high local efficiency. Six main modules were related
to these hubs. The study reported a good but imperfect corre-
spondence between the gross cortical pathways of macaque and
human brains. The study did not, however, investigate whether
network communication costs were optimized.

To investigate topology and wiring costs in human cortical
macroscopic networks, Bassett et al. (2010) analyzed a modified
version of the Hagmann et al. (2008) DSI network for single
human subjects and, for comparison, a network derived on gray
matter volumes covariation (GMC). GMC is an indirect anatom-
ical marker for connectivity (He et al., 2007) obtained from
averaging over many human subjects. In contrast to Hagmann
et al. (2008), network topology was determined by threshold-
ing connection probabilities between ROI pairs. Moreover, while
edges were assigned a length cost, based on the distance between
ROI pairs instead of pseudo-fiber length, they were not given a
density parameter. Bassett et al. (2010) acknowledged this is likely
to underestimates actual fiber length but they judged pseudo-fiber
measurements unreliable (see later). Bassett et al. (2010) reported
evidence of network modularity over a range of scales, consis-
tent with statistically self-similar connectivity. This hierarchical
modularity or “modules within modules” architecture (Simon,
1962) was more clearly defined in DSI than GMC networks. The
“modules within module” architecture offers a high degree of net-
work efficiency (see “Spatial Networks”) because in general fewer
vertices are traversed to reach a target vertex than in regular or
random architectures (Simon, 1962). Importantly, Bassett et al.
(2010) found human cortical networks were not strictly mini-
mized for wire length (Figure 5D, left). Indeed, strictly minimiz-
ing wire length reduced or eliminated hierarchical modularity,
which in turn reduced the cost-efficiency of balancing topological
complexity within available physical space (Bassett et al., 2010;
Figure 5D, right). Topological complexity here was reported
using a fractal measure of the network’s topological dimension,
its degree of internal connectedness. These findings agree with the
conclusions of Kaiser and Hilgetag (2006) regarding the balancing
of communication costs in macroscopic networks.

Networks constructed using DSI are, however, subject to limi-
tations. First, diffusional MRI fiber tracing suffers from a distance
bias. Long-range fibers may not be reliably traced because of
an exponential decrease in coherent diffusion with distance and
short tracts may not be detectable due to the spatial sampling
limitations of MRI (Hagmann et al., 2007; Gigandet et al., 2008).
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Second, tractography algorithms have difficulties segmenting
proximal fiber tracts such as distinguishing “kissing” from cross-
ing fiber bundles because MRI lacks the spatial detail of tracer
studies, which may also mean that splaying fiber tracts are under-
represented (Schmahmann et al., 2007; Gigandet et al., 2008;
Hagmann et al., 2010). In vivo MRI spatial resolution is limited
to at best a few hundred microns (e.g., Schmahmann et al., 2007).
Third, ROI size choice affects network topology (Hagmann et al.,
2007; Echtermeyer et al., 2011) with implications for drawing
robust inferences about network properties such as motif distri-
butions (Echtermeyer et al., 2011). Fourth, unlike tracer studies,
diffusional MRI cannot provide information concerning the lam-
inar origin or termination of tract axons in gray matter (Conturo
et al., 1999). Hence, MRI-derived networks cannot currently
employ directed edges. The use of undirected edges, however,
tacitly assume that communication has an equal (postsynaptic)
impact in either direction when, as mentioned earlier, there are
reasons for believing this may not be the case, e.g., feedforward vs.
feedback cortical afferent pathways (Rockland and Pandya, 1979;
Felleman and Van Essen, 1991; Johnson and Burkhalter, 1996,
1997; Rockland, 1997; Budd, 1998; Larkum et al., 2004; Rothman
et al., 2009). In addition, while in primate cerebral cortex most
axonal pathways between cortical areas are reciprocal it appears
some are not (Felleman and Van Essen, 1991). Finally, threshold-
ing connection probabilities to determine whether an edge exists
necessarily generates different network topologies for the same
dataset: high thresholds lead to sparsely connected networks that
may accidentally eliminate weak but actual pathways, while low
thresholds may result in densely connected networks including
erroneous edges generated by noise.

Summary
Evidence from two studies, one based on a composite network
of axonal tracer data of macaque cortex (Kaiser and Hilgetag,
2006) and the other from individual MRI-based human cortico-
cortical networks (Bassett et al., 2010), offer support for the main
hypothesis. Both studies concluded that, like single intracortical
axonal (Budd et al., 2010) and dendritic arbors (Cuntz et al.,
2010), cortical wiring is not strictly length-minimized with excess
wire used to promote rapid communication. To better understand
corticocortical communication costs at this scale, however, future
research will need to incorporate the density of connection and
postsynaptic effect of fiber tracts into network models. Given such
a wide range of individual differences in connection density (e.g.,
Scannell et al., 1995; Markov et al., 2011), it seems improbable
that this variation has a negligible influence on information flow.

PHYSIOLOGICAL CONSIDERATIONS
What is the justification for inferring temporal cost (delay) from
path length in spatial networks? The total signaling delay of a
stimulus in a cortical network, ttotal , may be separated into two
main components (Nowak and Bullier, 1997): a presynaptic com-
ponent, axonal conduction delay, and a postsynaptic component,
neuronal integration delay (see Figure 6). We now examine these
distinct components and consider how they should be used in
estimating temporal cost in cortical networks at different spatial
scales.

FIGURE 6 | Total communication delay between neurons separable

into a presynaptic axonal conduction delay and a postsynaptic

neuronal integration delay. (A) Schematic circuit diagram shows the time
taken by an action potential generated in the presynaptic neuron (left
neuron, blue) to propagate along the axon to a presynaptic terminal, where
it causes the release of neurotransmitter into the synaptic cleft, defines the
axonal conduction delay (taxon). The postsynaptic neuronal integration delay
(tint) is the sum of the time taken for neurotransmitter molecules to induce
a local postsynaptic response (synaptic delay, tsyn) and the latency for this
response to propagate down the dendritic tree to the axon initial segment,
where its integration produces an action potential in the postsynaptic
neuron (right neuron, orange) (dendritic delay, tdend). (B) Total delay (ttotal )
between the timing of a presynaptic spike occuring (top, blue line) and the
generation of a postsynaptic spike (bottom, orange line) is determined by
the sum of presynaptic and postsynaptic delay components.

PRESYNAPTIC TEMPORAL COST
Presynaptic axonal conduction delay (taxon) is the time taken for
an action potential to propagate from its initiation site at the axon
initial segment (AIS) or axon hillock (Stuart et al., 1997) along the
axon arbor to a given presynaptic terminal (see Figure 6A).

Axonal conduction delay may be estimated from the product
of the weighted path length between axon origin and presynap-
tic terminal and the average conduction velocity along this path
(see Laxon, Figure 3B). Weighted path length is thought to be
the major determinant of conduction delay for intracortical axon
arbors (Manor et al., 1991). Conduction velocity increases with
axon diameter and in the presence of myelination but may be
reduced when branch points and axon varicosities are encoun-
tered (see Debanne et al., 2011). Intrinsic corticocortical axons
have a narrow, positively skewed diameter distribution (0.1–
1.0 μm) with the majority of their arbor length composed of
unmyelinated branches, as so far reported (e.g., Haug, 1968;
Braitenberg and Schüz, 1991; Peters and Sethares, 1996). In con-
trast, extrinsic corticocortical axons, though with a similarly
shaped diameter distribution, tend to be thicker (e.g., ∼1–3 μm
in macaque) and most are myelinated along their length until
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arborization (e.g., Houzel et al., 1994; Anderson and Martin,
2002; Wang et al., 2008). Correspondingly, the conduction veloc-
ity of intracortical axons is generally reported as slower (0.1–
0.6 m/s, Komatsu et al., 1988; Luhmann et al., 1990; Hirsch and
Gilbert, 1991; Lohmann and Rörig, 1994; Feldmeyer et al., 2002)
than extrinsic corticocortical pathway axons (>1 m/s, Harvey,
1980; Girard et al., 2001). Typically axonal pathways are het-
erogeneous, composed of axons with a range of calibers (e.g.,
Anderson and Martin, 2002; Wang et al., 2008) and conduc-
tion velocities (Harvey, 1980; Girard et al., 2001). Interestingly,
conduction latency distributions between reciprocally connected
cortical areas overlap (Raiguel et al., 1989; Girard et al., 2001).
In general, action potentials are reliably transmitted throughout
cortical axon arbors (Cox et al., 2000) even along thin varicose
branches at least up to 100 Hz (Raastad and Shepherd, 2003).
However, propagation failures can occur under certain circum-
stances such as spike bursting (Raastad and Shepherd, 2003; see
Debanne et al., 2011). Short-term spiking history can induce a
modest change in conduction velocity in some types of corti-
cal axon (2–22%, Swadlow et al., 1978; Shlosberg et al., 2008).
Overall, these findings suggest that when mean conduction veloc-
ity is known it is not unreasonable to estimate presynaptic axonal
conduction delay from weighted path length.

POSTSYNAPTIC TEMPORAL COST
Postsynaptic neuronal integration delay (tint) is the time taken
for postsynaptic depolarization arising from a given presynaptic
axon to generate one or more action potentials in response (see
Figure 6A). We divide this delay into two subcomponents.

First, there is a synaptic delay (tsyn), the time taken for
neurotransmitter molecules released presynaptically to activate
postsynaptic receptors, which for glutamate and GABA fast trans-
mission at central synapses is thought to be brief (<0.5 msec,
Sabatini and Regehr, 1996; Markram et al., 1997). The amplitude
and width of the presynaptic action potential, however, can affect
the degree of synaptic delay (Boudkkazi et al., 2007, 2011).

Second, there is a dendritic delay (tdend), the time taken for the
local postsynaptic dendritic depolarization to induce one or more
action potentials following its propagation to and integration at
the AIS. The dendritic propagation delay depends on dendritic
path length (Ldend, see Figure 3B) and the mean dendritic con-
duction velocity along this path. Dendritic conduction velocity
depends on the electrical properties of these dendritic branches,
which is in turn influenced by arbor geometry such as branching
ratio and dendritic diameter and, importantly, whether the signal
is conducted actively or passively along the dendritic branch (see
London and Häusser, 2005; Spruston, 2008). Morphologically,
a pyramidal cell dendritic arbor, for example, is typically com-
posed of a largely spherical basal dendritic arbor around the
cell body and a main apical dendritic trunk, oriented toward
the pia, which emits a number of proximal oblique branches
before bifurcating to produce a densely branched distal apical tuft
(Feldman, 1984). Passively conducting EPSPs in the basal and
oblique apical branches conduct rapidly to the soma (at most
a few milliseconds) but EPSPs from distal apical tuft can take
longer (up to 10 msec or more) (Agmon-Snir and Segev, 1993;
Markram et al., 1997; Ulrich and Stricker, 2011). The synaptic

activation of voltage- and calcium-dependent dendritic spiking
amplifies and more rapidly conducts dendritic EPSPs to the soma
from all locations of the pyramidal dendritic tree (Yuste et al.,
1994; Larkum et al., 1999; Schiller et al., 2000; Nevian et al.,
2007; Larkum et al., 2009). In vivo-like spontaneous synaptic
background activity, observed in neuronal recordings of awake
animals, differentially reduces the delay of distal compared with
proximal dendritic EPSPs (Rudolph and Destexhe, 2003a). The
higher conductance state decreases the effective membrane time
constant that regulates the rate of temporal integration, so the
neuron responds more readily to sharp fluctuations in membrane
conductance than slowly changing dendritic signals (Rudolph
and Destexhe, 2003b). However, intrinsic delayed potassium cur-
rents in cortical neurons may defer spiking (Storm, 1988; Beggs
et al., 2000). Hence, there is more scope for variability in the
postsynaptic than the presynaptic component of total signaling
delay.

Based on in vivo electrophysiological recordings following sen-
sory stimulation, Nowak and Bullier (1997) estimated that the
minimum neuronal integration delay for quiescent (low conduc-
tance state) cortical neurons was 5–10 ms but faster at 1–5 ms
for already depolarized neurons (high conductance state). This
suggests the level of spontaneous synaptic background activity
may regulate neuronal integration delay. Based mostly on cat
and monkey data, the minimum total signaling delay between
cortical areas is thought to be around 10 msec (see Nowak and
Bullier, 1997), though it might be different in other species such
as rodents.

ESTIMATING TEMPORAL COST IN NETWORKS
Figure 1 illustrated that the shortest path length between a given
pair of vertices in the same network may be different depend-
ing on whether path length was measured using the number of
edges/hops (unweighted path length) or the sum of edge lengths
(weighted path length). While weighted path length only was used
to estimate temporal cost in intrinsic axonal and dendritic corti-
cal arbors (Budd et al., 2010; Cuntz et al., 2010), both measures
have been used for local cortical circuits and large-scale extrin-
sic cortico-cortical networks (Kaiser and Hilgetag, 2006; Bassett
et al., 2010; Perin et al., 2011).

So which path length measure is the most appropriate to use
to estimate temporal cost at each spatial scale of cortical organi-
zation? At the single neuron scale, temporal cost is isolated from
the network in which it is embedded. Hence, temporal costs esti-
mated from either axonal or dendritic weighted path length can
assume average levels of activity. Yet for local or large-scale corti-
cal networks scales we are interested in combined presynaptic and
postsynaptic delays, which will vary according to the conductance
state of each neuron traversed in a path.

There are three main parameter regimes to consider here.
First, when presynaptic axonal conduction delays are much longer
than the postsynaptic neuronal integration delays (taxon >> tint)
then weighted path length dominates total signaling delay esti-
mates. This regime operates when, relative to the other source of
delay, axons are long or integration delays brief. Second, when
presynaptic conduction delays are much shorter than postsynap-
tic neuronal integration delays (taxon << tint) then hop count
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becomes a more representative measure of total signaling delay.
This regime occurs when axons are relatively short or integration
delays long. Third, when the presynaptic conduction delay is of a
similar order of magnitude to the postsynaptic neuronal integra-
tion delay (taxon ∼ tint) then a combined measure should be used
to estimate total signaling delay.

To examine under which parameter regime local and circuit
macroscopic pathway scale networks may operate, we calculated
what percentage of estimated axonal delays (presynaptic compo-
nent) fell within an order of magnitude of the minimum neuronal
integration delay (postsynaptic component) (1–5 ms for high-
and 5–10 ms for low-conductance or quiescent states; see Nowak
and Bullier, 1997). We estimated axonal conduction delays based
on empirical distributions of path length in individual spiny neu-
ron axons from cat visual cortex (n = 22,001 paths, Budd et al.,
2010) and fiber tract lengths estimated for macaque cerebral cor-
tex (Kötter, 2004; Kaiser and Hilgetag, 2006; n = 2390 tracts;
see www.biological-networks.org). To estimate axonal conduc-
tion delay, intrinsic spiny axon path lengths were divided by a
realistic range of mean conduction velocities for intrinsic cortical
axons (0.1–0.6 m/s, Komatsu et al., 1988; Luhmann et al., 1990;
Hirsch and Gilbert, 1991; Lohmann and Rörig, 1994; Feldmeyer
et al., 2002), while extrinsic fiber tract lengths were divided by a
realistic range of mean conduction velocities for extrinsic cortical
axons (1–10 m/s, Miller, 1975; Swadlow et al., 1978; Harvey, 1980;
Girard et al., 2001).

Figure 7 shows the results for both single intrinsic axon
and extrinsic fiber tract data were quite similar. For the low-
conductance state, virtually all axonal conduction delays were
within an order of magnitude of neuronal integration delay
almost regardless of mean conduction velocity (Figures 7A,B,
square symbols). For the high-conductance state, except at the
very lowest conduction velocities, the majority of the conduction
delays were comparable to integration delays (Figures 7A,B, circle
symbols). These results suggest that in both local and macro-
scopic cortical networks presynaptic axonal conduction delays
may be mostly of a similar order of magnitude as postsynaptic
neuronal integration delays (i.e., taxon ∼ tint). To determine the
shortest path length between a pair of neural elements, therefore,
it is important to take into account both the number of neu-
ral elements in the path as well as its physical length estimated
from measuring axonal and/or dendritic processes. It is unclear
whether assigning a cost for each vertex as well as each edge would
significantly affect the results for cortical networks previously
analyzed (Kaiser and Hilgetag, 2006; Bassett et al., 2010).

DISCUSSION
OVERVIEW
Although cerebral cortex appears a jungle of axonal and dendritic
wiring, as we explore deeper into its structure we find an order
to its organization that helps explain how, in a vast network com-
posed of billions of highly interconnected yet spatially distributed
neurons, information is processed accurately and rapidly. In this
article, we critically examined an hypothesis to help at least par-
tially explain cortical wiring and connectivity at multiple scales of
organization in terms of a trade-off between spatial and tempo-
ral communication costs (Budd et al., 2010). This hypothesis is

grounded in Cajal’s laws of conservation for cellular material and
conduction delay (Cajal, 1899). We found supporting evidence
for the hypothesis from studies applying network analysis at sin-
gle neuron and macroscopic pathway network spatial scales. But
a lack of available structural data prevented any meaningful eval-
uation at the local circuit scale. To progress this evaluation, we
have identified the need for a more detailed morphological com-
ponent in the Human Connectome framework. Recent advances
in high-resolution cortical connectivity mapping (Mishchenko
et al., 2010; Bock et al., 2011) make it timely to consider how
morphological data should be recovered and suitably databased
to aid analysis and modeling (e.g., Ascoli, 2007). To better esti-
mate temporal cost in local circuit and macroscopic (pathway)
scale networks, we suggest combining edge (axonal conduction)
and vertex (neuronal integration) delays.

LIMITATIONS OF GRAPH THEORY
Network descriptions, like other types of model, provide a sim-
plified representation of a real world system. Yet there is a risk
that viewing cerebral cortex simply in terms of discretely inter-
connected neural elements may blinker us to what Cajal (1937)
referred to as “the utmost subtleties” of its structure. To gain
insight into a phenomenon, the process of abstraction neces-
sarily involves discarding some details considered less important
though this risks leaving out key elements to its understanding.
We now consider the appropriateness of applying graph theory to
understanding cortical wiring.

Here, the abstraction of neural architecture into vertices (neu-
ral elements) and edges (neural connections) is most straight-
forward when there is a direct physical correspondence with
distinct anatomical features. At the single neuron level, axon and
dendritic arbors are easily identified from the visualized pro-
cesses of neurons. In contrast, defining precisely what a vertex
represents at the mesoscopic scale has proved problematic. The
mesoscopic appears inextricably linked with the cortical column
concept (Horton and Adams, 2005; Rockland, 2010; da Costa and
Martin, 2010), where considerable controversy exists regarding
its spatio-functional dimensions. While pathways may be eas-
ily identified, there is, however, no universally accepted scheme
regarding how to divide cerebral cortex into regions (Van Essen
et al., 2012a,b), which means there is no standard vertex set.
Moreover, edge definitions can be more complicated at this scale.
Modeling a reciprocally connected pair of cortical regions by a
single edge (Hagmann et al., 2008; Bassett et al., 2010) ignores
differences that may exist between feedforward and feedback
pathways in the laminar termination pattern of their afferent
axons and likely postsynaptic effect (Johnson and Burkhalter,
1996, 1997; Rockland, 1997; Budd, 1998; Larkum et al., 2004;
Rothman et al., 2009). Ideally, each of pair of pathways should
each be represented by a pair of directed edges and weighted in
some way to record their relative influence on the flow of informa-
tion. This is problematic for human cerebral cortex where these
data are wholly absent. In addition, there is a tacit assumption
that a single edge represents a fairly homogeneous fiber system
whereas, like callosal pathways, it may be composed of a diverse
range of myelinated and unmyelinated axons of various calibers
(Houzel et al., 1994; Wang et al., 2008; Caminiti et al., 2009).
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FIGURE 7 | Most estimated intrinsic and extrinsic axonal conduction

delays are within an order of magnitude of neuronal integration delays

apart from when axons conduct at their slowest rate and neurons

operate in a high-conductance state. (A) Intrinsic axon path lengths of

spiny neuron within gray matter in adult cat cerebral cortex (n = 22,001 paths
from 19 neuron reconstructions). Data taken from Budd et al. (2010). (B)

Extrinsic axonal fiber tract lengths in adult macaque cerebral cortex (n = 2309
pathways). Data taken from Kaiser and Hilgetag (2006).

A heterogeneous pathway may reflect the existence of a number
of parallel functional streams that selectively target separate neu-
ronal groups and/or at different conduction velocities, e.g., the
pathway between area V1 to V2 in macaque monkey visual cortex
(e.g., Sincich et al., 2010). To represent heterogeneous pathways,
therefore, it might be more accurate to use multiple edges con-
necting a pair of distinct cortical regions, each assigned different
properties. Finally, other forms of communication should not be
forgotten such as local ephaptic interactions between neigboring
neurons (Anastassiou et al., 2011) and cortical inhibition without
direct synaptic connections (Oláh et al., 2009), as well as global
extrasynaptic neuromodulation that can alter neuronal state (see
Bargmann, 2012).

Despite these limitations, this review has provided ample evi-
dence of the utility of graph theory abstractions to help gain
insight into cortical design and concomitantly wiring economy.
It should be borne in the mind that the success of such models
depends not on their fidelity in replicating the physical features of
the biological system but on the accuracy of their predictions and
what insight this offers into the system studied.

CORTICAL NETWORK DESIGN PROBLEM
Natural selection as a designing agent is a unifying concept
in biology (Maynard Smith, 1978). It follows from this notion
that the characteristics of brain architecture and function have
adapted to improve an organism’s survival in its environment
(e.g., Kaas, 1989). Here, a cost function can be viewed as an
hypothesis about what selective forces are responsible for cor-
tical network design. A test of this hypothesis is how well cost
optimization explains the characteristics of brain structure and

function. In this article, we have focussed on two known costs
concerning the cortical network design problem but clearly there
are others. We now evaluate how well the wire length metric
approximates spatial cost (cellular material) and consider the
influence of other costs on cortical network design. Path length
as an approximation for temporal cost was evaluated earlier (see
“Physiological Considerations”).

Almost all optimization studies discussed in this review have
approximated Cajal’s conservation of cellular material to mini-
mizing wire length (Mitchison, 1991; Cherniak, 1994; Koulakov
and Chklovskii, 2001; Kaiser and Hilgetag, 2006; Wen et al., 2009;
Bassett et al., 2010; Budd et al., 2010). The main assumptions
underlying this approach are: (1) wire length is directly propor-
tional to the amount of cellular material used; and, (2) distance
traveled is directly proportional of the degree of conduction delay
(Cajal, 1899; see Chklovskii and Koulakov, 2004). Although both
assumptions are valid, this approach does not take account of
other characteristics of neuronal processes that have a bearing on
cellular material and conduction delay conservation, in particular
axonal and dendritic diameter, which we now discuss.

Axonal and dendritic diameter regulates the rate of ionic dif-
fusion per unit length responsible for the conduction velocity of
electrochemical signals (see Debanne et al., 2011). Doubling the
diameter of a myelinated axon, for instance, would be expected to
halve the conduction time for a given length of axon because of
the approximately linear relationship between axon diameter and
conduction velocity (Hursh, 1939; Waxman and Bennett, 1972).
However, for an unmyelinated axon the conduction time differen-
tial would be less because conduction velocity is proportional to
the square root of axon diameter (Rushton, 1951; Hodgkin, 1954).
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Hence, an increase in axon or dendritic diameter causes a squared
expansion in the volume of cellular material while conduction
velocity increases, at best, linearly.

Currently, a lack of data prevents an optimization analysis
combining axon diameter and length. Because of the spatial reso-
lution limits of light microscopy (LM), EM is needed to accurately
measure the finest caliber axons found in both extrinsic and
intrinsic corticocortical axon pathways (see Peters et al., 1991). To
control for morphological irregularities such as swellings, multi-
ple sample points are needed to obtain the average diameter of an
axon branch. Hence, for a single axon arbor hundreds of diame-
ter measurements under EM might be required. Population axon
diameter distribution data does exist but only for a fraction of the
hundreds of extrinsic corticocortical pathways; the callosal path-
way is probably the most studied in this regard (e.g., Houzel et al.,
1994; Wang et al., 2008). In contrast, axonal length is readily mea-
sured from LM reconstructions typically by the piecewise linear
approximation of curvilinear axon trajectories.

In this article, construction cost has referred to the cost of the
mature and stable cortical network. So we have not discussed the
developmental cost of constructing the mature network or the
plasticity cost of remodeling connections of the mature network
in response to environmental changes in the adult brain. The
task of arranging billions of connections efficiently using develop-
mental mechanisms of axonal and dendritic outgrowth, guidance,
branching, and remodeling is immense and appears to require
a sophisticated orchestration of molecular cues and gradients as
well as activity-dependent modification (Price et al., 2006).

We do not yet know enough about cortical development to
determine which cost factors most influence the construction
of cortical networks. Developmental chronology may, however,
offer some clues. For instance, astroctye and oligodendrocyte cell
differentiation lag intrinsic axonal development (Müller, 1992;
Bandeira et al., 2009) while the cortical capillary blood supply co-
develops with intrinsic axons, most probably guided by common
molecular cues (Ben Hamida et al., 1983; Risau, 1997; Tieman
et al., 2004). These observations suggest glia and blood vessels
may act primarily as supportive rather than strongly constrain-
ing factors in the development of cortical networks. The role
of oligodendroctyes is of special interest here because their sig-
nals are necessary to induce local axon caliber expansion (e.g.,
Sánchez et al., 1996) yet their number is thought to be reg-
ulated by regional axon-derived signals (e.g., Barres and Raff,
1993). Taken together with the developmental chronology, we
might infer from this that as axons extend toward their most
distant targets it is important to conserve the amount of cel-
lular material used. But later, once axons have reached their
targets and are remodeled, thickening selected axonal branches
may become more important in order to significantly reduce
conduction delays within the network. This example of devel-
opmental chronology suggests that the relative influence of
cost factors in cortical network formation may vary during
development.

Metabolic cost is widely considered as a unifying influence
on brain design and function because it is a limited resource
essential to an organism’s survival (Laughlin and Sejnowski,
2003). A significant proportion of the energy budget is expended

on maintaining ionic equilibrium and communicating signals
between cortical neurons (e.g., Attwell and Laughlin, 2001). Both
construction and routing costs can be defined in energetic terms.
The energy required to maintain ionic equilibrium is propor-
tional to the amount of cellular material. The energy required to
propagate action potentials and subthreshold signals is related to
the path distance a signal must travel along an axon or dendrite
from its source to each target.

In summary, we suggest that understanding of the corti-
cal network design problem has been improved by considering
construction and routing costs together rather than either by
itself. However, a more complete appreciation of cortical net-
work design will require the consideration of other important cost
factors such as axon diameter (see Perge et al., 2012).

ROLE OF CORTICAL DYNAMICS
In this article, we have considered structural communication costs
at different scales of cortical organization. But we are keen not
to give the impression that we consider dynamics unimportant—
clearly signals do not flow unaltered through cortical circuitry and
network structure and cortical dynamics are inextricably linked
(e.g., Sporns et al., 2000). To generate hypotheses concerning
function, structural network analysis examines how information
may potentially be communicated. Given the considerable com-
plexity of neuronal and synaptic dynamics (Herz et al., 2006),
let alone when combined in cortical circuits, structural network
analysis offers a simpler alternative for gaining insight into cor-
tical function by generating experimentally testable hypotheses
such as the one examined here. It should be remembered that
Cajal (1899) made considerable progress in understanding neural
communication without being able to record the electrochemical
dynamics of the Golgi-stained neurons he studied.

SCALABLE BRAIN ARCHITECTURE
Mammalian brains vary greatly in size (see Kaas, 2000). For
example, the surface area of primary visual area V1 in humans
(2134 mm2, Adams et al., 2007) is more than 1500 times larger
than that of the mouse (1.40 mm2, McCurry et al., 2010). Yet
anatomically the substance of cerebral cortex appears similar in
many respects. First, neocortical neuronal types such as spiny
pyramidal and smooth basket cells are conserved across species
(Tyler et al., 1998) though some differences may exist between
cortical areas (e.g., Elston, 2003) and between species (e.g.,
DeFelipe et al., 2003). Second, the ratio of white matter to gray
matter volumes of cerebral cortex appears constant across species
(Zhang and Sejnowski, 2000). Third, changes in axon diameter
and myelination help preserve latency across brain size in cortic-
ocortical pathways such as corpus callosum (Wang et al., 2008;
Caminiti et al., 2009). Therefore, it is a puzzle how cortical design
appears to remain invariant over these dramatic changes of spatial
scale (Kaas, 2000; Clark et al., 2001; Stevens, 2001).

The hypothetical principle examined here is consistent with
the notion of a scaleable cortical architecture because the trade-
off between minimizing spatial and temporal costs should be
scale-invariant. In the case of intrinsic axon arbors, for instance,
the addition of neuronal branches to increase connectivity
would do so without destroying its communication capabilities
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(see “Axon Arbors”). However, a central issue is whether the
balance between communication costs in cortical design is rel-
atively constant, that is, universal or varies according to the
particular processing demands of a cortical region or particular
niche environment of a species.

CONCLUSIONS
In this article, we reviewed current evidence to evaluate the
hypothesis that to optimize communication spatial (construc-
tion) and temporal (routing) wiring costs are traded-off across
different scales of cortical organization (Budd et al., 2010). We
conclude the following:

• At the single neuron scale, a trade-off between spatial and
temporal communication costs appears to capture the core
morphological structure of axonal and dendritic trees of the
most common neuronal types, though this conclusion may not
apply for all intrinsic and afferent arbor types. The predictions
of the hypothesis can at least be partly validated using existing
physiological techniques.

• At the local circuit scale, higher-order statistics obtained from
multiple electrode recordings seem to provide a better explana-
tion of network design than those derived from paired record-
ings. In the absence of complete anatomical reconstructions
of local circuits, however, it has not been possible to estimate

structural communication costs and test the hypothesis at this
scale. Nevertheless, the predictions of the hypothesis might be
investigated using fragmentary circuit reconstructions.

• At the pathway scale, corticocortical fiber tracts may also
trade-off spatial and temporal communication costs. However,
network analysis at this scale is more complicated because there
is no standard parcellation scheme and considerable individ-
ual variation in corticocortical pathway properties (e.g., fiber
density/number and postsynaptic effect on target regions).

• When estimating temporal cost in local circuit and pathway
level networks account should be taken of both presynap-
tic axonal delay and postsynaptic neuronal integration delay,
which may be of a similar order of magnitude.

• Recent technical advances in cellular tracing will soon yield
massive volumes of data to help evaluate wiring principles
of cerebral cortex. To aid hypothesis testing of wiring princi-
ples, however, the connectome framework needs to incorpo-
rate more morphological data into its description of cortical
connectivity.
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Much is known about the computation in individual neurons in the cortical column. Also,
the selective connectivity between many cortical neuron types has been studied in great
detail. However, due to the complexity of this microcircuitry its functional role within the
cortical column remains a mystery. Some of the wiring behavior between neurons can be
interpreted directly from their particular dendritic and axonal shapes. Here, I describe the
dendritic density field (DDF) as one key element that remains to be better understood.
I sketch an approach to relate DDFs in general to their underlying potential connectivity
schemes. As an example, I show how the characteristic shape of a cortical pyramidal cell
appears as a direct consequence of connecting inputs arranged in two separate parallel
layers.

Keywords: modeling, dendrite, axon, pyramidal cell, Ramón y Cajal

The laws of time, space, and material conservation, which must be
considered the final cause of all variations in the shape of neurons,
should in our view be immediately obvious to anyone thinking about
or trying to verify them, and ought to constitute the final proof of
our axopetal polarity theory. All that remains is to substantiate the
influence of these laws on the conformation of particular neurons.

(Ramón y Cajal, 1909)

Cortical circuits are modular and subdivide functionally into cor-
tical columns (Mountcastle, 1957; Hubel and Wiesel, 1962). While
it remains controversial as to how stringent this organizational
principle is (Horton and Adams, 2005) and the advantages for
such an organization remain largely unknown (Malach, 1994),
the importance of understanding the columnar organization of
the cortex is undisputed. In order to understand the computa-
tion occurring in the single column, the principles underlying its
local circuitry need to be fully understood. Physiological analy-
ses (e.g., through multiple simultaneous recordings) in combi-
nation with anatomical characterizations of the individual neu-
rons involved were successful in unraveling many details of local
cortical connectivity (e.g., Szentágothai, 1975; Douglas and Mar-
tin, 2004; Lübke and Feldmeyer, 2007). Anatomically, evidence
exists that neurons send out their dendrites to allow potential
connections (points of anatomical proximity; Stepanyants and
Chklovskii, 2005) to the axons of all neurons of their particu-
lar target neuron types within their column (Lübke et al., 2003;
Douglas and Martin, 2004; Kalisman et al., 2005). To which degree
neurons in the cortical column form such an anatomical sub-
strate which allows for all combinations of functional connections
remains the subject of debate (e.g., DeFelipe et al., 2002; Shepherd
et al., 2005). Whether anatomical connections target specific indi-
vidual cells probably depends on the neuron type (Stepanyants
et al., 2004). Functionally then, only subsets of the anatomical
potential connections are in use and highly non-random features
have been observed in the corresponding functional connectiv-
ity map (Song et al., 2005). Selecting functional synapses among

anatomical potential connection sites may happen through spine
rearrangement, a rewiring which does not require reshaping entire
dendritic branches (e.g., Stepanyants et al., 2002; Chklovskii et al.,
2004).

Are dendrites and axons then ideally matched to anatomi-
cally maximize connections to their potential connection partners?
Theoretical predictions from optimality criteria are indeed in
line with this idea (Wen et al., 2009). For dendrites and axons,
wiring principles and branching patterns are certainly intertwined
(Chklovskii, 2004; Cuntz et al., 2007; Wen and Chklovskii, 2008;
Budd et al., 2010). Moreover, branching patterns can actually be
predicted based predominantly on wiring principles (Cuntz et al.,
2010). Simulation approaches such as these deepen our insights
by testing whether the theoretical predictions are valid under
realistic conditions. In order to simulate anatomical connections
between neurons, model assumptions for both dendrite and axon
morphologies are required. One approach is to estimate synap-
tic connectivity based on anatomical neuron models obtained
from neuron reconstructions (Lübke et al., 2003; Douglas and
Martin, 2004; Fares and Stepanyants, 2009) or by simulating the
mechanisms of dendrite and axon growth (Koene et al., 2009; van
Pelt et al., 2010). The second approach is to predict dendrite and
axon morphologies according to the optimal implementation of a
particular connectivity scheme and compare the results with bio-
logical data. In the following, I will briefly describe the method of
morphological modeling (Cuntz et al., 2008, 2010) which follows
this second strategy. From there I will make a direct link between a
specific connectivity pattern and the corresponding dendritic tree.
In the process I will show how the dendritic density field (DDF)
can be estimated on the basis of this link.

THE DENDRITIC DENSITY FIELD AND MORPHOLOGICAL
MODELING
We have shown previously that by extending the minimum span-
ning tree (MST) algorithm it is possible to connect a set of point
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FIGURE 1 | Morphological modeling and the dendritic density field

(DDF). (A) From left to right the same set of unconnected target points
(green) were connected to a starting point (large black dot) according to the
minimum spanning tree (MST) algorithm with increasing balancing factor bf
between the two wiring costs: total cable length and sum of all paths. (B)

Geometric description of the DDF of a starburst amacrine cell (left). By
randomly selecting target points according to the DDF and subsequently

connecting them using the MST algorithm (right) to a starting node (large
black dot), a synthetic starburst amacrine cell dendrite can be generated. (C)

The DDF obtained directly from reconstructions of dentate gyrus granule cells
with its characteristic cone-like shape. A representative real morphology is
shown. (D) Separate DDFs for L5 cortical pyramidal cell basal trees (red) and
apical trees (green). One representative real morphology is shown. Parts of
the figure were adapted from Cuntz et al. (2010).

targets which are distributed in space to satisfy biological opti-
mization costs of dendritic trees (Cuntz et al., 2007). The required
cost function is composed of two individual costs (Figure 1A): the
total amount of wiring (cable length cost) and the cost of signal
conduction (path length cost: the sum of the length of all paths
along the tree from any target point to the root) corresponding well

with costs originally proposed by Ramón y Cajal (1909). When a
set of target points is adequately selected, any dendritic tree mor-
phology can be reproduced after connecting the target points to a
tree using the MST algorithm. This approach represents a method
of morphological modeling useful for generating realistic synthetic
dendritic trees (Cuntz et al., 2010). The sketch in Figure 1B shows
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a synthetic starburst amacrine cell which was generated by dis-
tributing target points stochastically according to a geometrical
arrangement of densities. Target points are then connected to a
tree structure whilst observing the wiring costs mentioned above.
This simple procedure highlights the usefulness of a DDF, here
representing the density of target points per area, to describe a
dendrite’s morphology. The DDF and the one parameter balanc-
ing the two costs for wiring mentioned above are thereby sufficient
to describe the dendrite type. In fact, we have previously shown
that for fly interneurons the spanning field is the most informa-
tive element for classifying dendritic trees into their respective cell
types (Cuntz et al., 2008). In some cases, DDFs can be obtained
directly from reconstructions of real neurons. By superimposing
their soma locations and rotating them such that they lie sym-
metrically around the y-axis and then scaling their width, height,
and depth, a set of reconstructions of dentate gyrus granule cell
(data from Rihn and Claiborne, 1990) dendrites are brought into
a common context. An appropriate approximation of the DDF is
then obtained directly from the density of branch and termina-
tion points from the reconstructions (Figure 1C). When apical
and basal dendrites are considered separately, the DDFs of pyra-
midal cells can be calculated in a similar way (L5 PCs, Figure 1D;
data from Wang et al., 2002).

PREDICTING THE DENDRITIC DENSITY FIELD FROM INPUT
AXON CONFIGURATIONS
While the dendrites of starburst amacrine cells, dentate gyrus
granule cells, and many other neurons exhibit complex DDFs,
some simpler ones such as pyramidal cell basal dendrites observe
basic principles which can be characterized by studying the statis-
tical moments of their density distributions (Snider et al., 2010).
Stevens and colleagues have shown that the cable density distribu-
tions in dendrites roughly follow separate Gaussian distributions
for each dimension in space which are cut off at 2 standard devia-
tion. What determines this particular density profile? In synthetic
dendrites generated using the MST,homogenously distributed car-
rier points lead to a homogeneous cable density. The MST alone
can therefore not be responsible for the observed Gaussian cable
density distribution. Intuitively, the shape of a DDF should be
determined by the set of axons which are a dendrite’s potential,
i.e., anatomical connection partners. This simple intuition can
provide direct explanations for basic features of DDFs.

When input target points were distributed along one dimen-
sion, the MST was simply a straight line connecting these points
(Figure 2A). When these target points were extended to parallel
lines as in Figure 2B, and the MST was set to connect to each
axon once, the resulting synthetic dendrite was not changed. Out
of cable and conduction time minimization, a straight and direct
connection remained ideal. When more axons were added and
noise was introduced to their trajectories (Figure 2C), the MST
dendrite started to branch out. In a similar but more realistic set-
ting, a dendrite connecting to a set of parallel axons traversing
space was flat according to the MST (Figure 2D). A flat dendrite
which lies perpendicular to a set of parallel axons was shown to
be the overall ideal geometrical arrangement given Cajal’s wiring
costs (Wen and Chklovskii, 2008). It is therefore not surprising
that the MST approach reproduces this intuition. Such a planar

dendritic structure can be observed in cerebellar Purkinje cells for
example which reach out to the molecular layer to collect their
parallel fiber inputs. These being arranged entirely in parallel the
dendrite must grow in a planar way perpendicular to the parallel
fibers to connect to them most efficiently.

Most neural systems however are not entirely optimized for
the connection between only one set of axons and one dendrite
type. Axon distributions are therefore more complex. In order to
illustrate the potential of this constructive approach, I demon-
strate in the following how a few sample input axon sets would
impact on the resulting MST dendrites and therefore on their
average DDF. The first case scenario that I chose exhibits a set of
axons which were located in parallel neighboring planes forming
a neuronal layer. Within their respective planes, the axons were
isotropically oriented and the starting point, the root of the den-
drite, was positioned below the layer of axons. Only the axons
passing in close vicinity with a cutoff at half of the thickness of
the layer were considered (Figure 2E). In such a configuration the
distribution of axons was homogeneous. However, the resulting
MST dendrite grew a shape reminiscent of dentate gyrus granule
cell dendrites and exhibited an inhomogeneous DDF (Figure 2F).
When the starting point was moved to the center of the axonal
layer, this resulted in an isotropic DDF similar to a pyramidal
cell basal dendritic density profile (Figure 2G). It is possible that
such a DDF follows similar features as the dendritic cable densi-
ties measured previously (Snider et al., 2010; Teeter and Stevens,
2011). Note that the precise relation between density of topolog-
ical points in a dendrite and dendrite cable density has yet to be
studied in detail. In any case, it will be possible to find the type
of arrangement of input axons which generally reproduces their
measures, thereby unveiling general principles of axon arrange-
ments and connectivity patterns. To finish, I would like to suggest
a last sample configuration in which two separate layers of axons
similar to the one previously described were both connected to a
single starting point located in the middle of the lower of the two
layers (Figure 2H). Under these conditions, the natural shape of
a pyramidal cell, including its apical dendrite and its two separate
DDFs (Figure 2I) were a natural consequence. When biological jit-
ter and diameter values were mapped onto the corresponding tree
structure (as in Cuntz et al., 2010), this resulted in a biologically
realistic pyramidal cell (Figure 2J).

OUTLOOK
I have shown that morphological models can provide more than
just anatomical profiles for realistic neural network simulations.
They can also be a tool to understand how dendrite morphol-
ogy comes about and a tool to test our knowledge about the local
connectivity in the brain. This short exercise provides once more
evidence that the major determinant for a dendrite’s morphology
is its role in the connectivity. It is well known that morphol-
ogy particularly in cortical pyramidal cells plays a role for the
intrinsic computation that a single neuron performs on its inputs
(Vetter et al., 2001; Polsky et al., 2004; Sjöström and Häusser,
2006; Branco et al., 2010). The role of morphology on single
neuron computation, and vice versa, can also be studied using
morphological modeling. In the morphological model, neuronal
computation is affected in various ways. The main morphological

Frontiers in Neuroanatomy www.frontiersin.org February 2012 | Volume 6 | Article 2 | 62

http://www.frontiersin.org/Neuroanatomy
http://www.frontiersin.org
http://www.frontiersin.org/Neuroanatomy/archive


Cuntz Dendritic density fields

FIGURE 2 | Dendritic density field (DDF) estimation directly from input

axon distributions. (A) Target points (green) lying on one line are connected
to a starting node (large black dot) using the MST algorithm. This leads to a
dendrite consisting of a single line. (B) Same as in (A) but targets are parallel
lines (axons, green) rather than points. The optimal dendrite connecting to
these axons is the same as in (A). (C) Same as in (B) but the number of
target axons is increased and the axon trajectories are slightly jittered: the
MST is slightly jittered and a few branch points appear. (D) Synthetic dendrite
(black) connecting a starting point (large black dot) in 3D space to a set of
parallel axons (green): the resulting MST is flat. (E) Target axons (green) are
arranged in parallel planes but are of isotropic orientation within these planes.
The axons are connected using MST (black tree) to a starting point (large black

dot) located below the layer of axons. Top: view from the top; bottom: view
from the side.The result is a typical dentate gyrus granule cell morphology. (F)

DDF of 50 synthetic granule cells grown as in (E); compare with Figure 1C.
Left: side view of density profile; right: mesh representation of the same
density distribution. (G) Same as in (F) but the starting point was moved to
the center of the layer to reproduce the characteristic shape of the basal tree
of a cortical pyramidal cell. (H) Same as in (E) but the MST connects to axons
located in two parallel layers. The starting point is located in the middle of the
lower layer. The result is a characteristic pyramidal cell shape. (I) DDF of 100
synthetic pyramidal cells grown as in (H); compare with Figure 1D. (J) One
such synthetic pyramidal cell where diameter values were mapped onto the
dendritic segments and spatial jitter was added along the dendrite.
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parameter which impacts neuronal computation is the balancing
factor bf between the two wiring costs (Figure 1A). We have
previously shown that a large bf promotes a higher electrotonic
compartmentalization of the resulting synthetic dendritic tree
(Cuntz et al., 2010). This adds to the natural increase in con-
duction time speeds which is favored with increasing bf to the
detriment of wiring economy. Secondly, dendritic diameters play
a role in dendritic signal integration. We have previously attributed
diameter tapering to synaptic democracy. However, only electron
microscopy reconstructions (e.g., Kubota et al., 2011) will resolve
the precise role of diameter distributions on the electrotonic prop-
erties of a dendrite. Lastly, to implement a given computation, the
single neuron can select a subset out of a large variety of possi-
ble ion channel combinations which may be adapted to suit the
underlying morphological template (Prinz et al., 2003). Interest-
ingly, the toy model of a pyramidal cell presented here does not
build on any functional differences between the two layers that
it connects. The location of the starting point alone determines
which of the layers will yield an apical dendrite and which one a
basal dendrite. This dendrite root corresponds to the summation
point of the input signals but more importantly it is the coordinate
from which the axon, the output of the neuron, exits the cell. The
fact that the location of the exiting axon determines the neuron’s
shape was at the center of Cajal’s axopetal polarity theory. In the
cortex, most long-range axons project toward the white matter
away from the pial surface. We would therefore predict a stereo-
typic polarity of pyramidal cell morphology: Basal dendrites of
pyramidal cells should be on the inside closer to the white mat-
ter, whereas the apical dendrites should be on the pial side. This
indeed is the case. At the example of the pyramidal cell dendrite I
showed that it is possible to predict both their DDF and their pre-
cise branching structure by making assumptions about the input
axon distribution. In this way it might for example be possible to
link regionalized specializations in pyramidal cell dendrite shape
(Elston, 2003) with differences in local connectivity. To summa-
rize, I have shown that the DDF is a promising attribute of dendrite
shape which enables direct conclusions on the arrangement of a
neuron’s axonal inputs.

METHODS
The methods presented here have been discussed in depth in
previous reports (Cuntz et al., 2007, 2008, 2010, 2011) and the
corresponding code is available at www.treestoolbox.org.

EXTENSION TO THE MST ALGORITHM
The original MST algorithm was implemented as an iterative
process which connects unconnected target points one at a time
to an existing tree structure following the wiring costs mentioned
in the text (Figure 1A; see Cuntz et al., 2007). The algorithm was
adapted to allow labeling of groups of target points. When a tar-
get point is connected to the tree, the remaining target points in
the same group become unavailable for the algorithm in the fur-
ther process. Target input axons were then implemented as labeled
groups of target points distributed in close intervals along the tra-
jectory of the respective axons. This was tested in Figures 2B–D
on simple parallel axon trajectories including a slight spatial jitter
in Figure 2C (50 axons) and 2D (100 axons). The resulting MST
dendrite grown to connect a set of parallel axons was flat in all
cases (Figure 2D).

GRANULE CELL MORPHOLOGICAL MODEL
For the dentate gyrus granule cell model in Figures 2E,F, the set of
axons was generated by randomly selecting X and Y coordinates
and a random angle for each axon within a 1.5-mm × 1.5-mm
plane and drawing straight lines with these coordinates. Three
hundred axons were generated in this way and a random Z -value
between 0 and 250 μm was associated to each axon. The starting
point for the dendrite was located 25 μm below the axonal layer
and in the center of the XY plane. Only axons passing in 125 μm
of the center of the axonal layer were selected resulting on average
in a set of around 60 axons. Target points were distributed every
50 μm along the axons. The resulting synthetic granule cells had
an average of 20 branch points.

PYRAMIDAL CELL MORPHOLOGICAL MODEL
For the pyramidal cell basal dendrite in Figure 2G, the proce-
dure for Figures 2E,F was reproduced after moving the starting
point to the center of the axonal layer. For the complete pyrami-
dal cell model in Figure 2H–J, two layers similar to the granule
cell axonal layer from Figures 2E,F were generated with 200 axons
each. Around 30–40 axons were selected by the same 125 μm sharp
cutoff criterion. The starting point for the dendrite was located in
the center of the lower axonal layer.
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Neocortical areas are believed to be organized into vertical modules, the cortical columns,
and the horizontal layers 1–6. In the somatosensory barrel cortex these columns are
defined by the readily discernible barrel structure in layer 4. Information processing in the
neocortex occurs along vertical and horizontal axes, thereby linking individual barrel-related
columns via axons running through the different cortical layers of the barrel cortex.
Long-range signaling occurs within the neocortical layers but also through axons projecting
through the white matter to other neocortical areas and subcortical brain regions. Because
of the ease of identification of barrel-related columns, the rodent barrel cortex has become
a prototypical system to study the interactions between different neuronal connections
within a sensory cortical area and between this area and other cortical as well subcortical
regions. Such interactions will be discussed specifically for the feed-forward and feedback
loops between the somatosensory and the somatomotor cortices as well as the different
thalamic nuclei. In addition, recent advances concerning the morphological characteristics
of excitatory neurons and their impact on the synaptic connectivity patterns and signaling
properties of neuronal microcircuits in the whisker-related somatosensory cortex will
be reviewed. In this context, their relationship between the structural properties of
barrel-related columns and their function as a module in vertical synaptic signaling in the
whisker-related cortical areas will be discussed.

Keywords: barrel cortex, cortical column, excitatory connections, long-range collaterals, pyramidal cell,

somatosensory cortex, spiny stellate cell

INTRODUCTION
In the 1950s, Vernon Mountcastle (Mountcastle, 1957, 1997,
2003) introduced the expression “cortical column” for the con-
cept of vertical information processing in the somatosensory
cortex, an idea that was later adopted by David Hubel and Torsten
Wiesel (Hubel and Wiesel, 1959, 1963) for the visual cortex.
However, in recent years the existence of such vertical modules
of cortical signal processing has become a matter of scientific
debate. Some reviews and/or commentaries have proposed that
the “cortical column” is “a structure without function” (Horton
and Adams, 2005) and obituaries for cortical columns have also
been written (da Costa and Martin, 2010; but see Rockland,
2010).

The ground-breaking work by Woolsey and Van der Loos
(Woolsey and Van der Loos, 1970) showed that the vibrissae
on the rodents’ snout are topographically represented in the
contralateral somatosensory cortex by distinct cytoarchitectonic
units in layer 4. These cytoarchitectonic units have therefore
been coined “barrels” to describe their structure and the cortical
region in which they are located as “barrel field.” Already in 1922,
Lorente de Nó (Lorente de Nó, 1922; for a translation see Lorente
de Nó, 1992) showed such barrel-like structures (see Figures 5–8
in Lorente de Nó, 1922, 1992) which he assumed were located in
the acoustic cortex.

Here, aggregations of somata of small spiny neurons exist
that surround a “hollow” center. In the mouse and many other
rodents “hollows” are clearly visible for every barrel (Woolsey
et al., 1975a) while in the rat such hollows are only discernible
in the anterolateral, large barrels (Welker and Woolsey, 1974;
Land and Erickson, 2005). The cell density in the barrel hol-
lows is lower than in the barrel borders; barrel hollows contain
a large fraction of the thalamocortical and intracortical axons,
dendrites, the somata of some L4 neurons and possibly also glia
(see e.g., Woolsey et al., 1975a; Lübke et al., 2000). Barrels are
separated by narrow septa (Woolsey and Van der Loos, 1970;
Welker and Woolsey, 1974) which are narrower in mice than in
rats (Woolsey et al., 1975b). Distinct cortical microcircuits have
been proposed for barrel- and septum-related excitatory neurons
(see e.g., Alloway, 2008). However, since the intracortical micro-
circuits of septum-related spiny neurons are not known they will
not be discussed in detail in this review.

Barrel- and septum-related cortical columns (from layer 1–6)
are defined by the barrel and septum borders in layer 4, in the
framework of which the synaptic connectivity will be discussed
here. For the different cortical layers the following definitions will
be used: Layer 1 (L1), layer 2/3 (L2/3) with a distinction between
layer 2 (L2) and 3 (L3), layer 4 (L4), layer 5 (L5) with its sublami-
nae 5A (L5A) and 5B (L5A) and layer 6 (L6) with the sublaminae
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6A (L6A) and 6B (L6B). This terminology has been introduced by
Lorente de Nó (Lorente de Nó, 1922) for the mouse and adopted
by Valverde (Valverde et al., 1989) for the rat and has been used in
many other publications. I will also use this nomenclature for the
discussion of synaptic connectivity patterns in the somatosensory
barrel cortex.

It should be noted, however, that the boundaries of the dif-
ferent layers are often not very sharp and dependent on the
type of staining and observation method used. Several different
characteristics can be used in combination to define the cortical
lamination. The density and distribution of excitatory neurons
are clearly one of them and have been used already in early pub-
lications on the organization of the neocortex (Ramón y Cajal,
1904; Lorente de Nó, 1922). However, the changes in cell den-
sity between the cortical layers are generally gradual, particular
those between layer 5 and 5B as well as 6A and 6B (for the barrel
cortex see Meyer et al., 2010b). Nevertheless, some layers are read-
ily identifiable such a cortical layers 1 and 4 because of their low
and high cell density, respectively; this feature is even visible in
unstained neocortical slices (e.g., Marx et al., 2012). At some layer
borders neuronal cell types change abruptly, for example at the
border between layer 4 and 5A: while layer 4 contains only spiny
stellate cells and star pyramids, exclusively slender-tufted pyrami-
dal cells are found immediately below the layer border (e.g., Lübke
et al., 2000).

Another feature that helps to delineate cortical layers in the
barrel cortex is the projection pattern of the afferents from the
ventroposterior medial (VPM) and the posteromedial (POm)
thalamic nuclei, which have distinct and generally no-overlapping
target regions (for a qualitative analysis in the barrel cortex see
Meyer et al., 2010a; for a review see Ahissar and Staiger, 2010).
In addition, the distribution of cortical interneurons differs also
markedly between layer (see below) and can help to define cortical
lamination.

According to a very recent study on rat barrel cortex, about
88–89% of the 19,000 neurons in a barrel-related column are exci-
tatory neurons while only 11–12% are GABAergic interneuron;
thus there are about 2200 interneurons per barrel column. The
relative fraction of interneurons differed between cortical layers
and sublaminae but was for all layers significantly lower than pre-
viously estimated (Meyer et al., 2010b, 2011). The highest fraction
of interneurons was found in layers 2 and 5A. In mouse barrel cor-
tex, the total number of neurons in a barrel-related column is only
about a third of the value observed for the rat (∼6500 neurons)
of which 11% are inhibitory interneuron (Lefort et al., 2009), a
fraction similar to that found for the rat.

Somatotopic representations of peripheral sensory receptors
analogous to those in the rodent barrel cortex have also been
identified for other animals. A very prominent example is the
star-nosed mole [(Catania et al., 1993; Catania and Kaas, 1995)
see also (Fox, 2008) for a comprehensive overview] in which
the arrangement of the somatosensory receptors on the animal’s
nose are reflected in their neocortical representation. However,
rodents are much more readily available as experimental animals.
For this reason, the barrel cortex has become a model system
to study the structural and functional characteristics of corti-
cal neuronal microcircuits. Because of their almost cylindrical

arrangement, layer 4 barrel columns are now considered to be
“prototypical” cortical columns. Here, I will discuss how the
intracortical, thalamocortical, and corticothalamic connectivity
patterns in barrel-related cortical columns govern and modulate
neuronal signaling.

VERTICAL ORGANIZATION OF THALAMOCORTICAL
PROJECTIONS IN THE BARREL CORTEX
Sensory signals from the whiskers on the rodent’s snout reach
the somatosensory “barrel” cortex via several distinct path-
ways (Table 1). Neurons of the trigeminal ganglion innervate
whisker follicles in the skin of the rodent’s snout and project to
four different trigeminal nuclei in the brainstem. In the brain-
stem trigeminal complex, rod-shaped cytoarchitectonic units
termed “barrelettes” have been identified that show a somatotopic
arrangement reflecting that of the whiskers on the animal’s snout
(Ma, 1991). All barrel-related trigeminal nuclei receive input from
the whiskers via the trigeminal nerve. Evidence accumulated over
the past 15 years has demonstrated that at least three distinct
axonal pathways project to different regions of the somatosen-
sory thalamic nuclei and from there to the primary and secondary
somatosensory (S1 and S2) barrel cortex (Jensen and Killackey,
1987; Deschênes et al., 1996; Pinault and Deschênes, 1998; Pierret
et al., 2000; Veinante et al., 2000a; Arnold et al., 2001; Furuta
et al., 2009; Wimmer et al., 2010; Oberlaender et al., 2011b; for
reviews see Deschênes et al., 1998; Alloway, 2008; Fox, 2008;
Deschênes, 2009; Bosman et al., 2011). These pathways have been
termed lemniscal, extralemniscal, and paralemniscal pathway and
they differ in their brain stem origin, their thalamic relay sta-
tions and their neocortical target structures/layers (Table 1); a
brief description of them is given below (see also Table 1 and
Figure 2).

The lemniscal pathway relays whisker signals through the
principal trigeminal nucleus (PrV) and projects from there to
the dorsal medial region of VPM nucleus (VPMdm) of the thala-
mus. Here, the axons from a specific “barrelette” in the trigeminal
nucleus contact neurons in the corresponding contralateral thala-
mic “barreloid,” a cytoarchitectonic structure which is a curved,
tapering rod with an oblique orientation (Hoogland et al., 1987;
Land et al., 1995; Haidarliu and Ahissar, 2001; Varga et al.,
2002). The lemniscal pathway can be subdivided into two sepa-
rate branches depending on the target region in the VPM bar-
reloid (Table 1, Figure 2). The so-called “lemniscal (1)” branch
innervates the core region of the VPM barreloid while the “lem-
niscal (2)” branch project to its head region. Axons arising
from VPM neurons in the barreloid core innervate predomi-
nantly layer 4 and 6A of the corresponding S1 barrel column
and to a lesser extent also layer 3 and 5B (Bureau et al., 2006;
Cruikshank et al., 2010; Oberlaender et al., 2011b) and have
single-whisker receptive fields (Ito, 1988; Simons and Carvell,
1989; Armstrong-James and Callahan, 1991; Diamond et al.,
1992; Brecht and Sakmann, 2002b). A small fraction of VPM
neurons may have larger receptive fields but their exact loca-
tion in the barreloid was not determined (Minnery et al., 2003).
In marked contrast, afferents arising from the head of the VPM
barreloid [i.e., those in the lemniscal (2) branch] innervate exclu-
sively neurons located in the L4 “septa” and have multi-whisker
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Table 1 | Pathways in the whisker-to-barrel cortex system.

Pathway Brainstem (trigeminal nuclei) Thalamus (contralateral) Neocortex (main target Response type

regions are italicized

and bold)

Lemniscal (1) N. principalis VPMdm
core barreloid

S1 Layer 3
S1 Layer 4 barrels
S1 Layer 5B
S1 Layer 6A

Single whisker

Lemniscal (2) N. principalis VPMdm
head barreloid

S1 Layer 4 septa Single whisker
Multiple whisker

Extralemniscal N. interpolaris
(caudal)

VPMvl
No clear
barreloid
detectable

S1 Layer 3 dysgranular
S1 Layer 4 dysgranular
S1 Layer 6A dysgranular
S2 Layer 4
S2 Layer 6

Multiple whisker

Paralemniscal N. interpolaris
(rostral)

POm S1 Layer 1 barrels and septa
S1 Layer 4 septa
S1 Layer 5A barrels and septa
S2

Multiple whisker

Pathways from the brain stem to the barrel cortex indicating the name of the pathway, the brainstem relay, the thalamic relay station, the target regions in the

primary and secondary somatosensory cortices and whether the neuronal response is elicited only by a single or by several (multiple) whiskers.

receptive fields (Urbain and Deschênes, 2007; Furuta et al.,
2009).

The majority of the lemniscal thalamic afferents, in partic-
ular those arising from the core VPM barreloids, show a clear
barrel-column related axonal projection with profuse branch-
ing at the level of a single barrel in layer 4 (Figures 1, 3A;
Jensen and Killackey, 1987; Chmielowska et al., 1989; Lu and
Lin, 1993; Pierret et al., 2000; Arnold et al., 2001; Meyer et al.,
2010a,b; Oberlaender et al., 2011b). However, some VPM neu-
rons possess axons that bifurcate in layer 6 or 5 to inner-
vate two or more barrel columns; these may arise from other
regions, e.g., the barreloid head (Pierret et al., 2000). This struc-
tural feature may contribute to the relatively large subthreshold
whisker-related receptive fields (as defined by EPSP recordings)
in layer 4 that have been observed in in vivo studies (Brecht
and Sakmann, 2002a). Nevertheless, even these bifurcating tha-
lamocortical axons showed a clear preference for a barrel-related
columns (Arnold et al., 2001).

The paralemniscal pathway originates from neurons located
in the rostral (oral) section of the interpolar spinal trigeminal
nucleus (SpV; Veinante et al., 2000a); the SpV lies posterior to
the PrV. This section shows no “barrelette”-like subdivisons; neu-
rons in this structure show multi-whisker responses (Erzurumlu
and Killackey, 1980; Peschanski, 1984; Williams et al., 1994;
Veinante and Deschênes, 1999). Their axons terminate in the
POm nucleus of the thalamus (Lavallée et al., 2005) that does
not show “barreloid”-like cytoarchitectonic units like the VPM
nucleus. From there, the thalamic afferents project to both S1
and S2 whisker-related cortex. In S1 cortex, the main target
regions of POm afferents are neurons in layer 1, and 5A and the
septum-related but not barrel-related layer 4 neurons (Table 1,
Figure 2 and Herkenham, 1980; Chmielowska et al., 1989; Lu
and Lin, 1993; Bureau et al., 2006; Wimmer et al., 2010; but

see Furuta et al., 2009). Axon fibers from neurons in the ante-
rior part of POm target preferentially layer 5A of S1 while those
from neurons in the posterior part were predominantly found in
layer 1 (Ohno et al., 2011). The fact that the target regions of
the—predominantly lemniscal—VPM afferents and the paralem-
niscal POm afferents show a largely complementary distribution
(Table 1 and Figures 1, 2 and Koralek et al., 1988; Alloway, 2008;
Wimmer et al., 2010) has lead to the hypothesis that there are
distinct streams of whisker information processing in rodent bar-
rel cortex. In the cortex itself, these streams are represented by
barrel and septal circuits, which are involved in sensory analysis
(both barrel and septal circuits) and the modulation of whisk-
ing behavior (septal circuits only; for details see Alloway et al.,
2004; Alloway, 2008; Chakrabarti and Alloway, 2009). However,
these two circuits may not be entirely separate. Septal L4 neu-
rons receive also input from the lemniscal (2) pathway (Table 1;
see Furuta et al., 2009); neurons in this region are therefore in a
position to integrate the lemniscal and paralemniscal streams to
the neocortex at a very early stage. Septal neurons are therefore
not simply elements of an intracortical “paralemniscal” pathway
as previously suggested (Bureau et al., 2006).

Like the paralemniscal pathway, the extralemniscal pathway
also relays signals through the caudal region of the interpolar SpV
which shows a “barrelette”-like organization—in contrast to the
oral part of the interpolar SpV which is a relay station in the par-
alemniscal pathway. It reaches the somatosensory cortex through
the ventral-lateral region of the VPM (VPMvl), the tail region
of the barreloids. In contrast to VPMdm, the VPMvl region of
the somatosensory thalamus shows no clear subdivision into bar-
reloids or similar neuron clusters. Extralemniscal afferents target
to a moderate degree the dysgranular regions of layers 3, 4, and
6 of S1 barrel cortex and densely neurons in layers 4 and 6 of
S2 cortex (Table 1 and Pierret et al., 2000; Bokor et al., 2008).
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FIGURE 1 | Dual labeling of axons projecting from the VPM and POm

axons. Labeling of VPM and POm axons in the same animal by
adeno-associated virus-mediated expression of different fluorescent
proteins. VPM afferents (red) in a thalamocortical barrel cortex slice. POm

afferents (green). Overlay of VPM and POm labeled thalamocortical axons

illustrating afferent sparse zones of low fluorescence (i.e., low
thalamocortical innervation). There is potential overlay of VPM
and POm afferents in the deeper portion of barrels (yellow).
Modified from Wimmer et al. (2010), with permission of the
Society for Neuroscience.

FIGURE 2 | Pathways from thalamus to the primary somatosensory

cortex (S1). The figure shows the section of the four different
whisker-related pathways from the thalamus to the primary somatosensory
cortex. The thalamus is represented by a single barreloid in VPM; the border
between POm and VPM by a dashed line. The input stations in the brainstem
nuclei have been omitted in this diagram. Magenta: lemniscal (1) pathway;

orange: lemniscal (2) pathway; green: paralemniscal pathway; blue:
extralemniscal pathway. The term “dysgranular cortex” in S1 defines the
region in and around the barrel field in which layer 4 shows no clear barrel
structure. Abbreviations: VPMvl, ventrolateral portion of a barreloid in the
ventroposterior medial nucleus of the thalamus; VPMdm, dorsomedial
portion of a barreloid in the VPM.

Nevertheless, even here a distinct vertical projection pattern can
be observed. It has been suggested that the distinct whisker-
to-barrel cortex pathways are associated with specific sensory
modalities (Yu et al., 2006). The lemniscal pathway has been

associated with a combined whisking-touch signal while the
extralemniscal pathway is hypothesized to mediate only the con-
tact signal and the paralemniscal pathway only the sensor motion
(whisking) signal.
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CORTICAL SIGNAL PROCESSING IN THE BARREL-RELATED
COLUMN
During the past 10–15 years significant advances in the study of
signal processing in a barrel-related cortical column have been
made using anterograde or retrograde axonal labeling, paired
electrophysiological recording, and connectivity mapping exper-
iments using either caged glutamate release or—more recently—
light activation of neurons that are selectively manipulated to
selectively express the light-sensitve bacterial ion channel “chan-
nelrhodopsin 2” (ChR2; Petreanu et al., 2007; Zhang et al., 2007;
Scanziani and Häusser, 2009).

INPUT TO THE NEOCORTEX
Virtually all cortical layers of the whisker-related S1 cortex receive
thalamic input from either the VPM or POm neurons as men-
tioned above. This input shows a clear vertical organization
(Figures 1, 2A). The highest density of thalamocortical axon col-
laterals can be found in cortical layer 4 (Bernardo and Woolsey,
1987; Jensen and Killackey, 1987; Chmielowska et al., 1989; Senft
and Woolsey, 1991; Pierret et al., 2000; Wimmer et al., 2010;
Oberlaender et al., 2011b) which can therefore be regarded as the
major input layer of the barrel and also of other sensory cortices.
As can be seen in Figure 3A, the lemniscal VPM afferents show

FIGURE 3 | Neuronal elements in the S1 barrel cortex with a

predominantly vertical axonal organization. The figure shows four types
of axonal projections (blue) with a predominantly vertical axonal projection
that is largely confined to a barrel column in the whisker-related S1 cortex.
(A) Most thalamic afferents from VPM nucleus of the thalamus arborize
extensively in layer 4 in a barrel-restricted fashion, (B) L4 spiny stellate cell,
(C) L4 star pyramidal cell, (D) corticothalamically projecting L6A pyramidal
cell. The dendritic domain of intracortical neurons is given in red. (Modified
from Oberlaender et al. (2011b) (A), from Feldmeyer et al. (1999) (B,C),
from Zhang and Deschênes (D) with permission of John Wiley and sons on
behalf of The Physiological Society, the Society for Neuroscience and
Oxford Journals).

many bifurcations at the level of a single barrel in layer 4; in addi-
tion, lower layer 3 and layers 5B and 6 are also innervated by axons
from the VPM neurons; neurons in layer 2 receive only sparse
innervation by thalamic axons, while those in layer 6B receive
almost none (Meyer et al., 2010a; Oberlaender et al., 2011b). In
layer 4 as well as other cortical layers the lemniscal afferents target
both excitatory neurons and inhibitory interneurons (Hersch and
White, 1981; White et al., 1984; Porter et al., 2001; Beierlein et al.,
2003). The majority of VPM afferents form synaptic connection
with excitatory neurons because these outnumber L4 interneu-
rons by far. However, they show also a strong convergence onto
L4 interneurons (Bruno and Simons, 2002; Cruikshank et al.,
2007). Thus, layer 4 is the major and dominant input layer in a
barrel-related column in which the bouton density of VPM axons
is higher than in any other cortical layers; most of theset bou-
tons form synapses with L4 spiny stellate cells and star pyramidal
neurons (Bruno and Sakmann, 2006; Oberlaender et al., 2011b).
It should be noted, however, that synaptic contacts established
by the thalamocortical afferents are only about 10–20% of the
total number of synaptic contacts in layer 4 (White and Rock,
1979; Benshalom and White, 1986) and are therefore consider-
ably outnumbered by intracortical synaptic connections. In vivo
during anaesthesia, the monosynaptic thalamocortical (VPM-L4)
EPSP is about 1 mV in amplitude; during mild sedation this
amplitude drops even further, suggesting a relatively low synaptic
efficacy. Because synaptic inputs from VPM onto L4 neurons are
both relatively frequent and show a high degree of synchronous
activity amplification via intralaminar L4 synaptic connections
is nevertheless not required to drive the intracortical signal flow
(Brumberg et al., 1999; Miller et al., 2001; Bruno and Sakmann,
2006).

It has been proposed that barrels in layer 4 can be functionally
classified into “mini”-columns containing neurons that are pref-
erentially activated by whisker deflections at a specific angle. Such
“angular tuning” domains are formed by convergent synaptic
inputs from thalamocortical neurons with corresponding angu-
lar preferences. Processing within such domains may depend on
local connectivity among vertically aligned barrel neurons (Bruno
et al., 2003; Andermann and Moore, 2006; Furuta et al., 2011)
which have been reported to be organized in clusters (Feldmeyer
et al., 1999; Lübke et al., 2000). In addition, cytoarchitectonic sub-
barrel domains have been identified in large but not small barrels
in mouse S1 cortex that are enriched in thalamocortical axon ter-
minals (Land and Erickson, 2005). It is tempting to speculate
that sub-barrels are the morphological correlates of functional
“angular tuning” domains. “Angular tuning” domains similar to
those observed at the level of layer 4 have also been confirmed for
layer 2/3 in rat whisker-related S1 cortex (Andermann and Moore,
2006; Kremer et al., 2011).

INTRACORTICAL EXCITATION
Within a defined cortical area such as the barrel cortex, neu-
ronal connections can be subdivided into three major groups:
local, intralaminar connections, translaminar connections, and
connections between cortical columns; in addition there are also
long-range synaptic connections that link neurons to other corti-
cal areas and subcortical target regions. The barrel cortex is ideal
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to investigate the functional and structural properties of such con-
nections because of its clearly visible somatosensory topography,
which relates the sensory periphery to the cortical signal pro-
cessing area (Fox, 2008; Bosman et al., 2011). Because individual
synaptic connections have mainly been characterized for the S1
cortex, the review concentrates on this type of connections.

LAYER 4 SERVES TO DISTRIBUTE INTRACORTICAL EXCITATION
The neuronal targets of thalamocortical afferents in layer 4 are
spiny stellate cells, star pyramids, and L4 pyramidal neurons
(Brecht and Sakmann, 2002a; Staiger et al., 2004; Bruno and
Sakmann, 2006). However, the latter type of neurons has not been
identified in other studies (Lübke et al., 2000; Egger et al., 2008).
Major functional differences have not been reported for excita-
tory L4 neurons (Feldmeyer et al., 1999; Lübke et al., 2000; but
see Cowan and Stricker, 2004; Staiger et al., 2004). The two dif-
ferent types of excitatory L4 neurons may differ in their synaptic
connectivity: Star pyramids have been reported to receive weak
and sparse synaptic input from other cortical layers in the home
column while spiny stellate cells do not (Schubert et al., 2003).

The axonal and dendritic domain of spiny stellate cells and star
pyramids show a column-related topology but differ in the fine
structure of the dendritic and axonal projections (Lübke et al.,
2000; Egger et al., 2008). The dendritic domain of L4 spiny neu-
rons remains largely within a barrel in layer 4 (with the exception
of the apical dendrite of star pyramids) while their axonal domain
is largely columnar with a very high density of axon collaterals
in layers 4 and 2/3 (Figures 3 and 4A and Feldmeyer et al., 1999;
Lübke et al., 2000; Brecht and Sakmann, 2002a; Lübke et al., 2003;
Bruno and Sakmann, 2006; Egger et al., 2008). This columnar
topography is developmentally regulated: during early postnatal
stages (postnatal day (P) 4 to 10) the axon projects over the bor-
ders of the home barrel column while it is largely confined to it
by the end of the third to fourth postnatal week (Bender et al.,
2003; Radnikow et al., 2010). In another study such a develop-
mental regulation was not observed; however, this study used a
much narrower age range (P8–16; Bureau et al., 2004). Other neu-
rons in the neocortex such as the corticothalamically projecting
L6A pyramidal cells show a similar columnar organization of their
axon (Figures 3 and 7A; Zhang and Deschênes, 1997; Kumar and
Ohana, 2008).

A small fraction of L4 spiny neuron axons projects into neigh-
boring barrel-related columns where they branch profusely in the
neighboring barrel but still obey column borders (Egger et al.,
2008). These neurons may serve in interbarrel signaling and could
enlarge the subthreshold receptive fields of L4 spiny neurons.
Furthermore, some L4 star pyramids exhibit long-range projec-
tions over several barrel-columns or rows, both in layer 4 and
in infragranular layers (Lübke et al., 2000; Brecht and Sakmann,
2002a; Egger et al., 2008).

In rodent barrel cortex, L4 spiny neurons form cell clusters
in which they are highly interconnected. Reported connectiv-
ity ratios range from 25 to 36% (about 20–30% of which are
reciprocal) and are thus the highest reported for excitatory neo-
cortical synapses (Feldmeyer et al., 1999; Petersen and Sakmann,
2000; Lefort et al., 2009). The presynaptic excitatory L4 neuron
forms between two and five synaptic contacts on the dendrites

FIGURE 4 | Excitatory synaptic input–output relationship in layer 4 of

the S1 barrel cortex. (A) Reconstructions of a L4 spiny stellate cell (left)
and a L4 star pyramidal neuron (right) in rat barrel cortex (Feldmeyer et al.,
1999). Modified with permission of John Wiley and Sons on behalf of The
Physiological Society. (B) Diagram of the excitatory synaptic connections of
and onto L4 spiny neurons (red neuron with blue axon) in the barrel cortex.
Although layer 4 contains both spiny stellate and star pyramidal neurons
and a few pyramidal cells only spiny stellate cells are shown for simplicity.
Note that L4 spiny neurons provide synaptic output to virtually all layers in a
barrel column. For detailed information on the location of synaptic contacts
and differences in the connectivity of the three different excitatory L4
neurons see text. The thalamic region is represented by a single barreloid in
the VPM nucleus of the thalamus; the VPM/POm border is marked by a
dashed line. Red neuron; Dendrites and axon of the neuron for which the
input–output relationship is described in this figure. Different cortical layers
as indicated on the left. The thickness of the red arrows pointing to a
postsynaptic (black) neurons indicates the connection probability between
this and the black neurons as well as cortical and subcortical areas.

(Continued)
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FIGURE 4 | Continued.

The dashed red arrow in layer 5 marks a likely but not yet verified synaptic
connection onto a corticocallosal L5 pyramidal cell. It should be noted that
Black neurons: Dendrites and axon of neurons sending to and receiving
synaptic input from to the red neuron. The thickness of the black arrows
pointing to the red neuron indicates the connection probability between
these neurons and the red neuron. Light blue arrows: Excitatory synaptic
input from cortical regions outside the S1 barrel cortex. Magenta arrow:
Synaptic input from the VPM (lemniscal (1) pathway. Green arrow:
Synaptic input from the POm (paralemniscal pathway). However, for L4
spiny neurons synaptic input from outside thhe barrel cortex originates
almost exclusively from the core of the barreloid in the dorsomedial part of
the VPM. Abbreviations: VPM, ventroposterior medial nucleus of the
thalamus; dm, dorsomedial part; vl, ventrolateral part; POm, posterior
medial nucleus of the thalamus; L2P, L2 pyramidal cell; L3P, L3 pyramidal
cell; L4SN, L4 spiny neuron; stL5P, slender-tufted L5A pyramidal cell;
ttL5BP, thick-tufted L5B pyramidal cell; calL5P, corticocallosal L5 pyramidal
cell; ccL6AP, corticocortical L6A pyramidal cell; ctL6AP, corticothalamic L6A
pyramidal cell.

of the postsynaptic neuron at an average geometric distance of
∼70 µm. Monosynaptic connections between L4 spiny neurons
are relatively efficacious (mean unitary EPSP (uEPSP) amplitude:
1.6 mV) and highly reliable, indicative of a high release proba-
bility. In a few L4-L4 connections, single uEPSPs were found to
be sufficiently large to evoke action potentials (Feldmeyer et al.,
1999). The L4-L4 connection is almost the only intracortical
synaptic input L4 spiny neurons receive (Figure 4B). The con-
nectivity ratios with excitatory neurons in all other layers of S1
barrel cortex are extremely low, often below 1% (Lefort et al.,
2009). However, it is likely that a connections between L4 spiny
neurons and L6 pyramidal neurons exist as the the strong axonal
arborization of the L6 axon suggests (Pichon et al., 2012).

From layer 4 the incoming thalamocortical excitation spreads
to other cortical layers, most prominently to layer 2/3 which
shows also a high density of L4 spiny neuron axon collaterals
(Lübke et al., 2000, 2003). L2/3 pyramidal cells are strongly inner-
vated by L4 spiny neurons in the home barrel-related column;
the connectivity ratio ranges between 10 and 15% (Feldmeyer
et al., 2002; Silver et al., 2003; Lefort et al., 2009). The presynaptic
L4 axons form synaptic contacts mainly with the basal dendritic
arbor of the postsynaptic L2/3 pyramidal cell at an average dis-
tance of ∼70 µm, i.e., close to the soma. The number of synaptic
contacts varies between four and five. Despite their relatively large
axonal distance (200–400 µm), synaptic connections between L4
spiny neurons and L2/3 pyramidal cells have a surprisingly high
connectivity ratio, are efficacious (uEPSP amplitudes ranging
from 0.6 to 1.0 mV) and of a relatively high release probability
(Pr ∼ 0.8; Feldmeyer et al., 2002; Silver et al., 2003; Sarid et al.,
2007; Lefort et al., 2009).

In contrast to the intralaminar L4-L4 connection, L4-L2/3
connections are never reciprocal (Feldmeyer et al., 2002) and con-
nections between presynaptic L2/3 pyramidal cells and L4 spiny
neurons are extremely rare (Lefort et al., 2009). In studies on rat
neocortex using laser scanning photo-release of caged glutamate
in brain slices it has been shown that L4 spiny neurons in a cor-
tical barrel are the most dominant input to barrel-related L2/3
pyramidal neurons (located above a barrel in layer 2/3) while this

is not the case for septum-related L2/3 pyramids (i.e., those above
a septum in layer 4; Shepherd et al., 2005; Shepherd and Svoboda,
2005). For murine barrel cortex, however, the same group has
proposed a different connectivity. Barrel-related pyramidal neu-
rons in lower layer 2/3 (often referred to as layer 3) receive strong
input from layer 4 while those in upper layer 2/3 (i.e., layer 2)
Septum-related L2 and L3 pyramids, are only weakly innervated
by barrel- and septum-related L4 neurons (Bureau et al., 2006).
This view is not supported by paired recording studies in both
mouse and rat barrel cortex which report comparable connectiv-
ity ratios between L4 spiny neurons and pyramidal cells in deep
and superficial layer 2/3 (Feldmeyer et al., 2002; Lübke et al.,
2003; Lefort et al., 2009). Nevertheless, a decrease in the connec-
tivity with increasing axonal path length is likely because of the
reduction in axonal density (and hence the probability of forming
synaptic contacts; Lübke et al., 2003).

As discussed above, L4 spiny neurons in a cortical barrel tar-
get preferentially other L4 spiny neurons and pyramidal neurons
in layer 2/3 of the same barrel-related column. However, they
have also been demonstrated to innervate L5A, L5B, and L6A
pyramidal cells suggesting the existence of a direct, monosynap-
tic signal transformation from layer 4 to infragranular layers (in
addition to the indirect, disynaptic connection from layer 4 via
layer 2/3 to layer 5; see below). The connectivity of L4 spiny neu-
rons with L5A and L5B pyramidal cells is also relatively high with
a connectivity ratio of about 10%, but of a lower efficacy (mean
uEPSP amplitude of ∼0.6 mV) than that of other L4 connec-
tions (Schubert et al., 2001, 2006; Feldmeyer et al., 2005; Lefort
et al., 2009; Petreanu et al., 2009; Hooks et al., 2011). Synaptic
contacts on infragranular neurons are mainly established on the
basal dendrites of the L5 pyramidal cells (Markram et al., 1997;
Feldmeyer et al., 2005; Petreanu et al., 2009); the distribution
of these contacts overlaps to a significant degree with that pro-
posed for thalamocortical synaptic contacts (Petreanu et al., 2009;
Meyer et al., 2010a,b; Oberlaender et al., 2011b). In addition to
pyramidal cells of layer 5A and 5B, L4 spiny neurons target also
pyramidal cells in layer 6, although the observed connectivity
ratio was very low (Lefort et al., 2009; Qi and Feldmeyer, 2010;
Tanaka et al., 2011). However, synaptic connections between L4
spiny neurons and L6A pyramidal cells exhibit a synaptic target
region specificity not found for other L4 connections: L4 spiny
stellate cells innervate exclusively the apical tuft of L6A pyrami-
dal cell and show slow EPSPs with rise times exceeding 3 ms. On
the other hand, L4 star pyramids target predominantly—but not
exclusively—basal and deep apical oblique dendrites of L6A pyra-
midal cells and give mainly rise to fast EPSPs (Qi and Feldmeyer,
2010).

From the available data it appears that cortical layer 4 acts as a
“hub” of intracolumnar information processing because neurons
of this layer signal to all other cortical layers in the same barrel-
related column with the possible exception of layer 1. Although
L4 spiny neurons do not project outside the barrel cortex and
are largely confined to a barrel column they are an integral part
of many neuronal subnetworks that are involved in both feed-
forward signaling within the S1 cortex and to S2 and the primary
motor (M1) cortices (via L2/3 and corticocortically projecting L5
and L6 pyramidal neurons, see below) and feedback signaling to

Frontiers in Neuroanatomy www.frontiersin.org July 2012 | Volume 6 | Article 24 | 72

http://www.frontiersin.org/Neuroanatomy
http://www.frontiersin.org
http://www.frontiersin.org/Neuroanatomy/archive


Feldmeyer Excitatory connections in the barrel cortex

structures such as the thalamus (via corticothalamic L5 and L6
pyramidal neurons, see below).

VERTICAL AND HORIZONTAL SPREAD OF SYNAPTIC SIGNALING
IN LAYER 2/3 OF THE BARREL CORTEX
The spread of excitation from the thalamus to layer 4 and from
there to layer 2/3 is mostly vertical and largely confined to the
barrel-related column (Petersen and Sakmann, 2001; Feldmeyer
et al., 2002; Laaris and Keller, 2002; Lübke et al., 2003; Shepherd
et al., 2003, 2005; Shepherd and Svoboda, 2005). In addition, L3
pyramidal neurons (Figure 5A, right neuron) also receive (Jensen
and Killackey, 1987; Arnold et al., 2001; Meyer et al., 2010b;
Oberlaender et al., 2011b) intput from the VPM nucleus of the
thalamus (Figure 5C).

L2 Pyramidal cells (Figure 5A, left neuron) have short apical
dendrites with relatively large tufts in layer 1 while L3 pyra-
mids have longer apical dendrites with more slender tufts (Lübke
et al., 2003; Shepherd and Svoboda, 2005; Feldmeyer et al., 2006;
Oberlaender et al., 2011b). It is conceivable that the different

types of apical tufts of L2 and L3 pyramids is the structural basis
of a differential POm input (via layer 1, see Figure 5B) to these
neurons: large tufts are in a position to form more synaptic con-
tacts because of the number of dendrites in this layer. However,
this has not been demonstrated directly.

Most pyramidal neurons in layer 2/3 have axonal domains that
exhibit a “butterfly” appearance: a long stem axon that runs down
into the white matter and has several long-range collaterals pro-
jecting horizontally mainly in layers 2/3 and 5 over the entire
barrel field in S1 and into the ipsilateral S2 and M1 cortex while
sparing layer 4 almost completely (Figure 5A; Feldmeyer et al.,
2006; Larsen and Callaway, 2006; Bruno et al., 2009; Aronoff et al.,
2010, see also below). Apart from these, a few L3 pyramidal cells
have been identified that exhibit some collateralization in layer 4
(Larsen and Callaway, 2006; Bruno et al., 2009) and have a much
narrower axonal field in supra- and infragranular cortical layers
(and a high axonal density in the barrel column). Both types of
neurons were found above barrels. All these functional data sug-
gest an heterogeneity in the neuronal make-up of layer 2/3. How

FIGURE 5 | Excitatory synaptic input–output relationship in layer 2/3 of

the S1 barrel cortex. (A) Reconstructions of a pyramidal cell located in the
upper half of layer 2/3 (L2 pyramidal cell, left) and a pyramidal cell located in
the lower half of layer 2/3 (L3 pyramidal cell, left) of rat barrel cortex (Bruno
et al., 2009); modified with permission of the Society of Neuroscience. Note
that the apical tuft of the L2 pyramidal cell is substantially larger than the
basal dendritic tree of that neuron while L3 pyramidal cells have slender
apical tufts. Modified with permission from the Society of Neuroscience.
(B) Diagram of the excitatory synaptic connections of and onto L2 pyramidal

cells (red neuron with blue axon) in the barrel cortex. Only synaptic input
from neurons and regions relevant for L2 pyramidal cells is shown in this
graph. For detailed information on the location of synaptic contacts and
possible subtypes of L2 pyramidal cells see text. (C) Diagram of the
excitatory synaptic connections of and onto L3 pyramidal cells (red neuron
with blue axon) in the barrel cortex. Only synaptic input from neurons and
regions relevant for L3 pyramidal cells is shown in this graph. For detailed
information on the location of synaptic contacts and possible subtypes of
L3 pyramidal cells see text. Color coding and abbreviations as in Figure 4.
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this is related to the functional role of this layer remains to be
determined.

Studies using photo-release of caged glutamate to stimulate
synaptic connections onto L2/3 pyramidal cells (Shepherd et al.,
2005; Shepherd and Svoboda, 2005; Schubert et al., 2006) revealed
that these neurons show differential excitation pattern depend-
ing on their location in relation to the barrel field. In these
studies it was found that both L2 and L3 pyramidal neurons
above a barrel are strongly excited by the subjacent L4 neu-
rons (see above) while L2 pyramidal neurons above a septum
between barrels are more excited by L5A pyramidal neurons.
Septal L3 pyramidal are only weakly excited by L5A neurons
although the somatic distance between pre- and post-synaptic
neurons is shorter for this connection type. Because L4 neu-
rons are the major target neurons of the lemniscal (1) thalamic
afferents and L5A pyramidal cells targets of the paralemniscal
afferents, the authors suggested that the L4-L2/3 (barrel) pathway
and the L5A-L2 (septal) pathway represent intracortical continu-
ations of the lemniscal and paralemniscal pathways, respectively.
These two pathways have been suggested to converge in layer 2
because L2 pyramidal cells receive input from L3 pyramidal cells
that are targeted by both L4 barrel neurons and VPM (lemniscal)
thalamic axons (Figures 3B,C; Shepherd et al., 2005; Shepherd
and Svoboda, 2005; Bureau et al., 2006). However, layer 2 is
not the only cortical layer where the lemniscal and paralem-
niscal pathway converge: pyramidal neurons in layer 5A receive
anddirect input from POm neurons in the paralemniscal path-
way and indirect lemniscal input via L4 spiny neurons and L3
pyramidal cells (Feldmeyer et al., 2005; Lefort et al., 2009). In
addition, the septa between the barrels in layer 4 are innervated by
both lemniscal (2) (Furuta et al., 2009) and paralemniscal affer-
ents (Koralek et al., 1988; Alloway, 2008; Wimmer et al., 2010)
and thus constitute a third region in which these pathways con-
verge (see above). Finally, pyramidal neurons in layer 5B receive
input from the—largely lemniscal—VPM nucleus of the thala-
mus (Wimmer et al., 2010; Oberlaender et al., 2011b) but project
back to the—paralemniscal—POm were they synapse onto tha-
lamic relay neurons (Hoogland et al., 1987, 1991; Groh et al.,
2008). All this data indicates that lemniscal and paralemniscal
pathways cross-talk at multiple stations. It is therefore question-
able whether separate lemniscal and paralemniscal pathways exist
in the neocortex.

When pyramidal cells in layer 2/3 are depolarized above the
action potential threshold intracortical signaling spreads locally
to neighboring L2/3 pyramidal cells (Egger et al., 1999; Holmgren
et al., 2003; Feldmeyer et al., 2006; Lefort et al., 2009; Hardingham
et al., 2010) and vertically to deeper cortical layers (and here
mainly to L5A and L5B pyramidal neurons; Reyes and Sakmann,
1999; Lefort et al., 2009; Petreanu et al., 2009; Hardingham et al.,
2010; Hooks et al., 2011) but also horizontally across several bar-
rel columns both within layer 2/3 and 5 (Adesnik and Scanziani,
2010); L2/3 pyramidal cells are thus in a position to integrate
the activity of several columns surrounding their home barrel
column.

Local synaptic connections between pairs of L2/3 pyrami-
dal cells have a connectivity rate of 10–20%. Their mean
uEPSP amplitude is about 0.4–1.0 mV with a release probability

(Pr ∼ 0.7–0.8), a value comparable to that observed for excitatory
L4-L2/3 connections. They establish between two and four synap-
tic contacts at a mean geometric distance ∼90 µm from the post-
synaptic L2/3 pyramidal cell soma; the majority of these synaptic
contacts can be found on basal dendrites with a few contacts being
formed with proximal apical oblique dendrites (Feldmeyer et al.,
2006). Synaptic connectivity ratios are, however, far from fixed:
For L2/3 pyramids in S1 barrel cortex it has been shown that sen-
sory deprivation affects the local (i.e., L2/3-L2/3 pyramidal cell)
connectivity and connection strength (Cheetham et al., 2007).
In the deprived region the connectivity is reduced without con-
comitant changes in synaptic efficacy while in the spared region
connections are strengthened with an otherwise unaltered con-
nectivity. This indicates an experience-dependent regulation of
connectivity in the neuronal microcircuitry that serves to expand
the representation of the spared, sensory active cortex into the
deprived regions. Similar mechanisms may work for other cortical
connections.

A substantial fraction of L2/3 pyramidal cell axons descend to
deeper cortical layers where they arborize extensively, in partic-
ular in layer 5A and 5B. Here L2/3 pyramidal neurons establish
synaptic contacts predominantly with the basal dendrites of L5A
and L5B pyramidal neurons (Reyes and Sakmann, 1999; Schubert
et al., 2006; Lefort et al., 2009; Petreanu et al., 2009). One study
suggests that L2/3 pyramidal cells are more strongly connected to
L5 pyramidal cells when they are located above barrel walls (Dodt
et al., 2003). Synaptic connections of L2/3 pyramids onto L5 pyra-
mids are of relatively low efficacy (0.1 mV at postnatal day 28) and
display short-term facilitation, indicative of a low release proba-
bility (Reyes and Sakmann, 1999). L2/3 pyramidal cells connect
with a higher probability to subnetworks of interconnected L5
pyramids while L5 pyramids are more likely to integrate inputs
from L2/3 pyramids that are not connected (Kampa et al., 2006).
Synaptic signaling from different L2/3 subnetworks thus con-
verges onto specific L5 subnetwork thereby integrating different
streams of sensory input.

Besides the vertical signal transformation within the home
column of the pyramidal neurons, axons collaterals of L2/3 pyra-
midal cells expand also substantially horizontally in particular
within layer 2/3 and 5 to contact surrounding cortical domains
(“barrel”-related columns). They are therefore in a position to
coordinate synaptic activity in their home column with respect
to the neighboring cortical columns in the same cortical hemi-
sphere. Furthermore, L2/3 pyramidal cells are also connected to
neurons in the contralateral whisker-related S1 cortex via the cor-
pus callosum (White and Czeiger, 1991; Petreanu et al., 2007) and
may thus integrate the activity of the two cortical hemispheres.
In a separate section below I will describe the structural and
functional properties of long-range intracortical connections.

LAYER 5 AS THE MAIN CORTICAL OUTPUT LAYER
Similar to other sensory cortices, layer 5 is the main output layer
of the whisker-related S1 cortex. It contains at least two, possi-
bly three main excitatory cell types. These are pyramidal neurons
with a slender apical tuft with only few axonal collaterals in layer 1
(Figure 6A, left neuron), those with apical dendrites exhibiting
thick, elaborate terminal tufts (Figure 6A, middle neuron) or
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FIGURE 6 | Excitatory synaptic input–output relationship in layer 5 of

the S1 barrel cortex. (A) Reconstructions of three types of pyramidal cells in
layer 5 of the barrel cortex. Slender-tufted pyramidal cells (left) are
predominantly located in sublamina 5A (Feldmeyer et al., 2005) while
thick-tufted pyramidal cells (middle) are mostly found in sublamina 5B (Lübke
and Feldmeyer, 2007). Corticocallosal L5 pyramidal cells (right) are found
throughout layer 5. They are characterized by a very diminutive or even absent
apical tuft (Le Bé et al., 2007). Modified with permission of the Society of
Neuroscience, Springer and Oxford Journals, respectively. (B) Diagram of the
excitatory synaptic connections of and onto slender-tufted L5A pyramidal
cells (red neuron with blue axon) in the barrel cortex. Only synaptic input from

neurons and regions relevant for slender-tufted L5A pyramidal cells is shown
in this graph. For detailed information on the location of synaptic contacts
and possible subtypes of slender-tufted L5A pyramidal cells see text.
(C) Diagram of the excitatory synaptic connections of and onto thick-tufted
L5B pyramidal cells (red neuron with blue axon) in the barrel cortex. Only
synaptic input from neurons and regions relevant for thick-tufted L5B
pyramidal cells is shown in this graph. Note that thick-tufted L5B pyramidal
cells receive synaptic input from virtually all cortical layers. For detailed
information on the location of synaptic contacts and possible subtypes of
thick-tufted L5B pyramidal cells see text. Color coding and abbreviations
as in Figure 4.

those that have only short, virtually untufted apical dendrites
(Figure 6A, right neuron). The majority of the slender-tufted
pyramidal neurons is located in sublayer 5A (Manns et al., 2004;
Feldmeyer et al., 2005; Schubert et al., 2006; de Kock et al.,
2007; Hooks et al., 2011; Oberlaender et al., 2011b), although
some of them are also present in sublayer 5B. In contrast,
thick-tufted pyramidal cells are mainly found in sublamina B
of layer 5 where also most of the untufted pyramidal cells are
found (Larsen and Callaway, 2006). Both slender- and thick-
tufted pyramidal cells in layer 5 have been shown to receive
synaptic input from the thalamus (Petreanu et al., 2009; Meyer
et al., 2010b; Oberlaender et al., 2011b). The slender-tufted L5A
neurons receive afferents from the POm nucleus of the thalamus
on their basal dendrites and apical tufts (Figure 6B). The thick-
tufted L5B pyramidal cells receive VPM thalamic afferents also
predominantly on the basal dendrites; however, a few synaptic

contacts are also formed with the apical oblique and the termi-
nal tuft dendrites (Figure 6C). Thus, synaptic inputs from the
somatosensory thalamic nuclei to L5 pyramidal neurons largely
overlap with their main intracortical synaptic inputs from layers 4
(in the case of the L5A pyramids) and 2/3 (in the case of the L5B
pyramids).

Short L5 pyramidal cells have extensive axonal projections
predominantly to super-granular layers 2/3, in particular to the
deeper portion sof this layer. In layer 5 the axon density is con-
siderably lower (not shown in Figure 6A but see Larsen and
Callaway, 2006). At least a subset of the short L5 pyramidal cell
has axonal projections via the corpus callosum to the contralateral
(S1) cortex (Larsen et al., 2007; Le Bé et al., 2007) like the short L5
pyramids in visual and auditory cortex (e.g., Games and Winer,
1988; Hübener and Bolz, 1988; Hübener et al., 1990; Koester and
O’Leary, 1992).
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Slender-tufted L5A pyramidal cells possess characteristic
extensive and dense axons with many ascending collaterals that
innervate predominantly the supragranular layers 2/3. Here the
axon collaterals cover a wide area of the barrel field and project
both within and outside the home barrel column, in fashion rem-
iniscent of short L5 pyramids (Shepherd et al., 2005; Larsen and
Callaway, 2006; Hattox and Nelson, 2007; Larsen et al., 2007;
Oberlaender et al., 2011a). The infragranular portion of their
axon is significantly less elaborate. In vivo labeling of these neu-
rons shows that their total intracortical axonal length exceeds
that of thick-tufted pyramidal cells in sublamina B of layer 5 by
more than a factor of two (Oberlaender et al., 2011a) with a
substantial fraction projecting outside the barrel cortex proper.
Slender-tufted L5A pyramids project also to ipsilateral cortical
areas such as the whisker-related M1 cortex (Mao et al., 2011)
and, like the short L5 pyramids, to the contralateral S1 cortex
(Figure 6B; Larsen et al., 2007).

The majority of the intracortical axonal collaterals of thick-
tufted L5B pyramidal cells (∼60%) resides in layer 5; the fraction
of supragranular axonal collaterals is markedly lower than that
of the slender-tufted or untufted L5 pyramids. Thick-tufted L5
pyramidal cells project to various subcortical target regions such
as the thalamic nuclei, the superior colliculus (the tectum), the
striatum, and the trigeminal nuclei (Figure 6C; Veinante et al.,
2000b; Kozloski et al., 2001; Larsen et al., 2007; Brown and
Hestrin, 2009b; Mao et al., 2011). Based on these different target
regions further subtypes of thick-tufted (L5B) pyramidal neurons
have been proposed (e.g., Hattox and Nelson, 2007; Brown and
Hestrin, 2009b; for a review see Brown and Hestrin, 2009a). These
L5B pyramid subtypes differ in their passive electrical membrane
and their action potential firing characteristics as has been shown
for mouse S1 cortex (Hattox and Nelson, 2007); they are therefore
likely to process incoming synaptic activity differently. Gene and
protein expression profiles can be used for further classification
of L5 pyramidal neurons. Studies in recent years have revealed
a large degree of diversity in these features (Hevner et al., 2003;
Molnár and Cheung, 2006; Nelson et al., 2006; Chen et al., 2008;
Groh et al., 2010). Different types of L5 pyramidal cells may form
distinct, synaptically connected neuronal subnetworks. For exam-
ple, Brown and Hestrin (Brown and Hestrin, 2009b) were able to
demonstrate that in visual cortex the frequency of monosynap-
tic connections among corticostriatal L5 pyramidal cells is with
18% significantly higher than among corticocortical or cortico-
tectal pyramids (for which the authors report values of 5 and 7%,
respectively). Similar differences were also observed for heterolo-
gous L5 pyramidal cell pairs, i.e., of which pre- and post-synaptic
neuron belonged to different subclasses (Brown and Hestrin,
2009b). A comparable functional and structural differentiation
of L5 pyramidal neurons based on the axonal projection targets
has also been observed for rat frontal cortex (Morishima and
Kawaguchi, 2006; Morishima et al., 2011; Otsuka and Kawaguchi,
2011) and mouse motor cortex (Anderson et al., 2010). Here, it
was found that the synaptic connectivity was higher between neu-
rons with the same subcortical target region (homologous neuron
types) than between those with different target regions.

The fact that the probability of finding a synaptic connec-
tion as well as its functional properties depend on the identity

of both the presynaptic and postsynaptic L5 pyramidal cells sup-
port the idea that different neuronal subnetworks exist also in
the whisker-related S1 cortex. The local, intralaminar connec-
tivity of slender-tufted (L5A) pyramidal neurons is ∼20%, 15%
of which are reciprocal connections. Cell bodies and apical den-
drites of connected L5A pyramidal cells were located at the border
between barrel and septal columns with a clear tendency toward
vertical clustering (Frick et al., 2008). Such an organization is con-
sistent with the concept that slender-tufted L5A pyramids belong
to a “septal processing” system. This system is recruited by par-
alemniscal thalamic input from POm and may be involved in the
modulation of whisking behavior (Alloway, 2008). Between one
and six synaptic contacts are formed between L5A pyramidal cell
pairs, mainly on the basal dendrites. These contacts had a low fail-
ure rate and an average uEPSP amplitude of 0.3–0.6 mV (Frick
et al., 2008; Lefort et al., 2009).

Data from in vitro paired recordings demonstrated that L5A
pyramidal neurons are more frequently connected to pyramidal
neurons in layer 2 and 3 (connectivity ratio 2–4%, respectively;
Lefort et al., 2009) than the thick-tufted (L5B) pyramidal neu-
rons (connectivity ratio 1–2%, respectively; Lefort et al., 2009),
a finding that is in agreement with the higher axonal density in
layer 2/3 found for these neurons (Oberlaender et al., 2011a).
This predominant innervation of more superficial L2/3 pyrami-
dal neurons has also been revealed in studies using laser-scanning
photo-stimulation by glutamate uncaging or ChR2 activation
(Shepherd et al., 2005; Shepherd and Svoboda, 2005; Bureau et al.,
2006; Petreanu et al., 2009) although some of these studies note a
preferential innervation of L2 pyramidal neurons above the barrel
septa.

Figure 6C shows the input output relationship of thick-tufted
(L5B) pyramidal neurons Their local connection probability is
with 5–20% relatively high (depending on the distance between
neuronal cell bodies) with some showing reciprocal connectivity;
(Markram et al., 1997; Reyes and Sakmann, 1999; Le Bé et al.,
2007; Lefort et al., 2009; Perin et al., 2011). Connections tend
to cluster and are thus highly non-random (Song et al., 2005).
The L5B-L5B connection probability is lower than that of L5A
pyramidal cell pairs but the number of synaptic contacts is larger:
between 4 and 8 contacts are established on both basal and api-
cal oblique dendrites at an average geometric distance of 150 µm.
In both rat and mouse, L5B-L5B connections are also quite effi-
cacious with reported mean uEPSP amplitudes of 0.7–1.3 mV
(Markram et al., 1997; Le Bé et al., 2007; Lefort et al., 2009).
While the thick-tufted (L5B) pyramidal cells are to some degree
innervated by descending axon collaterals of L5A pyramidal cells,
ascending connections from layer 5B to 5A appear to be rare, sug-
gesting a directed signal flow between the two sublaminae (Lefort
et al., 2009).

L5A and L5B pyramidal neurons may interact in the follow-
ing way according to a hypothesis put forward by Oberlaender
and coworkers (Oberlaender et al., 2011a): Slender-tufted (L5A)
pyramidal neurons have been shown to carry information on the
motion and phase of the vibrissae during active whisking but
show little if any action potential firing activity after passive touch
(Curtis and Kleinfeld, 2009; de Kock and Sakmann, 2009). With
their long-range collaterals the slender-tufted (L5A) pyramidal
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neurons may integrate the barrel-column activity and phase-lock
the membrane potential in the dendrites of L2/3 pyramidal neu-
rons to the whisking cycle through their dense axonal collaterals
in this layer. They will also recruit thick-tufted pyramidal neurons
but to a significantly lesser degree. In contrast, it has been demon-
strated that thick-tufted (L5B) pyramidal cells reliably increase
action potential firing after passive whisker touch (de Kock et al.,
2007), possibly through direct synaptic input via the VPM tha-
lamic afferents (Bureau et al., 2006; Yu et al., 2006; Petreanu
et al., 2009; Meyer et al., 2010a,b; Oberlaender et al., 2011b).
In addition, when the slender-tufter (L5A) pyramidal cells and
the VPM afferents are activated almost simultaneously during
exploratory (sensory-motor) behavior such as during object loca-
tion, the thick-tufted (L5B) pyramidal cells may be depolarized at
both basal dendrites (via the VPM afferents) and the apical den-
dritic tuft (via the extensive axon collaterals of the slender-tufted
neurons and possibly also via afferents from the POm running
through layer 1). This will then result in increased neuronal firing,
which is subsequently conveyed to other intracortical but also to
other subcortical targets.

A subset of thick-tufted L5B pyramidal neurons—which have
already been introduced above—receives thalamic input from
the VPM and projects back to the POm nucleus of the tha-
lamus (see also the section on long-range connection below).
These connections, which may be the cortical relay of a thalamo-
corticothalamic feedback loop, have been characterized in more
detail: Thalamocortically projecting L5B pyramidal cells form
giant large diameter (2–8 µm) presynaptic terminals and estab-
lish glutamatergic synapses (containing Ca2+-permeable AMPA
and NMDA receptors) with POm relay neurons (Hoogland et al.,
1987, 1991; Bourassa et al., 1995; Groh et al., 2008; Liao et al.,
2010). However, it has also ben hypothesized that this connec-
tion may be an integral element of a sequential, feed-forward
signal transfer from VPM via layer 5B in S1 cortex to POm and
from there to other S1 laminae and other cortical areas (i.e., a
transthalamic signaling process) such as the S2 or the M1 cortex
[see.e.g., (Killackey and Sherman, 2003; Guillery and Sherman,
2011)]. However, this point remains still an open question. It is
also possible that L5B pyramidal cells are elements in both the
feedforward and the feed-back pathways described above.

The L5B-POm synapses have a high release probability
(Pr ∼ 0.8) and are sufficiently strong to elicit multiple action
potentials in the POm neurons. However, spontaneous in vivo
activity of the L5B pyramids counteracts this “driving” action
through a strong short-term synaptic depression and hence
results in a depression of action potential transfer. The L5B-POm
giant synapse may therefore have two modes of action: During
high spontaneous activity, the synapse is suppressed and only syn-
chronous activity of several inputs—possibly arising from multi-
whisker deflections—will cause the postsynaptic POm neuron to
spike: the synapse acts as a coincidence detector. In contrast, when
the spontaneous activity is low—e.g., during active whisking or
cortical silence—a single, asynchronous input will result in the
firing of the POm neuron. Thus, depending on the rate of spon-
taneous activity, the L5B-POm giant synapse operates either as
a detector of neuronal synchrony or cortical silence (Groh et al.,
2008).

Synaptic connections between short, corticocallosally pro-
jecting L5 pyramidal neurons (Figure 6A, right neuron) in
somatosensory cortex are quite distinct from those between other
L5 pyramidal neuron types in a number of features (Le Bé
et al., 2007). Their connectivity ratio was with 3% considerably
lower than for the other types of L5 pyramidal neuron. The
release probability at this synaptic connection was with 0.4 also
exceptionally low; however, the average uEPSP amplitude was
comparable to that of other pyramidal neuron connections in the
barrel cortex. Corticocallosally projecting L5 pyramidal neuron
pairs formed between one and six synaptic contacts, mainly on
the basal dendritic tree at an average distance of ∼130 µm. The
likely connections (based on the axonal projection pattern; see
above and Larsen and Callaway, 2006) between short L5 pyra-
midal cells and those in layer 2/3 (based on the axon projection
pattern of the short L5 have not yet been characterized).

Figures 6B and C summarize what is presently known about
the intra- and extracortical connectivity pattern of slender- and
thick-tufted pyramidal cells. It should be noted that thick-tufted
L5B pyramidal cells receive synaptic input from virtually all cor-
tical layers and project to numerous intra- and subcortical target
regions. However, the schematic diagram shown here cannot
cover the emerging structural and functional diversity as well as
the differential connectivity of L5B pyramidal cells (Brown and
Hestrin, 2009a,b). Therefore, this picture is likely to change in the
near future.

THE ROLE OF CORTICAL LAYER 6
Throughout the neocortex layer 6A has been proposed to be the
preeminent source of corticothalamic projections (Jones, 1984;
Deschênes et al., 1998; Douglas et al., 2004; Sherman, 2005; Shipp,
2007; Fox, 2008; Thomson, 2010). In sensory cortices, corticotha-
lamic projections are generally considered to be elements of a
feed-back loop that modulates the response of thalamic relay neu-
rons to peripheral stimuli. In the somatosensory cortex of rodents
the relative thickness of infragranular layers in rodents is signifi-
cantly larger than that of supragranular layers; the thickness of
layer 6 is almost equal to that of layer 5 (Ren et al., 1992; Hutsler
et al., 2005). The structure of layer 6 reflects its mixed origin with
sublamina 6A being derived from the cortical plate (like layer
2–5) while sublamina 6B is a heterogeneous layer that contains
neurons that have developed—at least to some extent—from the
subplate but may also hold neurons that have migrated there from
the cortical plate (Marín-Padilla, 1978). Sublamina 6B contains
several distinct types of neurons with highly diverse dendritic
domains; their functional role and even their synaptic connectiv-
ity has only received little attention to date (Tömböl et al., 1975;
Tömböl, 1984; Miller, 1988; Bueno-Lopez et al., 1991; Chen et al.,
2009). In contrast, sublamina 6A contains mainly pyramidal neu-
rons with vertically oriented, untufted or sparsely tufted apical
dendrites that terminate in lower layer 3–5A. Furthermore, a few
neurons with inverted or obliquely oriented dendrites have also
been described (Zhang and Deschênes, 1997; Chen et al., 2009).
Like L5 pyramidal cells those in layer 6A can be subdivided into at
least two different groups with respect to their axonal projection
pattern: both groups are equally large groups and consist of pyra-
midal neurons the axons of which project either predominantly
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intracortically or corticothalamically to the somatosensory tha-
lamus (Figure 7; Zhang and Deschênes, 1997; Groh et al., 2008;
Kumar and Ohana, 2008; Oberlaender et al., 2011b; Tanaka et al.,
2011; Pichon et al., 2012); a small group of local circuit neurons
(which comprises about 10% of the excitatory L6A neurons) may
also exist.

A further subdivision of L6 pyramidal cells can be made on
the basis of their axonal projection targets. L6A pyramids that
project exclusively to the VPM nucleus of the thalamus have intra-
cortical axon collaterals that show a columnar distribution with
most of the collaterals ascending to layer 4 of the home bar-
rel column where they terminate (Figure 7A, left neuron; Zhang
and Deschênes, 1997; Kumar and Ohana, 2008). The majority
of these neurons are located in the upper to middle portion
of sublamina 6A (Bourassa et al., 1995; Killackey and Sherman,
2003). L6A pyramidal cells that target both neurons in the VPM
and the POm nucleus have also been identified by Zhang and
Dêschenes (Figure 7A, middle neuron; Zhang and Deschênes,

1997) A recent study (Pichon et al., 2012) demonstrated that a
subset of L6A pyramidal cells has an extensive axonal domain
with many ascending collaterals terminating largely in layer 4
but also in layer 5. Their axon collaterals innervate several bar-
rels ramifying profusely. These neurons may correspond to the
corticothalamic, both VPM and POm targeting L6A pyramidal
cells. Only few corticothalamic L6A pyramids that target exclu-
sively POm have been described today; these are located in the
lower portion of sublamina 6A (Bourassa et al., 1995; Zhang
and Deschênes, 1997) and possess relatively short apical den-
drites terminating in layer 5. Their intracortical axon collaterals
reside mainly in layer 6 with a few branches reaching into lower
layer 5B (Zhang and Deschênes, 1997). In addition, another
group of L6A neurons has been found in both whisker-related
S1 cortex (as well as in S2) that targets the VPMvl, the origin of
the extralemniscal pathway (Bokor et al., 2008). The functional
role of these corticothalamic L6A neurons may be to provide
direct (through layer 6) and indirect (though input from layer 4

FIGURE 7 | Excitatory synaptic input–output relationship in layer 6 of

the S1 barrel cortex. (A) Reconstructions of three types of pyramidal cells in
sublamina A of layer 6 in the rat barrel cortex (Zhang and Deschênes, 1997);
modiefied with permission of the Society for Neuroscience. L6A pyramidal
cell projecting exclusively back to the VPM nucleus of the thalamus (left), L6A
pyramidal neuron projecting to both the VPM and the POm nuclei of the
somatosensory thalamus (middle) and a corticocortical L6A pyramidal cell.
The apical trees of L6A pyramidal cells terminate between upper layer 5 and
lower layer 3 and have very small or even no tuft. Modified with permission
from the Society for Neuroscience. (B) Diagram of the excitatory synaptic
connections of and onto corticothalamic L6A pyramidal cells (red neuron with

blue axon) in the barrel cortex. Only synaptic input from
neurons and regions relevant for corticothalamic L6A pyramidal cells is shown
in this graph. For detailed information on the location of synaptic contacts
and possible subtypes of corticothalamic L6A pyramidal cells see text.
(C) Diagram of the excitatory synaptic connections of and onto corticocortical
L6A pyramidal cells (red neuron with blue axon) in the barrel cortex. Only
synaptic input from neurons and regions relevant for corticocortical L6A
pyramidal cells is shown in this graph. For detailed information on the
location of synaptic contacts and possible subtypes of corticocortical
L6A pyramidal cells see text. Color coding and abbreviations as in
Figure 4.
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and 5B, see below) feed-back modulation of the thalamic activ-
ity in the different thalamocortical pathways. They may also be
involved in feedforward signaling from the S1 cortex to S2 or
M1 cortex.

In contrast to corticothalamic L6A pyramidal neurons, the
axons of corticocortical L6A pyramidal cells remain mainly
within layer 5 and 6 of the S1 cortex (Figure 7A, right neu-
ron; Zhang and Deschênes, 1997). They project over many barrel
columns thus mediating transcolumnar interactions in the infra-
granular layers of the barrel cortex. The majority of their axonal
branches remain within the S1 cortex with some long-range col-
laterals projecting to the S2 and/or M1 cortex (Figure 7C); they
have no obvious subcortical target. It has been suggested that
different subtypes of corticocortical L6A pyramids exist, which
can be differentiated on the basis of their dendritic and axonal
arborization but the exact functional roles of these neurons
remain unclear at present (Zhang and Deschênes, 1997; Kumar
and Ohana, 2008; Pichon et al., 2012).

Only few studies on the intracortical connectivity of L6A pyra-
midal neurons in the barrel cortex are currently available and
virtually nothing is known about synaptic connections between
L6B excitatory neurons. The knowm input–output relationships
of corticothalamic and corticocortical L6A pyramids are shown
in Figures 7A and B. L6A pyramidal neurons receive input from
L5A, L5B, and L6A pyramidal neurons. Homologous L6A con-
nections (i.e., pairs between two corticocortical or corticotha-
lamic L6A neurons) are more frequent than heterologous ones.
Both corticocortical and corticothalamic L6 neurons are also
presynaptic to L5B pyramids (Mercer et al., 2005; Lefort et al.,
2009; Hooks et al., 2011; Tanaka et al., 2011). Corticothalamic
L6A pyramidal cells receive a strong and focussed excitatory
synaptic input from L4 neurons in their home column, indicating
that neurons in this layer are involved in shaping the cortical mod-
ulation of the activity in the somatosensory thalamus (Tanaka
et al., 2011). Connections with layer 4 were also observed for
postsynaptic corticocortical L6A neurones (Qi and Feldmeyer,
2010). Inputs from layer 4 show a distinct sender neuron speci-
ficity: spiny stellate neurons contact exclusively the apical tufts of
both types of L6A pyramidal cells, while star pyramidal neurons
target predominantly the basal dendritic domain and deep apical
oblique dendrites This suggests different computational roles for
the two types of L4 excitatory neurons in the L4-L6A excitatory
synaptic pathway.

Excitatory neurons in sublamina 6B of the barrel cortex have
very heterogeneous dendritic morphologies, ranging from short,
untufted pyramids with apical dendrites that terminate in layer 5,
those with atypically oriented (oblique, horizontal or inverted)
“apical” dendrites to multipolar neurons without a clear api-
cal dendrite (Andjelic et al., 2009; Chen et al., 2009). This is
in accordance with the description of L6B neurons located in
other cortical areas (Tömböl et al., 1975; Tömböl, 1984; Clancy
and Cauller, 1999). Few if any studies are available describing
the axonal projection pattern of identified L6B neurons. For S1
barrel cortex it has been shown that—like L5B pyramids (see
above)—L6B neurons located in both barrel and non-barrel (i.e.,
septal) cortex innervate POm (Killackey and Sherman, 2003).
Furthermore, at least a subset of L6B neurons send also axons to

layer 1 [(Mitchell and Cauller, 2001); in this paper layer 6B was
termed layer 7]. Future studies are needed to elucidate the mor-
phological and functional properties of the distinct excitatory L6B
neuron types.

LONG-RANGE CONNECTIONS WITHIN THE S1 BARREL
CORTEX AND TO OTHER CORTICAL AND SUBCORTICAL
REGIONS
As already indicated in the preceding paragraphs excitatory pyra-
midal neurons of the rodent barrel cortex project to distant
cortical and subcortical target regions and receive afferent input
from them. In a recent review, the overall connectivity with these
target regions has been described in detail (Bosman et al., 2011).
Therefore, the main focus here will be on connections from iden-
tified neurons in S1 barrel cortex to other cortical and subcortical
regions and their possible function.

Long-range axonal projections were first investigated by
anterograde and retrograde transport using classical tracer sub-
stances and more recently by viral vectors coupled to fluorescent
markers (which can also be used as anatomical tracers). In addi-
tion, studies using electrophysiological or optical stimulation
(i.e., photo-activation of caged glutamate or ChR2) and opti-
cal recording (calcium or voltage-sensitive dye imaging) have
revealed the functional synaptic connectivity between these brain
regions, which exists often in loops between brain regions.

Within the S1 cortex, L2/3, L5 and a subset of L6 pyramidal
neurons in the barrel field possess long-range horizontal axon
collaterals. These projections run predominantly along the bar-
rel rows and less along the barrel arcs (Bruno et al., 2009; Adesnik
and Scanziani, 2010), i.e., they show a certain direction prefer-
ence. Long-range projections in S1 cortex may play a role in the
modulation of the home column activity with respect to its neigh-
bors. For example, activation of L2/3 pyramidal neurons (Adesnik
and Scanziani, 2010) generated rhythmic oscillation in the activ-
ity of L2/3 and L5 excitatory (and inhibitory) neurons in the
gamma frequency range (∼40 Hz) in the home and adjacent bar-
rel columns. On the cellular level, activation of L2/3 pyramids
resulted in a lateral suppression of spiking in L2/3 pyramidal
cells of neighboring barrel columns but feedforward facilitation
of action potential firing in L5 pyramidal cells with very similar
spatial profiles. Since layer 2/3 provides the dominant input to
layer 5 and this layer is the prominent cortical output, (see above)
L2/3 pyramidal cells can drive the output to neighboring barrel-
related columns via the L5 axons while inhibiting their inputs by
depressing L2/3 neuronal activity. In consequence, this coordi-
nated modulation of L2/3 and L5 neurons may result in the lateral
expansion of the activity of the principal barrel-related column.
Thus, at a given point in time the most active barrel-related col-
umn may dominate the output of the S1 cortex at the expense of
the adjacent, less active cortical domains.

In addition to the aforementioned horizontal axon collater-
als within the S1 cortex, L2/3, L5, and L6 neurons project also
outside S1. The most prominent connections between whisker-
related cortical areas have been reported for S1 and S2 cortex
and S1 and M1 cortex; in addition connections to the insular and
the perirhinal cortex have been identified (White and DeAmicis,
1977; Welker et al., 1988; Fabri and Burton, 1991; Cauller et al.,
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1998; Zhang and Deschênes, 1998; Hoffer et al., 2003; Aronoff
et al., 2010).

Axonal projections from S1 barrel cortex to the ipsilateral
S2 cortex are topographic. The connections between the two
whisker-related cortical areas are strong and reciprocal (Carvell
and Simons, 1987; Aronoff et al., 2010) and emanate from pyra-
midal neurons in layers 2/3, 5 (mostly sublamina A) and (to
a lesser degree) 6 from neurons in both the barrel and sep-
tal columns of the S1 cortex (Koralek et al., 1990; Zhang and
Deschênes, 1998; Kim and Ebner, 1999; Chakrabarti and Alloway,
2006). The general connectivity pattern in both cortices is rather
similar [see (Hooks et al., 2011) for details] despite some minor
differences. Sensory processing in the S2 cortex is likely to be par-
allel to that in the S1 cortex because whisker signals reach S2 via
the extralemniscal pathway through the ventrolateral section of
the VPM nucleus (Pierret et al., 2000; Bokor et al., 2008) and
the POm nucleus (Carvell and Simons, 1987; Spreafico et al.,
1987; Alloway et al., 2000; Theyel et al., 2010). This suggests
that synaptic input to S2 occurs at virtually the same time as it
does in S1.

Because somatosensation in rodents depends on the active
movement of their whiskers and the deflection from the free
whisker trajectory by an object, an interaction between motor
and somatosensory cortex is important not only for object loca-
tion and recognition but also to modulate and coordinate the
whisker movement. Monosynaptic connections between the ipsi-
lateral, whisker-related S1, and M1 cortices have been identified
structurally and functionally (White and DeAmicis, 1977; Porter
and White, 1983; Miyashita et al., 1994; Izraeli and Porter, 1995;
Farkas et al., 1999; Veinante and Deschênes, 2003; Chakrabarti
and Alloway, 2006; Ferezou et al., 2007; Petreanu et al., 2009;
Aronoff et al., 2010; Sato and Svoboda, 2010; Mao et al., 2011)
and are also somatotopically arranged. These projections from
the whisker-related S1 to M1 motor cortex arise from a sub-
set of L2/3 and L5A pyramidal neurons in S1 barrel cortex,
run through both deep and superficial cortical layers and tar-
get L2/3 and L5A neurons in M1 cortex (Porter and White,
1983; Koralek et al., 1990; Miyashita et al., 1994; Aronoff et al.,
2010; Sato and Svoboda, 2010; Mao et al., 2011); the major-
ity of these neurons have been suggested to originate in septal
columns (Crandall et al., 1986; Alloway et al., 2004; Chakrabarti
et al., 2008) and are as such elements of the septal circuits that
are hypothesized to modulate whisker motion (Alloway, 2008).
M1 neurons receiving input from S1 project directly back to this
region thus forming a strong feedback loop. In addition, a small
percentage of L6 neurons in S1 also projects to M1 (Mao et al.,
2011).

Conversely, ipsilateral M1-to-S1 connections innervate L2/3
and L5 pyramidal neurons via axon collaterals that ramify in both
layer 5 and 6 as well as layer 1 (Cauller et al., 1998; Veinante
and Deschênes, 2003; Petreanu et al., 2009; Matyas et al., 2010;
Mao et al., 2011). Specifically, it has been demonstrated that
connection from layer 1 in the M1 cortex innervates the api-
cal tufts of L2/3 and L5 pyramidal cells in S1 cortex (Cauller
and Connors, 1994; Larkum et al., 1999; Larkum and Zhu, 2002;
Zhu and Zhu, 2004; Rubio-Garrido et al., 2009). These neurons
receive also direct input from the POm neurons via layer 1 (see

above; Wimmer et al., 2010; Ohno et al., 2011) POm neurons
are believed to code signals related to whisker position (Yu et al.,
2006) while the whisker-related M1 cortex is involved in the vol-
untary whisker control (Berg and Kleinfeld, 2003). It is therefore
conceivable that synapses in layer 1 established between POm and
M1 axons and the apical tuft of L2/3 and L5 pyramidal cells serve
to integrate signals related to whisker movement and position.
This may involve the activation of Ca2+ action potential in the
apical tufts of the pyramidal cells (Larkum et al., 1999; Larkum
and Zhu, 2002).

Finally, the barrel-related M1 cortices in the two brain hemi-
spheres are interconnected via the claustrum (Smith and Alloway,
2010) and L6 pyramidal cells in this cortex project back to the
contralateral ventromedial and the ventrolateral nuclei of the tha-
lamus (Alloway et al., 2008), suggesting a modulatory role of M1
cortex in S1 signaling and in the bilateral coordination of whisker
movement.

In addition to their role in sensory perception, it has recently
been shown that M1 and S1 cortex have different and indepen-
dent roles in whisker motion (Matyas et al., 2010). While M1
drives whisker protraction via the brainstem reticular formation
and the facial nucleus, the S1 cortex induces the retraction of
the whisker via the SpV trigeminal nucleus and also the facial
nucleus. This finding argues for a strong parallel processing of
both sensory and motor signals in the somatosensory barrel
cortex.

Future experiments with higher cellular resolution are
necessary to characterize the distinct structural and functional
properties of neuronal subclasses in the different layers of the
barrel-related cortices. In particular, it will be important to deter-
mine which neuron types in layers 2/3, 5, and 6 of S1 form
synaptic connections with which target neuron types in layer S2
or M1 and vice versa.

Pyramidal neurons in layer 2/3 and 5 target the contralateral S1
cortex via dense callosal axon projections (Olavarria et al., 1984;
Larsen et al., 2007; Petreanu et al., 2007; Aronoff et al., 2010).
Callosal projections also preferentially target septal rather than
barrel areas (Olavarria et al., 1984). A ChR2-assisted circuit map-
ping study showed that L2/3 pyramids target predominantly L2/3,
L5A, and L5B pyramids in the contralateral S1 cortex; only few
connection with L6 neurons were found (Petreanu et al., 2007).
Functional interactions between S1 cortices in the two hemi-
spheres have been demonstrated because a chronic suppression of
the activity in one hemisphere down-regulates sensory responses
in the contralateral S1 barrel cortex (Li et al., 2005). However, it
remains to be determined whether these interactions occur via
corticocortical connections or involve subcortical regions.

Furthermore, there are also connections from S1 barrel cor-
tex to the ventral orbital and the ipsi- and contralateral perirhinal
cortex, a cortical region that is a crucial link between the neo-
and the allocortex (Deacon et al., 1983) and thus contribute to
the processing of tactile information in the hippocampus (Pereira
et al., 2007). However, these connections occur at a much weaker
density than those targeting the whisker-related M1 and S2 cor-
tices (Welker et al., 1988; Aronoff et al., 2010). Neurons in both
the ventral orbital and the perirhinal cortex project also back to
the S1 cortex (Aronoff et al., 2010).
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In particular pyramidal cells in layers 5 and 6 have been
demonstrated to send axonal projections back to the thalamus
(see above and Bourassa et al., 1995; Zhang and Deschênes, 1997,
1998; Veinante et al., 2000b; Alloway et al., 2003; Killackey and
Sherman, 2003; Groh et al., 2008; Liao et al., 2010; Theyel et al.,
2010). Because these neurons receive input from either the VPM
or POm nucleus of the thalamus (or both) they may be elements
of thalamocorticothalamic feedback loops; but see (Guillery and
Sherman, 2011). While some of them target the same thala-
mic nucleus from which they receive synaptic input (e.g., L6A
pyramids) others interdigitate different thalamic nuclei, e.g., L5B
pyramids that receive VPM input and project to the dorsal part of
POm. This connection is also involved in the interaction of S1 and
S2 cortex (Theyel et al., 2010): action potentials in corticothala-
mic L5B pyramidal cells result in the efficient recruitment of POm
relay neurons (via their giant presynaptic terminals; Groh et al.,
2008) which in turn activate L4 neurons in the higher-order S2
cortex (Carvell and Simons, 1987; Spreafico et al., 1987; Alloway
et al., 2000; Theyel et al., 2010). This stimulation was eliminated
following an inhibition of the thalamic nucleus (Theyel et al.,
2010) suggesting a corticothalamocortical pathway via layer 5B
from S1 cortex to higher-order sensory cortices such as the S2
cortex. This could run in parallel to the corticocortical signal flow
but the exact functional characteristics of and difference between
these two pathways are so far unkown.

L6B pyramids may also be involved in this process because they
innervate POm (Killackey and Sherman, 2003) and are likely to
receive synaptic input from VPM via L6A pyramids. Thus, the
whisker-related S1 and S2 cortex are interconnected by at least
two different routes: a direct feedforward route from thalamus
to S1 and from there to S2 via long-range axon collaterals of S1
neurons and through a corticothalamocortical feedback involving
the POm. The exact cellular identity of the neurons involved in
these pathways remains to be determined.

Besides the thalamus, excitatory neurons in the barrel-related
S1 cortex project also to other subcortical targets such as the
striatum (and through this region the basal ganglia) (Donoghue
and Kitai, 1981; Welker et al., 1988; Gerfen, 1989; Cowan and
Wilson, 1994; Alloway et al., 1998, 1999, 2006; Wright et al., 1999;
Hoover et al., 2003; Aronoff et al., 2010), the superior collicu-
lus (tectum) (Wise and Jones, 1977; Welker et al., 1988; Hoffer
et al., 2005; Cohen et al., 2008; Aronoff et al., 2010; Cohen and
Castro-Alamancos, 2010) and the pons (Welker et al., 1988; Legg
et al., 1989; Leergaard et al., 2000, 2004; Schwarz and Möck, 2001;
Aronoff et al., 2010), all of which are involved in the integra-
tion of motor performance, sensation and general behavior. Most
of the neurons targeting these regions reside in the infragranu-
lar layers of the ipsilateral S1 cortex and here mostly in layer 5B;
however, a small population of corticostriatally projecting supra-
granular pyramidal cells appears to exist (Gerfen, 1989; Wright
et al., 1999). In addition to these subcortical target regions, there
are also direct projections of axons originating in S1 cortex back
to the ipsilateral PrV and the contralateral SpV trigeminal nuclei
(Welker et al., 1988; Jacquin et al., 1990; Aronoff et al., 2010)
suggesting that neurons in these first relay stations of the whisker-
to-cortex pathway are under a very direct feedback modulation of
the S1 barrel cortex. How these different regions in the whisker

system are interconnected with one another (e.g., the thalamic
nuclei with the striatum), to which other brain regions involved in
somatosensation project. How they integrate and coordinate sen-
sory and motor signals is not a subject this but of other excellent
reviews (see Alloway, 2008; Fox, 2008; Bosman et al., 2011).

CONCLUSION
On the basis of the available studies it can be stated that the
barrel cortex has a very prominent vertical organization with a
pronounced and spatially confined thalamocortical input and sig-
nal transformation to supragranular and to a lesser degree also to
infragranular layers. This vertical organization is clearly visible,
more so than in other sensory cortices. The readily discernible
barrel structure and the largely vertical axonal projection of sev-
eral of several neuronal cell types in the barrel-related column
serves as evidence for this fact. In addition, thalamic afferents
from VPM and POm have a barrel or septal-related projection
into the S1 barrel cortex. All these structural features support the
concept of vertical modules in cortical signal processing.

A barrel-related column is not a separate unit. Synaptic mech-
anisms such as the coordinated modulation of L2/3 and L5
pyramidal cells by the long-range collaterals of L2/3 pyrami-
dal cells may serve to enhance the output of the most active
barrel column. In addition, many interactions between cortical
output neurons and neurons in other cortical and subcortical tar-
get regions show somatotopic arrangements suggesting a specific
interaction between cortical columns in different cortical areas,
particular the M1 and S2 cortex. Therefore, it is likely that there is
a link between the structure and function of the S1 barrel column
and other cortical areas. Thus, a cortical column is not merely a
structural unit but may be the prerequisite of vertical signal trans-
fer. Some functional properties of the barrel cortex such as the
angular tuning have even been assigned to substructures such as
sub-barrel domains.

The barrel cortex and its barrel-related columns show many
interactions with cortical and subcortical brain regions. First of
all, the available data on the neuronal connectivity suggests that
signal processing in the S1 barrel cortex is far from being a purely
serial and hierarchical process. Rather, neuronal connections in
the S1 barrel cortex represent a distributed network that includes
many parallel steps at which subcortical (thalamic) input occurs
and which has many feedback controls (most notably through
monosynaptic thalamocorticothalamic connections). This is also
true for the different cortical areas such as the barrel-related M1
and S2 cortices that are involved in—often reciprocal—synaptic
signaling. Not only do they receive direct input from neurons in
S1 but also from subcortical structures via corticothalamocorti-
cal feed-foward circuits. In return, neurons in M1 and S2 cortices
influence the activity of S1 cortex both directly through cortic-
ocortical or indirectly through cortico-thalamo-cortical axonal
projections. While this does not necessarily negate the impor-
tance of vertical signal transformation it suggests that neurons in
a barrel column show a large degree of interaction with neurons
in other cortical and subcortical areas. Such synaptic interactions
are not necessarily organized in vertical modules. Future studies
are required to define the connectivity and function of the pre-
and postsynaptic neurons in these pathways. Such studies will be
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essential in identifying the different functional roles of cortical
columns in the barrel cortex of rodents.

Furthermore, the elucidation of the excitatory cortical con-
nectivity is largely dependent on the knowledge of the types of
excitatory neurons. In recent years (see above) it has become
increasingly more evident that there is a large degree of diver-
sity in excitatory neurons of the neocortex (in addition to the
well-known diversity of inhibitory interneurons, see e.g., Ascoli
et al., 2008) and that these different types of excitatory neurons
have very distinct properties and functional roles in the corti-
cal microcircuitry. For example in their target region and neuron
specificity. We are just beginning to unravel this diversity and
much more work needs to be done to understand how it impacts
on our view on cortical connectivity not only in the barrel cortex
but also with other cortical regions.

Finally, the synaptic activity in the barrel cortex (and those
in other cortical areas) is highly dynamic because it fluctu-
ates slowly between depolarized “up” states and hyperpolar-
ized “down” states (Steriade et al., 1993; Cowan and Wilson,
1994; Petersen et al., 2003; Brecht et al., 2004; Haider et al.,
2006; Waters and Helmchen, 2006; for reviews see Destexhe
et al., 2003; Buzsaki and Draguhn, 2004); a point that has not
been discussed here. These fluctuations are under the control

of neuromodulators such as acetylcholine and noradrenaline,
(Eggermann and Feldmeyer, 2009; Constantinople and Bruno,
2011) which are released during different behavioral states
such as sleep, arousal, and attention. Neuromodulators show
a cell-specific effect on neuronal cell types and synaptic con-
nections (e.g., Eggermann and Feldmeyer, 2009), for example
with respect to the release probability and synaptic efficacy.
Synaptic networks in the barrel cortex and other cortical areas
are therefore not stable but highly dynamic and the synap-
tic weight in cortical microcircuits may change considerably.
For future studies of cortical connectivity such connection-
specific changes should be taken into account if one wants to
understand the cellular correlates during different behavioral
states.
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Structures associated with the small-scale module called “minicolumn” can be observed
frequently in the cerebral cortex. However, the description of functional characteristics
remains obscure. A significant confounding factor is the marked variability both in the def-
inition of a minicolumn and in the diagnostic markers for identifying a minicolumn (see for
review, Jones, 2000; DeFelipe et al., 2002; Rockland and Ichinohe, 2004). Within a minicol-
umn, cell columns are easily visualized by conventional Nissl staining. Dendritic bundles
were first discovered with Golgi methods, but are more easily seen with microtubule-
associated protein 2 immunohistochemistry. Myelinated axon bundles can be seen by Tau
immunohistochemistry or myelin staining. Axon bundles of double bouquet cell can be
seen by calbindin immunohistochemistry. The spatial interrelationship among these mor-
phological elements is more complex than expected and is neither clear nor unanimously
agreed upon. In this review, I would like to focus first on the minicolumnar structure found
in layers 1 and 2 of the rat granular retrosplenial cortex. This modular structure was first
discovered as a combination of prominent apical dendritic bundles from layer 2 pyramidal
neurons and spatially matched thalamocortical patchy inputs (Wyss et al., 1990). Further
examination showed more intricate components of this modular structure, which will be
reviewed in this paper. Second, the postnatal development of this structure and poten-
tial molecular players for its formation will be reviewed. Thirdly, I will discuss how this
modular organization is transformed in mutant rodents with a disorganized layer structure
in the cerebral cortex (i.e., reeler mouse and shaking rat Kawasaki). Lastly, the potential
significance of this type of module will be discussed.

Keywords: cortical modular organization, dendritic bundle, input and recipient matching, thalamocortical, cortico-

cortical

INTRODUCTION
Morphologic small-scale modules or “minicolumn” structures
can be observed frequently in the cerebral cortex. Functional
minicolumns have also been identified, but the relationship
between morphologic and functional minicolumns is ambiguous.
Although morphologic minicolumn structures can be observed
frequently, there is a marked variability in the definition of mini-
columns, as well as in the diagnostic markers used for identifying
these minicolumns (for review see Jones, 2000; DeFelipe et al.,
2002; Rockland and Ichinohe, 2004). For example, the cell column
is visualized by conventional Nissl staining. Dendritic bundles
were first discovered using Golgi methods, but these structures
can today be more easily seen using microtubule-associated pro-
tein 2 (MAP2) immunohistochemistry. Myelinated axon bundles
can be visualized using Tau immunohistochemistry or conven-
tional myelin staining, and axon bundles of double bouquet cell
can be seen using calbindin immunohistochemistry. The spatial
interrelationship between these differently identified morphologic
minicolumns is more complex than originally expected, and is
neither clear nor unanimously defined.

In this review, I will focus on a well-examined small module
exiting in layers 1 and 2 of the rat granular retrosplenial (GRS)

cortex. This modular structure was first described as a module
consisting of a combination of prominent apical dendritic bundles
from layer 2 pyramidal neurons and thalamocortical patchy inputs,
which are spatially matched with the dendritic bundles (Wyss et al.,
1990). Further examination showed more intricate components of
this modular structure, which will be reviewed first in this paper.
Second, the postnatal development of this structure and potential
molecular mechanisms underlying the formation of this mod-
ule will be reviewed. Thirdly, I will describe the way in which
this modular organization in wild-type rodents is transformed in
mutant rodents, which have a disorganized layer structure in the
cerebral cortex (i.e., the reeler mouse and shaking rat Kawasaki,
SRK). Lastly, the potential significance of this type of module will
be discussed.

STRUCTURAL AND CHEMICAL ORGANIZATION OF MODULAR
STRUCTURES IN LAYERS 1 AND 2 OF THE ADULT RAT GRS
The modular GRS organization was first discovered by Wyss et al.
(1990) by injecting the retrograde tracer Fluoro-Gold into the con-
tralateral rat GRS. The well-filled dendrites of callosally projecting
layer 2 pyramidal neurons were found to group together in dis-
crete bundles, as they ascend toward the pial surface (Figure 1).
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Following this initial discovery, these prominent dendritic bundles
have been demonstrated by several other methods. Most recently,
molecular techniques have been used for visualizing fluorescent
protein-filled layer 2 pyramidal neurons (Figure 2A; Miyashita
et al., 2010; Zgraggen et al., 2011). As shown in Figure 1, the den-
dritic bundles in layer 1b/c are tighter than those in other layers,
with a reported width of 30–100 μm and a distance between bun-
dles of approximately 30–200 μm (Wyss et al., 1990; Ichinohe and
Rockland, 2002). Near the layer 1b/1a interface, the dendritic tufts
diverge and spread out in layer 1a to occupy the entire width of
the layer (Figure 2A). The extension range of these tufts is about
the same range as the distance between dendritic bundles (i.e.,
30–200 μm; Wyss et al., 1990; Ichinohe and Rockland, 2002).

Immunohistofluorescence for MAP2 has been a convenient
method for visualizing these dendritic modules (Figure 2B;

Ichinohe and Rockland, 2002; Ichinohe et al., 2003b; Miró-Bernié
et al., 2006). Using double/triple-immunofluorescence with a
combination of appropriate antibodies, including antibodies
against MAP2, the spatial relationship between dendritic mod-
ules and other structures labeled by the different antibodies can
be easily examined (summarized in Figure 1). One interesting
example is that double-immunofluorescence for MAP2 and par-
valbumin (PV), a marker for a subpopulation of GABAergic
neurons, reveals that PV-positive dendrites co-localize with apical
dendritic bundles (Figures 1 and 2B–D). This intricate struc-
ture may be related to feedforward inhibition, as characterized
by electrophysiologic studies in other thalamocortical systems
(Swadlow and Gusev, 2000). That is, these PV-positive neurons,
activated by thalamic inputs, may inhibit layer 2 pyramidal neu-
rons receiving the same thalamic inputs. Another possibility is

FIGURE 1 | Schematic drawing of the modular organization of the layer 1 granular retrosplenial cortex (GRS). Arabic numbers represent layer numbers.
ir, immunoreactive.

FIGURE 2 | (A) Dendritic bundles in layer 1 [postnatal day (P) 10], visualized by
electroporation of enhanced green fluorescence protein (EGFP) at embryonic
day (E) 18. (B–D) Confocal micrographs of layer 1 of the rat GRS stained by

double-immunofluorescence for microtubule-associated protein 2 (MAP2;
green) and parvalbumin (PV; red). Coronal sections. Scale bar: (A), 50 μm;
(B–D), 200 μm.
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FIGURE 3 | Dendritic modules in layer 1 are visualized by

OCAM-immunoreactive (ir) and MAP2-ir in adults. The right column shows
merged images where patches of OCAM-ir and MAP2-ir are seen to

interdigitate. (A–C) Coronal sections. (D–F) Semi-tangential sections.
Arrowheads point to corresponding locations in two sets consisting of three
figures (A–F). Arabic numbers indicate layers. Scale bar: 200 μm.

FIGURE 4 | Architectonics of the rat GRS, visualized by

immunohistochemistry for OCAM and vesicular glutamate transporter 1

(VGLUT2; presumptive thalamocortical terminations) or VGLUT1

(presumptive corticocortical terminations). (A–C) Coronal sections reacted
for OCAM and VGLUT2. OCAM-ir in the wild-type rat (A) is bistratified, with
one superficial band in layers 1b and c and another, deeper band in layers 5

and 6. Note the notch-like appearance of layer 1. Similarly, VGLUT2
concentrates are seen in two bands, but these correspond to layer 1a and
layers 3 and 4 (B). Double-immunofluorescence for OCAM and VGLUT2
directly demonstrates this complementary relationship (C). Layer 2 has low
levels of both OCAM and VGLUT2. (D–F) Coronal sections reacted for OCAM
and VGLUT2. Scale bar: 300 μm.

that, since some PV-positive neurons have laterally widespread
axonal fields (Kisvárday et al., 2002), these PV-positive neurons can

inhibit intricate combinations of pyramidal neurons within differ-
ent modules, which receive thalamic inputs different from inputs
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to these PV-positive interneurons. This potential organization may
work as a substrate for lateral inhibition between modules.

Immunohistochemistry using OCAM, a cell adhesion mole-
cule, has revealed patchy structures in layer 1 of the GRS (Figures 1
and 3A,D). The patches of OCAM-positive and MAP2-positive
areas can be seen to interdigitate (Figure 3). To identify OCAM-
positive structures in layer 1, electron microscopy was used. This
shows that OCAM-positive structures are composed mostly of
dendrites (Ichinohe et al., 2003b). In situ hybridization for the
OCAM gene shows that expression of the gene occurs in layer
5/6 pyramidal neurons (Ichinohe et al., 2008). Thus, the OCAM-
positive patches in layer 1 appear to constitute an aggregation of
apical dendritic tufts of layer 5 pyramidal neurons (Figure 1).
OCAM is associated with the fasciculation of subsets of olfactory
and vomeronasal axons (Yoshihara et al., 1997) and the accu-
rate segregation of odorant receptor-specific axons (Alenius and
Bohm, 2003). Moreover, recent studies in olfactory glomeruli have
shown that OCAM is required for establishing or maintaining the
compartmental organization and segregation of axodendritic and
dendrodendritic synapses within glomeruli (Walz et al., 2006), and
is important for the synchrony of mitral cell activity in olfactory
glomeruli (Borisovska et al., 2011). In the dendritic module in
GRS layer 1, OCAM may be also involved in the maintenance of
compartmental organization (i.e., segregation of MAP2-positive
dendritic bundles from layer 2 pyramidal neurons and the com-
plementary aggregation of OCAM-positive apical dendrites from
layer 5 pyramidal neurons).

Vesicular glutamate transporter 1 (VGLUT1) and VGLUT2
are convenient markers for corticocortical and thalamocortical
terminals in the cerebral cortex, respectively (Fujiyama et al.,
2001). Double-immunofluorescence for OCAM and VGLUT1 or
VGLUT2 has shown that OCAM- and VGLUT1-positive modules
are co-localized and that OCAM- and VGLUT2-positive modules
are interdigitated in layer 1 (Figures 1 and 4). These results under-
score the notion that OCAM-negative (i.e., MAP2-positive) apical
dendritic bundles from layer 2 pyramidal neurons are targeted
by thalamocortical terminals and that OCAM-positive aggrega-
tions of apical dendritic tufts of layer 5 pyramidal neurons are
targeted by corticocortical inputs (Shibata, 1993; Van Groen and
Wyss, 1995, 2003; Miró-Bernié et al., 2006; Ichinohe et al., 2008).
These results indicate that not only different types of dendrites
but also different kinds of axon terminals are aggregated and seg-
regated in this module. That is, specific combinations of dendritic
modules (“recipients”) and axon terminal modules (“inputs”) are
co-localized. This type of co-localization of recipient and input
modules has previously been described in other cortical areas and
layers (e.g., the rodent barrel cortex and the honeycomb-like struc-
ture at the border of layers 1 and 2 of the cerebral cortex; Datwani
et al., 2002; Ichinohe et al., 2003a; Ichinohe and Rockland, 2004).

POSTNATAL DEVELOPMENT OF THE MODULAR
ORGANIZATION IN THE GRS
The developmental time-course of the dendritic bundles in
the GRS has been investigated using immunohistochemistry for
MAP2 and glutamate receptor subunits 2/3 (GluR2/3; Ichinohe
et al., 2003b). Bundles in layer 1 are apparent as early as postnatal
day (P) 5, first using GluR2/3 immunohistochemistry and then,

from P14, using MAP2 immunohistochemistry. As a step toward
understanding the mechanisms underlying dendritic aggregation,
we further investigated the ontogeny of expression of the cell
adhesion molecule OCAM. OCAM exhibits a patchy distribu-
tion in layer 1 from P3 to adulthood, and the regions of weak
OCAM immunoreactivity selectively correspond to the dendritic
bundles (using GluR2/3 and MAP2 immunohistochemistry). The
periodic geometry of OCAM-positive regions, the time-course of
their appearance, and their distinct localization, complementary to
the bundles, support the possibility that OCAM significantly con-
tributes to the establishment and maintenance of dendritic mod-
ules. More specifically, the interdigitating relationship between
regions of high OCAM immunoreactivity and the dendritic bun-
dles in layer 1 suggests that OCAM may have a repellent influence
on the formation of these bundles (see also above section).

In order to identify molecules other than OCAM that are
involved in the formation of the GRS layer 1 bundles from
layer 2 pyramidal neurons, microarray techniques have been
used (Miyashita et al., 2010). Several genes, including that for
neurotrophin-3 (NT-3), have been found to be highly and specif-
ically expressed in GRS layer 2 at P3 versus P12 (i.e., before and
after bundle formation). Specificity was inferred by comparisons
with GRS layer 5 at P3 and with barrel cortex layer 2 at P3. In barrel
cortex (with low NT-3 expression), layer 2 pyramidal neurons do
not form prominent apical dendritic bundles. To examine whether
NT-3-mediated events are causally involved in bundle formation,
we used in utero electroporation to overexpress NT-3 in other cor-
tical areas. This overexpression succeeded in producing prominent
bundles of dendrites originating from layer 2 neurons in the barrel
field cortex, where layer 2 bundles are normally absent (Figure 5).
The controlled ectopic induction of dendritic bundles identifies
a new role for NT-3 and a new in vivo model for investigating
dendritic bundles and their formation.

TRANSFORMATION OF THE GRS ARCHITECTURE FROM
WILD-TYPE RODENTS TO MUTANT RODENTS
To further investigate the distinctive compartmental organization
in the GRS, we examined reelin-deficient mutant rodents; namely,

FIGURE 5 | Ectopically expressed neurotrophin-3 (NT-3) induces

dendritic bundles in neocortical layer 1. (A) EGFP-expressing layer 2
pyramidal neurons at P20, after electroporation of EGFP alone at E18. Note
the uniform distribution of cells and dendrites, without bundles.
(B) Electroporation of EGFP and NT-3 at E18 induces distinct dendritic
bundles in the barrel cortex. Scale bar: 100 μm.
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the reeler mouse and SRK. In these animals, the normal GRS
lamination is conspicuously disrupted, and dendrites are mal-
positioned (Lambert de Rouvroit and Goffinet, 1998; Kikkawa
et al., 2003). To understand these abnormalities in more detailed
level, it is necessary to examine how the highly organized laminar
and modular architecture of the GRS in the wild-type rodent is
transformed in these mutant rodents (Ichinohe et al., 2008).

In both the SRK and reeler GRS, immunohistochemistry
for OCAM revealed a patch and matrix-like mosaic, with large
OCAM-negative patches, in the middle of the cortical thickness,
embedded in an OCAM-positive matrix (Figure 6). Steindler
et al. (1994) also reported a similar patch-matrix pattern in the
reeler visual cortex using acetylcholinesterase staining; however,
the visual cortex described in their study may actually have been
the GRS, as discussed by Ichinohe et al. (2008). It is difficult to
conclude that the patch-matrix organization in mutant rodents
is comparable to the micromodularity of layer 1 in wild-type
rodents. Nevertheless, it may be significant that the discontin-
uous appearance of both features is strikingly similar between
mutant and wild-type rodents. Moreover, the thalamic and cor-
tical afferents in mutant rodents maintain the same relation-
ship in the patch-matrix configuration as in wild-type rodents
(Figure 4); namely, OCAM-positive areas match VGLUT1 (cor-
ticocortical input)-rich areas and OCAM-negative areas match

VGLUT2 (thalamocortical input)-rich areas. Further, by filling
neurons with Lucifer Yellow in fixed slices of the reeler GRS, we
ascertained that these neurons can be grouped into two popula-
tions, with dendrites showing preference to either OCAM-negative
patches (Figure 7A) or the OCAM-positive matrix (Figures 7B–E;
Ichinohe et al., 2008). From additional in situ hybridization and
electron microscopy results, we conclude that the OCAM-positive
matrix in mutant rodents is filled with aggregated dendrites of
neurons, comparable to layer 5 neurons in wild-type, and OCMA-
negative patch in mutant rodents with aggregated dendrites of
layer 2 neurons. Thus, even in the disrupted laminar cortex of the
reeler mouse and SRK, OCAM may exert dendritic population-
dependent homophilic or repellent effects. Further, these results
suggest that, even though layer formation (and subsequently the
position of the cell bodies) is disorganized in mutant rodents,
recipient dendrites, and specific inputs aggregate appropriately
and probably maintain proper synaptic connectivity, sufficient for
maintaining relatively normal cortical function in these mutant
animals (Simmons and Pearlman, 1983).

POTENTIAL SIGNIFICANCE OF GRS SMALL-SCALE MODULAR
ORGANIZATION
The GRS in rats is implicated in a wide range of behaviors, includ-
ing visual and vestibular integration, path integration, and spatial

FIGURE 6 | Architectonics of mutant GRS, visualized by

immunohistochemistry for OCAM and VGLUT2 (presumptive

thalamocortical terminations) or VGLUT1 (presumptive corticocortical

terminations). (A–C) Coronal sections reacted for OCAM and VGLUT2 from
shaking rat Kawasaki. (D–F) Tangential sections. (G–I) Coronal sections
reacted for OCAM and VGLUT1. Scale bar: (A–C,G–I), 300 μm; (D–F), 600 μm.
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FIGURE 7 | Pyramidal cell dendrites preferentially arborize in either

patch or matrix compartments in reeler GRS. (A) Coronal section
reacted for VGLUT2 (red), with a Lucifer yellow (LY)-filled neuron
(green). This LY-filled neuron has a soma located in a zone of low
VGLUT2-ir (presumably equivalent to the OCAM-positive matrix) and
many dendrite branches within a VGLUT2-dense patch (presumably
equivalent to an OCAM-negative patch). These dendritic portions within
VGLUT2-dense patches have spines [arrowheads in (A′′)], but not the
portions outside the VGLUT2-dense region (A′). Insets in (A) [i.e.,

(A′,A′′)] show a higher magnification of the images in the white boxes
[(A′) from left box and (A′′) from right box]. (B–E) Serial sections of a
LY-filled neuron (green), double reacted for OCAM (red). The cell body is
located within the OCAM-positive matrix (C). An apical dendrite-like
process gives off an oblique dendrite proximally, before entering an
OCAM-negative patch. An apical tuft branches just at the border
between patch and matrix compartments (C). The basal dendrites tend,
like the cell body, to stay within the OCAM-dense matrix. Scale bar:
(A–E), 50 μm; (A′,A′′), 20 μm.

navigation, as well as certain aspects of learning and memory
(Cooper et al., 2001; Garden et al., 2009; Vann et al., 2009; Aggle-
ton, 2010). The GRS is part of a heavily interconnected limbic
circuit, including the anterior thalamic nuclei and subiculum. The
underlying substrates involved in GRS functioning and the true
significance of upper layer modular organization are undoubt-
edly complex. More anatomical and physiological studies will
obviously be necessary (see recent anatomical study by Odagiri
et al., 2011).

Prominent characteristics of the modular organization of the
rat GRS in layer 1 include (1) the aggregation or segregation
of apical dendrites (“recipients”) of the same or different types
of pyramidal neurons, respectively, and (2) the fact that certain
types of terminals (“inputs”) either match or interdigitate with a

particular type of dendritic aggregation. As mentioned above, this
type of recipient and input matching also occurs in other small-
scale modular organizations in the neocortex (i.e.,honeycomb-like
organization in the uppermost layers: Ichinohe et al., 2003a; Ichi-
nohe and Rockland, 2004). Modular aggregations consisting of
appropriate types of recipients and inputs, such as those seen
in the rat GRS, may help to achieve efficient and quick synap-
tic wiring changes, such as occur in the context of learning and
memory.
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Precise wiring of cortical circuits during development depends upon axon extension, guid-
ance, and branching to appropriate targets. Motile growth cones at axon tips navigate
through the nervous system by responding to molecular cues, which modulate signaling
pathways within axonal growth cones. Intracellular calcium signaling has emerged as a
major transducer of guidance cues but exactly how calcium signaling pathways modify the
actin and microtubule cytoskeleton to evoke growth cone behaviors and axon branching
is still mysterious. Axons must often pause their extension in tracts while their branches
extend into targets. Some evidence suggests a competition between growth of axons and
branches but the mechanisms are poorly understood. Since it is difficult to study growing
axons deep within the mammalian brain, much of what we know about signaling path-
ways and cytoskeletal dynamics of growth cones comes from tissue culture studies, in
many cases, of non-mammalian species. Consequently it is not well understood how guid-
ance cues relevant to mammalian neural development in vivo signal to the growth cone
cytoskeleton during axon outgrowth and guidance. In this review we describe our recent
work in dissociated cultures of developing rodent sensorimotor cortex in the context of the
current literature on molecular guidance cues, calcium signaling pathways, and cytoskele-
tal dynamics that regulate growth cone behaviors. A major challenge is to relate findings in
tissue culture to mechanisms of cortical development in vivo.Toward this goal, we describe
our recent work in cortical slices, which preserve the complex cellular and molecular envi-
ronment of the mammalian brain but allow direct visualization of growth cone behaviors
and calcium signaling. Findings from this work suggest that mechanisms regulating axon
growth and guidance in dissociated culture neurons also underlie development of cortical
connectivity in vivo.

Keywords: axon outgrowth, axon guidance, axon branching, calcium signaling, Wnt5a, CaMKII, corpus callosum,

microtubules

INTRODUCTION
The development of appropriate connections is essential for the
nervous system to function correctly. To achieve this motile growth
cones at axon tips guide growing axons along appropriate path-
ways and into targets by responding to environmental guidance
cues (Dickson, 2002). Thus intense interest has focused on the
signaling mechanisms within the growth cone that link activation
of surface guidance cue receptors to the actin and microtubule
cytoskeleton that regulates growth cone motility and guidance
behaviors (Dent and Gertler, 2003; Lowery and Van Vactor, 2009).
It is well established, particularly in the mammalian central ner-
vous system, that axons establish connections not only by activity
of their growth cones but also by extending collateral branches
from the shaft of the primary axon into the target (Kalil et al.,
2000). This mechanism of interstitial branching (O’Leary et al.,
1990) is especially important for the wiring of the cerebral cortex to
distant targets in the spinal cord and contralateral cortex by effer-
ent corticospinal and callosal axons. In cortical slice preparations

direct visualization of cortical axons branching within the cor-
pus callosum (Halloran and Kalil, 1994) and corticopontine tract
(Bastmeyer and O’Leary, 1996) revealed that interstitial branch-
ing occurs from the axon shaft after the growth cone has extended
past the target. Defining the signaling mechanisms that regulate
axon growth, guidance, and branching is essential for understand-
ing how the cerebral cortex becomes wired to appropriate targets
during development. To address this question our laboratory used
in vitro preparations of developing hamster sensorimotor cortex,
which, in vivo, gives rise to the major efferent corticospinal and
callosal pathways that contribute to motor, sensory, and cogni-
tive functions. We identified guidance cues that promote cortical
axon outgrowth, guidance, and branching, the intracellular cal-
cium signaling pathways that evoke these axonal responses and
the cytoskeletal mechanisms that regulate them. This review will
focus on recent work from our laboratory and others showing how
these cellular mechanisms shape the wiring of cortical connectivity
during development.
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GUIDANCE CUES PROMOTE OR INHIBIT CORTICAL AXON
BRANCHING BY CYTOSKELETAL REORGANIZATION
Cortical axons navigate over long distances by responses of their
motile growth cones to attractive and inhibitory guidance cues
in their environment. However, the growth cone at the tip of the
primary axon does not typically grow directly into cortical and
spinal targets. Instead branches arise interstitially from the axon
shaft and then enter targets where they then form terminal arbors.
Axon branching may be mechanistically linked to pausing behav-
iors of growth cones, which leave behind remnants on the axon
at sites of future branching (Kalil et al., 2000; Dent et al., 2003).
Growth cones consist of a central region which contains bundled
microtubules and a thin expanded peripheral region dominated by
actin filaments that form a meshwork in veil-like lamellipodia and
bundles in fingerlike filopodia that protrude from highly motile
lamellipodia (Figure 1). The growth cone responds to attrac-
tive cues by turning toward the source of the positive guidance
cue whereas inhibitory guidance cues repel axons away from the
repulsive guidance cue (Huber et al., 2003).

Guidance cues influence growth cone behaviors through
cytoskeletal reorganization (Dent and Gertler, 2003; Kalil and
Dent, 2005). Netrins, such as netrin-1, promote outgrowth of a
wide variety of axons (Manitt and Kennedy, 2002) and attract
growing cortical axons in explant cocultures (Metin et al., 1997;
Richards et al., 1997). In contrast semaphorin 3A repels cortical
axons in vitro (Bagnard et al., 1998; Polleux et al., 1998, 2000).
However, little is known about effects of these attractive and
repulsive guidance cues on cortical axon branching or the under-
lying cytoskeletal mechanisms. We therefore investigated effects
of netrin-1 and semaphorin 3A on axon branching of cortical

FIGURE 1 | Fluorescence image of a cortical axon and its growth cone.

Actin filaments (indicated in red) are stained with phalloidin and occupy the
lamellipodium and the spiky filopodia that protrude from its periphery.
Microtubules (indicated in green) are stained with anti-tubulin antibodies
and occupy the axon and central region of the growth cone. Dynamic
microtubules can extend from the central region into the growth cone
periphery to interact with actin filaments.

neurons in dissociated culture (Dent et al., 2004) and found that
netrin-1 increased branching by almost 60%. Branches began as
filopodia that grew to form stable branches within a few hours.
Thus the effect of netrin-1 was to accelerate and increase branch
formation. Local application of netrin-1 pulsed onto cortical axons
evoked branching de novo from the axon shaft within minutes but
had no effect on outgrowth of the primary axon, suggesting that
axon outgrowth and branching are differentially regulated. Sem-
aphorin 3A had opposing effects, reducing axon branching and
branch length without affecting axon length. Using live cell imag-
ing of cortical neurons microinjected with fluorescent markers
for actin filaments or microtubules, we investigated the cytoskele-
tal mechanisms underlying increased branching by netrin-1 or
decreased branching by semaphorin 3A. In growth cones and at
branch points along the axon shaft of cortical neurons interac-
tions between dynamic microtubules (i.e., those able to grow and
shrink in dynamic instability) and actin filaments are necessary
for branch formation (Dent and Kalil, 2001). Netrin-1 increased
actin filament bundles in the growth cone and axon shaft thereby
increasing the number of filopodia along the axon shaft. Dynamic
splayed microtubules interacted with the newly polymerized actin
bundles to initiate new directions of growth by axon branches. In
growth cones treated with semaphorin 3A bundled actin filaments
in the growth cone depolymerized, which reduced the motility and
protrusion of filopodia and decreased microtubule exploration
in the growth cone periphery. In collateral branches semaphorin
3A caused collapse of splayed microtubules and disappearance of
actin bundles leading to a decrease in cortical axon branching.
These results demonstrate that axon outgrowth and branching
may in some cases be differentially regulated since netrin-1 and
semaphorin 3A increased or decreased cortical axon branching
respectively without affecting axon length. Moreover,development
of axon branches involves changes at the growth cone as well as
the axon shaft in cytoskeletal organization and dynamics. When
actin/microtubule interactions are inhibited by guidance cues that
depolymerize the cytoskeleton or inhibit their dynamics growth
cones collapse and branching is inhibited.

CALCIUM SIGNALING PATHWAYS MEDIATE NETRIN-1
INDUCED CORTICAL AXON BRANCHING
The intracellular mechanisms that regulate axon branching inde-
pendent of axon outgrowth are not well understood. Calcium is
an essential second messenger that transduces axon guidance sig-
nals to regulate growth cone motility and pathfinding (Gomez
and Zheng, 2006; Wen and Zheng, 2006; Zheng and Poo, 2007).
In cortical neurons spontaneous global calcium (Ca2+) fluctua-
tions (transients) regulate axon outgrowth in a frequency depen-
dent manner (Tang et al., 2003). Since netrin-1 induces extensive
axon branching (Dent et al., 2004) and elevates Ca2+ levels in
growth cones during steering events (Hong et al., 2000; Ming
et al., 2002) we hypothesized that netrin-1 might promote axon
branching through Ca2+ signaling events in the axon. Activa-
tion of specific signaling components is related to frequencies
of Ca2+ transients. For example, calcium/calmodulin-dependent
protein kinase II (CaMKII) functions as a spike-frequency detec-
tor (Hudmon and Schulman, 2002) and mitogen activated protein
kinases (MAPKs) are also sensitive to intracellular Ca2+ changes
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(Cullen and Lockyer, 2002). Thus if repetitive Ca2+ transients are
indeed involved in axon branching, CaMKII and MAPKs are likely
candidates as downstream targets of Ca2+ signaling.

We investigated the role of calcium signaling in netrin-1
induced axon branching (Tang and Kalil, 2005) by loading corti-
cal neurons with the membrane permeable calcium indicator dye
Fluo-4AM, which detects changes in Ca2+ activity by changes in
fluorescence intensity. Bath applied netrin-1 increased the average
frequency of calcium transients fourfold either locally or globally
in the axon. When netrin was withdrawn, Ca2+ activity declined to
baseline levels. Reducing Ca2+ activity by blocking IP3 receptors
on the endoplasmic reticulum to inhibit Ca2+ release from intra-
cellular stores severely reduced branching. Local application of
netrin-1 to the axon elicited large changes in Ca2+ in local regions
of the axon. Remarkably, within minutes branches often protruded
de novo from these regions of netrin-1 induced Ca2+ activity.
Increased frequency of calcium transients by netrin-1 was strongly
correlated with activation of CaMKII (as shown by increased phos-
phorylation). Whereas CaMKII inhibitors reduced cortical axon
branching in the presence of netrin-1 and also reduced axon out-
growth, over expression of αCaMKII increased axon branching.
Conversely, RNAi knockdown of αCaMKII prevented netrin-1
induced axon branching. MAPK over expression increased axon
branching whereas MAPK inhibition prevented netrin-1 induced
branching but did not affect axon length. These results demon-
strate for the first time that the axon guidance cue netrin-1 evokes
rapid cortical axon branching through repetitive Ca2+ transients
that activate the downstream kinases CaMKII and MAPK, which
are sensitive to changes in the frequency of Ca2+ transients.

How are these findings relevant to cortical axon branching by
netrin-1 in vivo? Netrin-1 is not expressed in the developing rodent
cortical plate. Instead, the DCC ligand netrin-4 (Qin et al., 2007)
is expressed in sensorimotor cortex at P6 (Takemoto et al., 2011)
when mouse layer 2–3 axons are first extending branches into this
region (Wang et al., 2007). Strong netrin-1 expression is observed
in the cortical plate of the developing human fetus by 14 weeks
of gestation (Harter et al., 2010), the time when callosal axons
cross the midline and project to the contralateral cortex (Ren
et al., 2006). This suggests that netrin-1 may have a larger role
in human cortical development compared to rodents. In addition,
DCC-expressing cortical axons extend collateral branches into the
striatum (Sheth et al., 1998), which expresses netrin-1 at high lev-
els throughout development (Livesey and Hunt, 1997; Takemoto
et al., 2011). Taken together with our results on netrin-1 induced
axon branching (Dent et al., 2004; Tang and Kalil, 2005), these
data strongly suggest that during embryonic development netrins
may direct the extension of collateral branches into the targets of
cortical projection neurons.

CALCIUM TRANSIENTS DIFFERENTIALLY REGULATE
CORTICAL AXON OUTGROWTH AND BRANCHING
In vivo and in vitro outgrowth of axons and the extension of
branches are independently regulated such that branches can
extend while their axons stall or retract (Luo and O’Leary, 2005).
Thus, during the formation of corticospinal and callosal branches,
axons have already completed their extension into efferent path-
ways (reviewed in Kalil et al., 2000). The mechanisms that regulate

differential rates of outgrowth by axons and branches are poorly
understood. One possibility, a competitive activity-dependent
mechanism, regulates synaptic innervation at target sites. For
example (Uesaka et al., 2006) in organotypic cocultures of thal-
amus and cortex neural activity enhanced the branch dynamics
of thalamocortical axons that were biased toward more branch
addition and elongation of branches in specific cortical target lay-
ers. The importance of electrical activity was further demonstrated
in vivo where reducing neuronal activity in cortical neurons inhib-
ited their morphological maturation including neurite elongation
and branch development (Cancedda et al., 2007). Competition
among neighboring axon arbors for synaptic space in the zebra
fish visual system also favored arbors with higher levels of neural
activity (Hua et al., 2005). Since electrical activity is reflected by
changes in intracellular Ca2+ (Spitzer, 2006), we hypothesized that
differences in levels of Ca2+ activity could also be a mechanism for
regulating the differential growth of several processes of the same
axon. This idea is supported by experiments with sympathetic neu-
rons grown in divided chambers (Singh and Miller, 2005) which
showed that one axon branch depolarized to increase Ca2+ activity
grew longer at the expense of unstimulated branches in another
chamber. This competition was dependent on calcium influx and
downstream activation of CaMKII. However, these experiments
could not distinguish between branches vs. axons from another
cell and further investigation (Singh et al., 2008) suggested the
involvement of neighboring axons.

To determine whether cortical neurons regulate axon out-
growth and branching by different levels of Ca2+ activity we
measured spontaneous activity or manipulated calcium levels in
an axon and its branches (Hutchins and Kalil, 2008). The fre-
quencies of spontaneous Ca2+ transients were often different in a
region of an axon vs. a branch or in one branch vs. another branch
of the same axon (Figure 2). Higher frequency Ca2+ transients
were correlated with more rapid outgrowth. Interestingly, differ-
ences in rates of outgrowth between processes of the same axon
were dependent on relative differences in their Ca2+ transient fre-
quencies. Processes with higher frequency transients were favored
for growth while those with lower frequencies not only grew more
slowly but retracted, suggesting a competitive effect. Moreover,
the greatest differences in rates of outgrowth of two different
processes of the same axon occurred when differences in frequen-
cies were the highest. Global transients contributed relatively little
to differential process outgrowth. To induce Ca2+ transients we
applied BayK, which opens L-type voltage gated Ca2+ channels.
BayK evoked localized calcium transients in cortical axons, which
exhibited significant differences in outgrowth of processes belong-
ing to the same axon. Over a 24-h time course both extension
and retraction occurred in axons and their branches (Figure 3).
Ca2+ imaging during the last 10–15 min revealed that higher fre-
quency Ca2+ transients were associated with increased rates of
outgrowth vs. association of lower frequency Ca2+ transients with
retraction or slower rates of outgrowth. We also used photoly-
sis of caged calcium to evoke repetitive transients in restricted
regions of axons and their branches (Hutchins and Kalil, 2008).
This approach releases caged calcium in a region restricted to a
small spot (12–50 μm) and permits the choice of an optimal Ca2+
transient frequency by repetitive pulses of UV light. In most cases
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FIGURE 2 | Localized calcium transients occur in restricted regions of

primary axons or their collateral branches. (A) DIC image at left and
fluorescence images of calcium activity in a cortical neuron in which calcium
transients are localized to the primary axon (at 9:45) or its collateral branch
(7:20). At 1:05 there is no calcium activity. Black and red arrowheads
correspond to regions of localized calcium activity. Panels F/FO show
fluorescence change from baseline rather than raw fluorescence (lower
panels). Pseudocolor calibration bars for images of raw fluorescence (F ) and
fluorescence normalized to baseline (F/FO) are shown at right. The graph at
left shows calcium activity in the primary axon (black), branch (red), and cell
body (green) during calcium transients shown in the fluorescence images at

7:20 (red arrow) and 9:45 (black arrow). (B) DIC image (left) and fluorescence
images of localized calcium activity indicated by black arrowheads in the
primary axon of a cortical neuron (right panels). As shown in the graph of
calcium activity (far right), localized calcium transients occurred only in the
primary axon (black), and not in the branch (red). One global calcium transient
occurred at the beginning of the imaging session. (C) Both the primary axon
(black arrowheads) and branch (red arrowheads) show localized calcium
transients but the branch has a higher frequency (graph at right). (D)

Distribution of total cortical neurons with different types of calcium activity.
Times are in minutes and seconds. Scale bar, 10 μm. (Reprinted from
Hutchins and Kalil, 2008; with permission from the Society for Neuroscience).

the stimulated process was favored for growth while unstimu-
lated processes often retracted. Thus results from spontaneous
and induced Ca2+ activity revealed similar competitive effects on
the growth of one axonal process at the expense of another by
differential frequencies of Ca2+ transients.

How do results from these in vitro experiments shed light on
mechanisms of cortical axon branching in vivo? Cortical axons in
pathways such as the corpus callosum vs. their branches project-
ing into cortical target regions could encounter different guidance
cues such as netrin-1 at varying concentrations that evoke different
levels of Ca2+ activity. This could lead to competition among dif-
ferent processes of the same axon for growth such that the primary
axon could stall or retract while a branch of the same axon could
extend into targets. In living cortical slices (Halloran and Kalil,
1994), we observed these events directly in the developing corpus

callosum. Different frequencies of Ca2+ transients could regulate
the differential outgrowth of an axon vs. its branch by activation of
calcium frequency dependent effectors such as CaMKII and MAPK
in each axonal process. Effectors such as CaMKI and CaMKII pro-
mote neurite outgrowth (Borodinsky et al., 2003; Wayman et al.,
2004, 2006) and CaMKII is preferentially activated in cortical axon
branches with higher frequency Ca2+ transients (Tang and Kalil,
2005). CaMKIIβ binds to actin filaments and increases filopodial
dynamics (Fink et al., 2003), consistent with the observation that
direct elevation of Ca2+ activity by photolysis of caged calcium can
rapidly evoke protrusion of new axonal filopodia by actin filament
polymerization (Lau et al., 1999). Calcium transients of different
frequencies may target different kinases and phosphatases such as
CaMKII and calcineurin in the cytoplasm to evoke different cellu-
lar responses (Tomida et al., 2003). Events, such as extension and
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FIGURE 3 | BayK induced calcium transients, which persist throughout

long term treatments, are correlated in their frequencies with process

outgrowth. (A) Phase images of a cortical neuron treated with BayK in the
bath for 12 h. At the end of the imaging session the process at right (black
arrowhead) had extended, whereas the process at left (red arrowhead)
retracted. (B) After phase imaging, cortical neurons were loaded with Fluo-4
and calcium activity was measured. The extending process in (A) (black)
showed high levels of calcium activity compared with the retracting process
(red). (C) Quantifications from 16 experiments imaging calcium activity after

long term BayK treatments revealed correlations between BayK induced
differential calcium activity and process outgrowth. At left comparisons
between processes from the same axon showed that those with higher
frequency calcium transients had higher rates of outgrowth, whereas those
with lower frequencies retracted (n = 22 comparisons; ***p < 0.001, paired t
test). At right processes that extended faster had higher frequencies of
calcium transients (n = 26 comparisons; **p < 0.01, paired t test). Scale bar,
20 μm. (Reprinted from Hutchins and Kalil, 2008; with permission from the
Society for Neuroscience).

retraction of axonal processes, may be regulated by Ca2+ tran-
sients at optimal frequencies (Eshete and Fields, 2001). For rapid
extension of cortical axons and branches the optimal frequencies
of spontaneous and induced localized Ca2+ transients were simi-
lar across experiments (Hutchins and Kalil, 2008). Thus, one role
for localized Ca2+ signaling may be to restrict Ca2+ transients at
optimal frequencies to local regions of the axon. Local Ca2+ sig-
naling would thereby regulate extension and retraction of axonal
processes in response to environmental growth and guidance cues.

Although competition between different branches of a single
axon has now been well-documented (Ruthel and Banker, 1999;
Singh and Miller, 2005; Hutchins and Kalil, 2008), the competi-
tive signaling mechanisms initiated by localized calcium activity
remain mysterious. An early hypothesis of the mechanism of com-
petitive axon growth proposed that actin ruffles flowing distally
along the axon mediated competition among axonal processes
(Ruthel and Banker, 1999). These actin-rich axon waves are impor-
tant in promoting axon outgrowth and branching (Flynn et al.,
2009). However, while disrupting actin dynamics with cytocha-
lasin reduced rates of axon growth, the competition between
processes remained intact (Ruthel and Hollenbeck, 2000). An
alternative hypothesis that branches compete for mitochondria
transported along the axon arose from the observation that mito-
chondria selectively invade axons showing robust growth (Morris
and Hollenbeck,1993). However, subsequent investigation showed

that mitochondria follow, rather than precede, competitive out-
growth among axonal processes (Ruthel and Hollenbeck, 2003).
More recently, it was shown that cAMP and cGMP promote
or inhibit, respectively, axon formation and that these signals
mutually inhibit one another (Shelly et al., 2010). This cAMP sig-
naling in one neurite initiates a long-distance cGMP signal that
hydrolyzes cAMP in all other neurites, leading to competition
and the establishment of a single axon. Since calcium signal-
ing can activate cAMP signaling (Gorbunova and Spitzer, 2002),
one possibility is that the localized calcium transients that ini-
tiate competition among axonal processes (Hutchins and Kalil,
2008) do so through long-distance cyclic nucleotide signals. Sup-
porting this possibility, recent experiments demonstrated that
netrin-evoked calcium transients, of the type that promote growth
cone advance, drive cAMP signals in the growth cone center (Nicol
et al., 2011). Despite this promising avenue of research, it is still
not known how such long-distance signals propagate or whether
competitive outgrowth reflects competition for scarce resources
or a purely signaling-based mechanism for restricting growth to
certain branches. One possible mechanism for propagating long-
distance signals is an inhibitory autocrine signal similar to that
which mediates competition between neighboring axons (Singh
et al., 2008). This mechanism could lead to signaling-based com-
petition through mutual inhibition of growth between different
branches from the same axon (Hutchins, 2010). However, another
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possibility is that these signaling events direct the transport of
rate-limiting resources such as tubulin to the “winning” branch
and thereby deprive other branches of the opportunity to grow
(Butz et al., 2009; van Ooyen, 2011). The selective growth and
retraction of branches is a fundamental mechanism of establishing
connectivity in the mammalian CNS (McLaughlin and O’Leary,
2005). Elucidating the mechanisms of competitive axon growth
will therefore be crucial for our understanding of the wiring
principles of the cerebral cortex.

Wnt5a PROMOTES CORTICAL AXON OUTGROWTH AND
REPULSION BY DIFFERENTIAL SIGNALING
In addition to positive guidance cues that attract cortical axons
and promote their branching, repulsive guidance cues that repel
growing axons are equally important in shaping the formation of
cortical connections. Recently, the morphogen Wnt5a was identi-
fied as an axon guidance cue (Salinas and Zou, 2008) that repels
growing cortical axons during development (Zou and Lyuksyu-
tova, 2007). Wnts play important roles in embryogenesis such
as determination of cell fate, patterning, migration, and differ-
entiation (Ciani and Salinas, 2005). Wnt5 was first identified in
Drosophila as a repulsive guidance cue for commissural axons
(Yoshikawa et al., 2003). In the mouse corticospinal pathway a
high to low gradient of Wnt5a in vivo acts as a repulsive cue for
cortical axons (Liu et al., 2005) through the Wnt5a receptor Ryk
(an atypical tyrosine kinase receptor). In vitro a source of secreted
Wnt5a inhibited axon outgrowth from cortical explants facing a
Wnt5a gradient. Since Wnt5a is expressed in a high to low gradient
surrounding the corticospinal tract, these results (Liu et al., 2005)
suggested that cortical axons must navigate down the spinal cord
through a high to low inhibitory Wnt5a gradient. In the embryonic
mouse corpus callosum Keeble et al. (2006) also demonstrated the
repulsive effects of Wnt5a on cortical axon outgrowth. In vitro
axons extending from cortical explants were repelled away from a
source of Wnt5a but this repulsive effect was abolished in cortex
from mutant mice lacking the Ryk receptor. In vivo the corpus cal-
losum is surrounded by a gradient of Wnt5a secreted by midline
glial structures, the indusium griseum, and glial wedge (Keeble
et al., 2006; Lindwall et al., 2007). In Ryk knockout mice callosal
axons, which normally express Ryk receptors during development,
were able to cross the midline but became misrouted after the
midline and were thus unable to project away from it and formed
abnormal bundles on the contralateral side. How a repulsive axon
guidance cue could promote the growth of cortical axons down
the spinal cord and across the corpus callosum was still a mystery.

To elucidate the mechanisms by which Wnt5a could regulate
axon outgrowth of developing cortical pathways (Li et al., 2009) we
bath applied Wnt5a to dissociated cortical neurons. This doubled
axon outgrowth rates over 3 day in culture and in 1 h increased
axon outgrowth fourfold. To determine whether a point source of
Wnt5a could repel cortical axons, we used a turning assay in which
axons were exposed to a gradient of Wnt5a. Control axons in BSA
gradients showed no preference in turning toward or away from
the BSA source. In contrast (Figure 4), axons consistently turned
away from a source of Wnt5a by reorienting their growth cones
in as little as 20 min. However, growth cones remained motile
with no obvious collapse. Surprisingly, axons turning away from

the Wnt5a source also increased their growth rates by 50%. This
simultaneous repulsion and increased axon outgrowth in response
to Wnt5a could explain how a Wnt5a gradient in vivo propels the
extension of cortical axons by a repulsive mechanism.

What signaling pathways mediate responses of cortical axons to
Wnt5a? Wnts exert their effects through both Ryk and Frizzled (Fz)
receptors (Salinas and Zou, 2008) which are expressed on develop-
ing hamster cortical neurons (Li et al., 2009) at P0–P3 when axons
are projecting into corticospinal and callosal pathways (Reh and
Kalil, 1981; Norris and Kalil, 1992). Early postnatal mouse cerebral
cortex also expresses seven different Fz receptors (Shimogori et al.,
2004). In Fz3 knockout mice cortical axon tracts including the cor-
pus callosum and corticospinal pathway failed to develop (Wang
et al., 2002) providing the first evidence that Fz signaling plays
an important role in cortical axon development. We blocked or
knocked down Ryk receptors which prevented increased cortical
axon outgrowth by Wnt5a (Li et al., 2009). In contrast, block-
ing Wnt/Fz interactions (Rodriguez et al., 2005), did not prevent
increased axon outgrowth (Figure 5). These results showed that
Wnt5a increases in axon outgrowth are mediated by Ryk but not Fz
receptors whereas knocking down Ryk and blocking Fz receptors
prevents Wnt5a repulsive turning (Figure 5). Thus both Ryk and
Fz receptors mediate repulsive cortical axon guidance by Wnt5a.
Fz receptors are involved in Wnt/calcium signaling during mor-
phogenic events and in cell motility (Kohn and Moon, 2005) but
the involvement of Wnt/calcium signaling in axon growth and
guidance are unknown. Further, the downstream components of
Ryk signaling have not been identified. Wnt5a induced global or
local Ca2+ transients involving both Ryk and Fz receptor types
(Li et al., 2009). The source of intracellular calcium is impor-
tant for its function (Henley and Poo, 2004; Gomez and Zheng,
2006) and Ca2+ release from intracellular stores regulates axon
growth and guidance (Ooashi et al., 2005; Jacques-Fricke et al.,
2006). To determine the role of this Ca2+ signaling mechanism
in effects of Wnt5a we blocked IP3 receptors on the endoplasmic
reticulum which blocked calcium release from intracellular stores.
This partially attenuated Wnt5a induced Ca2+ activity. Calcium
influx through TRP (transient receptor potential) channels also
plays an important role during axon growth and guidance (Li
et al., 2005; Shim et al., 2005; Wang and Poo, 2005). We there-
fore blocked TRP channels, which also partially inhibited Wnt5a
induced calcium activity. Simultaneously blocking calcium release
from stores and calcium influx through TRP channels virtually
silenced Wnt5a induced calcium activity. Blocking Ca2+ release
from stores prevented Wnt5a induced increase in axon outgrowth
but the same axons showed repulsive turning away from the source
of Wnt5a (Li et al., 2009). In contrast, blocking TRP channels pre-
vented both increased axon outgrowth and repulsion by Wnt5a.
As in netrin-1 calcium signaling (Tang and Kalil, 2005) CaMKII is
an essential downstream component of Wnt5a/calcium signaling.
These results suggest a model (Figure 6) in which increased axon
outgrowth induced by Wnt5a involves activation of Ryk recep-
tors, calcium release from intracellular stores and activation of
CaMKII signaling. Growth cone repulsion by a gradient of Wnt5a
is mediated by both Ryk and Fz receptors and requires calcium
entry through TRP channels but not calcium release from intra-
cellular stores. In support of our results that different calcium
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FIGURE 4 | Wnt5a gradients simultaneously increase axon outgrowth

and induce repulsive axon turning. (A,B) Time lapse images of a cortical
axon and its growth cone at the beginning and end of a 1-h exposure to a
point source of BSA (control) (A) or 10 μg/ml Wnt5a (B) emitted by the pipette
at right. The axon extends straight in the BSA gradient but is repelled by the
Wnt5a gradient. Right, tracings of trajectories of individual axons extending
during 1 h exposure to BSA (n = 20 axons) or Wnt5a gradients (n = 25 axons)
showing random turning in the presence of BSA and repulsive turning in

response to Wnt5a. Note that axons repelled by Wnt5a are also significantly
longer. (C) Cumulative distribution of turning angles of axons showing random
turning in BSA and repulsive turning in Wnt5a gradients. (D) Bar graphs
comparing average turning angles and average axon outgrowth rates in BSA
and Wnt5a. In all experiments, neurons were obtained from P2 pups and
cultured for 2–3 day before the turning assays. Scale bar, 5 μm. In all
histograms, **p < 0.01. (Reprinted from Li et al., 2009; with permission from
the Society for Neuroscience).

signaling mechanisms (perhaps in different regions of the growth
cone) mediate Wnt5a axon growth vs. guidance behaviors, a recent
study (Nicol et al., 2011) showed that in Xenopus spinal neurons
different calcium and cyclic AMP signaling localized to central
vs. filopodial growth cone regions mediate netrin-1 evoked axon
outgrowth vs. steering. Thus Wnt5a can simultaneously activate
different receptors and different calcium signaling pathways at the
growth cone to elicit growth and guidance behaviors required for
wiring of cortical circuits during development.

AXON GROWTH AND GUIDANCE IN THE CORPUS CALLOSUM
IS REGULATED BY Wnt/CALCIUM SIGNALING
Thus far we have discussed mechanisms of axon growth and guid-
ance in dissociated cortical neurons. However, it is important to
test the relevance of these mechanisms in a more complex cellu-
lar environment that mimics development in vivo. For example,
in dissociated cultures knocking down CaMKI decreased hip-
pocampal and cortical axon elongation (Ageta-Ishihara et al.,

2009; Davare et al., 2009; Neal et al., 2010) whereas knockdown
of CaMKI in vivo during activity-dependent cortical wiring
decreased callosal axon branching into cortex without affecting
rates of callosal axon elongation (Ageta-Ishihara et al., 2009). To
test the in vivo function of Wnt/calcium signaling mechanisms
we used living slices of developing hamster sensorimotor cor-
tex that contained the entire callosal pathway (Hutchins et al.,
2011). This permitted live cell imaging of intact callosal axons
extending along their entire trajectory (Halloran and Kalil, 1994).
We electroporated plasmids, encoding the cytoplasmic fluores-
cent marker DsRed2, into one hemisphere of cortical slices from
P0 brains and after 48 h used confocal microscopy to image
fluorescently labeled callosal axons (Figure 7), which exhibited
continual growth cone motility and forward advance during the
90-min imaging sessions. Importantly, axons before the mid-
line (precrossing) advanced more slowly than those that have
crossed the midline (postcrossing). To determine whether cal-
losal axons expressed Ca2+ transients correlated with rates of
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axon outgrowth we electroporated a genetically encoded calcium
indicator (GCaMP2) into one hemisphere and measured frequen-
cies of Ca2+ transients in pre- and post-crossing axons for up to
30 min. (Figure 8). Calcium transients were expressed in axons
and growth cones (Figure 8) in frequencies closely related to
rates of callosal axon outgrowth. Thus higher frequencies of Ca2+

FIGURE 5 | Fz receptors mediateWnt5a induced axon repulsion but not

outgrowth, but Ryk receptors mediate both outgrowth and repulsion.

(A) Tracings of trajectories of axons exposed to Wnt5a gradients in the
presence of sFRP2 showing increased axon outgrowth but not repulsion.
(B) Tracings of trajectories of P0 axons exposed to Wnt5a gradients
following Ryk knockdown, which prevents increased axon outgrowth as
well as repulsion by Wnt5a. (C) Bar graphs quantifying turning angles (top)
and outgrowth rates (bottom) of axons in (A) and (B). Scale bar, 5 μm. In all
histograms *p < 0.05, **p < 0.01; n.s., not significant. (Reprinted from Li
et al., 2009; with permission from the Society for Neuroscience).

transients are well correlated with higher rates of callosal axon
outgrowth, similar to our results for dissociated cortical neurons
(Hutchins and Kalil, 2008).

The corpus callosum is surrounded by a Wnt5a gradient
secreted by midline glial structures (Keeble et al., 2006). Since cal-
losal axons express Ca2+ transients correlating with rates of axon
outgrowth we reasoned that in the corpus callosum the Wnt5a
gradient could mediate axon growth and guidance by calcium
signaling mechanisms. To determine whether Ca2+ release from

FIGURE 6 | Schematic summary showing Wnt receptors and calcium

signaling components involved in cortical growth cone behaviors in

response to Wnt5a. At left, increased cortical axon outgrowth is induced
by Wnt5a, which involves activation of Ryk receptors, calcium entry through
TRP channels, calcium release from intracellular stores via IP3 receptors on
the endoplasmic reticulum, and activation of PLC and CaMKII signaling. At
right, growth cone repulsion by a Wnt5a gradient is mediated by both Ryk
and Fz receptors and requires calcium entry through TRP channels.
Symbols in the growth cone are shown in the box. (Reprinted from Li et al.,
2009; with permission from the Society for Neuroscience).

FIGURE 7 | Imaging of individual callosal axons and their growth

cones extending through the corpus callosum. (A) A low power
confocal image of a cortical slice at 3DIV, after electroporation of cortical
neurons with DsRed2 in the slice from P0 sensorimotor hamster cortex.
Individual efferent axons are clearly visible. Arrow indicates location of

the cortical growth cone imaged at higher power in the time lapse
sequence in (B) which shows filopodia and lamellipodia of growth cones
during outgrowth and turning. Times are in minutes and seconds. Scale
bar, 10 μm. Symbols show reference points. (Reprinted from Hutchins
et al., 2011).

Frontiers in Neuroanatomy www.frontiersin.org September 2011 | Volume 5 | Article 62 | 102

http://www.frontiersin.org/Neuroanatomy
http://www.frontiersin.org
http://www.frontiersin.org/Neuroanatomy/archive


Kalil et al. Cortical axon outgrowth, guidance, and branching

FIGURE 8 | Callosal axons express spontaneous calcium transients

positively correlated with rates of axon outgrowth. (A) A coronal cortical
slice electroporated with GCaMP2 plasmids into the left cortex. Arrow
indicates postcrossing (contra) position of the growth cone imaged in (D).
Borders of the callosum (cc) and the midline are outlined in red. (B) Tracing of
calcium activity measured by changes in GCaMP2 fluorescence over baseline.
Calcium activity increases after a few min. (C) Tracing of calcium activity from
(B) zoomed in to the time shown in the bracket. (D) Fluorescence images of
the growth cone measured in (B,C) at time points indicated by the
arrowheads in (C). (E) Within 20 min of the onset of calcium activity shown in
(B) the axon begins to advance rapidly through the contralateral callosum. (F)

Examples of single calcium transients measured by ratiometric imaging of

growth cones co-expressing DsRed2 and GCaMP2. (G) Plot of frequencies of
calcium transients in pre- or post-crossing callosal axons, **p < 0.01, t test.
All frequencies are in transients/h. (H) Scatter plot of the frequency of calcium
transients vs. the rate of axon outgrowth in individual callosal axons. The line
represents the least-squares linear regression (slope significantly non-zero,
p < 0.01). (I) An example of spontaneous calcium transients (top row) which
are attenuated by application of SKF at time 0.00 (bottom row). (J) Tracing of
calcium activity in the growth cone shown in (I) before and after application of
SKF. Scale bars 10 μm except (I) which is 5 μm. Pseudocolor calibration bars
indicate fluorescence intensity (D) or ratio of GCaMP2 to DsRed2
fluorescence intensities (F) in arbitrary units. (Reprinted from Hutchins et al.,
2011).

stores plays a role in regulating callosal axon outgrowth we blocked
IP3 receptors (on the endoplasmic reticulum) pharmacologically
to inhibit calcium release from stores. Using live cell imaging,
we measured growth of postcrossing axons since a recent study

(Wang et al., 2007) showed that in vivo suppression of sponta-
neous electrical activity in mouse callosal axons decreased rates of
axon outgrowth on the postcrossing but not the precrossing side
of the callosum. Treatment with blockers to IP3 receptors slowed
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axon outgrowth of postcrossing axons but their normal rates were
restored after washout of the blocking reagent. However, blocking
Ca2+ release from stores had no effect on guidance of callosal axons
whose trajectories (measured from images obtained at the begin-
ning and end of the 3-h experiments) after crossing the midline
were similar to those of untreated controls. In contrast, pharma-
cologically blocking Ca2+ entry through TRP channels not only
slowed axon outgrowth but also severely misrouted postcrossing
callosal axons, which turned prematurely toward the cortical plate
or turned ventrally toward the septum. We verified the involve-
ment of calcium activity by blocking TRP channels and then
measuring effects on Ca2+ transients in individual postcrossing
callosal axons. As shown in Figure 8I, blocking TRP channels
attenuated frequencies of Ca2+ transients to about 3 h compared
with 12 h for controls, showing directly that the growth and guid-
ance defects resulted from decreased Ca2+ activity. Furthermore,
as we found in dissociated cultures, calcium signaling by store
release or by Ca2+ entry through TRP channels respectively medi-
ates axon outgrowth or both axon outgrowth and guidance in the
corpus callosum.

Although these results demonstrate the requirement for cal-
cium signaling in outgrowth and guidance of callosal axons, it
was important to show the specific involvement of Wnt5a sig-
naling. In vivo knockout mice lacking the Wnt5a Ryk receptor
showed guidance errors in callosal axons only after they crossed
the midline (Keeble et al., 2006). This is consistent with the find-
ing that mouse callosal axons do not respond to Wnt5a until the
age when they cross the midline (E 16) and begin to express the
Ryk receptor (Keeble et al., 2006). However, these experiments did
not address signaling mechanisms downstream of Ryk receptors.
Therefore, we knocked down the Ryk receptor by electropora-
tion of Ryk siRNA in a small number of axons and then analyzed
effects on DsRed2 labeled callosal axons in living cortical slices
(Hutchins et al., 2011). Ryk knockdown slowed the growth rate of
postcrossing callosal axons to half their normal growth rate, but
had no effect on precrossing axon growth rates, consistent with Ryk
expression on callosal axons only after they cross the midline (Kee-
ble et al., 2006). Importantly, Ryk knockdown also caused severe
guidance errors in about a third of labeled postcrossing axons
that deviated inappropriately toward the septum or prematurely
turned toward the overlying cortex. Since we found previously (Li
et al., 2009) that knocking down the Ryk receptor reduced the
proportion of neurons expressing Ca2+ transients in response to
Wnt5a, we asked whether growth and guidance defects in callosal
axons in which Ryk was knocked down resulted from interference
with Wnt5a evoked calcium signaling. To address this question
we coelectroporated the calcium biosensor GCaMP2 with Ryk
siRNA to measure calcium activity in neurons in which RyK/Wnt
signaling was disrupted. In such neurons frequencies of Ca2+ tran-
sients were reduced fourfold in postcrossing axons. Remarkably, in
growth cones projecting aberrantly toward the septum, Ca2+ tran-
sients were undetectable. Taken together, these results suggest that
callosal axon growth and guidance errors caused by Ryk knock-
down result from attenuation of calcium activity. Since CaMKII is
also a component of the Wnt/calcium signaling pathway (Li et al.,
2009), we investigated its role in callosal axon growth and guid-
ance by cortical transfection of plasmids encoding an inhibitory

CaMKII protein (Tang and Kalil, 2005). For postcrossing but not
precrossing axons, this treatment slowed axon outgrowth by about
half and caused dramatic axon guidance errors in which some
axons projected aberrantly while others looped backward in the
corpus callosum. Do these defects represent a failure of axon repul-
sion mechanisms mediated by Wnt5a? Using turning assays in
which dissociated neurons were exposed to Wnt5a gradients, we
found that neurons transfected with the CaMKII inhibitor were
unable to increase their growth rates or show repulsive turning.
These results suggest that CaMKII, downstream of Wnt/calcium
signaling, is necessary for the outgrowth and repulsive guidance
mechanisms by which Wnt5a regulates development of callosal
axons.

Taken together these results, summarized in a cortical slice
model of the developing corpus callosum (Figure 9), show
that Wnt/calcium signaling pathways are essential for regulating
callosal axon outgrowth and guidance. Nevertheless, additional
growth and guidance factors are known to regulate development of
the corpus callosum (Lindwall et al., 2007). For example, in addi-
tion to Wnt5a, sources of netrins, semaphorins, and Slit 2 surround
the corpus callosum and their role in callosal axon guidance across
the midline has been well characterized (Shu and Richards, 2001;
Shu et al., 2003; Niquille et al., 2009; Piper et al., 2009). Although
direct evidence for netrins in guiding callosal axons to the midline
is lacking, callosal axons express the netrin-1 receptor DCC and
netrin-1 knockout mice lack all forebrain commissural projections
(Serafini et al., 1996). Slits are chemorepellent proteins expressed
in glial structures adjacent to the callosal midline in a pattern
similar to that of Wnt5a. Knockout mice lacking the Slit recep-
tor Robo 1 display aberrant projections of callosal axons that are
misdirected at the midline, suggesting that Slits may channel cal-
losal axons into the correct pathway (Lindwall et al., 2007). Mutant
mice whose axons are unable to bind semaphorins also show cal-
losal malformations. However, our finding that inhibiting calcium
signaling only affected growth of axons after but not before the
midline suggests the involvement of Wnt5a signaling because cor-
tical axons do not respond to Wnt5a until the age at which they
cross the midline (Keeble et al., 2006). Although Slit 2 affects both
pre- and post-crossing axons (Shu and Richards, 2001; Shu et al.,
2003) our results show that interfering with Wnt/calcium/CaMKII
signaling only affects postcrossing axon outgrowth.

MICROTUBULE DYNAMICS REGULATE Wnt5a EVOKED AXON
OUTGROWTH AND GUIDANCE
Growth cone behaviors are regulated by reorganization and
dynamics of the actin and microtubule (MT) cytoskeleton (Dent
and Gertler, 2003; Lowery and Van Vactor, 2009), which can be
modulated by extracellular guidance cues (Luo, 2002; Huber et al.,
2003; Kalil and Dent, 2005). Stable microtubules occupy the cen-
tral region of the growth cone while dynamic MTs that grow
and shrink in dynamic instability actively explore the periphery
(Dent et al., 1999; Dent and Kalil, 2001; Schaefer et al., 2002,
2008; Lowery and Van Vactor, 2009). Inhibiting MT dynamics
can abolish growth cone turning and localized MT stabilization
and de-stabilization can induce attractive turning and repulsion
(Buck and Zheng, 2002), suggesting an instructive role for MTs in
axon guidance. Wnt signaling increases MT stability and Wnt3a
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FIGURE 9 | Wnt/calcium signaling guides axon growth through the

corpus callosum. (A) Schematic of a cortical slice showing cortical
axons extending through the corpus callosum (cc) surrounded by Wnt5a
secreted by the indusium griseum (IG) and glial wedge (GW). Axons in
the contralateral callosum have high frequencies of calcium transients
evoked by Wnt5a signaling, which accelerates rates of axon outgrowth.
In contrast, ipsilateral axons not yet responsive to Wnt5a, have low levels
of calcium activity and thus grow more slowly. LV, lateral ventricle; CP,

cortical plate. (B) Schematic of intracellular signaling in the postcrossing
axon from (A) showing that Wnt5a gradient from the glial wedge
activates RyK receptors to open IP3 receptors and TRP channels causing
release of calcium from intracellular stores and calcium influx through
the plasma membrane. These calcium transients activate CaMKII to
accelerate axon extension and repel growth cones away from the glial
wedge toward the contralateral cortex. (Reprinted from Hutchins et al.,
2011).

and Wnt7a specifically decrease axon length and increase growth
cone size of DRG and cerebellar mossy fiber terminals (Lucas and
Salinas, 1997; Hall et al., 2000) by reorganization of MTs into
stable loops (Ciani and Salinas, 2005; Salinas, 2007; Purro et al.,
2008). This occurs through changes in MT directionality across
the growth cone rather than toward the leading edge (Purro et al.,
2008). In contrast we showed that Wnt5a increases cortical axon
outgrowth and induces growth cone repulsion (Li et al., 2009)
but the cytoskeletal mechanisms are unknown. Our preliminary
results (Li et al., unpublished observations) suggest that reorga-
nization of dynamic MTs plays a major role in increased axon
outgrowth and repulsive growth cone turning induced by Wnt5a.

We first confirmed that dynamic MTs are required for the
growth promoting and guidance effects of Wnt5a by applying
nocodazole, an inhibitor of MT dynamics (Dent and Kalil, 2001),
which prevented Wnt5a induced increases in axon outgrowth and
repulsive turning in Wnt5a gradients. To determine the relation-
ship between directionality of MTs and the direction of growth
cone advance induced by Wnt5a, we used high resolution fluores-
cence (total internal reflection fluorescence, TIRF) microscopy to
image growth cones of early postnatal cortical neurons transfected
with an EGFP-EB3 construct to label dynamic MT plus ends and
DsRed2 to label the cytoplasm. EB3 is a +TIP protein that binds to
the growing plus ends of MTs (Nakagawa et al., 2000) and EGFP-
EB3 has been used to image MT dynamics in neurons (Stepanova
et al., 2003). Dynamic growing MT tips were visualized as EB3
“comets” in cortical growth cones before and after bath application
of Wnt5a. Wnt5a oriented dynamic MTs in the direction of axon
elongation, suggesting that increased axon outgrowth by Wnt5a
occurs by reorientation of dynamic MTs. We then applied Wnt5a
as a gradient to investigate the possible redistribution of dynamic
MTs in growth cones during repulsive turning behaviors. Prelimi-
nary results (Figure 10) showed that before application of Wnt5a

FIGURE 10 | Wnt5a gradients induce redistribution and reorganization

of dynamic microtubules (MTs) in growth cones. (A) Schematic of
measurement of the distribution of EB3 comets on MT plus ends in the
presence of a pipette gradient of Wnt5a locally applied at the right side of
the growth cone. Individual EB3 comets are detected by fluorescence
(green dots) and their center of intensity (cross) is determined. (B)

Localization of the center of intensity of EB3 comets evoked by a Wnt5a
gradient in 10 growth cones in independent experiments including the
growth cone shown in (C,D). Negative numbers indicate EB3 localization to
the side of the growth cone farthest from the Wnt5a source. Change of the
center of intensity = −0.35 ± 0.14 μm (p < 0.05, Wilcoxon signed rank test).
(C,D) Composite images of the same growth cone showing redistribution
of EB3 comets over time 30 min before and during 30 min of application of
the Wnt5a gradient (n = 601 images before Wnt5a and 601 images during
Wnt5a application). The maximum intensity was computed for each pixel
from the entire image stack by using algorithms in Metamorph. Using
these values stacks of all images were superimposed and pixels assigned
values in pseudocolor to indicate fluorescence intensity.

Frontiers in Neuroanatomy www.frontiersin.org September 2011 | Volume 5 | Article 62 | 105

http://www.frontiersin.org/Neuroanatomy
http://www.frontiersin.org
http://www.frontiersin.org/Neuroanatomy/archive


Kalil et al. Cortical axon outgrowth, guidance, and branching

EB3 comets were randomly distributed throughout the growth
cone but during 30 min exposure of growth cones to Wnt5a gra-
dients EB3 comets redistributed to the far side of the growth cone
away from the Wnt5a source. These results suggest that in Wnt5a
gradients asymmetric redistribution of dynamic MTs may be a
first step in repulsive turning.

Gradients of guidance cues can evoke asymmetries in calcium
activity (Gomez and Zheng, 2006) that are typically highest on
the side of the growth cone facing a source of either an attrac-
tive or repulsive guidance cue gradient. Thus it was surprising to
find that Wnt5a can evoke Ca2+ transients localized to the far
side of the growth cone facing away from the Wnt5a source. The
coincidence of MT and Ca2+ asymmetries led us to investigate
a possible relationship between asymmetries in Ca2+ transients
and the redistribution of dynamic MTs in growth cones exposed
to Wnt5a gradients. One candidate link is the MT associated pro-
tein tau which binds to MTs to increase their stability (Dehmelt
and Halpain, 2005). CaMKII phosphorylates tau at the MT bind-
ing site (Litersky et al., 1996; Sironi et al., 1998). This leads to
detachment of tau from MTs and thus decreased MT stability
and increased MT dynamics (Biernat et al., 1993). Furthermore,
Wnt5a is known to activate CaMKII (Kuhl et al., 2000). Together
these findings led us to investigate tau as a possible link between
calcium signaling and dynamic MTs. To determine whether tau is
required for the growth promoting effects of Wnt5a on cortical
axons, we knocked down tau with siRNAs which prevented Wnt5a
from increasing rates of cortical axon outgrowth. Importantly, this
treatment also prevented growth cone repulsion in Wnt5a gradi-
ents. We then co-transfected cortical neurons with EGFP-EB3 and
tau siRNA, and imaged dynamic MTs by following EB3 comets
in growth cones. Remarkably, we found that tau knockdown pre-
vented the redistribution of dynamic MTs toward the far side of
the growth cone facing away from the Wnt5a gradient. As shown in
Figure 11 dynamic MTs remain randomly distributed throughout

the growth cones as in untreated controls. Since calcium activity
is required for the growth and guidance effects of Wnt5a on corti-
cal axons in vitro (Li et al., 2009) and within the corpus callosum
(Hutchins et al., 2011) these results suggest a relationship, possibly
mediated by tau, between Wnt5a evoked calcium signaling and
the redistribution of dynamic MTs during Wnt5a evoked cortical
growth cone repulsion.

FUTURE DIRECTIONS
This review has emphasized the central role of intracellular cal-
cium signaling in transducing the effects of guidance molecules
on growth and guidance of cortical axons during development.
However, many questions remain unanswered. First, the mecha-
nisms by which guidance cues evoke calcium transients localized to
small regions of axons and growth cones are not well understood.
Second, how competitive mechanisms, mediated by calcium sig-
naling, favor the growth of one cortical axon process over another
requires further study. Third, the relationship between calcium
activity and cytoskeletal dynamics leading to cortical axon branch-
ing, outgrowth and guidance remains obscure. Fourth, effects
of guidance cues on cytoskeletal reorganization leading to spe-
cific growth cone behaviors are only beginning to be addressed.
Finally, it is not always clear that axon growth and guidance
mechanisms identified in tissue culture are applicable to devel-
opment in vivo. Thus a major challenge will be to elucidate how
axons of neurons in the complex in vivo environment of the cere-
bral cortex can integrate multiple extracellular guidance cues and
intracellular signaling pathways necessary for appropriate axon
outgrowth, guidance, and branching during wiring of cortical
circuits.
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Divergent axonal projections are found throughout the central auditory system. Here,
we evaluate these branched projections in terms of their types, distribution, and puta-
tive physiological roles. In general, three patterns of axon collateralization are found:
intricate local branching, long-distance collaterals, and branched axons (BAs) involved in
feedback-control loops. Local collaterals in the auditory cortex may be involved in local pro-
cessing and modulation of neuronal firing, while long-range collaterals are optimized for
wide-dissemination of information. Rarely do axons branch to both ascending and descend-
ing targets. Branched projections to two or more widely separated nuclei or areas are
numerically sparse but widespread. Finally, branching to contralateral targets is evident
at multiple levels of the auditory pathway and may enhance binaural computations for
sound localization. These patterns of axonal branching are comparable to those observed
in other modalities. We conclude that the operations served by BAs are area- and nucleus-
specific and may complement the divergent unbranched projections of local neuronal
populations.

Keywords: branched axon, auditory system, collaterals, cortical, thalamocortical, brainstem

INTRODUCTION
A cardinal feature of axons is their divergent projections, which
range from sparse branching in the thalamic input to different
auditory cortex (AC) areas (Morel and Imig, 1987; Lee et al.,
2004a; Kishan et al., 2008) to the many collaterals and thousand
of boutons of single spiral Ia cochlear ganglion axons (Brown,
1981). Branched axons (BAs) are present throughout the audi-
tory system (Fekete et al., 1984; Willard and Martin, 1984; Ojima,

Abbreviations: AAF, anterior auditory field; AC, auditory cortex; AI, primary audi-
tory area; AII, second auditory cortex; AVCN, anteroventral cochlear nucleus; BA,
branched axon; CF, characteristic frequency; CN, central nucleus of the IC; CoN,
cochlear nucleus; CT,corticothalamic; CTβ, cholera toxin β fragment; CTβG,cholera
toxin β fragment, gold conjugated; DCoN, dorsal CoN; DL, double-labeled neuron;
DLL, dorsal nucleus of the lateral lemniscus; DlP, dorsolateral periolivary area; DmP,
DMPO, dorsomedial periolivary area; DZ, dorsal auditory zone; ED, dorsal posterior
ectosylvian area; EE, excitatory–excitatory band; EI, excitatory–inhibitory response
band; EI, intermediate posterior ectosylvian area; EV, ventral posterior ectosylvian
area; IC, inferior colliculus; II, V, VI, auditory cortex layers; In, insular cortex; IL,
intermediate nucleus of the lateral lemniscus; LA, lateral amygdaloid nucleus; La, lat-
eral nucleus of the IC; LOC, lateral olivocochlear neurons; LSO, lateral superior olive;
LT, LTB, lateral nucleus of the trapezoid body; MG, medial geniculate body; MGBd,
MGd, dorsal division of the MG; MGBv, MGv, ventral division of the MGv; MGm,
medial division of the MG; MOC, medial olivocochlear system; MSO, medial supe-
rior olive; MTB, medial nucleus of the trapezoid body; NA, nucleus angularis; NL,
nucleus laminaris; NM, nucleus magnocellularis; P, posterior auditory area; PDL,
percentage of double-labeled neurons; PIN, posterior intralaminar nucleus; PON,
periolivary nuclei; PRh, perirhinal area; PVCN, posteroventral cochlear nucleus;
RC, radiate multipolar cell; RP, rostral pole of the MG; SC, superior colliculus; SOC,
superior olivary complex; SPN, superior paraolivary nucleus; TC, thalamocortical;
Te, temporal cortex; Te3, third area of temporal cortex; TRN, thalamic reticular
nucleus; VCN, ventral CoN; Ve, ventral auditory area; VIII, auditory nerve; VNLL,
VL, ventral nucleus of the lateral lemniscus; VPO, ventral periolivary nucleus; VTB,
ventral nucleus of the trapezoid body.

1994; Hazama et al., 2004; Coomes et al., 2005; Kimura et al.,
2005; Lee and Winer, 2008a,b,c) and can take many forms, from
local (Brown et al., 1988a,b) to very distant (Hashikawa et al.,
1995; Cetas et al., 1999; Huang and Winer, 2000), presumably
allowing neurons to synchronize remote events or form multiple
feature-specific representations.

Different patterns of axonal branching prevail at different lev-
els of the auditory system (Figures 1–3). For instance, branching
between different nuclei is common in the pathways to and from
the medial nucleus of the trapezoid body (MTB; Morest, 1968;
Spirou et al., 1990; Kuwabara and Zook, 1991, 1992; Kuwabara
et al., 1991; Smith et al., 1991), while thalamocortical axons rarely
project to different cortical fields, such as the primary auditory
cortex (AI) and the anterior auditory field (AAF; Morel and Imig,
1987; Lee et al., 2004a,b). Other axons have both descending and
ascending projections, e.g., from MTB cell axons projecting to
the cochlear nucleus (CoN) and the inferior colliculus (IC), <1%
project to both (Schofield, 1994).

In discussing the wide variety of branching patterns present
in the auditory system, it is imperative to acknowledge that var-
ious methods allow the detection of different patterns of axonal
branching, and that these different methods have inherent limita-
tions in terms of the conclusions that can be drawn from their use.
Thus, we review the technical considerations inherent in assess-
ing axonal branching. An especially important caveat to establish
at the outset, however, is that dual retrograde injections can only
ascertain axonal branching to the specific regions within the nuclei
injected; conclusions cannot be drawn about other forms of axonal
branching from these studies. Nonetheless, the use of dual retro-
grade tracing has been useful in formulating hypotheses about
neural function.

Frontiers in Neuroanatomy www.frontiersin.org July 2011 | Volume 5 | Article 46 | 110

http://www.frontiersin.org/Neuroanatomy
http://www.frontiersin.org/Neuroanatomy/editorialboard
http://www.frontiersin.org/Neuroanatomy/editorialboard
http://www.frontiersin.org/Neuroanatomy/editorialboard
http://www.frontiersin.org/Neuroanatomy/about
http://www.frontiersin.org/Neuroanatomy/10.3389/fnana.2011.00046/abstract
mailto:cclee@lsu.edu
http://www.frontiersin.org/Neuroanatomy
http://www.frontiersin.org
http://www.frontiersin.org/Neuroanatomy/archive
http://www.frontiersin.org/people/charleslee/3390
http://www.frontiersin.org/people/amarkishan/32836


Lee et al. Auditory branched axons

DmP

MT
VPO

MSO

LSO

DlP

LT

AI

AII

In

Te

ED
AAF

V M

D

EV

P

DZ

EI

Ve

VP

DC

CN
LC

Cu
DLL

ILL

VLL

Sa

basal

apical

3A

3E

3B
3D

2C

2A

2B

PVCN

AVCN
DDCCNN

3C

VIII1

2

3

4

FIGURE 1 |The central auditory pathway. Key nuclei in the feline auditory
system and elements of the lemniscal pathway from the medulla (1),
midbrain (2), thalamus (3), and auditory cortex (4). Letters in blue boxes
indicate the pathways depicted in Figures 2 and 3.

Although the functional implications of BAs are numerous
(Morest, 1968; Kuwabara et al., 1991; Ojima et al., 1991, 1992;
Li and Mizuno, 1997a,b; Kuwabara and Zook, 1999; Ye et al.,
2000; Mulders and Robertson, 2002, 2003; Mulders et al., 2007),
we are treating the function of BAs from the perspective of general
organizational principles.

In the first two sections (see Branched Axons in the Auditory
Cortical System, Branched Axons in the Auditory Brainstem and
Midbrain), we review the existence, magnitude, and possible func-
tions of BAs in the auditory cortex and thalamus as compared
with those at earlier levels of the auditory system. These initial
sections review the specifics of axonal branching in the auditory
system, which the general reader may wish to skim in favor of the

final sections (see Technical Considerations, Thematic Perspective,
Alternatives to Collateralization in the Auditory Cortex, Collaterals
in Other Modalities, and Summary), where we examine principles
of axonal branching and evaluate the technical difficulties inherent
in detecting BAs.

BRANCHED AXONS IN THE AUDITORY CORTICAL SYSTEM
THALAMOCORTICAL SYSTEM
All regions of the auditory cortex (AC) receive an input from the
thalamus (Lee and Winer, 2008a). The principal source of auditory
thalamocortical (TC) input, the medial geniculate body (MG),
has tonotopic ventral (MGv) and rostral pole (RP) divisions, and
non-tonotopic dorsal (MGd) and medial (MGm) divisions, which
project in varying degrees to each of the 13 auditory cortical (AC)
areas in the cat (Huang and Winer, 2000). Although focal regions
within a thalamic nucleus can project broadly to multiple cortical
areas based on anterograde tracing studies (Huang and Winer,
2000), axonal divergence of single neurons beyond a few mil-
limeters is quite rare based on retrograde double labeling studies
(Kishan et al., 2008). Thus, axonal branching in the auditory thal-
amocortical system is highly local, but with unique topographical
features.

One of these features is the patchy distribution of TC BAs,
which extend over 300–500 μm in layers IIIb and IV of the primate
AC core (Hashikawa et al., 1995). In the lateral and posteromedial
auditory cortical areas, larger (1000–1500 μm) patches arise from
the MG anterodorsal and/or posterodorsal nuclei. In the rabbit, TC
BAs form patches 1–2 mm apart in AI layers III and IV, with tan-
gential layer I BAs up to 7 mm long (Cetas et al., 1999; Figure 2A).
In the cat, similar patches are seen in AI, AAF, ventral, and the
posterior AC (P) following injections of anterograde tracers into
the MGv (Huang and Winer, 2000). More divergence occurs after
similar MGd and MGm deposits, though not explicitly from BAs.
Thick MGm axons in AC layer Ia project laterally across wide
expanses, and vertical branches in layers II, IVb, and Va have fewer
lateral BAs (Huang and Winer, 2000). Axons in layer IIIb also have
many local BAs shorter than those in layers Ia and VIb.

The patchy distribution of MG afferents in AC may correlate
with parvalbumin immunoreactivity and perhaps with modules
of broadly and narrowly tuned neurons (Read et al., 2008) or bin-
aural excitatory–excitatory/inhibitory (EE, EI) modules, though
physiological–anatomical studies suggest that EE and EI columns
are not linked by BAs (Middlebrooks and Zook, 1983). Similar
patchy distributions in AC areas ostensibly lacking a binaural
columnar arrangement imply that BAs are unrelated to binau-
rality. Intraareal BAs linking EE or EI columns are also sparse
(Middlebrooks and Zook, 1983, but see Brandner and Redies,
1990).

Another canonical feature of the primary auditory cortical
areas is the orderly spatial arrangement of neurons according
to characteristic frequency (CF), i.e., tonotopy. A question that
naturally arises is whether TC BAs contribute to the creation of
the multiple AC CF maps (Morel and Imig, 1987) from the two
representations in the MG (Imig and Morel, 1985a,b, 1985a,b)?
Based on retrograde studies where different tracers are placed
into matched isofrequency loci in different primary cortical areas,
few double-labeled thalamic neurons are found (Morel and Imig,
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FIGURE 2 | Branched axonal projections in the auditory

forebrain. (A) Clustered and periodic thalamocortical projections
from medial geniculate body subdivisions to area AI (Velenovsky et al.,
2003). (B) Posterior intralaminar (PIN) and dorsal division of the medial
geniculate body branched projections to the non-primary auditory

cortex (Te3/PRh) and lateral amygdala (LA; Doron and LeDoux, 2000).
(C) Local, interlaminar, and collateral projections of an intracellularly
labeled layer II pyramidal cell in AI (Ojima et al., 1991). (D) Avian olivary (SON)
branched input to the laminaris (NL) and angularis (NA) nuclei (Burger et al.,
2005).

1987), with some differences among the MGv and RP (Lee et al.,
2004a; Kishan et al., 2008). Due to the paucity of double labeling
in such studies, it appears that TC BAs do not create multiple CF
maps in these areas.

Finally, the MG and intralaminar nuclei also project widely
to non-auditory cortex. Thalamic BAs targeting both the lateral
amygdaloid nucleus and the perirhinal or primary AC could influ-
ence autonomic and affective responses to auditory and multisen-
sory stimuli (Namura et al., 1997). BAs may link some intralaminar
nuclei with the dorsal (and, less so) ventral perirhinal cortex, and
rarely arise from MGd/m neurons, though up to 17% of MGm
cells project to perirhinal cortex and to the lateral amygdaloid
nucleus (Figure 2B; Table 1). Although MGd cells project to both
the frontal cortex and primary/non-primary AC, these originate
from unbranched sources (Kurokawa and Saito, 1995). Thus, these
TC parts of the auditory and motor pathways are segregated,
despite extensive interdigitation of the projection cells. Overall,
the few studies and diversity of relevant pathways make it diffi-
cult to specify the role of BAs in TC projections to non-auditory
cortex.

CORTICOCORTICAL SYSTEM
Every area of the auditory cortex receives extensive input from
local intrinsic cortical connections and extrinsic connections from
other cortical areas in both hemispheres (Winer and Lee, 2007;
Lee and Winer, 2008b,c), which provide ∼95% of the total input
to an area (Lee et al., 2004a; Lee and Winer, 2011). As with the
thalamocortical system, anterograde, axon-filling, and retrograde
studies each provide complementary evidence about BAs in the
corticocortical system.

On a local level, neurons in the auditory cortex branch within
an area to create extensive divergent laminar circuits. In partic-
ular, layer II and III pyramidal cell axons branch proximally and
distally to the cell body (Ojima et al., 1991; Figure 2C), forming
an axonal network that extends across layers I–V, with two-to-
five thick collaterals in layer III or V in addition to the main
axon descending to the white matter for other cortical targets
(Ojima et al., 1992). The horizontal branches in layer III or V
run parallel to the pia for 500–2500 μm and emit, at a few dis-
tant points, local plexuses of secondary branches extending to
upper and lower layers. This collateralization as a whole forms
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a columnar terminal field in layers I through V with a branch-
sparse gap in layer IV (Figure 2C). Each neuron has a number
of vertical branches distributing around its cell body, forming a
columnar terminal field, which is similar to that formed at distant
points. Some non-projecting pyramidal neurons have thick, bifur-
cated axons with recurrent oblique or horizontal BAs; the latter
extend 1–2 mm in layer V, and oblique branches project heav-
ily in layers II–IV, with weaker input to layers I or II. Such cells
may interact with those producing the synchronized oscillations
arising in layer V (Silva et al., 1991). Several long-range dorsoven-
trally oriented BAs may link or segregate AI isofrequency loci in
the cat (Read et al., 2001). Alternatively, they may synchronize
cells with similar CF response properties, analogously to pyrami-
dal neurons in visual cortex (Gray and Singer, 1989; Gray et al.,
1989). Perhaps TC BAs complement these rich, local periodic
projections.

As with the thalamocortical system, branched corticocortical
projections that link similar CF regions are sparse, comprising
<1% of AI and AAF cells projecting to matched CF regions (Lee
et al., 2004a), although earlier studies using anterograde meth-
ods found extensive interconnections among matched CF regions
(Imig and Reale,1980),perhaps accounted for by neuronal popula-
tions that project in an unbranched manner to matched CF regions
in different areas. Thus, long-range cortical BAs may be more rare
than axon filling studies suggest. This implies that cortical BAs
do not contribute significantly to spectral maps in different AC
areas and illustrates a fundamental difference between the auditory
forebrain and the brainstem, where axons subdivide profusely to
innervate many different targets (Irvine, 1986). Intrinsic intraareal
BAs across frequency laminae are also rare (Kishan et al., 2008),
but may be more prevalent along an isofrequency contour.

Commissural AI axons may also target disparate areas, with
homo- and hetero-topic terminal sites; a dual retrograde study
found that some rat BAs target both sites (Rüttgers et al., 1990).
However, <1% of AI or AAF neurons project commissurally to
frequency-matched loci in both fields, and <4% of non-primary
(AII, Te, and In) neurons project to two loci in their contralateral
counterparts (Kishan et al., 2008).

CORTICOFUGAL PROJECTIONS
The auditory corticofugal system targets many thalamic, midbrain,
and brainstem nuclei (Winer, 2006). Of these, the corticothalamic
(CT) system is massive, with each major MG division receiving
input from four or more AC areas (Winer et al., 2001). Two types
of terminals arise from AI: small endings from thin axons of layer
VI pyramidal neurons and large boutons from thick axons of layer
V pyramidal neurons (Ojima, 1994; Winer et al., 1999; Llano and
Sherman, 2008). Layer VI CT neurons typically project in a feed-
back manner to the thalamic nucleus from which they receives
their major TC input, while layer V CT neurons project in a feed-
forward manner to a higher order thalamic nucleus (Winer et al.,
2001; Sherman and Guillery, 2006).

Layer V CT pyramidal cell targets include MGm, MGd, and
ventrolateral MGv, with thick horizontal BAs occurring in cortical
layers V and VI forming heterogeneous en passant and spine-like
boutons, and thin vertical axons ending above layer IV (Ojima
et al., 1992), and with no BAs to the contralateral AI (Wong and

Kelly, 1981), reserving collateralization to the ipsilateral AC. BAs
crossing the cortical CF axis may enhance inhibition at other CFs,
while those parallel to the isofrequency contours could have local
roles (Ojima et al., 1991; Song et al., 2006).

Layer VI CT neurons branch extensively in both thalamus and
cortex. Some layer VI CT cells have recurrent branches in cortical
layerVI, then ascend to layers III and IV, where their processes form
a dense plexus. In the thalamus, thin fiber BAs form dorsoventrally
elongated bands parallel to MGv CF laminae (Rouiller and de Rib-
aupierre, 1990). Layer VI CT cells may activate local columnar
neurons, while layer V CT neurons target more remote columns at
the same or different CF. In addition, anterograde tracer deposits
at separate frequency loci in the cat label terminals segregated
in the MG, suggesting that microtopography complements BAs
(Takayanagi and Ojima, 2006).

Corticothalamic projections include BAs to the thalamic retic-
ular nucleus (TRN; Lam and Sherman, 2010). Layer V or VI axons
traverse the TRN (Hazama et al., 2004); forming elongated slabs;
these may be BAs of cells targeting the MGv. High- and low-CF
loci in rat primary and non-primary AC areas converge in the
MGv and target different TRN regions (Kimura et al., 2005). The
TRN has inhibitory input to much of the MG, and some TRN neu-
rons project to both the ventrolateral MGv and MGd, or to both
the MGv pars ovoidea and MGm (Crabtree, 1998). This branch-
ing pattern might enable two AC tonotopic areas to convergently
excite one MG region via direct CT projections, while divergently
inhibiting separate MG regions via indirect reticulothalamic pro-
jections (Kimura et al., 2005). The AC also targets the midbrain,
medulla, and striatum (Winer, 2006), and these corticofugal cells
may also have intracortical BAs. Layer V corticostriatal neurons
have vertical and short-range horizontal BAs. The vertical BAs
form a dense network of terminal arbors in layers III and IV, per-
haps reinforcing supragranular, reciprocal connections between
AC CF loci projecting to similar striatal targets.

The corticocollicular system is also a rich substrate for axonal
branching (Winer et al., 1998; Winer, 2006). Rat corticocollicu-
lar cells project to the caudal striatum (Moriizumi and Hattori,
1991b), and some corticofugal cells target the superior olivary
complex (SOC) and IC, or the IC and the CoN, via BAs (Doucet
et al., 2002, 2003). Some corticocollicular cells send BAs to the
nucleus of the brachium of the IC (Saldaña et al., 1996). Retrograde
experiments indicate that ∼5% of layer V neurons project to both
IC (Willard and Martin, 1984; Coomes et al., 2005). Almost half of
contralaterally projecting corticocollicular cells project bilaterally.
Given the conservative estimates provided by retrograde tracers,
all contralaterally projecting cells may target both ICs (Coomes
et al., 2005), though no neurons appear to have BAs targeting both
the IC and MG (Wong and Kelly, 1981).

BRANCHED AXONS IN THE AUDITORY BRAINSTEM AND
MIDBRAIN
BRAINSTEM PROJECTIONS
Now, we consider the axonal branching patterns observed in the
auditory brainstem and midbrain, in comparison with those of the
auditory cortical systems described previously. Do similar branch-
ing patterns and principles apply across multiple stages of the
auditory pathway? The numerous connections among brainstem
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FIGURE 3 | Branched axonal projections in the auditory

brainstem and midbrain. (A) Collateral projections from the medial
nucleus of the trapezoid body to olivary and lateral lemniscal targets
(Kuwabara and Zook, 1992). (B) Anteroventral cochlear nucleus
collateral input to the ventral nucleus of the trapezoid body (VTB) and
dorsomedial periolivary nucleus (Smith et al., 1991). (C) Cochlear

nucleus branched projections to the inferior colliculus (IC; Schofield and Cant,
1996a; Schofield, 2002). (D) Branched ascending and descending
projections from the superior paraolivary nucleus to the cochlear nucleus
(CoN) and IC (Schofield, 1995). (E) Periolivary (PON) projections to the
inferior colliculus (IC) and CoN. Dashed line in all panels represents the
midline.

and midbrain nuclei might suggest different patterns of axonal
branching exist at these stages. As noted in morphological studies,
auditory BAs begin in the periphery (Lorente de Nó, 1981). At the
earliest levels, type I auditory nerve fibers branch extensively in
the CoN (Fekete et al., 1984). One main branch targets the ventral
cochlear nucleus (VCoN) and the other ends in the dorsal cochlear

nucleus (DCoN). Near this bifurcation, the parent trunk has few
collaterals at low CFs, while axons at higher CFs have more numer-
ous and complex axonal branches. Descending axons have 14–30
collaterals and, in the DCoN, the main trunk often makes parallel
branches ending within 100 μm. Many BAs end in simple, en pas-
sant swellings, and others terminate diffusely in the neuropil. BAs
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have regional morphologic variations, e.g., in the posteroventral
cochlear nucleus, some have en passant swellings, while in the cen-
tral part of the nucleus, fibers with a CF >4 kHz have many BAs
that extend for hundreds of microns. These are parallel to octo-
pus cell primary dendrites and could enhance the sharpness of
tuning near the intensity threshold and broaden tuning at higher
intensities. The ascending branch has 4–16 collaterals and ends
in calyces of Held. These collaterals form complex, endbulb-like
endings or en passant swellings and often remain within 100 μm
of the parent branch, though one-third end in the anteroventral
CoN. Small branches from high- and low-CF fiber may create het-
erotopic high frequency response zones in the VCoN (Fekete et al.,
1984).

Cochlear nucleus afferents also branch. VCoN neurons send
branches to matching frequency loci in the cat IC and contralat-
eral DCoN (Adams, 1983a). Planar and radiate multipolar cells (T-
and D-stellate cells, respectively) in the anterior VCoN branch to
the DCoN and posterior VCoN, mainly to the multipolar cell area
(Oertel et al., 1990). Radiate multipolar cells project to both the
ipsilateral DCoN and the contralateral CoN (Doucet and Ryugo,
2006). Up to half the cells projecting to CoN also target the thal-
amic ventrobasal complex and may provide information about
head and body position useful in sound localization or for somatic
sensory–auditory interactions (Li and Mizuno, 1997a).

A prominent CoN target is the contralateral MTB (Morest,
1968), whose principal cells provide glycinergic input to the ipsilat-
eral lateral superior olive (LSO) for interaural intensity difference
computations (Smith et al., 1998). CoN projections form calyces of
Held endings on MTB principal cells (Smith et al.,1991) and collat-
eralize ipsilateral to the CoN of origin, targeting the lateral nucleus
of the trapezoid body (LTB), posterior periolivary nucleus, or ven-
trolateral periolivary nucleus and end in large terminal swellings
of variable shapes (Figure 3B; Spirou et al., 1990). En passant
swellings are rare.

Most CoN BAs are precalycine. These traverse the MTB and
ventral nucleus of the trapezoid body (VTB) toward the lat-
eral lemniscus, forming branches in the anterolateral periolivary
nucleus, the rostral LTB, and the VTB. Some fibers form collat-
erals at their branch point near the abducens nerve root, and
branch sparsely before ending in the nucleus paragigantocellu-
laris lateralis. Other precalycine collaterals target the dorsomedial
and ventral periolivary nuclei and branch repeatedly within it
(Kuwabara et al., 1991). About 40% of ipsilateral calyciferous
branches end axosomatically in the ventral periolivary nucleus
(VPO), 20% in the LTB and LSO, and 7% near the MTB in an area
associated with the medial olivocochlear system (MOC). All axons
have extensive BAs within the MTB, perhaps contributing to lat-
eral inhibition. Other BAs end diffusely in the adjacent periolivary
nuclei, the LTB, and the LSO, and 25% reach the lateral lemniscus
(Figure 3A). Of the calycine collaterals, all terminate 20–80 μm
from their origin in varicosities. Thus, ascending input to the MTB
reaches parts of the ipsilateral lateral and medial olivocochlear
system and diverse contralateral brain stem nuclei. MOC BAs to
the CoN often converge with type II auditory nerve fiber endings
(Benson and Brown, 2004), and areas targeted by such axons also
project to the MOC, forming another prospective feedback-gain
loop (Ye et al., 2000).

Perhaps unsurprisingly for brainstem projections, MTB axons
are also collateralized (Figure 3A; Morest, 1968; Kuwabara et al.,
1991). Principal cell axons send 2–6 BAs to the periolivary nuclei,
superior paraolivary nucleus (SPN; the rodent homolog of the
cat dorsomedial periolivary nucleus), and the VTB. Half of these
axons also branch to the medial superior olive (MSO), and 25%
branch to the lateral lemniscus. Recurrent MTB collaterals are also
seen. The main axon often ends in a cascade of terminal BAs in the
LSO; sometimes forming 1–2 thick perpendicular branches and
then arborizing in the neuropil. MTB branches to the MSO are
tonotopically organized (Smith et al., 1998).

Many brain stem neurons sample both the outputs of the MTB
as well as collaterals bifurcating from input to the MTB,perhaps for
monitoring or instructing gain control (Morest, 1968; Kuwabara
et al., 1991). LSO-projecting neurons from the LTB also have
collaterals to MSO (except in big brown bats), which, like MTB
BAs, have axosomatic input on bipolar cells (Kuwabara and Zook,
1992). These inhibitory inputs may complement excitatory CoN
afferents, perhaps preceding excitatory inputs because the con-
tralateral calyciferous axons are much thicker than the CoN axons
directly projecting to the contralateral MSO. Cell filling experi-
ments in gerbil brain stem slices demonstrate that the MSO input
to the SPN is highly branched, with >40% of thick, ascending
MSO axons having one or more short BAs from their main trunk
that ramify sparsely in the SPN (Kuwabara and Zook, 1999).

Not all brain stem projections have BAs. While some CoN
efferent axons in the guinea pig target both CoN-projecting and
IC-projecting cells in the SPN, their BAs may not be extensive
(Schofield, 1995). Further, <1% of MTB neurons project to both
the IC and CoN ipsilaterally, contralaterally, or have one ipsilateral
and one contralateral target (Schofield, 1994).

PROJECTIONS OF THE INFERIOR COLLICULUS
The IC is the midbrain target for auditory input arising from ear-
lier brainstem sources, e.g., the CoN, SOC, lateral lemniscal nuclei,
AC, and many other non-auditory structures. The tonotopic cen-
tral nucleus of the IC (CN) contains narrowly tuned neurons,while
the cells in the dorsal cortex and lateral cortex (La) have broader
frequency-tuning and multisensory properties. The IC projects to
the MG, CoN, SOC, dorsal column nuclei, superior colliculi (SC),
and other nuclei (for review see Winer and Schreiner, 2005).

The projection from the ventral nucleus of the lateral lemnis-
cus to the CN has few BAs to different high- and low-frequency
regions in the rat CN (Merchán and Berbel, 1996).

Such tonotopic precision is implicit in the narrow frequency
tuning of anteroventral CoN cells (Bourk et al., 1981). In addition,
in the rat lateral lemniscal nuclei, no neurons project to both the
IC and the SC, or to both SCs, though cells in the dorsal nucleus of
the lateral lemniscus may project to the SC deep layers for acoustic
motor reflexes and head orientation (Tanaka et al., 1985).

The proportion of brainstem afferents that target both ICs via
BAs may be species specific. In the cat IC, only 2% of LSO olivocol-
licular neurons project to both IC, while surprisingly, in the opos-
sum, 20–25% of LSO olivocollicular neurons and almost all MSO
olivocollicular cells project to both (Willard and Martin, 1984).
Similar work in the guinea pig finds no branched projections in
the LSO, MSO, or VCoN, but in the DCoN, 68% of ipsilateral
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Table 1 | Retrograde studies of auditory branched projections.

System Study and species Method Results

Thalamocortical Middlebrooks and Zook

(1983), Cat

EI band in AI: NY

EE band in AI: PI (same CF)

Middle EE band in AI: NY

Ventral EE band in AI: PI (same CF)

MGv: none mentioned (n = 3)

MGv: no%, but reported (n = 1)

Morel and Imig (1987), Cat AI: HRP

AAF: 3H-BSA

AI: 3H-HRP

P: BSA

MGv: 6.5 (n = 5, 6 sections)

RP: 6.0 (n = 6, 5 sections)

MGv: 6.4 (n = 1, 2 sections)

Brandner and Redies (1990),

Cat

Dorsal AI: NY

Ventral and/or central AI: Bb

NY and Bb along AI isofrequency contour

MGv: no %, mentioned in one case

(n = 4)

MGv: none mentioned (n = 2)

Kurokawa and Saito (1995),

Rat

Te3: FG

Fr1: FB

Te1: NY

Fr1: FB

MGd: 0 (n = 6)

MGd: 0 (n = 6)

Namura et al. (1997), Rat Dorsal perirhinal: DY

Lateral amygdaloid nucleus: FB

Ventral perirhinal: DY

Lateral amygdaloid nucleus: FB

Te1: DY

Lateral amygdaloid nucleus: FB

Perirhinal: DY

Central amygdaloid nucleus: FB

PIN: 3.3

MGd1: 5

SPFp: 11.3

SPFm: 6.0

MGm: 1.2 (n = 1)

PIN: 1.7

MGd: 2.1

SPFp: 3.7

SPFm: 0

MGm: 0 (n = 1)

0 (n = 7)

0 (n = 3)

Kishan et al. (2008), Cat AI: CTβ

AAF: CTβG

Injected in frequency – matched loci

AI

Injected CTβ, CTβG at sites 3.3 mm apart

AII

Injected CTβ, CTβG at sites 3.3 mm apart

Te

Injected CTβ, CTβG at sites 1.7 mm apart

In

Injected CTβ, CTβG at sites 3.3 mm apart

MGd: 1.5

MGm: 2.1

MGv: 1.4

RP: 2.8 (n = 4)

MGd: 1.2

MGm: 2.8

MGv: 0.6

RP: 0 (n = 1)

MGd: 2.2

MGm: 3.9

MGv: 2.1

RP: 4.5 (n = 1)

MGd: 6.7

MGm: 4.9

MGv: 5.8

RP: 0.00 (n = 1)

MGd: 3.9

MGm: 5.1

MGv: 1.4

RP: 0.00 (n = 1)

(Continued)
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Table 1 | Continued

System Study and species Method Results

Corticocortical Rüttgers et al. (1990), Rat DY and FB in regions of terminations of homotopic and

heterotopic commissural projections

AI: no %, but reported

Kishan et al. (2008), Cat AI: CTβ

AAF: CTβG

AI (i): 0.8

AAF (i): 0.6

Injected in frequency – matched loci

AI

Injected CTβ, CTβG at sites 3.3 mm apart from each other

AII

Injected CTβ, CTβG at sites 3.3 mm apart from each other

Te

Injected CTβ, CTβG at sites 1.7 mm apart from each other

In

Injected CTβ, CTβG at sites 3.3 mm apart from each other

AI (c): 0.8

AAF (c): 0.6 (n = 4)

AI (i): 0.1

AI (c): 1.4 (n = 1)

AII (i): 1.5

AII (c): 3.7 (n = 1)

Te (i): 1.3

Te (c): 1.8 (n = 1)

In (i): 0.6

In (c): 1.1 (n = 1)

Corticofugal Wong and Kelly (1981), Cat MG: HRP or NY

Contra AI: NY or HRP

IC: HRP or NY

MG: NY or HRP

AI, layer V: 0 (n = 12)

AI, layer V: 0 (n = 4)

Crabtree (1998), Cat MGv, ventrolateral: FB or NY

MGd: FB or NY

MGv, pars ovoidea: FB or NY

MGm: FB or NY

TRN: no %, always saw DLs (n = 3)

TRN: no %, always saw DLs

(n = 3)

Moriizumi and Hattori, 1991a, Rat IC: TB

Caudal striatum: DY

AI, layerV: 6.4% of IC projecting cells

(n = 4, pooled)

Doucet et al. (2002), Rat CoN: FB

SOC: DY

AI: <10% (n = 2, pooled)

Doucet et al. (2003), Rat CoN: FB

IC: DY

SOC: FB

IC: DY

AI: 10–20 (n = 4)

AI: 10–20 (n = 3)

Coomes et al. (2005), Guinea pig Various combinations of FB, FG, red/green beads into both

IC

Layer V of AC: 5.2 (n = 5)

Brain stem Adams (1983b), Cat DCoN (c): EB or NY

IC: HRP or EB (frequency matched with anatomical

position)

VCoN (i): no %, but reported (n = 2)

Schofield (1994), Guinea pig Various combinations of FB, FG, green beads into CoN and

IC

CoN (i), IC (c) or CoN (c), IC (i) (same tracers)

MTB: <1% (n = 3)

MTB: <1% (n = 13)

Li and Mizuno (1997a), Rat CoN: FG

VB (c): TMRDA

Dorsal column (i): 50.7% of CoN-

projecting

STN: 30% of CoN-projecting (n = 1,

from figure)

Doucet and Ryugo (2006), Rat DCoN: BDA

CoN (c): DY (large)

VCoN: 3.6% of planar multipolar

No % for RC-multipolar, but reported

(n = 3)

IC afferents Glendenning and Masterton (1983),

Cat

Various combinations of DB, NY, Bb, PI, and DPD into both

IC

LSO: 2% (n = 18)

Tanaka et al. (1985), Rat DAPI and PI into both IC

IC: PI or DAPI

SC: DAPI or PI

LL: no %, but reported (n = 3)

LL: 0 (n = 3)

(Continued)
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Table 1 | Continued

System Study and species Method Results

Willard and Martin (1984), Opossum TB and NY into both IC AC: 6

CoN: <3%

Dorsal columns: 6.67–12

DLL: <5

LSO core: 20–25%

MSO: 100% (n = 8)

Moriizumi and Hattori (1991), Rat AC (widely): TB

IC: DY

Caudal globus pallidus: 0 (n = 2)

Schofield (1991), Guinea pig Various combinations of FB, FG, green beads into

CoN and IC

SPN:

1.7% of IC-projecting

3.3% of CoN-projecting (n = 3)

Schofield and Cant (1992), Guinea

pig

CoN (i), IC (c) or CoN (c), IC (i) (same tracers)

Various combinations of FB, FG, green beads into both IC

SPN: 0 (n = 4 each)

DLPO, LTB: <1%

LSO, MSO: 0 (n = 4)

Schofield and Cant (1996a), Guinea

pig

Various combinations of FB, FG, red/green beads into CoN

(c) and IC

DCoN: 68.4% to IC (i) also project to

IC (c)

VCoN: 0

Merchán and Berbel (1996), Rat High frequency CNIC: HRP

Low frequency CNIC: Biocytin

VLL: no %, very few reported

Li and Mizuno (1997b), Rat VB: TMRDA

La: FG

Dorsal column nuclei and STN: no %,

many reported (n = 8)

Li and Mizuno (1997a), Rat CoN (i): FG

IC (c): TMRDA

CoN (c): FG

IC (c): TMRDA

Gr: 60% of CoN-projecting

Cu: 72.4% of CoN-projecting

STN: 42.9% of CoN-projecting

(n = 1, from figure)

Gr: 60% of CoN-projecting

Cu: 61.5% of CoN-projecting

STN: 36.4% of CoN-projecting

(n = 1, from figure)

IC efferents Hashikawa (1983), Cat CoN: PI, NY, Pr, or Bb

MG: PI, NY, Pr, or Bb

CoN: PI, NY, Pr, or Bb

MG (c): PI, NY, Pr, or Bb

PN: PI, NY, Pr, or Bb

SC: PI, NY, Pr, or Bb

IC: 0 (n = 1)

IC: 0 (n = 1)

IC: <1% (n = 1)

González-Hernández et al. (1991),

Rat

IC (c): NY

MG: FB

IC: 5–10% of tectothalamic (n = 7)

Schofield (2001), Guinea pig Various combinations of FB, FG, red/green beads into both

CoN

IC: <1% (n = 12)

Coomes and Schofield (2004),

Guinea pig

Various combinations of FB, FD, FG, FR, red/green beads

into CoN, MG

CoN (c), MG (i) (same tracers)

CoN (i), MG (c) (same tracers)

CoN (c), MG (c) (same tracers)

CoN (c), MG (c) (same tracers)

IC: <1% (n = 6)

IC: <1% (n = 5)

IC: <1% (n = 3)

IC: 0 (n = 4)

IC: 0 (n = 4)

Okoyama et al. (2006), Rat FG and FR into MG and CoN

FG and FR into IC (c), MG

FG and FR into CoN, IC (c)

IC: 0 (n = 11)

IC: <1% (n = 8)

IC: 0 (n = 10)

(Continued)
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Table 1 | Continued

System Study and species Method Results

FG and FR into both CoN

FG and FR into CoN (c), SOC

IC: 0 (n = 6)

IC: 0 (n = 3)

1Originally counted as being part of the suprageniculate nucleus, which is considered as part of the MGd; c, contralateral; i, ipsilateral; 3H-BSA, tritiated bovine serum

albumin; AAF, anterior auditory field; AC, auditory cortex; AI, primary auditory area; AII, second auditory cortex; Bb, bisbenzimide; BSA, bovine serum albumin; CoN,

cochlear nucleus; CN, central nucleus of the IC; CTβ, β subunit of cholera toxin; CTβG, gold conjugate of CTβ; Cu, cuneate nucleus; DCoN, dorsal CN; DLPO, dorsolat-

eral periolivary nucleus; DNLL, dorsal nucleus of the LL; DY, diamidino yellow; EB, Evans blue; EE, excitatory–excitatory band; EI, excitatory–inhibitory response band;

FB, fast blue; FD, fluorescein–dextran; FG, fluorogold; FR, fluororuby; Fr1, frontal cortex; Gr, gracile nucleus; HRP, horseradish peroxidase; IC, inferior colliculus; La,

lateral nucleus of the IC; In, insular cortex; LL, lateral lemniscus; LTB, lateral nucleus of the trapezoid body; LOC, lateral olivocochlear neurons; LSO, lateral superior

olive; MG, medial geniculate body; MGd, dorsal division of the MG; MGm, medial division of the MG; MGv, ventral division of the MGv; MTB, medial nucleus of

the trapezoid body; MOC, medial olivocochlear system; MSO, medial superior olive; NY, nuclear yellow; PI, propidium iodide; PIN, posterior intralaminar nucleus;

PN, pontine nuclei; Pr, primulin; RC-multipolar, radiate multipolar cells projecting contralaterally; RP, rostral pole of the MG; SC, superior colliculus; SOC, superior

olivary complex; SPFm, medial portion of the subparafascicular nucleus; SPFp, posterior portion of the subparafascicular nucleus; STN, spinal trigeminal nucleus; TB,

true blue; Te, temporal cortex; Te1, primary auditory area; Te3, non-auditory temporal cortex; TMRDA, tetramethylrhodamine–dextran amine; TRN, thalamic reticular

nucleus; VCN, ventral CN; VNLL, ventral nucleus of the LL.

IC-projecting cells have BAs to the contralateral IC (Figure 3C;
Schofield and Cant, 1996b). Compared with the corticofugal sys-
tem (see above), in both the guinea pig and the opossum, ∼6% of
AC neurons project bilaterally to the IC.

Branched brainstem projections to the IC and other targets
are also rare. In the SPN, ∼2% of IC-projecting cells branch to
the CoN (Figure 3D; Schofield, 1991). Similarly, in the guinea
pig SOC, only 1% of IC-projecting neurons send axons to the
CoN (Figure 3E; Schofield, 2002). These few branched projec-
tions originate in the ventral periolivary region, including the
anteroventral periolivary nucleus and the VTB, but no cells project
to both targets contralaterally, or to one ipsilaterally – and the
other contralaterally. In addition, some non-auditory afferents
also have BAs (Moriizumi and Hattori, 1991a,b; Li and Mizuno,
1997a,b).

Within the IC itself, local connections are highly collateral-
ized as revealed by intracellular filling studies in the cat (Oliver
et al., 1991). These intrinsic BAs sometimes parallel the dendrites,
extending for hundreds of microns (as in the CoN), while other IC
neurons have non-oriented CN BAs. This diversity suggests exten-
sive IC computational roles for local BAs and interneurons (Oliver
et al., 1991). Axons of these cells extend toward the brachium of
the IC, and many likely project to the MG (Winer et al., 1996).
Some of these tectothalamic neurons are inhibitory (Winer et al.,
1996; Peruzzi et al., 1997; Bartlett and Smith, 2002; Lee and Sher-
man, 2010), providing a source of feedforward inhibition that is
unique to the auditory system.

However, most long-range IC projections have few BAs. Few
colliculobulbar neurons target both CoNs in the guinea pig
(Schofield, 2001) and rat (Okoyama et al., 2006). Instead, the IC
may exert descending divergent influence disynaptically through
contact with cells that projecting bilaterally to the CoN, particu-
larly in the VTB and anteroventral periolivary nucleus (Schofield
and Cant, 1999). As in the brain stem, IC neurons with ascend-
ing and descending projections are rare, with reports suggesting
that no or few cells project to both the CoN and the MG in the
cat (Hashikawa, 1983), rat (Okoyama et al., 2006), and guinea pig
(Coomes and Schofield, 2004), and <1% project to both the SC
and the pontine nuclei (Hashikawa, 1983). IC neurons branching

to the MG and the contralateral IC also target the contralateral
CoN, and comprise 1–10% of all tectothalamic cells (González-
Hernández et al., 1991; Okoyama et al., 2006). Similarly, few axons
target both the contralateral IC and the SOC or CoN.

TECHNICAL CONSIDERATIONS
Many approaches have been used to characterize BAs. Dual retro-
grade tract tracing (Hayes and Rustioni, 1979; Kuypers et al., 1980;
Jones, 1983) can provide a profile of BA projections, as the many
labeled cells permit quantitative analyses (Table 1). However, these
studies presume equivalent uptake affinity, injection site size and
efficacy, visualization methods, the interaction of damage with
uptake, and transport rate (Schofield et al., 2007). To label signif-
icant numbers of cells, sufficiently large deposits can complicate
the collection of quantitative data. Thus, for example, injections
restricted to a single binaural response bands may be too small
to label sufficient cells to provide reliable statistically appropriate
estimates of double-labeled cells (DLs; Kishan et al., 2008).

Negative results are also problematic. Few DLs suggest that the
injected regions do not receive BAs, though other areas might, or
that the tracers were neither equivalent spatially nor equally likely
to be transported. If BAs are oriented selectively, and the injections
are not aligned appropriately, DL estimates would be spurious.
Finally, dual retrograde tracing methods are limited since BAs to
only a few sites can be detected, even if multiple targets are present.
Thus, dual retrograde tracing likely underestimates the divergence
of axonal projections.

In comparison, focal anterograde injections may overesti-
mate the degree of single axon divergence by labeling fibers-
of-passage or filling closely apposed neurons that project to
separate loci. However, both anterograde and axon filling
studies can demonstrate recurrent, local, and distant BAs.
Some BAs are too near their source to be detected reliably
by retrograde means (Winer, 1986), and anterograde or fill-
ing approaches do not require a precise or systematic injec-
tion orientation to reveal them. Anterograde studies may not
reveal the full range of targets since incomplete filling of fine
or long processes or insufficient transport time may confound
estimates.
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Intracellular filling studies are highly constrained by sample
size (Fekete et al., 1984; Ojima et al., 1991). While a few axons
may have collaterals (or, alternatively, lack branches), it is uncer-
tain whether these are representative. As in anterograde studies,
incomplete staining or insufficient transport time can constrain
firm conclusions or population values except when many axons
can be filled and their targets visualized (Brown, 1981; Humphrey
et al., 1985).

THEMATIC PERSPECTIVE
Branched axons are common in the auditory cortical system, as
well as in the auditory midbrain and brainstem. However, several
general principles are evident from a comparison across processing
levels. First, most axons branch according to one of three patterns:
intricate local BAs, long-distance collaterals, and BAs involved
in feedback-control loops. Second, cells rarely project to both
ascending and descending targets, suggesting that these streams
are well segregated and that descending projections play specific
roles rather than merely feedback or modulatory ones (Guinan,
2006; Winer, 2006). Third, some neurons have both ascending
and contralateral targets, e.g., CoN neurons projecting to the IC
and the contralateral CoN (Adams, 1983b), and IC neurons target-
ing the MG and the contralateral IC (González-Hernández et al.,
1991). Most projections are contra- or ipsi-lateral because of the
acoustic chiasm (Glendenning and Masterton, 1983); thus, these
BAs may enhance binaural computations for sound localization or
otherwise modulate ascending input from an ear with contralat-
eral influence. This may not pertain to descending projections
since corticothalamic neurons are not commissural (Wong and
Kelly, 1981). Fourth, bilateral projection neurons are part of at
least the corticofugal and olivocochlear streams, with ∼5% of
corticocollicular neurons projecting to both IC (Willard and Mar-
tin, 1984; Coomes and Schofield, 2004), and a similar proportion
of MOC cells targeting both cochleae (Thompson and Thomp-
son, 1986; Robertson et al., 1987a,1987a,b; Aschoff and Ostwald,
1988). Such bilaterally projecting neurons in ascending pathways
are differentially distributed in various nuclei.

ALTERNATIVES TO COLLATERALIZATION IN THE AUDITORY
CORTEX
In the auditory cortex, one might predict that BAs would be
an ideal way to create multiple independent representations of
frequency, aurality, amplitopy, or other dimensions required for
computation (Ehret, 1997). It is somewhat unexpected that BAs
to matched frequency regions are comparatively rare, especially in
the forebrain (Lee et al., 2004a), where the emergence of multiple
CF maps (Reale and Imig, 1980) suggest that they might be more
common.

A robust alternative mechanism is provided by heterotopic pro-
jections that arise from interleaved thalamic and cortical neurons
situated in close proximity and serving presumably similar phys-
iologic roles but whose targets are separated widely (Lee et al.,
2004b; Lee and Winer, 2005). Three obvious advantages accrue
to this arrangement. First, precise branching to multiple targets is
unnecessary, and neurons that target multiple cortical areas can
migrate as a group and assemble their connectivity with compar-
ative ease relative to the precision required by multiple branches

that must terminate in exact register in different targets. Second,
and perhaps most critically, heterotopic arrangements enable easy
coordination of activity across large spatial territories, a prospec-
tively problematic issue when coordinating diverse spatiotemporal
patterns across vast expanses of brain (Lee et al., 2004b; Winer
et al., 2004). Third, they provide a simple mechanism enabling the
precise coordination of discharge patterns among resident thal-
amic or cortical neurons, either via local circuit neurons or, in
their absence (Winer and Larue, 1996), via the BAs of excitatory
neurons.

A second alternative is that the terminal plexus of many axons
is highly divergent, and can span wide arrays, as in the TC axons
in visual (Ferster and LeVay, 1978), somatic sensory (Landry and
Deschênes, 1981), and auditory (Velenovsky et al., 2003) cortex.
Such axons engage large areas and could readily initiate or sus-
tain parallel intracortical and corticocortical modularity (DeFelipe
et al., 1986) in networks larger than the comparatively finer scale of
interneuronal projections (Kisvárday et al., 1994). The complex-
ity of these axons belies point-to-point models of connectivity
(Brandner and Redies, 1990).

COLLATERALS IN OTHER MODALITIES
Comparable, and perhaps even more extensive, collaterals systems
exist in other modalities. The complexity of the subcortical audi-
tory pathway frustrates direct comparisons with the visual, somatic
sensory, or autonomic systems. Nonetheless, some comparisons
can be drawn. For example, primary phrenic afferents send BAs
to different spinal cord laminae (Goshgarian and Roubal, 1986),
as do Ia muscle spindle (Brown and Fyffe, 1978), and Ib Golgi
tendon organ (Brown and Fyffe, 1978) afferents. Many cuneate
nucleus inputs are collateralized (Weinberg et al., 1990), resem-
bling type I ganglion cell axons near the CoN. Retinofugal fibers
to the lateral geniculate nucleus (LGN) ramify within the LGN
(Conley and Fitzpatrick, 1989), resembling type I ganglion axons
within the CoN.

Forebrain connections are compared more readily. The visual
TC system may have more interareal BAs and intraareal BAs to
matched functional domains than the somatic sensory or audi-
tory systems. Retinotopically matched deposits in areas 17 and
18 double label 3–16% of neurons in the LGN A lamina (Bul-
lier, 1984; Birnbacher and Albus, 1987; Salin et al., 1989), while
matched somatotopic injections (SI) in the primary and secondary
somatosensory areas only double label 2.3% of cells (Fisher et al.,
1983).

Horizontal BAs are also present in all modalities. In the visual
system, extensive lateral collaterals, similar to those seen in AI
link loci with similar functional properties (Gilbert and Wiesel,
1979; Michalski et al., 1983; LeVay, 1988). There are also horizon-
tal connections in higher-level areas such as the macaque inferior
temporal cortex (Tanigawa et al., 2005), and long-range horizon-
tal collaterals from SI pyramidal cells may target neurons in other
fields (DeFelipe et al., 1986).

As in AI, some rat SI CT cells have local collaterals to neu-
rons in the same column, while others project remotely (Zhang
and Deschênes, 1997). Mirroring the absence of AI corticofugal
BAs to diverse targets, <2% of SI cells have BAs to the corticos-
triatal, corticorubral, corticopontine, and corticospinal pathways
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(Akintunde and Buxton, 1992). In the somatic sensory (Bourassa
et al., 1995) and visual (Bourassa and Deschênes, 1995) systems,
the CT fibers arising from axons of layer V neurons in V1 or SI
were collaterals of corticotectal or corticopontine axons, unlike
the auditory CT system. This suggests modality specific rules for
BAs, whose ontogeny and functional specificity remain for further
investigation.

SUMMARY
The floridness of axonal branching throughout the central audi-
tory system, and other modalities, is indicative of the functional
importance of divergent processing in sensory systems. Such
branching ranges across scales, from intrinsic branches that mod-
ulate firing in local circuits, to long-range collaterals that widely
disseminate information. Yet, it remains an open question whether
BAs as a wiring principle is more efficient from an ontological
and developmental standpoint, compared with the targeting of
separate loci by unbranched neuronal ensembles. In addition, the

degree to which separate branches have similar synaptic proper-
ties and efficacy in terms of transmitting auditory information
remains to be investigated. Indeed, widely varying synaptic prop-
erties at separate axonal branches would have profound effects
on the divergent dissemination of auditory information. Thus,
defining the functional role of axonal divergence will require a
convergence of future theory and experiments.
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Larger mammalian cerebral cortices tend to have increasingly folded surfaces, often con-
sidered to result from the lateral expansion of the gray matter (GM), which, in a volume
constrained by the cranium, causes mechanical compression that is relieved by inward
folding of the white matter (WM), or to result from differential expansion of cortical layers.
Across species, thinner cortices, presumably more pliable, would offer less resistance and
hence become more folded than thicker cortices of a same size. However, such models do
not acknowledge evidence in favor of a tension-based pull onto the GM from the inside,
holding it in place even when the constraint imposed by the cranium is removed. Here
we propose a testable, quantitative model of cortical folding driven by tension along the
length of axons in the WM that assumes that connections through the WM are formed
early in development, at the same time as the GM becomes folded, and considers that
axonal connections through the WM generate tension that leads to inward folding of the
WM surface, which pulls the GM surface inward. As an important necessary simplifying
hypothesis, we assume that axons leaving or entering the WM do so approximately per-
pendicularly to the WM–GM interface. Cortical folding is thus driven by WM connectivity,
and is a function of the fraction of cortical neurons connected through theWM, the average
length, and the average cross-sectional area of the axons in the WM. Our model predicts
that the different scaling of cortical folding across mammalian orders corresponds to differ-
ent combinations of scaling of connectivity, axonal cross-sectional area, and tension along
WM axons, instead of being a simple function of the number of GM neurons. Our model
also explains variations in average cortical thickness as a result of the factors that lead to
cortical folding, rather than as a determinant of folding; predicts that for a same tension,
folding increases with connectivity through the WM and increased axonal cross-section;
and that, for a same number of neurons, higher connectivity through the WM leads to a
higher degree of folding as well as an on average thinner GM across species.

Keywords: allometry, brain size, evolution, white matter, cortical folding, connectivity, axon caliber, cortical

thickness

INTRODUCTION
Across different mammalian orders and species, adult brain cere-
bral cortices vary over several orders of magnitude in size,
becoming more folded as their size increases. Already in the late

Abbreviations: a, average cross-section area of myelinated axons in WM; AE,
Exposed surface area of cerebral cortex; AT, Total surface area of cerebral cortex;
AW, White–gray matter interface surface area; C, Cortical estimated computational
capacity; F G = AT/AE, Cortical folding index; FW = AI/4πRW

2, white matter fold-
ing index; GM, cerebral cortical gray matter; l, average length of myelinated axons
in WM; L = l n·NN, total length of myelinated axons in WM; MG, mass of cere-
bral cortex GM; MW, mass of cerebral cortex subcortical WM; n, GM connectivity
through the WM, defined as the fraction of neurons in GM with myelinated axon
in WM; N, Number of neurons in GM; O, number of other (non-neuronal) cells in
WM; RW(3V W/4π)1/3, WM “radius” (or, more properly, length scale); T = V G/AT,
average thickness of cerebral cortex GM; V, volume of cerebral cortex (GM + WM);
V G, volume of cerebral cortex gray matter (GM); V W, volume of cerebral cortex
white matter (WM); WM, subcortical white matter.

eighteenth century, Franz Gall acknowledged that cortical folding,
and thus the non-isometrical expansion of the cerebral cortical
gray matter (GM), allowed a faster increase in number of neu-
rons than would be granted by increased cranial volume alone if
the cortical surface expanded isometrically, or simply as a balloon
would (Gross, 1999). Later, His (1874) considered that cerebral
shape could be explained by unequal growth, competing volume
demands, and resulting tension of different brain structures.

Cortical folding has since been considered to increase with
brain size as the GM expands laterally and supposedly pushes
inward the underlying white matter (WM; Le Gros Clark, 1945),
specially given the constraint imposed by the skull (Welker, 1990).
Because the distribution of neurons beneath the cortical surface
has traditionally been considered to be constant across species
(Rockel et al., 1980), cortical folding would thus be a direct func-
tion of the number of neurons in the cortex. This is in line with the
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usual expectation that elephants and large cetaceans, with larger
brains than humans, have larger numbers of cortical neurons in
their more folded cortices than humans do.

Contrary to these traditional views, however, we have recently
shown that cortical size is not a uniform function of the number
of cortical neurons across mammals. Using the isotropic fraction-
ator to determine numbers of brain neurons (Herculano-Houzel
and Lent, 2005), we find that cortical mass increases much faster
in rodents than in primates as the cerebral cortex gains neurons
across species (Herculano-Houzel et al., 2006, 2007, 2011; Gabi
et al., 2010), which is due to an increase in average neuronal cell
size in larger-brained rodents while there is barely any increase in
average neuronal cell size in larger-brained primates (Herculano-
Houzel, 2011). As a result, neuronal densities are larger in primate
cortices than in rodent cortices of a comparable size (Herculano-
Houzel, 2011). Moreover, we recently showed that the number
of neurons beneath the cortical surface is not constant across
primate species as previously thought (Herculano-Houzel et al.,
2008), and is also not constant across rodents, actually decreasing
in larger brains (Ventura, Mota, and Herculano-Houzel, to be sub-
mitted), which means that there is not a single relationship that
applies between cortical surface area and number of cortical neu-
rons across mammals. The combination of these findings leaves
one no longer any reason to expect cortical folding to be a simple,
homogeneous function of increased numbers of cortical neurons
across mammals. For instance, although large cetacean and artio-
dactyla brains have more folded cerebral cortices than similar sized
primate brains, they probably have not more but rather far fewer
neurons in the cortex than primates, due to their very low neu-
ronal densities (Tower, 1954; Herculano-Houzel, 2009; and our
unpublished observations).

This is not to say, however, that cortical folding is not driven
by a shared, conserved mechanism across mammalian species. In
fact, our recent work on the scaling of the subcortical WM in pri-
mates as a function of their numbers of cerebral cortical neurons
unexpectedly led us to realize that cortical folding can be uni-
versally predicted as a function of not simply the total number
of cortical neurons, but of the number of cortical neurons that
are connected through the WM compounded with the average
caliber of their axons in the WM and the tension in these axons
(Herculano-Houzel et al., 2010). Cortical folding, according to
this view, would not be driven by the GM, but rather primarily by
tension in the WM.

A qualitative, tension-based theory of cortical morphogenesis
was first proposed by Van Essen (1997), taking into consider-
ation the patterns of connectivity between cortical areas. His
connectivity-driven hypothesis for the placement of cortical folds
accounts for the consistent formation of convolutions in a species-
specific pattern. It does not, however, explain the increased cortical
folding that accompanies increasing cortical size across species;
Van Essen himself still resorted to a GM driven mechanism to
account for that. There are, however, a number of other evi-
dences against a GM driven mechanism of cortical folding. Partial
removal of the skull during development does not have a dramatic
effect on the fissure pattern, and lesion experiments suggest that
cortical folding is not primarily dependent on a disproportionate
growth between cortical and subcortical structures (reviewed in

Kaas, 2009). Thus, the primary source of fissure formation must
be sought in factors within the cortex itself – or underneath it.

Based on our findings on the scaling of cortical connectivity
and WM volume in primates (Herculano-Houzel et al., 2010), we
proposed in that paper an extension of Van Essen’s qualitative
tension-based theory of cortical folding to explain quantitatively
how increased folding accompanies increasing cortical size across
primate species. According to our model, rather than driving the
folding of the WM surface, the folding of the external surface of
the GM results from folding of the WM surface, which, in turn,
results from increased tension within the WM due to increased
numbers of axons composing the WM depending on their phys-
ical properties of caliber and tension. Our model is quantitative;
acknowledges that the cortex scales differently in size across mam-
malian orders as different power functions of its number of
neurons; is therefore applicable, in principle, to all mammalian
species; and makes easily testable predictions for all of them. The
following is a description of the model, its assumptions, and a dis-
cussion of its implications and predictions, and how they can be
tested.

ASSUMPTIONS AND RATIONALE
So far, we have found the size of the different brain structures,
the numbers of cells that compose them, and their average den-
sities, and therefore average cell size, to be parameters related to
one another by power functions (Herculano-Houzel et al., 2006,
2007, 2011; Sarko et al., 2009; Gabi et al., 2010). Generically, one
should expect brain and cortical allometric scaling rules that are
valid over several orders of magnitude across species within a par-
ticular mammalian order to take the form of power laws (i.e.,
relating measurable quantities “x” and “y” by y = kxa). This is
because relations which are expected to remain valid over many
orders of magnitude should not be given in terms of parame-
ters that specify a particular size scale, that is, they should be
scale-independent. As can be easily demonstrated, a one-variable
function is scale-independent if and only if it is a power law.
We therefore expect to find the scaling rules that determine
cortical folding to also be scale-invariant, and therefore power
laws.

Even more importantly, we assume that the number of neuronal
cells is the main free parameter that coordinates the scaling of every
other quantity of interest, measurable, or estimated. There are sev-
eral reasons for this assumption. First, neurons, rather than glia,
are the first cells to populate the developing brain in large num-
bers, and their connectivity begins to be established at the same
time as convolutions begin to form, even before the final neuronal
complement is in place (Goldman-Rakic, 1980; Goldman-Rakic
and Rakic, 1984). Therefore, and in contrast to most earlier stud-
ies on brain allometry that implicitly or explicitly regarded the
number of neurons as a consequence of brain size, we believe
instead that any biologically plausible model of brain allometry
must consider brain size, in all its aspects, to be a consequence of
its number of neurons, according to scaling laws that may vary
across different phyla. Second, we have found that, in contrast to
the order- and structure-specific neuronal scaling rules, the scaling
of different brain structures seems to occur as a universally shared
function of their numbers of glial cells, both across orders and
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structures (Herculano-Houzel, 2011). This result, combined with
the late onset of gliogenesis in post-natal development (Sauvageot
and Stiles, 2002), suggests that we can assume that cortical com-
position is determined essentially by the number of neurons and
their average mass (which is itself closely related to the number of
neurons by an order-specific power law); after neurogenesis, nearly
invariant glia will then infiltrate the intraneuronal space in pro-
portion to the total neuronal mass (Herculano-Houzel, 2011). The
development of an adult mammalian cortex can then be viewed
as a process whereby total numbers of neurons, numbers of neu-
rons connected through the WM, their size (which includes the
soma, all dendrites, and an axon of a particular caliber), and
cortical folding vary in lockstep, over an invariant background
of glia.

Our model thus assumes that all parameters related to corti-
cal scaling and folding can be described as power functions of
the total number of cortical neurons. Note that the fact that gen-
eral allometric rules exist for cortical morphology in each order,
expressible as power laws of their number of neurons, does not
mean that the latter is the only significant degree of freedom in
brain or cortical evolution. Rather, the power laws tell us that any
other significant degrees of freedom must be present either at a
substructure level, thus being erased by measurements that aver-
age over the entire structure, or at the microscopic level of detailed
connectivity, which is not accessible to our methods, but also not
relevant to the model at hand.

Our model, as presented for cross-species comparisons, con-
siders total cortical volumes and areas, and average values of
neuronal density and cortical thickness for the whole cortex,
in line with the empirical studies that generated the numeri-
cal data used here (Herculano-Houzel et al., 2006, 2007, 2010,
2011; Sarko et al., 2009). Neuronal density is now known to
vary across the cortical surface within primate species (Collins
et al., 2010), and it is known that cortical thickness and gyrifi-
cation also vary across the cortex (Zilles et al., 1988; Toro et al.,
2008). However, comparative studies on the scaling of cortical
gyrification traditionally analyze whole-brain patterns (Hofman,
1985; Pillay and Manger, 2007), and attempts to understand
the scaling of cortical gyrification have similarly been directed
toward whole-brain comparisons. We therefore developed our
model based on average values for whole cortex that can be
compared across orders, but predict that the scaling rules pro-
posed here to govern gyrification at the level of the whole cor-
tex might also be applicable at the local level across cortical
areas.

White matter is largely composed of axons connecting neu-
rons in the GM, mostly with each other but also with subcortical
structures, along with the glial cells that support their function.
The volume of each axon is simply its cross-sectional area mul-
tiplied by its length. If there is no significant correlation between
these two latter quantities (which can be proven mathematically
that will be the case when axon bundle volume is constrained
and average signal propagation time is minimized), then the total
axonal volume is the product of average axon cross-section area
a, the average axonal length l, and the total number of axons
present in the WM. We can assume further that the volume of the
intra-axonal space, including in particular the myelin sheath and

the myelinating oligodendrocytes, is proportional to axonal vol-
ume, given the experimental support for a linear relation between
axon diameter and myelin sheath diameter (Sadahiro et al., 2000).
Using the common assumption of a linear relation between total
number of oligodendrocytes and the total axon length (Barres and
Raff, 1994, 1999), then the total volume of the WM can be writ-
ten to scale with the product of the total axon length (or total
number of oligodendrocytes) and average axonal cross-sectional
area.

We also assume that WM axons intersect the surface of the
WM–GM interface in a perpendicular direction. This is a simpli-
fying assumption, since it can observed from direct imagery that
multiple fiber orientations can be present very close to each other
even at the WM–GM interface. However, we believe on theoret-
ical grounds that this is a reasonable if imperfect approximation
of a somewhat more complex anatomical reality. Indeed, axons
typically cross this interface in parallel bundles (Mori et al., 2002),
which are the most volume-economical way of building such sur-
face; in a growing cortex the combination of axonal longitudinal
tension, WM hydrostatic pressure, and WM–GM interface surface
tension should align most bundles very close to perpendicularly to
the interface. We must make this assumption because we are unfor-
tunately aware of no systematic studies of the distribution axonal
incidence angles in the literature, although published diffusion
tensor imaging tracing studies show a clear (but unquantified)
preference for perpendicular angles of incidence (for instance,
Mori et al., 2002). A systematic variation in the average incidence
angle across species would alter our results somewhat, but not
appreciably except for a very large range of values1.

Finally, our model assumes that connections through the WM
are formed early in development, at the same time as the GM
becomes folded, an assumption that is supported by experimental
evidence (reviewed in Welker, 1990); that most axons in mam-
malian cortical WM are myelinated (Olivares et al., 2001); and
that most of the WM volume amounts to myelinated axons (Wang
et al., 2008), thus neglecting the contribution to the volume of
(small) non-myelinated fibers in the WM.

THE MODEL
We consider that the surface of the WM–GM interface, with total
area AW, is crossed nearly perpendicularly by most axons leaving or
entering the WM, of an average cross-sectional area a, and which,
together with the ensheathing glial cells, comprise the entirety of
the WM surface. AW can thus be quantified as the product of the
number of cortical neurons, N ; the fraction n of these neurons that
are connected through the WM; and their cross-sectional area, a
(Figure 1). Thus,

AW ∼ γ−1n N a,

where γ is the average cosine of the incidence angle of axons at the
WM–GM interface. The value of γ is of course 1 in the simplified

1 A deviation from perpendicular incidence would be reflected on a proportional
discrepancy in the estimation of axonal lengths; but only a systematic variation (with
N ) of incidence angle would alter the calculated power law coefficients. Unfortu-
nately we cannot at this point rule out or numerically constraint such variation, and
must therefore recognize this fact as a limitation of our model as it stands.
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FIGURE 1 | Schematic of the cortical layout used in the model. The two
volumes on the right illustrate the cortical gray matter (top) and white matter
(bottom). The gray matter is composed of an N number of neurons, a fraction
n of which are connected through the white matter (darker gray), either
sending or receiving axons (of an average cross-sectional area a) through it.

Glial cells, which have been found to be distributed at a fairly constant density
across species (Herculano-Houzel, 2011), are not shown. The surface area of
the interface between the gray and white matter, AW, is given as the product
nNa, and the volume of the white matter, V W, is proportional to the product of
AW and the average axonal length in the white matter, l.

case of perfectly orthogonal incidence, and presumably close to 1
in reality. The WM volume V W is the sum total of the volumes of
all fibers and is thus equal to one half of the product of AW and
the average axonal length in the WM, l, such that

VW ∼ n N a l .

Note that the average value of axonal length is given by
l = 2V w/γAw. A direct measurement of γ would provide us with
a direct measurement of l for each species. Assuming γ = 1, then
l can be obtained from the existing measurements of V w and
Aw. Strictly speaking, these quantities are only lower bounds
on the average axonal lengths; if however γ ≈ 1 as we postu-
late, they can be taken as good approximations of their actual
values.

If the WM scales under tension, the cubic root of its volume
should increase more slowly than the square root of its surface area,
leading to deformation of the latter, that is, to folding of the GM–
WM surface. To quantify the extent of WM folding, we define
a folding index FW, which is the ratio between the actual WM
surface, AW, and the exposed surface expected from its volume
(9π/2)1/3 V W

2/3.

FW = (2/9π)1/3 (n Na)
/

(nNa l)2/3

Thus, a FW value of exactly one implies a spherical WM, and
larger values imply more convoluted forms. Importantly, notice
that it is not necessary to model the cerebrum as a sphere for
the 2/3 scaling relationship between its surface area and volume
to hold; a volume of any shape that scaled isometrically would
have the same scaling relationship of 2/3. In this case of isometric
growth, which would ensue if the WM did not scale under tension,
then we would expect FW to be invariant as function of N.

Now, considering that a, n, and l are themselves related to N
as power functions such that a ∼ N α, n ∼ Nc, and l ∼ N λ, the

relationships above can be entirely rewritten as power functions
of N :

AW ∼ N C N N α ∼ N c+1+α

VW ∼ N C N N αN λ ∼ N c+1+α+λ

FW ∼ N (1+c+α−2λ)/3

Note that if we took into account a systematic variation of the
incidence angle of fibers at the GM–WM interface as a power law
of N, we would have to introduce a (non-zero) new coefficient at
the expression for Aw. There is unfortunately currently no exper-
imental way of estimating the value of such coefficient. We have
assumed throughout that it is small enough to be disregarded, but
should it prove to be otherwise we will have to recalculate the other
coefficients accordingly, and revisit the conclusion obtained.

Simultaneously, for cortices with average GM thickness T much
smaller than the cortical characteristic length so that the internal
and external areas of GM scale linearly (that is, AG ∝ AW), T can
be defined as simply the ratio between the volume of the GM, V G,
and area of the GM–WM interface, AW. Given that V G scales as a
power function of N, with Nv, then

T ∼ N v/N c+1+α

and therefore cortical thickness T scales with Nt, such that

t = ν − c − 1 − α.

Instead of v, we can use a more biologically meaningful para-
meter d, which is the exponent relating neuronal density D in
the GM to N, given that V G = N ·D−1 and that D ∼ Nd. Because
V G ∼ N 1−d , then v = 1 − d, and the equation above becomes

t = −d − c − α.
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Average cortical thickness, therefore, scales a function of a GM-
related variable (the scaling of neuronal density with N ), and
two WM-related variables that, together with N, determine WM
folding (the scaling of connectivity and of axonal cross-sectional
area with N ). Remarkably, cortical thickness is therefore not itself
a function of N, but rather of how exponents d, c, and α are
interrelated.

Finally, the extent of GM folding, F G, can be expressed as the
ratio between its actual surface, AG (which can be written as pro-
portional to V G/T, or N 1−d−t), and the exposed surface expected
from the total volume (V G + V W)2/3:

FG = N 1−d−t /(N −d + N c+1+α+λ)
2/3

Note that although this equation is not an exact power law, it
can in practice be well approximated by one since V W and V G scale
in fairly similar ways with N. Another way to express F G, now as
an exact power law, is by writing the total volume V T = V G + V W

itself as a measurable power function of N, varying with Nz. In
this case, F G becomes

FG = N 1−d−t /(N Z )
2/3

Returning to the first equation of F G, and recalling that
t = −d−c−α, GM folding is thus a combined function of the

number of cortical neurons; the fraction of these neurons that are
connected through the WM; and the average cross-section area of
the axons in the WM. Further, the thickness of the GM is thus a
consequence of some of the same parameters that determine how
the cortex folds, and not a determinant of it. A schematic of the
model is depicted in Figure 2.

PREDICTIONS FROM THE MODEL
Useful mathematical models are those that lead to a number of
testable predictions. This is one major advantage of our model:
it allows us to derive not only testable qualitative insights on the
scaling of cortical folding, but also quantitative predictions that
can be tested experimentally.

QUALITATIVE PREDICTIONS ABOUT CORTICAL FOLDING
Our model predicts that the folding of the GM is related to the
folding of the WM, and the scaling of the former across species
depends on the scaling of the latter. We predict that WM fold-
ing scales across mammalian species with the number of cortical
neurons; the fraction of these neurons that are interconnected
through the WM; the average length of the myelinated fibers in
the WM; and their average cross-sectional area. GM folding then
scales depending, additionally, on the scaling of the GM thickness,
which in turn is determined by the scaling of neuronal density

FIGURE 2 | Schematic of our connectivity-driven model of the

scaling of cortical folding with increasing numbers of cortical

neurons (N). To the left are shown what we propose to be the
fundamental parameters determining cortical folding, probably
determined genetically, and which we postulate to vary alometrically
with N : the fraction of cortical neurons connected through the gray
matter (n), the average cross-sectional area of the axons in the white
matter (a), the average neuronal density in the gray matter (D, which is
approximately proportional to the inverse of average neuronal cell

volume in the gray matter), and the average axonal length in the white
matter (l ). Next, white matter surface (AW) and volume (V W) are organized
as shown, depending on N and the scaling exponents, and thus
determine the folding of the white matter surface (FW). On top of AW, the
gray matter becomes organized depending on the average size of its
neurons, which, combined to a and n, determine cortical thickness, T. The
degree of folding of the gray matter, F G, is thus a consequence of the
folding of the white matter, which is in turn dependent on how the
parameters determining cortical connectivity (c, a, and l ) scale with N.
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FIGURE 3 | Schematics of various manners of cortical scaling (and

folding, not shown) depending on the interplay between the scaling

parameters and how they vary with the number of cortical neurons as it

increases (left to right). In all three scenarios, axons in the white matter
grow under enough tension to lead to cortical folding, fulfilling the condition
that λ < (c + 1 + α)/2. In the top scenario, in which the connectivity fraction is
unchanged (indicated by the dark gray “neurons” in the gray matter),
c = α = 0; therefore λ < 0.5, and the cortex folds more and more with an

unchanging thickness given that, in this scenario, d is also 0. In the middle
scenario, in which the connectivity fraction decreases but α = d = 0, cortical
folding will increase, with an accompanying increase in thickness that scales
with N –c (from t = −c−d−α). In the bottom scenario, in which the
connectivity fraction decreases (c < 0) and both average neuronal size in the
gray matter and axonal cross-sectional area in the white matter increase with
N (that is, d < 0 and α > 0), cortical folding increases with a rapid increase in
thickness that scales with N−c−d−α.

in the GM (besides the scaling of connectivity and average axonal
cross-sectional area in the WM). Figure 3 illustrates how the inter-
play across the scaling of these parameters determines cortical
morphology and folding.

One remarkable characteristic of our model is that, in princi-
ple, it applies universally across mammalian orders (and therefore
describes the scaling of cortical folding universally), even though
relationships such as those among folding index, cortical thickness,
and cortical size are different across orders (Pillay and Manger,

2007). In fact, we can predict that these relationships will be
different across orders depending on the particular defining expo-
nents that apply to each order; order-specific characteristics of the
scaling of cortical folding will result from combinations of these
exponents. Thus, it is conceivable that cortical folding increases in
larger brains with no change in connectivity and no change in the
average cross-sectional area of the axons in the WM; with decreas-
ing connectivity and increasing average cross-sectional area of the
WM; and so forth.
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Indeed, one of the strengths of the model is that one can
predict how the different scaling exponents will be related.
Because folding of the WM scales with N (1+c+α−2λ)/3, then
larger cortices in a mammalian order will only be increasingly
folded when (1 + c + α − 2λ)/3 > 0. This condition imposes con-
straints on the combinations of values of c, α, and λ that
will lead to increased folding in larger cortices (that is, as N
increases).

For instance, supposing that cortical scaling occurs in an order
with a fixed λ of 0.5, then c + α > 0, which implies that if folding
increases in larger cortices, then any decrease in connectivity (that
is, a negative value of c), or even a constant connectivity (that
is, c = 0) is necessarily surpassed by a positive scaling of average
axonal cross-section in the WM. In these circumstances, the thick-
ness of the GM, which scales with t = –d−c−α, will depend on the
scaling of neuronal density minus the positive sum of c + α; as a
consequence, the number of neurons underneath a given cortical
surface will not be constant (a condition that is only met when
t = −d).

By the same token, if cortical scaling occurs in an order with
increasing folding in the presence of fixed connectivity (that is,
with c = 0), then necessarily α > 2λ − 1. In these circumstances,
the average axonal cross-sectional area in the WM will increase
in larger-brained cortices for any value of λ ≥ 0.5. Consequently,
the thickness of the GM will scale depending on the value of
–d−α.

Likewise, it is possible for cortical scaling to occur with
increased cortical folding within an order with fixed connectivity
and unchanging average axonal cross-sectional area in the WM,
as long as λ < 0.5. In these conditions, it can be predicted that
the thickness of the GM will scale depending on the scaling of
neuronal density alone, and thus occur indeed with a constant
number of neurons beneath the cortical surface, as intended in
some models (Rockel et al., 1980).

CORTICAL THICKNESS
Thinner mammalian cortices are usually found to be more folded
than thicker cortices of a similar size (Hofman, 1985; Pillay and
Manger, 2007). This finding has been attributed to thinner cor-
tices being supposedly more pliable than thicker cortices, which
would render the former less resistant to being folded (Pillay
and Manger, 2007). In contrast, our model predicts that corti-
cal thickness is actually determined by two WM-related factors
that also determine the degree of cortical folding (connectiv-
ity and average axonal cross-sectional area in the WM), and a
third, GM-related variable (neuronal density). Remarkably, the
scaling of cortical thickness is therefore not simply a function
of N, but rather of how d, c, and α are interrelated; if neu-
ronal density, connectivity, and average axonal cross-sectional
area are unchanging in a mammalian order, then larger cor-
tices, with larger N, would be expected to have an unchanging
thickness as well. In another scenario, even if neuronal densities
in the GM were still constant across species in an order, corti-
cal thickness would still increase with N as long as c + α < 0,
which would be the case, for instance, if connectivity decreased
(c < 0) and average axonal cross-sectional area did not change
(α = 0).

CORTICAL UNIFORMITY
Remarkably, the relationship between cortical thickness, connec-
tivity, neuronal density, and axonal cross-sectional area predicts
that a uniform number of neurons underneath a cortical surface
area will only be found across species (Rockel et al., 1980) when
a very specific condition is met. Given that V G = AW T = N /D,
then the ratio N /AW will only be constant when the product D·T
is constant. Written as a function of N, and remembering that D
varies with Nd, and T with N −d−c−α, then this condition is met
only when d + (−d−c−α) = 0, that is, when the sum of the expo-
nents c and α is zero, or, alternatively, when cortical connectivity
through the WM remains constant and simultaneously the average
axonal cross-section in the WM does not scale (that is, both c and
α are zero). In all other cases, the number of neurons underneath
a cortical surface will scale with a non-zero combination of d and
t. Notice that this prediction is valid both for the scaling of the
entire cerebral cortex and for different cortical areas.

SCALING OF WM WITH GM
Because V G can be defined as the product of AW and T, and there-
fore varies with N c+1+α Nt, or N c+1+α+t , then the ratio V W/V G

varies with N c+1+α+λ/N c+1+α+t = N λ − t , that is, depending on
which is steeper: the scaling of axonal length reduction (faster with
smaller values of l) or of cortical thickening (faster with larger
value of t ) as a function of N. Ratios larger than 0 mean that axons
shorten relative to isometry more slowly than the cortex thickens as
it gains neurons. The implication here is that the ratio V W/V G will
be constant across mammalian species when λ = t and that it will
increase when λ > t ; and may even scale similarly across orders
when they share a similar relationship between λ and t. Note that
a similar scaling of the V W/V G relationship across orders does
not imply similar values of λ or of t, but only a similar difference
between them across orders. The increase in the ratio V W/V G in
larger cortices (Zhang and Sejnowski, 2000) can thus be predicted
to be a consequence of a slower minimization of average axonal
length relative to isometry than the thickening of the GM as a
function of N.

PROPAGATION TIME
Another way of thinking about FW is to express it in terms of
the average axon length l and the WM characteristic length RW

(defined as the radius of a sphere with volume V W). This rela-
tionship can be written as FW = 2RW/3l, where the WM folding
index is simply proportional to the ratio between the characteris-
tic size of the WM and the average axonal length. Thus, the more
axonal tension curtails the growth of l, the greater the FW and the
more convoluted the WM becomes. Compared to a smooth WM
surface, folding the WM results in axons having to travel shorter
distances to connect GM neurons. A more folded WM will have
shorter axons, as a fraction of its characteristic size.

Since the whole purpose of the axons in WM is to transmit
signals, it makes sense to quantify how well and quickly they do it,
in terms of the scaling rules obtained above. It is well known that
an action potential impulse propagates along a myelinated axon
in a time proportional to the axon length and inversely propor-
tional to the square root of axon cross-sectional area. The average
impulse propagation time should then be given by t̄ α l/a1/2.
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Since l = 2VW/AW ∝ Nλ, AW ∼ N c+1+α+λ, and V W ∼ N c+1+α+λ,
we can combine the three equations to describe how the average
propagation time scales with N :

t ∝ l

a1/2
∝ 2VW

AWN α/2
∝ N τ

τ = λ − α
2

From the equation above, it is clear that, with all else being
equal, increasing axonal thickness would result in smaller propa-
gation times. However, if all axons in the WM were to grow thicker
by the same factor, then a tightly packed WM would also have to
expand to accommodate the extra volume. But a larger WM would
mean that GM neurons would be further apart, and axons would
have to be longer to connect them.

For the sake of argument, let us considering an isometric dou-
bling of all the lengths and diameters (i.e., a fourfold increase in
average cross-sectional areas) of all axons in the WM, such that
the overall shape of the WM does not change. According to the
formula given above, the average axon impulse propagation time
in this isometrically scaled up WM would also be unchanged. Sig-
nals have to propagate further due to the doubling of l, but the
propagation speed is proportionally faster due to the quadrupling
of a. Thus, as far as average propagation times in the WM are con-
cerned, there is no difference between scaled up or scaled down
isometric versions of the WM. In contrast, the hypometric scal-
ing of axonal length in the WM has the obvious consequence of
decreasing propagation time: the smaller the value of l, the smaller
the increase in axonal cross-sectional area required to maintain
a constant average propagation time as the cortex gains neurons
interconnected through the WM.

With the realization that average propagation time scales with
N raised to an exponent of λ − α/2, then the folding of the WM
can be written to scale as

FW ∼ N (1+c+α−2λ)/3 ∼ N (1+c−2τ)/3

Thus, the WM folding index can be expressed in such a way as to
depend on only two quantities: The total number of axons in WM
(which scales with N c+1), and the inverse of the square of the aver-
age axonal signal propagation time (which scales as N λ−α/2). This
means that cortices in which connectivity through the WM and
average propagation time scale similarly will have folding indices
that also scale similarly. This also means that, for a given value
of c, a faster upscaling of WM folding will be accompanied by a
slower increase in propagation times. Increasing cortical folding in
larger brains is thus associated with the advantage of a diminished
increase in the average propagation time that would otherwise be
expected if the WM grew isometrically.

COMPUTATIONAL CAPACITY
Signal propagation times tell us how fast a cortex computes infor-
mation, but not how effectively. To quantify computational capac-
ity in a simple way, consider a simple neuronal circuit composed
of a few neurons connected by axons passing through the WM. A
discrete“operation”in such a circuit consists of a set number of sig-
nals being passed back and forth among the neurons (for instance

in response to a specific external input). A typical such operation
is memory retrieval: The circuit receives as input an incomplete
pattern that is a partial match to a stored pattern. After a few cycles
over its feedback loops, the circuit’s output eventually converges to
the stored pattern. Clearly, each such computational cycle (which
can be as simple as two neurons with reciprocal connections) is
completed in the time it takes for a signal to propagate along the
axons of its interconnected, constituting neurons. Thus, in general
terms, and assuming that all propagation times in the circuit scale
up similarly, then the time needed to perform one operation in
this circuit is proportional to the average propagation time along
its axons; conversely, the number of operations it can perform per
unit time is inversely proportional to the average impulse propa-
gation time of the circuit’s axons. In this case, C, the number of
operations involving WM fibers (i.e., non-local operations) that
a cortex would be able to perform per unit time, a very simple
proxy for its overall computational capacity, is then proportional
to the number of “circuits,” or the number of axons, and inversely
proportional to the average propagation time.

C ∝ nN

τ
= O

1
2 A2

W

V
3
2

W

∝ N θ

θ = 1 + c − τ = 1 + c − λ + α
2

Note that, like the WM folding index, the scaling of C depends
only on the number of axons crossing the WM, and on the
coefficient τ for the scaling of average propagation time.

We can also define a volumetric computational efficiency,
that is, computational capacity per unit of WM cortical volume,
Cef = C/V W,

Cef ∝ nN

VWτ
= N

1
2

O A2
W

V
5
2

W

∝ N ε

ε = −2λ − α
2 .

The computational efficiency of the WM is thus predicted to
scale with N −2λ − (α/2). Note that Cef is highly dependent on the
scaling of axonal length, but only weakly so on the scaling of axonal
cross-sectional area.

WHEN SHOULD THE CORTEX FOLD?
If the WM scales isometrically, that is, without folding, then the
average axonal length l will scale with V W

1/3, or with AW
1/2. If on

the contrary the WM scales under tension, with a smaller increase
in V W than expected, that implies that l is scaling more slowly than
expected. Assuming that AW ∼ nNa and that a, n, and l are them-
selves related to N as power functions such that a ∼ N α, n ∼ Nc,
and l ∼ N λ, then, in the case of isometric scaling of V W,

l ∼ N λ ∼ (n N a)1/2 ∼ N (c+1+α)/2

so λ = (c + 1 + α)/2 if the WM scales isometrically.
In all scenarios where λ < (c + 1 + α)/2, the WM will become

convoluted as it increases in size, and one can therefore expect
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the cortical GM to also become more and more folded at the same
time. Qualitatively, this means that, due to increasing WM folding,
axons do not grow in direct proportion to the characteristic length
of the brain (RW), but rather much more slowly; with cortical
growth, connections become relatively shorter, as if axons resisted
being “stretched” to accommodate more and more connections
through the WM. As we have seen, this results in average propaga-
tion times increasing more slowly with the addition of more axons
in WM.

Finally, in these scenarios where λ < (c + 1 + α)/2 and the
WM becomes increasingly folded in larger cortices, it can also
be predicted that τ < (c + 1)/2 (by substituting τ = λ − α/2 in the
equation), which implies that there is an upper limit to the scal-
ing exponent of propagation time in the WM determined by the
connectivity fraction. This leads to the interesting realization that
decreasing the fraction of cortical neurons connected through the
WM (that is, more negative values of c) minimizes the upscaling
of propagation times in larger cortices.

TESTING THE MODEL
There are two main ways in which our model can be tested: by
designing experiments to address the prediction that cortical con-
nectivity through the WM affects the establishment of cortical
folds; and by testing the quantitative relationships predicted by the
model. While we have not yet had the opportunity to design exper-
iments specifically to test this model, earlier experiments showing
that cortical folding is altered after disrupting cortical connectiv-
ity but not after partial removal of the skull during development
(reviewed in Kaas, 2009) do support our proposal that cortical
folding is driven by pulling on the inside of the cortex, rather than
from the cortex pushing inward.

Testing the numerical relationships predicted by the current
model requires quantifying, across different mammalian species,
their numbers of neurons in the GM, numbers of other cells in
the WM; obtaining surface and volume measurements for the GM
and WM; and determining, from the scaling across these parame-
ters, whether the exponents thus calculated match the predictions
from the model. Here we discuss how the scaling exponents can be
obtained; in the next section, we will address how well the model’s
predictions are matched by experimental data available so far from
rodents and primates.

MEASURING l AND λ

We showed above how, given that l = 2V W/AW ∝ N λ, the allo-
metric exponent λ for scaling of l with N can be determined
experimentally from the relationship between the ratio between
the measureable values V W/AW and N. Additionally, the same
relationship also allows the average value of l to be estimated for
each species, as the quotient 2V W/AW. The factor of 2 is due to
the fact that we expect the vast majority of fibers in the WM to be
cortico-cortical (Braitenberg and Schüz, 1998) and thus cross the
WM–GM interface twice, coming in and out of the WM as they
connect different areas of the cortical GM. Notice that because
any deviation of the true factor will be in the direction of being
smaller than 2, the value of l thus determined can be considered
an upper limit of the average axon length in the WM for that

species; moreover, deviations from this value of 2 do not affect the
exponent, λ.

DETERMINING c AND α

Experimentally, one can obtain the sum c + α from plotting AW as
a function of N, but not the individual values of these exponents. A
simple, well-fundamented assumption, however, allows the expo-
nents c and α to be determined empirically using the isotropic
fractionator (Herculano-Houzel and Lent, 2005) to count the
number of non-neuronal (other) cells in WM, O, most of which
are oligodendrocytes myelinating neighboring axons. According
to Barres and Raff (1994, 1999), it is reasonable to assume that the
total length L of all axons in WM, given by L = n·N ·l, is propor-
tional to the total number of oligodendrocytes found in the WM.
Thus, O ∼ L.

Now, because V W amounts to total axon length L multiplied
by a, then V W ∼ O·a. Because the power law relating O to N,
O ∼ N ω, can be determined empirically (Herculano-Houzel et al.,
2010), V W may be rewritten as

VW ∼ N ωN α.

This is a power function that allows the exponent α to be
determined, given that ω is known. The exponent c can next be
calculated simply from the scaling relationship above between AW

and N, now that has been determined.

TESTING THE PREDICTIONS
Once the values of exponents λ, c, and α are obtained from the
measurements of V W, AW, N, and O, it becomes possible to pre-
dict if the WM should become increasingly folded in larger brains
from the comparison between λ and (c + 1 + α)/2. If these quan-
tities are equal, then the WM should scale isometrically. If, on the
other hand, λ < (c + 1 + α)/2, the WM will become convoluted as
it increases in size, and one can therefore expect the cortical GM
to also become more and more folded at the same time.

The actual folding of the WM, FW, is easily determined exper-
imentally for each species as being proportional to AW/V W

2/3;
the exponent of the experimentally obtained scaling of FW with
N can thus be compared to the predicted exponent given by
FW ∼ N (1+c+α−2λ)/3.

Next, once the average thickness of the GM is determined for
each species as the ratio V G/AW, the exponent t of its scaling with
N can be determined experimentally, as can the exponent d of the
scaling relationship between neuronal density and number of cor-
tical neurons. Once these exponents are available, it can be tested
whether, as predicted, t = −d−c−α; and whether the extent of
GM folding, F G, expressed as the ratio AG/(V G + V W)2/3, scales
as predicted, with

FG = N 1−d−t /
(

N −d + N C+1+α+λ
)2/3

EXPERIMENTAL FINDINGS
This model has so far been applied to a primate dataset contain-
ing 11 species, including humans (Herculano-Houzel et al., 2010),

Frontiers in Neuroanatomy www.frontiersin.org February 2012 | Volume 6 | Article 3 | 133

http://www.frontiersin.org/Neuroanatomy
http://www.frontiersin.org
http://www.frontiersin.org/Neuroanatomy/archive


Mota and Herculano-Houzel An inside-out model of cortical folding

and more recently to a dataset of 5 rodent species (Ventura, Mota,
and Herculano-Houzel, to be submitted). Experimentally, we find
that the average cross-section area remains nearly invariant in pri-
mates as a function of N, while it increases sharply with N across
rodents. This is qualitatively very similar to what happens with
average neuron size in both orders: It increases significantly with
N in rodents, but increases very slowly with N across primate
species (Herculano-Houzel,2011), suggesting there is a connection
between average neuron size and axon caliber.

As for the fraction of GM neurons projecting axons through the
WM, we find that it decreases with N in both orders, but at a rate
that is more pronounced in primates than in rodents. As a result,
the WM becomes increasingly folded in larger primate brains, but
less rapidly in larger rodent brains.

Using the experimental method described above to determine
the values of the scaling exponents that appear in the model, we
obtained, in rodents and in primates, the values listed in Table 1.

In both orders, l scales sublinearly with N, which is a signifi-
cant finding given that any increase in average axon length implies
an increase in volumetric and propagation time costs. However,
while the rodent λ closely matches the value of 0.689 expected
in case of isometric scaling of V W of λ = (c + 1 + α)/2, the pri-
mate λ = 0.207 is significantly smaller than the value of 0.436
expected in the case of isometric scaling of the WM. This is a strong
indication that in primates, the increase in distance between inter-
connected cortical regions is minimized by effective shortening
of the axons, as would be expected to happen if they grew under
longitudinal tension (Van Essen, 1997).

As a consequence of these exponents, the folding of the WM
is predicted to scale as the cortex gains neurons with N 0.153 in
primates, which matches precisely the observed scaling of the
WM calculated as AW/V W

2/3; and is predicted to scale with N 0,
that is, not to increase in larger rodents cortices. Notice that this

Table 1 | Experimentally determined exponents for, respectively, the

scaling of average axonal length in the WM (l ), average axonal

cross-sectional area in the WM (a), fraction of GM neurons connected

through the WM (n), average GM thickness (t ), and neuronal density

in the GM (d ) as power functions of the number of cortical

neurons (N ).

Order λ α c t d

Primates 0.207 0.085 −0.212 0.127 0*

Rodents 0.699 0.466 −0.088 0.427 −0.640

Note that the values in the table value slightly from the values reported in

Herculano-Houzel et al. (2010) because here they are estimated for values of

VW, which are not available for human brains in our dataset, while in that study,

they were estimated for values of MW, which are available for humans, although

AW is not. Because of the lack of all values for human brains, we chose to recalcu-

late the exponents here for only those species for which VW and AW are available.

*Neuronal density in the GM was not found to scale with N in the original study

where λ, α, c, and t were estimated (Herculano-Houzel et al., 2010), but in a later

review of a large dataset was found to scale with d = −0.168 (Herculano-Houzel,

2011). Again, we chose to report the value that applies to the current dataset, for

consistency.

prediction apparently contradicts the finding that large rodent
cortices, such as those of the agouti and capybara, are indeed
folded. We believe, however, that the apparent failure of the
model to predict the folding of large rodent cortices is due to
the fact that in our sample, three of the five species (mouse, rat,
and guinea pig) are small-brained and practically lissencephalic.
Thus, rodent cortices seem to scale without becoming folded only
up to a certain point, beyond which larger cortices do become
increasingly folded. This is actually circumstantial evidence in
favor of the push–pull model that we propose, in which the
WM only begins to fold once the traction that it exerts upon
the GM exceeds the resistance of the latter to becoming folded
inward.

NUMBER OF CORTICAL NEURONS CONNECTED THROUGH THE WM
Our model predicts that GM connectivity n (the fraction of GM
neurons that sends an axon through the WM) decreases as the
GM gains neurons, in a manner that we estimate in primates as
n ∝ N −0.212. Although we do not dispose of estimates of the actual
number of cortical neurons connected through the WM, it is illu-
minating to consider the following exercise scenario. Supposing,
for the sake of argument, that 50% of all cortical neurons were con-
nected through the WM in the marmoset, then a scaling of n with
N −0.212 would imply that in a monkey-sized cortex with 10 times
more neurons than the marmoset, WM connectivity would fall to
10−0.212 = 0.61 × 50% = 30% of all neurons; and a human-sized
cortex with about 100 times more neurons than a marmoset would
have only 19% of its neurons interconnected through the WM.

Note that decreased connectivity occurs in the face of an
increased total number of axons in the WM, which is propor-
tional to n·N, or N 1+c . In the exercise scenario above, the total
number of axons in the WM would increase from about 122 mil-
lion in the marmoset, to 510 million in the macaque, to 3.0 billion
in the human cortex. Larger primate cortices, therefore, increase in
size proportionally to N 1 neurons in the GM, of which a number
proportional to N 0.788 send axons into the WM.

A CONSTANT NUMBER OF NEURONS BENEATH THE CORTICAL
SURFACE?
As observed above, our model predicts that the ratio N /AG will
only be constant, as assumed in several models (e.g., Prothero,
1997; Zhang and Sejnowski, 2000), under particular circum-
stances, when d = −t, that is, when both c or α are zero, or so
is their sum. Indeed, we have recently found that the ratio N /AG

(which is similar to the ratio N /AW), far from being constant across
primate species, varies threefold across primate species, and actu-
ally scales with variations in neuronal density across the species
(Herculano-Houzel et al., 2008).

In primates, the predicted value of t = 0.127 agrees nicely
with a measured value of 0.109 ± 0.025 SE. In rodents, the pre-
dicted value of t = 0.262 is well below the measured value of
0.427 ± 0.048, possibly because our current estimate of d for the
GM is not as accurate as in primates for methodological rea-
sons (Ventura, Mota, and Herculano-Houzel, to be submitted).
In both cases, however, cortical thickness clearly does not scale as
the inverse of neuronal density (because either c or α or both
are significantly different from zero, and non-canceling), thus
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explaining why the number of neurons underneath a given cortical
surface does not remain constant as cortical size varies (Herculano-
Houzel et al., 2008; Ventura, Mota, and Herculano-Houzel, to be
submitted).

SCALING OF V W/V G

It has been proposed that larger cortices scale with a ratio between
the volumes of the WM and GM that increases homogeneously
across all mammalian species, with V W scaling with V G

1.22 to
V G

1.33 depending on the study (reviewed in Zhang and Sejnowski,
2000). We find that V W scales with V G

1.184±0.054 in primates, and
with V G

1.250±0.057 in rodents. Thus, V W appears to scale as not
significantly different functions of V G across the two orders.

These volume relationships, however, mask the finding that
the ratio V W/V G increases much more rapidly in rodents
than in primates as their cortices gain neurons, varying
experimentally with N 0.421±0.087 in the former and with
N 0.162±0.057 in the latter. Remembering that V W/V G varies with
N c+1+α+λ/N c+1+α+t = N λ − t , the scaling exponents above 0
indicate that in both rodents and primates, λ > τ. The increase
in the ratio V W/V G in larger cortices can thus be explained by the
slower minimization of average axonal length relative to isometry
than the rate of thickening of the GM as a function of N – but with
axonal length minimization lagging behind cortical thickening
more pronouncedly in rodents than in primates.

PROPAGATION TIMES
As detailed above, the average propagation time in WM axons
can be described to scale proportionally to average axon length
and inversely proportionally to the square root of the average
axonal cross-sectional area, varying as a function of N τ where
τ = λ − α/2. Given the values of λ and α found for rodents and
primates (above), we have that

τrodent = 0.466

τprimate = 0.165

This suggests that average signal propagation time through the
WM increases far more steeply with N in rodent brains than in
primate brains. Indeed, a recent study of the corpus callosum in
primates suggested that the expected conduction delays between
the hemispheres for different cortical areas doubles from macaque
to man (Caminiti et al., 2009). Interestingly, although propagation
time could in theory scale similarly across orders (which would
offer evidence of a common trend toward minimization of prop-
agation time in brain evolution), our initial results suggest that it
not only increases in larger primate cortices, but it also increases
faster in rodents than in primates. The faster scaling of WM fold-
ing in primate than in rodent brains, which we propose to result
from the stronger minimization of axonal lengths under tension
in the former, thus bestows upon primate cortices the advantage
over rodents of gaining neurons without having signal propagation
through the WM slowed down as much.

COMPUTATIONAL CAPACITY
As described above, the computational capacity of the WM (the
number of operations involving WM axons that a cortex would be

able to perform per unit time) is proportional to the number of
axons in the WM, and inversely proportional to the average prop-
agation time. In this manner, computational capacity through the
WM scales with N raised to the power of θ = 1 + c − τ. Given the
values of c and α calculated above, then we can estimate

θrodent = 0.446

θprimate = 0.623

Like for propagation times, we find that the total computa-
tional capacity of the cortex through the WM also scales faster in
primates than in rodents, although increasing more slowly than
the rate at which the cortex gains neurons.

Finally, the computational efficiency of the WM, predicted to
scale with N −2λ − (α/2), is thus estimated to scale with N −1.631 in
rodents, and with N −0.584 in primates. In both orders, thus, the
increase in number of cerebral cortical neurons is accompanied by
a decrease in the computational efficiency of the WM – a decrease
that is faster in rodents than in primates.

COMPARISON WITH OTHER MODELS
OUTSIDE-IN OR INSIDE-OUT?
One influential hypothesis for the formation of cortical folds is
the differential growth hypothesis, which considers that the faster
growth of the outer cortical layers compared to the inner layers
cause the cortical GM to fold (Richman et al., 1975). That hypoth-
esis, however, assumes that cortical GM is much stiffer (by an
unrealistic factor of 10) than the underlying WM. Our model, in
contrast, is aligned with the opposite view that cortical folding
is driven by tension generated by axonal connectivity in the WM
(Van Essen, 1997), which posits that differences in cortical growth
might be a result, and not the cause of cortical folding (Hilgetag
and Barbas, 2005).

Another previous model of cortical folding acknowledged a
radial pull on the cortical GM by elastic axonal fibers in the WM
(Toro and Burnod, 2005). That model, however, attributed the
source of cortical folding to a growing cortical surface, depend-
ing simply on cortical thickness and mechanical properties of the
cortical GM. Although the model showed cortical convolutions
to form as a natural consequence of cortical growth, it was largely
descriptive, not predictive, since cortical thickness does not appear
as an independent parameter; did not take numbers of neurons,
of fibers in the WM, nor neuronal size into consideration; nor
did it acknowledge that the cerebral cortex may scale as differ-
ent functions of its number of neurons and connectivity across
mammalian groups.

Recently, a study of the distribution of stress in the subcortical
WM of the developing ferret brain found that axons are indeed
under tension, although the majority of them are located circum-
ferentially in the WM, radially in the subplate, and in the cores of
outward folds (Xu et al., 2010). While the authors took this dis-
tribution as evidence against Van Essen’s tension-driven model of
cortical folding (because of the failure to find tension across the
walls of gyri), we believe that it actually provides direct evidence
that confirms that the WM grows under considerable axonal ten-
sion, which should make its growth deviate from allometry and
thus, according to our model, suffice to cause its surface to fold.
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Evidence that induced, abnormal cortical growth induces con-
volutions in the normally lissencephalic mouse brain (Haydar
et al., 1999; Chenn and Walsh, 2002; Kingsbury et al., 2003) seems
to favor models of cortical folding driven by cortical growth like
that of Toro and Burnod (2005). However, our model, which
attributes no major determinant role to the thickness of the WM,
also predicts increased folding as a consequence of a larger num-
ber of cortical neurons, depending simply on there being enough
internal tension in the WM, even if cortical connectivity remains
unchanged. One of the key features of our connectivity-based
model, then, is that it shows that changes in the properties of
the GM are not necessarily a factor driving cortical folding; rather,
they may occur as a consequence of WM folding, depending on
other, possibly unrelated factors such as the average neuronal size,
number of neurons in the GM and the fraction connected through
the WM, determining for instance the resulting average cortical
thickness. Note that, according to our model, local variations in
cortical thickness do not affect the WM volume and folding index.
Such variations in thickness across the cortical surface, which are
known to be exist, may however in some cases create discrepancies
between our expected and observed values of the GM folding.

Notice that our model does not predict where cortical folds
should occur. Gyral placement might be directed by tension pat-
terns (Van Essen, 1997) and/or by differential GM growth patterns
(Richman et al., 1975; Xu et al., 2010). Our model does not deny
the influence of differential growth in cortical patterning; it sim-
ply predicts that the extent of these folds should scale as the cortex
gains neurons depending on the connectivity fraction, the average
cross-sectional area of the axons in the WM, and their tension.

In the end, we envision cortical patterning as the result of
a mechanical phenomenon, probably involving a tug-of-war or
push–pull effect of GM and WM on each other during develop-
ment – maybe as the GM is nudged into curving by its expanding
outer layers, at the same time as the WM pulls onto it. The orga-
nization (anisotropy) of the WM seems to come into being via
stretch growth, in which it is pulled outward as the diameter of
the growing cortex increases (Smith, 2009) – and, therefore, as
it necessarily resists this outward pull, due to intrinsic tension
(or axons would continue to grow in a disorganized fashion).
In culture, stretch growth transforms random axonal projections
formed via outgrowth from central nervous system explants into
uniform parallel fascicles (Smith et al., 2001; Pfister et al., 2004).
The same process is likely to occur in the brain, as the expand-
ing ensemble of the growing cortex physically pulls the WM into
long organized tracts during development. Our finding that the
volume of the WM grows hypometrically relative to its surface
(Herculano-Houzel et al., 2010) provides strong evidence that the
axons composing the WM not only resist towing, but also produce
a net opposite force on the GM, which we propose that contributes
to folding the GM into gyri – and determines the increasing folding
of the cortical surface in larger brains across species.

CORTICAL THICKNESS: CAUSE OR CONSEQUENCE?
Qualitatively, thinner cerebral cortices are usually found in more
convoluted brains, whether across species or in pathological condi-
tions. In schizophrenia, for example, the cortex may be found to be
thinner than usual, with a reduced volume of the superficial layers,

and also more folded (Sallet et al., 2003); lissencephalic cortices, on
the contrary, are often found to be thicker than normal (Olson and
Walsh, 2002). These findings are often interpreted as evidence of
a thicker cortex resisting buckling. Our model, however, offers an
alternative interpretation: that cortical thickness increases as a con-
sequence of a smaller fraction of neurons connected through the
WM, in combination or not to an increased average neuronal size
in the WM. This can be intuitively understood as the stacking of a
larger number of neurons on top of the GM/WM interface when
smaller proportions of cortical neurons send or receive axons from
the WM; combined to a thinner spreading of cortical neurons over
the GM/WM interface when the average axonal cross-sectional
area leaving or entering the WM is larger (Figure 3). According to
our model, then, more highly folded cortices are those that have
larger connectivity fractions and/or larger average axonal cross-
sectional areas, which for the said reasons lead to a thinner cortex.
Similarly, the thicker lissencephalic cortex is predicted to be a result
of abnormal (insufficient) cortical connectivity through the WM,
possibly due to abnormal neuronal migration (Olson and Walsh,
2002), and not simply a cortex that became too thick to be folded.

CORTICAL FOLDING AND NUMBER OF CORTICAL NEURONS
One last and very important aspect of cortical folding is that is has
often been considered a means of making more neurons fit into
a space-limited brain, as the larger-than-expected cortical surface
supposedly allows a larger-than-expected number of neurons for
a given cranial volume. However, this would only be the case if
cortical expansion occurred mostly laterally, and with a homoge-
neous number of neurons per surface area. In contrast, as we have
shown previously, cortical expansion can no longer be considered
to occur homogeneously across species, nor with a homogeneous
number of neurons beneath a unit surface area. This means that
it is no longer necessarily true that more convoluted cortices have
more neurons than less convoluted cortices. Indeed, the elephant
cortex, which has a larger surface area and is more convoluted than
the human brain, has been estimated to have fewer neurons than
the letter (Roth and Dicke, 2005; Herculano-Houzel, 2009).

CONCLUSION
Here we show that cortical folding in mammals can be predicted
to happen as a consequence of the folding of the underlying WM
under tension of its axons, and not as a simple, linear function
of its number of neurons. Moreover, we show that the scaling of
cortical folding with larger numbers of cortical neurons can be pre-
dicted, and possibly determined, in different groups of mammals
by the scaling of a small number of parameters: (1) the fraction of
cortical neurons connected through the WM; (2) the average cross-
sectional area of axons in the WM; and (3) the shrinkage, under
tension, of average axonal length relative to isometry. Just one
further parameter, the scaling of (4) neuronal density, is required
next to predict, or determine, both how the thickness of the GM
varies, and how the folding of the GM itself scales. This of course
assumes near perpendicular (or at least invariant across species)
incidence of axonal fibers at the WM–GM interface. This is a plau-
sible hypothesis for fibers under longitudinal tension; but the lack
of actual systematic measurement of incidence angles that could
confirm this hypothesis must be takes as a limitation of the present
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work. Such a measurement would be most welcome, allowing us
extend our model by introducing another measured coefficient
(relating the average incidence angle as a power law of N ), to
recalculate the values of the various coefficients with a source of
uncertainty removed, and to independently test our underlying
hypothesis (since we expect a cortex grown subject to axonal lon-
gitudinal tensions to show a marked tendency toward orthogonal
incidence).

Importantly, while the model is potentially universal, apply-
ing across the different orders of mammals, it does not at all
imply that there is a single way for the cortex to scale. Rather,
we show that, according to the same model, there are many pos-
sible combinations of exponents c, α, and λ that lead to cortices
that become increasingly folded as they gain neurons – as long as
λ < (c + 1 + α)/2. Again,our model predicts that cortical thickness
is not a determinant of cortical folding, but rather a consequence,

depending on the scaling of neuronal density as well as of the con-
nectivity fraction and average cross-sectional area of the axons in
the WM.

Even in the case that experimental testing eventually shows
that causality in cortical folding is not as proposed in our model
without the introduction of further variables, the latter has the
enormous advantage of allowing one to deduce the scaling of cor-
tical connectivity, axonal length, cross-sectional area, and thus to
infer propagation time and computational capability and efficacy,
from readily measurable values of AW, V W, N, OW, and DN.
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The organization of connectivity in neuronal networks is fundamental to understanding
the activity and function of neural networks and information processing in the brain.
Recent studies show that the neocortex is not only organized in columns and layers
but also, within these, into synaptically connected clusters of neurons (Ko et al., 2011;
Perin et al., 2011). The recently discovered common neighbor rule, according to which
the probability of any two neurons being synaptically connected grows with the number
of their common neighbors, is an organizing principle for this local clustering. Here we
investigated the theoretical constraints for how the spatial extent of neuronal axonal and
dendritic arborization, heretofore described by morphological reach, the density of neurons
and the size of the network determine cluster size and numbers within neural networks
constructed according to the common neighbor rule. In the formulation we developed,
morphological reach, cell density, and network size are sufficient to estimate how many
neurons, on average, occur in a cluster and how many clusters exist in a given network.
We find that cluster sizes do not grow indefinitely as network parameters increase, but
tend to characteristic limiting values.

Keywords: data driven modeling, neuronal assemblies, layer 5 pyramidal cell, layer 2 pyramidal cell, clustering

INTRODUCTION
Network theory is increasingly applied to better understand
the principles of how neurons are interconnected and hence to
unravel the networking and topologic mysteries of the brain
(Honey et al., 2007, 2010; Sporns et al., 2007; Sporns, 2010). Much
of this work has been focused on macroscopic network princi-
ples such as those connecting brain regions. Increased interest in
mesoscopic neuroanatomical connectivity also grew considerably
over the years (Bohland et al., 2009). Recently, the discovery of
clusters of synaptically connected neurons has opened up investi-
gations of the microscopic network principles. The expression of
a number of cellular level motifs of synaptic connectivity was first
reported by Song et al. (2005). Subsequent publications on the rat
(Perin et al., 2011) and mouse (Ko et al., 2011), hint at a theme
shared by different species.

A number of cortical networks that have been described are
based on cells with large somata, which are easy to distin-
guish in electrophysiological experiments. The cell of choice in
the neocortex has been the large thick tufted layer 5 pyrami-
dal cell (TTL5-PCs) which, thanks to its size and shape, can be
isolated and recorded reliably (Markram et al., 1997). In a multi-
electrode patch-clamp setup it is possible to record from many
such cells simultaneously, determine their synaptic connectivity
and, after staining, also obtain their morphological properties.
In order to simulate different expanses of axonal and dendritic
arborization (Figures 1A,B) we developed the concept of “mor-
phological reach,” denoted r, a proportionality factor applied
to the decay in connection probability as a function of dis-
tance. Our reference, the TTL5-PC (Oberlaender et al., 2011),
is assigned a morphological reach of 1. Other cell types, in our

simulations, are assigned proportional morphological reaches
indicative of the extent of their basal dendritic arborizations
as measured using the sum of all branch intersections in Sholl
Analyses (Figures 1C,D). TTL5 pyramidal cells have broad den-
dritic arborization (Markram et al., 1997) and form clusters that
may constitute elementary units of information processing within
a brain region (medium/regional projections) and between brain
regions (long/interregional projections). In previous work we
identified a rule, the common neighbor rule, governing the con-
nectivity of these groups of neurons (Perin et al., 2011). The
common neighbor rule describes a directly proportional relation-
ship between the connection probability between any two neu-
rons and the number of other neurons in the network connected
to both neurons in this pair. In this case the term connected
indicates neurons that project to as well as neurons receiving
synaptic appositions from the neurons in the pair. When applied,
the common neighbor rule produces complex clustered networks
that lie between completely random networks (Erdös–Reni-type)
(Erdõs and Rényi, 1960) and highly clustered networks with hubs
(Barabási-type) (Barabási and Albert, 1999) resembling more
closely a Watts-Strogatz-type network (Watts and Strogatz, 1998).
A key distinguishing feature between macro-clustering in the
brain (between brain regions) and micro-clustering (between
neurons of a local microcircuit) is that there are no hubs at the
micro (local) network level within a given cell-type. In other
words, each neuron of a given type makes contact with and
receives contacts from about the same number of neurons of the
same type—in fact a pre-requisite for the occurrence of hubs is
that the number of boutons and spines per neuron within the
population span some orders of magnitude so that the degree
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FIGURE 1 | Correlates of different cell types. (A,B) Example of
Layer V Pyramidal Cell and Layer II/III Pyramidal Cell morphologies,
respectively, superposed on intensity maps representing the average
density of morphological processes around the soma. (C) Sholl

analysis of the basal dendrites of Layer V and Layer II/III.
(D) Illustration of how morphological reach is used to modify
connection probabilities as a function of inter-somatic distance in
simulations.

of connectivity might vary accordingly. This form of clustering is
quite exceptional amongst biological and social networks in that
it contains no hubs and has a degree of separation less than 2.

Since the common neighbor based clustering applies simi-
larly across individuals of the same species, the neuronal groups
formed would be quite similar. Bootstrap analysis, in which dif-
ferent subsets of the connectivity data originating from different
individuals are used, consistently captures the common neigh-
bor rule (Figures A1, A2). This has led to the suggestion that
these clusters are in fact innate (genetically preprogrammed to
develop) holding innate knowledge of elementary forms of infor-
mation processing. These posited innate groups likely require

some general activity, rather than experience-dependent activity,
during development to form.

It may therefore be of special interest to understand the sizes
and numbers of such clusters in a brain region. We therefore con-
structed networks by applying the common neighbor rule and
derived the relationships between cluster sizes and numbers as a
function of morphological reach, neuronal density, and network
size.

METHODS
Point neurons were placed in a cubic tridimensional lattice
arrangement with regular spacing that assumed the values of 18,
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19, 21, 23, 25, 28, and 36 µm in different simulations, yield-
ing the corresponding cell densities of 171470, 145790, 107980,
82190, 64000, 45554, and 21433 neurons/mm3 (Figure 2A) cov-
ering the range of experimentally observed densities in a neo-
cortical column (Meyer et al., 2010). Uniformly random jitter

was then added to each position in three dimensions with
amplitude equal to the grid spacing between neurons (Figure 2B).
Since point neurons are used no compensation for extreme
proximity between neurons is applied. The simulations used
network sizes of 512, 1000, 1728, 3375, 4096, and 5832 cells

FIGURE 2 | The network assembly and reorganization of connections.

(A) Initial lattice arrangement of somas. (B) Jitter added in three dimensions
to the lattice arrangement. (C) Connections assigned according to
intersomatic distance probability profiles in circular dimensions in order to

eliminate boundary effects. (D) Iterative reorganization of connections based
on numbers of common neighbors. (E) Cluster identification based on affinity
propagation. (F) Possible organization of clusters in a column with examples
of clusters sharing the same space.
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in cubic arrangements. Each of the three dimensions in this
model was made circular so that neurons close to one edge
were considered to be close to neurons on the opposite edge
of the network (Figure 2C). Edge effects were countered in
this way and every neuron was exposed to a similar number
of neighbors and could potentially form the same number of
connections.

In order to investigate the influence of morphology on clus-
tering, the morphological reach of TTL5 pyramidal cells was
multiplied by factors of 0.5, 0.667, 0.8, 1, 1.333, and 2 in net-
works containing 4096 neurons. We defined a neuron’s neigh-
bors as those cells that form synaptic connections onto or that
receive synaptic connections from the neuron in question. In our
model, the small world clustering of layer 5 pyramidal cells is
made directly proportional to the number of common neighbors
(Figure 2D) (Perin et al., 2011). To achieve this goal the con-
nections in the initial network were assigned pseudo-randomly
according to inter-somatic distance profiles observed experimen-
tally (Perin et al., 2011) (see also Figure A3). While morpholog-
ical reconstructions indicate a degree of anisotropy in process
arborization such observations indicate that a purely distance-
based connection probability function still can capture the trend
in connectivity patterns. In the simulations where we were inter-
ested in simulating different arborizations we linearly extended
or shortened such profiles by dividing the actual distance sup-
plied to these profiles by the “morphological reach” factor. The
initial connectivity was then modified according to the number
of common neighbors. The pair of neurons sharing the maximal
number of common neighbors was assigned a probability of con-
nection of 1. Pairs of neurons sharing no common neighbors we
assigned a connection probability of 0. Pairs of neurons sharing
intermediate numbers of common neighbors were assigned lin-
early interpolated connection probability values. This process was
iterated until the clustering coefficient of the whole network no
longer increased (see Figure A4). The observed clusters consist
of a few dozen neurons typically distributed 100–150 µm apart.
Based on this study (Perin et al., 2011) we decided to investi-
gate the effects of different network sizes and cell densities as well
as the impact of different extents of morphological arborization
on the clustering properties of networks. Clusters were identified
using the affinity propagation algorithm (Frey and Dueck, 2007)
at the end of the simulation and providing the number of com-
mon neighbors as the similarity measure (Figure 2E). Similarity
was defined exclusively for connected neuron pairs, being set to
zero in pairs that were not connected in any way.

Sets of 10 simulations were performed for each parameter
combination. The average numbers of clusters and average cluster
sizes were plotted and the data points were fitted with surface fits
using the MatLab curve fitting tool.

RESULTS
The goal of our modeling was to better understand the relation-
ship between the different network parameters and the network
clustering properties. Six basic relationships were investigated by
varying three parameters—network size, cell density, and mor-
phological reach—and analyzing the effects on the two clustering
properties—the average number of clusters and the average

number of cells contained in clusters (cluster size). From these
results we also calculated the number of clusters per unit volume.

NETWORK SIZE AND DENSITY
To investigate the impact of network size on the number and size
of clusters we constructed networks ranging from 512 to 5832
neurons. These networks were based on TTL5 Pyramidal Cells
and ranged in density from 45554 to 455170 cells/mm3. Networks
containing different numbers of neurons display different clus-
tering properties. A relatively simple linear relationship exists
between the network size and the number of clusters. Simply put,
larger networks fit more clusters of similar size (Figure 3A) as
can observed in the curve that fits the surface that describes the
number of cluster as a function of networks size and density:

NC = 21.54 − 3.90

10000
d + 6.42

100
s

where NC stands for the number of clusters, s for network size in
number of cells and d for network density in cells/mm3.

A mild decay in the number of clusters occurs as the net-
work density increases. This is because higher densities lead to
larger average cluster sizes (Figure 3B). Cluster size as a func-
tion of network size follows a lognormal profile, first increasing
then decreasing. This is a particular feature of networks without
boundaries. The fitted surface for cluster sizes as a function of
network size and density can be expressed as

CS = 13.23 + d

10000
e
−

(
log

(
s

1300 + 3d
1000

) )2

where CS stands for cluster size, s for network size in number of
cells and d for network density in cells/mm3. Goodness of fit for
the resulting surfaces according to Adjusted R-square values were
0.97 for average number of clusters as a function of network den-
sity and size, 0.95 for average cluster sizes as a function of network
density and size. The number of clusters per unit volume grows
with cell density and displays an inverted relationship to cluster
size as a function of network size (Figure 3C).

NETWORK DENSITY AND MORPHOLOGICAL REACH
Morphological reach is a parameter that reflects the extent of
neuronal arborization (Figures 1A,B). The more extensive the
arborization the more connections a neuron is likely to form
(Figure 1C). We attribute the value of 1 to the morphological
reach characteristic of TTL5 Pyramidal Cells. Cells with more
restricted arborization display, therefore, morphological reaches
corresponding to some fractional value (Figure 1D).

The density of neurons in a local network, in the follow-
ing simulations involving 4096 neurons, strongly influences the
number of clusters formed, particularly very low densities which
cause neurons to be more isolated thus yielding numerous clusters
involving few neurons (Figures 3D, A5). As neuronal densities
increase the number of clusters quickly becomes less depen-
dent on this parameter reaching a plateau before decreasing
again due to increasing cluster sizes (Figures 3D,E). The rela-
tionship between the number of clusters in a network and the

Frontiers in Neuroanatomy www.frontiersin.org February 2013 | Volume 7 | Article 1 | 142

http://www.frontiersin.org/Neuroanatomy
http://www.frontiersin.org
http://www.frontiersin.org/Neuroanatomy/archive


Perin et al. Properties of local neuronal clusters

FIGURE 3 | Properties of simulated cortical network clustering.

(A) Average number of clusters observed in the different simulations as a
function of network size and density. Each data point corresponds to the
average of 10 simulations. (B) Average cluster size for the same simulations
show in A. (C) Number of clusters per mm3 calculated from A and B. (D)

Average number of clusters observed in the different simulations as a
function of network density and morphological reach. Each green data point
corresponds to the average of 10 simulations. (E) Average cluster size for the
same simulations show in D. (F) Number of clusters per mm3 calculated
from D and E.

morphological reach of the cells that form this network follows
a similar trend, also forming a plateau before further decreasing.

NC = 100.70 + 210.60

1 + e−(1.57 − dr3/1e5)/0.97
+ 1.23e9

(dr3)
2

where NC stands for the number of clusters, r for morphologi-
cal reach and d for network density in cells/mm3. Morphological
reach, similarly to density, has little effect on the number of
clusters in a network except in the case of extremely low val-
ues, which lead to nearly isolated neurons (Figure 3D). Within
the physiological range of 0.5–1, growth in morphological reach
leads to approximately linear and relatively mild increases in clus-
ter sizes. Increases in morphological reach above 1 tend to have
larger effects, especially in the case of networks with large cell
density but eventually tend to saturation at extreme values of
both. Changes in reach and density led to different cluster sizes
(Figure 3E) according to a sigmoidal:

CS = −13.78 + 62.37

1 + e
8.36e4 − dr3

3.23e5

where CS stands for cluster size, d for network density in
cells/mm3 and r for morphological reach. It is important to cap-
ture variations in morphological reach and cell density since the
combination of both is necessary in order to estimate clustering
properties.

Goodness of fit for the resulting surfaces according to Adjusted
R-square values was 0.97 for average number of clusters as a
function of network density and morphological reach, 0.98 for

average cluster sizes as a function of network density and mor-
phological reach. The number of clusters per unit volume grows
approximately linearly with both cell density and morphological
reach (Figure 3F).

DISCUSSION
The most abundant neuronal type in the mammal neocortex,
the pyramidal cell can be found in five of the six neocortical
layers and with varying spatial reach of their arbors. This cell
retains a remarkable stereotypical shape from mice to man and
varies mainly in the length of its axonal and dendritic arbors
(Peters and Yilmaz, 1993). Thick tufted layer 5 pyramidal cells
are among the largest neurons in the brain and provide the out-
put from the neocortex to subcortical structures and distant brain
regions to drive behavior (Morishima and Kawaguchi, 2006). We
previously found that these pyramidal cells are networked accord-
ing to a simple synaptic organization rule; neurons that share
more common neighbors are also more likely to be connected
(Perin et al., 2011). This rule results in stereotypical clusters of
synaptically connected neurons and therefore do not seem to be
uniquely shaped by experience. In fact, the synaptic weights of the
connections between neurons in these clusters are also on aver-
age saturated, which is not ideal for acquired memory storage.
We therefore propose that forming synaptic connections accord-
ing to common neighbors is a pre-programmed rule that drives
stereotypical neuronal clustering during development. These
clusters may therefore express elementary units of innate knowl-
edge that are combined in an experience-dependent manner to
form acquired memories while preserving fundamental percep-
tual mechanisms. It is likely that at its origin, cluster formation
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may be linked to the fact that sister cells (i.e., cells that origi-
nated from the same progenitor radial glial cell) are more likely
to develop strong electrical coupling which in turn favors chemi-
cal synapse formation (Yu et al., 2009, 2012). These preferentially
connected sets of neurons may associate to form larger ensembles
as those involved in orientation selectivity in the visual cortex (Ko
et al., 2011).

The common neighbor rule also makes it possible to pre-
specify the underlying synaptic connectivity in a network of such
neurons even before learning rules come into play. The influence
from common input leading to greater connection probabili-
ties between neurons, which constituted the central mechanism
explored in the current work, seems to apply not only for local
but also long-range projections (Otsuka and Kawaguchi, 2008;
Brown and Hestrin, 2009). The question we focused on, however,
is how the structural features of neuronal arborization further
influence the local synaptic connectivity organization. The com-
mon neighbor rule, which ensures that important features of
synaptic organization are respected, was therefore imposed on the
connectivity between neurons with different morphological reach
and cell densities. From these networks we derived relationships
between morphological reach, cell density and number of cells in

a network, in order to determine how many neurons make up the
clusters and how many clusters can potentially be formed under
different conditions.

Experimental evidence from juvenile rat somatosensory cor-
tex (Perin et al., 2011) as well as adult visual, (Ohki et al.,
2005; Yoshimura et al., 2005) and auditory (Rothschild et al.,
2010) and mouse frontal cortices (Otsuka and Kawaguchi,
2011) supports the occurrence of clusters of excitatory cells
in Layers II/III through V, overlapped and interlaced in space,
rather than tiled next to each other (Figures 2E,F). This not
only allows the packing of many clusters of neurons in the
same space but also enables monosynaptic connections between
clusters to be adjusted and regulate the relationship between
clusters.

Future investigations into this topic should also take into con-
sideration the effects of network boundaries and interactions
between different cell types, both constituting factors that further
influence cluster formation.

ACKNOWLEDGMENTS
We would like to thank Michael Reimann for help with the
volume renderings in Figure 1.

REFERENCES
Barabási, A.-L., and Albert, R.

(1999). Emergence of scaling in
random networks. Science 286,
509–512.

Bohland, J. W., Wu, C., Barbas, H.,
Bokil, H., Bota, M., Breiter, H. C.,
et al. (2009). A proposal for a coor-
dinated effort for the determina-
tion of brainwide neuroanatomical
connectivity in model organisms at
a mesoscopic scale. PLoS Comput.
Biol. 5:e1000334. doi: 10.1371/jour-
nal.pcbi.1000334

Brown, S. P., and Hestrin, S. (2009).
Intracortical circuits of pyra-
midal neurons reflect their
long-range axonal targets. Nature
457, 1133–1136.

Erdõs, P., and Rényi, A. (1960). On
the evolution of random graphs.
Publ. Math. Inst. Hung. Acad. Sci. 5,
17–61.

Frey, B. J., and Dueck, D. (2007).
Clustering by passing messages
between data points. Science 315,
972–976.

Honey, C. J., Kötter, R., Breakspear,
M., and Sporns, O. (2007). Network
structure of cerebral cortex shapes
functional connectivity on multiple
time scales. Proc. Natl. Acad. Sci.
U.S.A. 104, 10240–10245.

Honey, C. J., Thivierge, J.-P., and
Sporns, O. (2010). Can structure
predict function in the human
brain? Neuroimage 52, 766–776.

Ko, H., Hofer, S. B., Pichler, B.,
Buchanan, K. A., Sjöström P. J.,
and Mrsic-Flogel, T. D. (2011).
Functional specificity of local

synaptic connections in neocortical
networks. Nature 473, 87–91.

Markram, H., Lübke, J., Frotscher, M.,
Roth, A., and Sakmann, B. (1997).
Physiology and anatomy of synap-
tic connections between thick tufted
pyramidal neurones in the develop-
ing rat neocortex. J. Physiol. 500,
409–440.

Meyer, H. S., Wimmer, V. C.,
Oberlaender, M., de Kock, C. P. J.,
Sakmann, B., and Helmstaedter,
M. (2010). Number and laminar
distribution of neurons in a thala-
mocortical projection column of rat
vibrissal cortex. Cereb. Cortex 20,
2277–2286.

Morishima, M., and Kawaguchi, Y.
(2006). Recurrent connection pat-
terns of corticostriatal pyramidal
cells in frontal cortex. J. Neurosci.
26, 4394–4405.

Oberlaender, M., Boudewijns, Z. S.
R. M., Kleele, T., Mansvelder, H.
D., Sakmann, B., and de Kock, C.
P. J. (2011). Three-dimensional
axon morphologies of individ-
ual layer 5 neurons indicate cell
type-specific intracortical pathways
for whisker motion and touch.
Proc. Natl. Acad. Sci. U.S.A. 108,
4188–4193.

Ohki, K., Chung, S., Ch’ng, Y. H.,
Kara, P., and Reid, R. C. (2005).
Functional imaging with cellular
resolution reveals precise micro-
architecture in visual cortex. Nature
433, 597–603.

Otsuka, T., and Kawaguchi, Y.
(2008). Firing-pattern-dependent
specificity of cortical excitatory

feed-forward subnetworks.
J. Neurosci. 28, 11186–11195.

Otsuka, T., and Kawaguchi, Y. (2011).
Cell diversity and connection speci-
ficity between callosal projection
neurons in the frontal cortex.
J. Neurosci. 31, 3862–3870.

Perin, R., Berger, T. K., and Markram,
H. (2011). A synaptic organiz-
ing principle for cortical neuronal
groups. Proc. Natl. Acad. Sci. U.S.A.
108, 5419–5424.

Peters, A., and Yilmaz, E. (1993).
Neuronal organization in area 17 of
cat visual cortex. Cereb. Cortex 3,
49–68.

Rothschild, G., Nelken, I., and Mizrahi,
A. (2010). Functional organization
and population dynamics in the
mouse primary auditory cortex.
Nat. Neurosci. 13, 353–360.

Song, S., Sjöström, P. J., Reigl, M.,
Nelson, S., and Chklovskii, D. B.
(2005). Highly nonrandom features
of synaptic connectivity in local cor-
tical circuits. PLoS Biol. 3:e68. doi:
10.1371/journal.pbio.0030068

Sporns, O. (2010). Networks of the
Brain. Cambridge, MA: The MIT
Press.

Sporns, O., Honey, C. J., and Kötter, R.
(2007). Identification and classifica-
tion of hubs in brain networks. PLoS
ONE 2:e1049. doi: 10.1371/journal.
pone.0001049

Watts, D. J., and Strogatz, S. H. (1998).
Collective dynamics of /‘small-
world/’ networks. Nature 393,
440–442.

Yoshimura, Y., Dantzker, J. L. M., and
Callaway, E. M. (2005). Excitatory

cortical neurons form fine-scale
functional networks. Nature 433,
868–873.

Yu, Y.-C., Bultje, R. S., Wang, X., and
Shi, S.-H. (2009). Specific synapses
develop preferentially among sister
excitatory neurons in the neocortex.
Nature 458, 501–504.

Yu, Y.-C., He, S., Chen, S., Fu, Y.,
Brown, K. N., Yao, X.-H., et al.
(2012). Preferential electrical
coupling regulates neocortical
lineage-dependent microcircuit
assembly. Nature 486, 113–117.

Conflict of Interest Statement: The
authors declare that the research
was conducted in the absence of any
commercial or financial relationships
that could be construed as a potential
conflict of interest.

Received: 09 December 2011; accepted:
31 January 2013; published online: 19
February 2013.
Citation: Perin R, Telefont M and
Markram H (2013) Computing the size
and number of neuronal clusters in local
circuits. Front. Neuroanat. 7:1. doi:
10.3389/fnana.2013.00001
Copyright © 2013 Perin, Telefont
and Markram. This is an open-access
article distributed under the terms of the
Creative Commons Attribution License,
which permits use, distribution and
reproduction in other forums, provided
the original authors and source are
credited and subject to any copyright
notices concerning any third-party
graphics etc.

Frontiers in Neuroanatomy www.frontiersin.org February 2013 | Volume 7 | Article 1 | 144

http://dx.doi.org/10.3389/fnana.2013.00001
http://dx.doi.org/10.3389/fnana.2013.00001
http://dx.doi.org/10.3389/fnana.2013.00001
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Neuroanatomy
http://www.frontiersin.org
http://www.frontiersin.org/Neuroanatomy/archive


Perin et al. Properties of local neuronal clusters

APPENDIX

FIGURE A1 | MatLab bootstrap analysis of connection probability as a function of the number of common neighbors (thin lines in various colors)

with original data mean and standard error of the mean superposed for reference (thick blue line).
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FIGURE A2 | Twelve plots of connection probability as a function of the number of common neighbors in subsets of 20 experiments, each

experiment from a different individual.
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FIGURE A3 | Process illustrating assembly of pseudo-random networks

that respect the overall connection probability as a function of distance

as well as the non-reciprocal and reciprocal connection probabilities as

a function of distance. (A–C) Experimentally observed connection
probability profiles and fitted functions (sigmoids). (D) Example of cell
positions generated by grid plus random jitter. (E) Calculated intersomatic
distances from D. (F) Apply morphological reach as a factor in the connection
probability profile. (G–I) Connection probabilities, given a morphological reach
of 1, used for the remainder of the example. (J) Generate random numbers

x(i, j) once for each pair of neurons i and j. (K) Determine presence and
direction of connections based on random numbers that were generated.
Reciprocal connections occur where x(i, j) < pr(i, j). Non-reciprocal
connections from neuron i to neuron j occur where x(i, j) ≥ pr(i, j) and
x(i, j) < pr(i, j) + pnr(i, j)/2. Non-reciprocal connections occur from neuron j
to neuron i where x(i, j) ≥ pr(i, j) + pnr(i, j)/2 and x(i, j) < pr(i, j) + pnr(i, j).
No connections are formed when x(i, j) ≥ pr(i, j) + pnr(i, j). The overall
probability of connection p always respects its distance profile and the
equation p(i, j) = pr(i, j) + pnr(i, j)/2.
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FIGURE A4 | Examples of the effect of reorganization on clustering

coefficient of a network (multiple thin lines) with a fitted exponential

curve (thick blue line). Since the computation of the clustering coefficient is
time-consuming we used the number of iterations that best approximated

95% percent convergence to the value projected after infinite iterations (from
fitted data). The clustering coefficient is the measure of the probability of
connection among each neuron’s neighbors calculated for each neuron in the
network.

FIGURE A5 | Number of clusters as a function of network density and morphological reach as in Figure 3D, viewed from a different angle.
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Interactions between the cerebral cortex, thalamus, and basal ganglia form the basis
of cognitive information processing in the mammalian brain. Understanding the princi-
ples of neuroanatomical organization in these structures is critical to understanding the
functions they perform and ultimately how the human brain works. We have manually
distilled and synthesized hundreds of primate neuroanatomy facts into a single inter-
active visualization. The resulting picture represents the fundamental neuroanatomical
blueprint upon which cognitive functions must be implemented. Within this framework
we hypothesize and detail 7 functional circuits corresponding to psychological perspec-
tives on the brain: consolidated long-term declarative memory, short-term declarative
memory, working memory/information processing, behavioral memory selection, behav-
ioral memory output, cognitive control, and cortical information flow regulation. Each
circuit is described in terms of distinguishable neuronal groups including the cerebral
isocortex (9 pyramidal neuronal groups), parahippocampal gyrus and hippocampus, thal-
amus (4 neuronal groups), basal ganglia (7 neuronal groups), metencephalon, basal fore-
brain, and other subcortical nuclei. We focus on neuroanatomy related to primate non-
primary cortical systems to elucidate the basis underlying the distinct homotypical cog-
nitive architecture. To display the breadth of this review, we introduce a novel method
of integrating and presenting data in multiple independent visualizations: an interactive
website (http://www.frontiersin.org/files/cognitiveconsilience/index.html) and standalone
iPhone and iPad applications. With these tools we present a unique, annotated view of
neuroanatomical consilience (integration of knowledge).

Keywords: cerebral cortex, thalamus, basal ganglia, circuitry, consilience, isocortex, cognition

1. INTRODUCTION
At the turn of the twentieth century Cajal (1899, 2002) published
what is considered now as the beginning of the modern anatom-
ical understanding of the brain. Cajal’s work, entirely dependent
on the Golgi staining method, analyzed the neuroanatomical cir-
cuitry of complete brains in multiple species. His work stands out
from 100 years of subsequent research as a single comprehensive
examination across species and brain regions. Brodmann (1909)
and von Economo (1929) respectively produced what are, surpris-
ingly still today, the most comprehensive cytoarchitectonic maps
of the human cerebral cortex. By the early 1970s, axonal tracing
methods were introduced to study distant neuroanatomical pro-
jections (Graham and Karnovsky, 1966; Kristensson and Olsson,
1971). Tracing studies have continued to improve and produce
detailed projection and connectivity data, but in so doing, frag-
ment knowledge across species and brain regions (Zaborszky et al.,
2006).

Forming an accurate mental view of brain circuitry is dif-
ficult, yet without one we cannot understand the function of
the brain. Only with a comprehensive and cohesive picture can
we make accurate inferences about the function of discrete neu-
roanatomical circuits. Each structure imposes dependencies and

constraints on any theory that must be maintained for a working
hypothesis of brain function. Several efforts are currently under-
way to reconcile the disparity between individual connectivity
studies within a global scope. CoCoMac, a tool based on primate
literature, represents the state of the art in mapping corticocorti-
cal interconnectivity between functional regions (Kotter, 2004).
The Human Connectome Project (Marcus et al., 2011), along
with other projects within the NIH Blueprint for Neuroscience
Research, are using novel imaging methods to describe connec-
tivity details for both primate and human brains (Stephan et al.,
2000; Schmahmann et al., 2007; Hagmann et al., 2010). Unfortu-
nately the resolution of external imaging methods is insufficient to
elucidate neuroanatomical details underlying circuit organization.

This review is an attempt to form a comprehensive and cohe-
sive understanding of the primate non-primary neuroanatomi-
cal circuitry through consilience (the integration of knowledge).
Our first goal is to assemble a comprehensive neuroanatomical
picture that is not inconsistent with known facts. We have pro-
duced an interactive visualization by synthesizing a vast number
of fragmented studies into a single referenced framework that
can be explored dynamically (Figure 1). We present this neu-
roanatomical picture as a detailed first-order approximation of
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FIGURE 1 |The comprehensive neuroanatomical picture formed by

synthesizing hundreds of original neuroanatomical studies into the

homotypical blueprint underlying cognition. The interactive visualization
can be experienced at http://www.frontiersin.org/files/cognitiveconsilience/
index.html. The visualization is designed to be interactively zoomable,
therefore details may not be clear in the above image. The 6-layered cerebral
isocortex with 9 distinct pyramidal neurons and 8 cortical interneurons is
presented at the top with a Nissl background. The parahippocampal gyrus
including upper (PH23) and lower (PH56) layers and the hippocampus

including the dentate gyrus (Dg), CA3 fields, CA1 fields, and subiculum (Sb;
green). The thalamus is divided into 4 parts namely the specific, intralaminar,
layer 1 projecting and thalamic reticular nucleus (Trn; orange). The basal
ganglia includes the matrix (D1 and D2 receptors) and patch portions of the
striatum, the external globus pallidus (Gpe), the internal globus pallidus (Gpi)
and substantia nigra pars reticulata (Snr), the subthalamic nucleus (Stn), and
the substantia nigra pars compacta (Snc; blue). The metencephalon includes
the pons, cerebellum, and deep cerebellar nuclei (Dcn; purple). Finally the
spinal chord, claustrum, and basal forebrain are shown in black.

cognitive circuitry in the primate brain for use as a skeleton upon
which to hang additional knowledge. The visualizations should be
viewed as information static “interactive figures” associated with
the review. The re-application of the technology and framework as
an interactive tool with evolving information is a desirable future
endeavor.

Our second goal is to synthesize the facts and patterns in the
established neuroanatomical picture into a detailed functional
framework consisting of seven discrete circuits that correspond
to psychological perspectives on the brain. While neuroanatomy
is necessary to understand the function of a brain, it is not
sufficient. The vast amount of additional information from elec-
trophysiology to psychology must be integrated and explained.
For each circuit we provide a brief hypothesis of cognitive cir-
cuitry development and information flow at the neuron level. We
understand that our novel functional perspective may generate

healthy conversation and debate. The technology we provide offers
an easily accessible medium in which to question, challenge, and
verify the information presented.

Ultimately, cognitive consilience is an attempt to establish a
unified framework within which the vast majority of knowledge
on the primate brain can be placed.

2. METHODS AND TECHNOLOGY: WEB, iPHONE, AND iPAD
App

Methodologically, the interactive Figure 1 was created by perform-
ing an extensive review of the non-primary primate literature,
organizing the knowledge into a single framework, and selecting
relevant reference data to include on the graphic. Non-primate
data was utilized in occasions where primate data was insufficient
or did not exist. In order to be placed on the graphic, reference
data needed to contain sufficiently detailed location information
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by identifying an afferent/efferent cortical layer or subcortical
nuclei. The graphic contains 410 referenced data visualization
points from 186 unique references. By no means does this visual-
ization include the complete body of neuroanatomical literature,
but rather creates a comprehensive basis as a starting point for
reader investigation. Data from many high quality citations could
not be included as the data (raw or processed) was provided with
insufficient spatial context. In general, we can only be as precise
as the data we are reviewing. The graphic was hand drawn and
attempts to recreate a reasonably accurate visual feel for structures,
neurons, and their connectivity. Prominent axonal pathways were
then identified as circuits, shown in Figure 4, based on known
correlates with psychological and neuroscience data to provided a
theoretical framework within which to understand neuroanatomy.

The review is accompanied by the release of an interactive web
application1 and a portable application for the Apple iPad and
iPhone (search: cognitive consilience), illustrated in Figure 2. The
interactive figure was built around a Google Maps-like interface
to enable a reader to rapidly locate relevant citations. Each func-
tional circuit discussed in the following sections can be toggled on
and off to refine the presentation of important citations. Neurons
and projections are directly referenced with appropriate links to
PubMed and NeuroLex2. The web application provides additional
search tools, including citation filters by publication date, species,
author last name, and keywords.

The interactive medium provides a means for readers to rapidly
evaluate hypotheses made in this review and to construct new ideas
from the organized citations. The technology is presented as an
information static “interactive figure” accompanying this review.
Source code for the web application and raw citation data are
available upon request and source code for the iphone/ipad app is
available through collaboration. A future version that incorporates
data mining and interactive citation addition is at the planning
stage.

The inclusion of a spatially referenced interactive visualiza-
tion accompanying a scientific review is novel and establishes a
desirable new feature for future presentations of neuroanatomical
work.

3. PRIMATE NON-PRIMARY HOMOTYPICAL ARCHITECTURE
Our near exclusive focus on primate non-primary data is unique.
Neuroscience literature is biased toward studying primary sensory
cortex in non-primates. This bias is introduced by the cost of pri-
mate research combined with the desire to correlate anatomical
findings with electrophysiology stimulus response experiments.

As described in this review, the non-primary primate brain
appears to have a consistent homotypical organization. The non-
primary isocortex contains important contrasting features not
found in primary sensory koniocortex, yet general cortical organi-
zation, in nearly all neuroscience textbooks, is taught correspond-
ing to koniocortical principles (Purves et al., 2004). Some examples
of primate isocortical principles not found in koniocortex:

1. Specific thalamocortical projections target layer 3b often avoid-
ing layer 4,

1http://www.frontiersin.org/files/cognitiveconsilience/index.html
2http://neurolex.org/

2. Lack of layer 4 spiny stellate cells,
3. Striatally projecting layer 5 neurons, and
4. Long corticocortical white matter projections including callosal

projections.

If we are to understand the entire primate (human) brain, our
understanding must be based on the correct neuroanatomy. In
this paper, we focus on primate non-primary literature, and con-
sciously avoid major discussion and citing of primary sensory liter-
ature. In so doing, we hope to establish a basis for the fundamental
principles of brain circuit organization.

Brains follow general principles of development dictated by
evolved gene expression patterns (Striedter, 2005; Watakabe et al.,
2007); however, for any “rule” or general principle of organiza-
tion, there can be found an exception to the rule. The described
functional circuits are an attempt to elucidate the blueprint of the
homotypical neuroanatomical architecture underlying cognition.
When we refer to the blueprint of a homotypical architecture, we
imply that the underlying neuronal organization and projection
rules are the same across different regions of analogous nuclei.
If a neuron type X sends its most dense projections to a tar-
get location Z and sends collateral projections to location Y, we
would consider X → Z the first-order neuroanatomical architec-
ture. In order to create a compact yet comprehensive picture, we
focus on the homotypical first-order architecture of the cerebral
cortex, thalamus, basal ganglia, and their interconnections. This
first-order architecture creates a factually consistent starting point
upon which to build.

If we assume that neuroanatomical organization defines func-
tion, then a homotypical architecture supports the conjecture that
different locations of the same neuronal group, although process-
ing different information modalities, processes the information
in the similar manner. Our viewpoint is that the cerebral cortex,
thalamus, and basal ganglia only perform a limited few cognitive
information processing functions. Within a homotypical archi-
tecture, each functional circuit determines how information is
processed while the differences between the afferent input of two
analogous pathways define what information is processed.

4. NEUROANATOMICAL CIRCUITS
Seven hypothesized functional circuits are presented. The seven
circuits described are consolidated long-term declarative memory,
short-term declarative memory, working memory/information
processing, behavioral memory selection, behavioral memory out-
put, cognitive control, and cortical information flow regulation.
Each circuit is described in terms of readily distinguishable neu-
ronal groups including the cerebral isocortex (9 pyramidal neu-
ronal groups), parahippocampal gyrus and hippocampus, thal-
amus (4 neuronal groups), basal ganglia (7 neuronal groups),
metencephalon, claustrum, basal forebrain, and spinal chord.

For clarity, each major neuronal group represented in the
graphic is placed into only one primary circuit for discussion.
However, in a functioning brain, circuits interact, and a single
neuronal group participates in multiple circuits. The anatomical
details of each circuit, shown in Figures 1 and 4, are meant to be
explored dynamically through the associated technology.
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FIGURE 2 | Cognitive consilience visualization deployment across three technology platforms.The visualizations are identical and function similarly across
platforms. (A) Interactive web application showing easy access to reference information throughout the visualization (http://www.frontiersin.org/files/
cognitiveconsilience/index.html). (B) Deployment as an iPad App. (C) Deployment as an iPhone App.
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FIGURE 3 | Prediction of human laminar corticocortical

projections. Synthesis of von Economo cortical laminar types
and homotypical laminar corticocortical projections in the monkey.
Lateral (A) and medial (B) view of human cortical regions colored to
correspond to the five fundamental cortical types depicted in (C) with
numbers corresponding to Brodmann’s areas. (C) Von Economo’s five
fundamental human cortical lamination types (von Economo, 1929).
1 = purple, 2 = dark blue, 3 = green, 4 = orange, 5 = yellow. The laminar
distribution in the human cerebral cortex can be identified along a smooth
numerical gradient, where 5 corresponds to “input” granular koniocortex and
1 corresponds to “output” agranular cortex. Horizontal red lines highlight layer
boundaries, with average human cortical thickness = 2.5 mm. (D) Rough

prediction of human laminar corticocortical (origin/termination)
projection percentages predicted by numerical difference of cortical
types in (C). Dotted red = % neurons originating in upper layers 2, 3. Dotted
blue = % neurons originating in lower layers 5, 6, and lesser 4. Solid red = %
synaptic terminations in layers 1, 2, and lesser 3. Solid blue = % synaptic
terminations in mid/lower layers 4, 5, and lesser 6. In general,
“feedforward” = (dotted red/solid blue), “feedback” = (solid red/dotted blue).
Example: A type 2 (blue origin) projecting to a type 4 (orange target) would
have a difference of -2(feedback), and predict roughly 25% of the projections
from type 2 would originate from neurons in upper layers 2, 3, and roughly
20% of synaptic terminations in the type 3 cortical area would terminate in
middle/lower layers.

The organization of the review follows a pattern to enable
the reader to more clearly distinguish between neuroanatom-
ical fact and the authors synthesized viewpoint. A subsection
titled“perspective”concludes each circuit description and presents
hypotheses and a more speculative synthesized viewpoint. All
other sections attempt to conform to the unbiased presentation
of important published information. We also include a concise
summarized author’s viewpoint on the function of each neuronal
group following their neuroanatomical description indicated with
“Viewpoint”: Historical notes, indicated as such, are interjected to
explain the current state of thinking and reinvigorate important
concepts that seem faded in the literature.

4.1. CONSOLIDATED LONG-TERM DECLARATIVE MEMORY:
CORTICOCORTICAL CIRCUIT

The identification of declarative memory is adopted from Squire
as referring to “the capacity for conscious recollection about facts
and events” (Squire, 2004). We define long-term memory as that
which is stored semi-permanently in the isocortex. Lesions of the
isocortex or of white matter fiber tracts produce a wide vari-
ety of stereotypical cognitive deficits (Geschwind, 1965b; Penfield
and Rasmussen, 1968). Two distinct long-term memory deficits
arise when comparing cortical gray matter lesions to cortico-
cortical white matter lesions, although human lesions are rarely

isolated (Geschwind, 1965a; Schmahmann et al., 2008). Local-
ized gray matter lesions result in a reduced capacity to recall and
process domain specific information, often manifesting as a form
of agnosia (i.e., loss of the ability to recognize). For example, the
inability of humans to recognize faces with lesions to the fusiform
face area or recognize motion with lesions to cortical area MT.
White matter lesions result in subtly different deficits represen-
tative of a disconnection of information shared between separate
cortical areas. For example, lesions to the arcuate fasciculus discon-
nect Wernicke’s area (speech comprehension) from Broca’s area
(speech production) and result in deficits in speech repetition
(Damasio and Damasio, 1980). In essence, although speech com-
prehension and production both independently remain intact, the
associations between them have been severed. These two distinct
forms of long-term memory exist within the interconnectivity of
the cerebral cortex.

4.1.1. Cerebral cortex
The human cerebral cortex is a 2.5-mm thick sheet of tissue
approximately 2400 cm2 (four 8.5 × 11 pieces of paper) in size
folded up around the entire brain (Toro et al., 2008). The cerebral
cortex consists of a homotypical six layer pattern of neuron den-
sity distribution (von Economo, 1929; Lorente de No, 1943). The
cerebral cortex develops inside out, with neurons in the innermost
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FIGURE 4 | Cognitive circuits as shown at http://www.frontiersin.org/

files/cognitiveconsilience/index.html. Circuits from left to right. Orange:
consolidated declarative long-term memory. Green: short-term declarative
memory. Purple: working memory/Information processing. Blue: Behavioral

memory action selection. Black: behavioral memory output. Red: cognitive
control. Yellow: cortical information flow regulation. Arrow head type indicates
neurotransmitter: solid arrow-glutamate, feather-GABA, flower-acetylcholine,
reverse arrow-dopamine. See website and text for additional details.

layer (L6) migrating into place first and neurons in successive outer
layers migrating into place later (Rakic, 1995). Cortical laminar
differentiation lies along a very clear spectrum with input sen-
sory cortex being the most laminated/granular and output motor
cortex being the least laminated/granular (von Economo, 1929;
see Figure 3C). The lamination gradient represents a major clue
in functional organization. The cerebral cortex can be grouped
into the isocortex (neocortex), allocortex (paleocortex), periallo-
cortex, and koniocortex (primary vision, auditory, somatosensory,
and granulous retrosplenial cortex) based on laminar differenti-
ation and developmental origin. The koniocortices are based on
the same underlying anatomical principles of six layers and have
evolved additional structure for their more specific sensory roles
(Northcutt and Kaas, 1995). The patterns of laminar differentia-
tion have been used to parse the entire cerebral cortex into distinct
areas often called Brodmann’s areas (Brodmann, 1909; Triarhou,
2007). A large amount of experimental evidence on the cerebral
cortex, from lesion studies to electrophysiology to FMRI, point to
localized cortical information processing modules on the order of
a few mm2 (Szentagothai, 1975; Catani and ffytche, 2005). Each

area appears to process a distinct type of information reflecting the
external and internal perceptions/behaviors of the individual, such
as visual objects, language, executive plans, or movements (Pen-
field and Rasmussen, 1968; Goldman-Rakic, 1996; Grafton et al.,
1996; Tanaka, 2003). The what of cortical information processing
is thus highly localized and modular. The neuroanatomical orga-
nization underlying these what regions follows a very homotypical
blueprint, which drives a functional perspective that how informa-
tion is processed throughout the cerebral cortex is the same.

4.1.2. Intracortical circuit
Intracortical projections are horizontal corticocortical projections
traveling within the gray matter of the cerebral cortex (Kritzer and
Goldman-Rakic, 1995). Although all pyramidal neurons have con-
nections within the cerebral cortex, the prominent source of dis-
tant intracortical projections arise mainly from pyramidal neurons
within layers 2 and 3, and a sub-set of neurons in layers 5 and 6. The
intracortical terminations of C3a and C3b pyramidal neurons are
not distributed uniformly, but form patchy or stripe-like patterns
of termination which comprise areas up to 20 mm2 in the monkey
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(de Lima et al., 1990; Levitt et al., 1993; Fujita and Fujita, 1996;
Pucak et al., 1996). Neurons in each layer appear to project hor-
izontally, then the stripe-like terminations (spaced a few 100 μm
apart) arise out of vertical collaterals. The laminar specificity and
development of these corticocortical striped projections is largely
activity dependent (Price et al., 2006). In the monkey, 50% of pyra-
midal neuron synaptic contacts, within its local stripe (roughly its
dendritic tree size), are onto GABAergic inhibitory neurons, while
more than 90% of synaptic contacts outside a pyramidal neurons
local stripe are onto other pyramidal neurons (Melchitzky et al.,
2001). The intracortical organization is suggestive that a func-
tional module (∼10s mm2) in the isocortex is much larger than
the traditional cortical minicolumn (∼100s μm2; Buxhoeveden
and Casanova, 2002; Mountcastle, 2003; Rockland and Ichinohe,
2004).

Viewpoint: Neuroanatomically, an organization appears to exist
where cell assemblies form intracortically in functional modules
within select layers to encode perceptions.

4.1.3. Intercortical circuit
Intercortical circuits involve the large white matter corticocorti-
cal fiber tracts of the brain (Schmahmann and Pandya, 2006).
Fiber tracts connect multiple distant cortical areas and subcortical
nuclei with a great deal of specificity. The topology of corticocor-
tical projections are the primary focus of the Human Connectome
Project and CoCoMac (Kotter, 2004; Marcus et al., 2011). Con-
tralateral corticocortical projections tend to connect the same
spatial regions on opposite sides of the brain, while ipsilateral
connections often connect distant areas on the same side (Barbas
et al., 2005a). Different populations of pyramidal neurons tend to
project contralaterally (lower layer 3b) as opposed to ipsilaterally
(upper layer 3a and layers 5/6; Soloway et al., 2002).

We introduce a data-driven prediction for laminar projections
between any two cortical areas in the human brain (Figure 3).
Today, no safe experimental technique is capable of verifying
laminar projections in the human. Yet by connecting and inte-
grating previously unconnected research we arrive at very precise
hypothesis with significant functional consequences in the human
brain.

The cytoarchitectonics of the human cerebral cortex, as deter-
mined by von Economo, show the laminar pattern of a given area
of cortex can generally fit within one of five fundamental types of
cortical structure Figure 3C (von Economo, 1929; Walker, 1940).
The pattern of projections between two cortical areas, as deter-
mined by Barbas in the monkey, shows a pattern of neuron layer
origin and layer termination based on the difference between the
two types of cortices as shown in Figure 3D (Barbas, 1986; Rock-
land, 1992; Barbas and Rempel-Clower, 1997; Rempel-Clower and
Barbas, 2000; Barbas et al., 2005b; Van Essen, 2005; Medalla and
Barbas, 2006). When von Economo and Barbas’ research is aligned,
as they are for the first time here, we arrive at rough laminar
projection predictions between cortical areas in the human brain.

If a projection originates in a more granular (e.g., type 4,
Figure 3-orange) cortical area and terminates in a less granular
(e.g., type 3, Figure 3-green) cortical area, the cells of origin are
predominantly in layer 3, while synaptic terminals are in layer
4 with collaterals in layers 5, 6 (feedforward projection). The

majority of projections in the cerebral cortex are feedforward and
originate in layers 2/3. If the projection is reversed, projection neu-
rons reside mostly in layer 5, some in 6, and project to layers 1 and
2 with collaterals in layer 3 (feedback projection). In visual areas,
this pattern of projections has been correlated with the functional
hierarchy of the cortical area (Felleman and Van Essen, 1991). The
neuroanatomical architecture of a given cortical region appears
to be the predictor of its functional relationship to other cortical
areas.

Historical note: Barbas does not mention or cite von Economo
in her papers in conjunction with the five types of cortical laminar
patterns. The five types of laminar patterns in the monkey origi-
nated in 1947 when von Bonin adopted/translated von Economo’s
human work into the monkey (von Bonin and Bailey, 1947). Since
that time, the correlation between humans and monkeys appears
to have been lost in the literature. Figure 3 is designed to illus-
trate the correlation between the original von Economo human
study and Barbas’ monkey experiments performed 60 years later.
The correlation adds additional significance to Barbas’ original
cortical projection research in the monkey (Barbas, 1986).

Viewpoint: Neuroanatomically, cell assembly to cell assembly
associations form intercortically in a hierarchical layer dependent
feedforward/feedback network.

4.1.4. Cortical pyramidal layer 4 cortically projecting – C4
Layer 4 is referred to as the inner granular layer, not for any par-
ticular cell type, but due to the visual appearance of small neurons
stained in Nissl preparations. Layer 4, of all cortices, appears to
be an input for feedforward type projections. In isocortex, layer
4 is the primary target of ipsilateral corticocortical feedforward
cortical projections (Figure 3; DeFelipe et al., 1986; Felleman and
Van Essen, 1991; Rockland, 1992; Barbas et al., 2005a; Medalla and
Barbas, 2006). Since primary sensory koniocortex is the anatom-
ically closest cortex to raw sensory input, other cortical areas can
not provide feedforward input. Instead, in koniocortices, the spe-
cific thalamus provides the feedforward projection into layer 4. In
primary motor cortex layer 4 is essentially non-existent, highlight-
ing the diminished need for feedforward input to cortical areas
involved in output behavior. The cortical pyramidal neurons in
layer 4, C4, typically have a descending and an ascending axon that
arborize locally (<1 mm; Kritzer and Goldman-Rakic, 1995). The
ascending axon reaches all supragranular layers upward of layer 2.
Descending axons do not prominently exit the cortex as with most
other pyramidal cells.

Only in primary sensory areas, and especially in primary visual
cortex, does layer 4 contain spiny stellate cells (Meyer et al., 1989).
In all other parts of cortex, spiny stellate cells are non-existent or
very rare, and instead small pyramidal cells along with interneu-
rons compose the majority of cells in L4. Quoting Lund “There are
no spiny stellate neurons in V2 in contrast to area V1 where they are
the main neuron types of lamina 4” (Lund et al., 1981).

Viewpoint: Neuroanatomically, C4 appears to function as a
corticocortical feedforward input system.

4.1.5. Cortical pyramidal layer 2 cortically projecting – C2
Layer 2 is referred to as the outer granular layer because of its
similar granular structure as layer 4. The C2 neurons are small
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pyramidal neurons with local horizontal projections mostly to
layer 2 and to layer 3 (Tanigawa et al., 1998; Soloway et al., 2002;
Barbas et al., 2005a). Layer 2 is a primary target of ipsilateral
feedback type cortical projections (Figure 3). The granular simi-
larity of layer 2 to layer 4 implies a similar input architecture for
feedback projections. C2 receives feedback input and propagates
information horizontally and down to C3a and C3b, with upper
layer 5 being the focus of infragranular projections (Kritzer and
Goldman-Rakic, 1995).

Viewpoint: Neuroanatomically, C2 appears to function as
corticocortical feedback input system.

4.1.6. Cortical pyramidal layer 3a cortically projecting – C3a
C3a pyramidal neurons, of typical pyramidal shape, are distin-
guishable from layer 2 in isocortex because of their increased size
and sparsity. In layer 3a the distance of intracortical horizontal pro-
jections increase into stripe-like patches (Lund et al., 1993; Fujita
and Fujita, 1996; Melchitzky et al., 2001). C3a cells often have long
horizontal projections in lower layer 3b (Kritzer and Goldman-
Rakic, 1995). C3a cells are the dominant source of intercortical
projections to layer 4 of ipsilateral cortices (Figure 3; DeFelipe
et al., 1986; Rockland, 1992; Barbas et al., 2005a; Medalla and
Barbas, 2006).

Viewpoint: Neuroanatomically, C3a appears to function as a
corticocortical feedforward output system.

4.1.7. Cortical pyramidal layer 5/6 cortically projecting – C56
Neurons in the lower layers of the cerebral cortex are the most
diverse, but are differentiable based on the targets of their projec-
tions. We use the term C56 to group the cortical neurons in the
infragranular layers of the isocortex that dominantly project cor-
ticocortically (de Lima et al., 1990; Tanigawa et al., 1998; Soloway
et al., 2002). The C56 neurons often have a spindle shape and
appear to lack major dendritic tufts above layer 5a (de Lima et al.,
1990). The intracortical supragranular projections appear more
extensive in layers 2 and 3a (Levitt et al., 1993), with distant hori-
zontal projections in layers 5/6 (Tardif et al., 2007). The C56 group
are the dominant source of intercortical projections to layer 1 and 2
of ipsilateral cortices (Figure 3; Rockland and Drash, 1996; Barbas
et al., 2005a; Medalla and Barbas, 2006).

Viewpoint: Neuroanatomically, C56 appears to function as
corticocortical feedback output system.

4.1.8. Cortical interneurons
Cortical interneurons utilize gamma-Aminobutyric acid (GABA)
as an inhibitory neurotransmitter and have axonal arbors that do
not exit to the white matter. The increase in cortical interneuron
number and complexity of organization has long been cited by
neuroanatomists as a standard feature of phylogenetic evolution,
humans having the greatest number and complexity (Cajal, 2002).
Interneuron organization is complex, requiring attempts to stan-
dardize terminology (Ascoli et al., 2008). Interneurons are usually
first characterized by their morphology, axonal arborization, and
specificity of projections. Second, interneurons are often further
differentiated by calcium binding protein staining (parvalbumin,
calbindin, and calretinin) and their physiological firing proper-
ties. In the human, interneurons arise developmentally from two

unique genetic expression patterns corresponding to the dorsal
forebrain, a cerebral cortex precursor, and the ventral forebrain,
a thalamic precursor (Letinic et al., 2002). Dendritic and axonal
arborization of all inhibitory neurons are less than a few 100 μm in
the monkey (Lund and Lewis, 1993). Inhibitory interneurons are
the only known cortical neurons to form gap junctions and typ-
ically form gap junctions between the same type of interneuron
(Gibson et al., 1999; Hestrin and Galarreta, 2005). Gap junctions
have the property of spreading inhibition and synchronizing firing.
In general, inhibitory GABAergic neurons are biased toward the
upper layers of cortex. For conceptual simplicity, the dominant
classes of interneurons are summarized in six neuroanatomical
groupings:

1. Basket cells form the majority of interneurons, named for the
basket like shape of synapses they form around the soma of
pyramidal neurons (Cajal, 2002). Basket cells are typically fast
spiking, parvalbumin staining, soma targeting, and have their
highest densities between middle layer 3 and upper layer 5
(Lund and Lewis, 1993; Zaitsev et al., 2005). Basket cells are
often further differentiated by the size and or curvature of their
often long (∼100s μm) horizontal axonal arborization (Lund
et al., 1993; Zaitsev et al., 2009).

2. Chandelier cells are a class of axoaxonic parvalbumin inhibitory
neurons which provide exclusive terminations on the initial
axon segment of pyramidal neurons found mostly between
layers 3 and 5 (Lund and Lewis, 1993; Conde et al., 1994; Defe-
lipe et al., 1999). Named for the vertical chandelier look alike
synaptic boutons.

3. Neurogliaform cells are small, express calbindin, and are found
throughout all layers, but biased toward superficial layers with
a tight dense plexus of axons (Lund and Lewis, 1993; Gabbott
and Bacon, 1996; Zaitsev et al., 2005).

4. Martinotti cells express calbindin and are unique in that they
send a vertically projecting axon that arborizes horizontally in
layer 1 (Conde et al., 1994; Zaitsev et al., 2009).

5. Double bouquet cells express calretinin and have vertically pro-
jecting dendrites and axons that span across layers that are
direct sources of inter-layer feedforward or feedback projec-
tions (Lund and Lewis, 1993; Conde et al., 1994; Zaitsev et al.,
2009). Bi-tufted neurons have similar dendritic and axonal
organization.

6. Cajal-Retzius cells are horizontally projecting interneurons
found exclusively in layer 1 of the cerebral cortex and are the
only cells found in layer 1 (Conde et al., 1994; Gabbott and
Bacon, 1996; Cajal, 2002).

Viewpoint: Neuroanatomically, interneurons appear to synchro-
nize information processing and facilitate excitatory competition
through localized vertical and horizontal inhibitory projections
enabling cortical information processing.

4.1.9. Perspective on long-term declarative memory
Our neuroanatomical perspective is that long-term memory has
two distinct components, namely perceptions and associations
that correlate with psychological deficits related to gray matter
(intracortical) vs white matter (intercortical) lesions respectively.
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Perceptions are a form of encoding of information, while associa-
tions form relational interactions between perceptions.

Perceptions would be the result of the self-organization of
different cell assemblies within a cortical module likely during
prolonged (years in humans vs weeks in animals) developmen-
tal critical periods (Murphy et al., 2005). Hebb (1949) postulated
that groups of neurons would form these single perceptual rep-
resentations called cell assemblies. Some 56 years later, creative
experiments are proving that true showing cell assembly forma-
tion in L2/3 of rat visual cortex (Yoshimura et al., 2005). The
developmental temporal regulation of NMDA and GABA synaptic
receptors appears to control plasticity and the formation of percep-
tual cell assembly representations in critical periods (Murphy et al.,
2005). The long-term stability of these cell assemblies could be a
direct result of the elimination of this plasticity, through for exam-
ple the dramatic decrease in NMDA receptors. The spatial extent
and laminar location of these cell assemblies would be defined
by intracortical projections. Intracortical projections suggest that
cell assemblies within a cortical module should form primar-
ily between neurons in similar layers C3–C3, C56–C56 (Kritzer
and Goldman-Rakic, 1995). Our locally distributed viewpoint of
perceptions is consistent with electrophysiology evidence in the
monkey (Tanaka, 2003; Tsao et al., 2006), but in direct competition
with other distributed views of perceptual organization (Fuster,
2003).

The localized nature of inhibition in the cerebral cortex and
the prominently local connections of excitatory pyramidal neu-
rons onto inhibitory neurons creates an architecture sufficient
for local cell assembly activity based competition. Cortical lam-
inar organization should further aid in both the development and
information processing regulation of input/output cell assembly
functions.

Once perceptions stabilize within cortical modules, intercor-
tical synaptic associations between those perceptions can form
throughout life. The stability of an association would be deter-
mined by the direct corticocortical synaptic connections between
the two perceptions. Presumably, if a direct corticocortical asso-
ciation is stable (say with fewer NMDA receptors) it would be
very difficult or impossible to remove naturally. For example, the
word “Brad” might exist as a stable representation in Wernicke’s
area, while the visual perception of facial features may exist in
the fusiform face area. The simultaneous perceptions of “Brad”
and “the face of Brad” could happen at any time in a persons
life and may or may not be important to associate. As a conse-
quence, the ability to temporarily store short-term associations
for later consolidation to corticocortical long-term memory is
necessary for the selection of stable associations. Short-term mem-
ory would presumably require an independent neuroanatomical
architecture.

4.2. SHORT-TERM DECLARATIVE MEMORY:
CORTICO-HIPPOCAMPAL-CORTICAL CIRCUIT

Psychological access to declarative memory occurs on different
time-scales. Neuroanatomical evidence suggests the short-term
memory system operates independently of the long-term mem-
ory system. Short-term declarative memory is defined as the
declarative memory which requires the parahippocampal gyrus

(periallocortex) and hippocampal (allocortex) formations for rec-
ollection (Squire, 2004). In humans, short-term memory takes
weeks to years to consolidate from the periallocortex to the iso-
cortex, wherein declarative memory is consolidated long-term
(Squire and Alvarez, 1995). The localization of short-term mem-
ory to the hippocampal regions was demonstrated in patient H.M.
who had no short-term memory, but retained long-term con-
solidated memory and behavioral/procedural memory. Due to
surgical lesions, H.M. was essentially left with no allocortex or
periallocortex (Milner, 2005). We can conclude that the periallo-
cortical and hippocampal circuits are necessary neuroanatomical
structures through which short-term memory is formed and later
consolidated into corticocortical long-term memory (Squire and
Zola, 1996; Eichenbaum, 2000; Squire, 2004).

4.2.1. Parahippocampal gyrus/periallocortex – PH
The parahippocampal gyrus, also called periallocortex because of
its transitional laminar structure between isocortex and allocor-
tex, consists of the entorhinal and perirhinal cortices. A reciprocal
topographic connectivity exists between association isocortices
and periallocortices that are well mapped, but the actual specificity
of laminar projections remains vague at best (Witter et al., 1989;
Burwell, 2000; Lavenex et al., 2002). The periallocortex contains
intralayer connectivity similar to regular isocortex with less lam-
inar differentiation. The periallocortex is the neuronal interface
between the isocortex and the hippocampus, since the isocortex
does not typically project directly to the hippocampus. The affer-
ent input and efferent output of the periallocortex can grossly
be split into upper (PH23) and lower (PH56) layers respectively
based on its projections with the isocortex and allocortex. To a
lesser degree, the periallocortex receives subcortical input from the
amygdala, claustrum, basal forebrain, thalamus, hypothalamus,
and brainstem (Insausti et al., 1987).

• PH23 is used to describe the upper layers in the periallocortex
that receive afferent projections from the isocortex (typically
C3b; Witter et al., 1989). Input to PH23 is topographically
organized and dominated by multimodal association isocor-
tex (Burwell, 2000). PH23 sends efferent projections to the
hippocampus.

• PH56 is used to describe the lower layers in the periallocortex
that send efferent projections to the isocortex with origin/target
laminar distributions similar to intercortical association projec-
tions (Figure 3;Witter et al., 1989). PH56 generally projects back
topographically in a reciprocal manner to multimodal associ-
ation isocortex (Lavenex et al., 2002). PH56 receives afferent
projections from the hippocampus.

The aggregate evidence suggests that C3b (and some C56) cells
project to PH23 and receive reciprocal projections back from the
PH56 regions to which they projected,but far more detailed studies
are necessary.

Viewpoint: Neuroanatomically, the periallocortex appears to
facilitate medium-term storage of associations, temporally acting
between short-term and long-term memory, capable of mapping
source C3b representations to target C3b representations in the
isocortex.
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4.2.2. Cortical pyramidal layer 3b cortically projecting – C3b
Lower layer 3b in the isocortex is centrally located to be the hub of
perceptual information processing in the cerebral cortex. The large
pyramidal neurons located in the lower part of layer 3, just above
the granular layer 4 could be included in multiple circuits includ-
ing long-term memory, working memory/information processing,
and behavior output. The C3b cells have the classic pyramidal
neuron shape and are usually the second largest pyramidal neu-
ron group next to C5p (Jones and Wise, 1977; Rempel-Clower and
Barbas, 2000; Barbas et al., 2005a). The C3b intracortical projec-
tions involve some of the longest (many millimeters) gray matter
projections in the cerebral cortex (Kritzer and Goldman-Rakic,
1995; Fujita and Fujita, 1996; DeFelipe, 1997). The horizontal pro-
jections form stripe-like vertical patches and have all the same
qualities described in the C3a group.

In the isocortex, different populations of pyramidal neurons
tend to project contralaterally as opposed to ipsilaterally. The
contralateral projections arise mostly from C3b cells and target
the spatially analogous region of cortex on the other side of the
brain, while ipsilateral projections mainly arise from C3a and C56
(Soloway et al., 2002). The same C3b and C56 cells appear to
be the dominant source of isocortex → periallocortex projections
(Witter et al., 1989; Burwell, 2000), responsible for communi-
cating representations in the isocortex to the hippocampus for
association.

The C3b cells appear to preferentially stain for acetylcholine
with C5p cells (Voytko et al., 1992; Hackett et al., 2001), and
have been shown to have preferential connections with C5p cells
(Thomson and Bannister, 1998; Briggs and Callaway, 2005). In
the agranular primary motor cortex, all layers visually look like a
combination of C3b and C5p cells of various sizes.

Historical note: In 1949, Lorente de No referred to the large cells
above the granular layer as “star pyramids” and called the location
“layer 4a” (Lorente de No, 1943). Today, the same cells are typically
referred to as large pyramidal neurons in layer 3b. The usage of the
terms “star” and “layer 4” to describe these cells appears to have
caused subtle confusion throughout the years, including the target
layer of specific thalamocortical projections. The confusion arises
due to the modern descriptions of “stellate” cells in “layer 4α” or
“4β” of primary visual cortex.

Viewpoint: Neuroanatomically, C3b appears to function as sta-
ble invariant perceptual representations in the cerebral cortex that
are associated in short-term memory.

4.2.3. Hippocampus/allocortex
The hippocampus proper, called allocortex due to its lack of lam-
ination and different appearance from isocortex, is a full circuit
in and of itself (Amaral and Witter, 1989). The hippocampus is
functionally dominated by the dentate gyrus (DG), CA3 fields,
CA1 fields, and subiculum (Sb). A simplified feedforward picture
shows the projection circuit loop as: isocortex → PH23 → Dentate
Gyrus → CA3 → CA1 → Subiculum → PH56 → isocortex. Mul-
tiple feedback connections exist within this path (Amaral and
Witter, 1989). The DG and olfactory bulb/subventricular zone are
the only widely accepted brain structures consistently shown to
contain adult neurogenesis (the new production of neurons) in
the non-damaged primate brain (Gould, 2007). Thehippocampus

essentially receives all the same subcortical input as parahip-
pocampal cortex described above (Amaral and Cowan, 1980).

Viewpoint: Neuroanatomically, the hippocampus appears to
associate perceptions in the isocortex through mapped represen-
tations in periallocortex based upon emotional context.

4.2.4. Perspective on short-term declarative memory
Our neuroanatomical perspective on the perihippocampal cor-
tex and hippocampus are that they function to temporarily store
short-term associations between isocortical perceptions that can
later be consolidated into direct corticocortical long-term memory
associations. The subcortical input to the peri-/allocortex being
part of the emotional system would imply that the creation of
associations is largely influenced by emotional significance. The
functional flow of short-term memory information would appear
to involve (see also Figures 4 and 5):

• Association (cortical area A and B) – active C3b perceptions
in area A and B → activation PH23 A and B → binding in
hippocampus. Additionally, PH23 A and B → PH56 A and B
activations.

• Recall – active C3b perception in area A → PH23 area
A → unbinding in hippocampus → PH56 area B → active C3b
perception area B.

• Alternate recall – active C3b perceptions in area A → PH23 area
A → PH56 area B → active C3b perception area B.

The idea of stable perceptions in the isocortex being associated
in the hippocampus is consistent with the hippocampal indexing
theory of episodic memory (Teyler and Rudy, 2007). The consol-
idation of indirect hippocampal short-term memory associations
into direct corticocortical long-term memory associations involves
the reactivation of short-term memory associations during sleep
(O’Neill et al., 2010).

Historical note: A curious, rarely talked about cortical region
next to the periallocortex and allocortex is the granulous ret-
rosplenial (Rsc) cortex [von Economo area LE; Brodmann area
29]. The Rsc has laminar differentiation representative of primary
sensory koniocortex and significant reciprocal projections with
allo-/periallocortex and prefrontal cortex (Kobayashi and Amaral,
2003, 2007). Thus, Rsc could potentially be viewed as “primary
memory cortex.”

4.3. WORKING MEMORY/INFORMATION PROCESSING:
CORTICO-THALAMOCORTICAL CIRCUIT

The definition of working memory is adopted from Monsell as
“no more (or less) than a heterogeneous array of independent tempo-
rary storage capacities intrinsic to various subsystems specialized for
processing in specific domains” (Monsell, 1984). Working memory
operates on the time-scale at which attention can be maintained,
seconds to minutes (Baddeley, 1981; Monsell, 1984). Experiments
typically require participants to hold digits, numbers, or words in
memory for future recall and measure the number of elements
capably held in working memory (usually between 4 and 7 items).
Monsell’s definition is consistent with a localized neuroanatomical
information processing architecture. We use the term informa-
tion processing to describe the dynamic activation of perceptions
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described by Monsell’s “independent. . .subsystems. . .processing
in specific domains.”

Exactly how information is processed in the brain is still an
open question. However, information processing in the brain has
been correlated with various brain wave oscillations (Buzsaki,
2006). Synchronized information processing across distributed
regions of primate cortex has been correlated with low gamma
(25–60 Hz; Knight, 2007). Cortical electrophysiology recordings
of humans undergoing neurosurgery also include distinct local-
ized high gamma (80–160 Hz) frequencies during speech tasks
(Edwards et al., 2005; Canolty et al., 2006).

States of being awake or asleep are definitive indicators of infor-
mation processing in the brain, and interactions in the thalamus
are highly correlated in the transition from sleep to wakeful-
ness, and for correlations between gamma and slower oscillations
(Steriade, 2006).

The interactions between the thalamus and cerebral cortex are
therefore essential in gaining understanding into working memory
and information processing.

4.3.1. Thalamus
The thalamus has a uniform organization and highly stereotyped
reciprocal projections with the cerebral cortex. For the interested
reader, the thalamic bible written by the late Jones (2007) is unpar-
alleled in its descriptive depth of the thalamus. The thalamus is
composed of multiple nuclei that can be identified histologically
and by the source/target of their afferent/efferent projections
(Macchi and Jones, 1997). The general organization of the thala-
mus leads us to divide the thalamus into three homotypical types:
specific (Ts), intralaminar (Ti), and layer 1 projecting (TL1). The
division into three types of thalamic projections is novel and
imparts a functional perspective to the target laminar location
of thalamic neurons. Although thalamic neurons undoubtedly
project to multiple layers, usually via collateral projections, the
first-order homotypical architecture of thalamic laminar projec-
tions warrants a division into three distinct (source thalamus –
target cortical layer) combinations: Ts – layers 3/4, Ti – layers 5/6,
and TL1 – layer 1. For the present circuit we only discuss the Ts
projection.

4.3.2. Specific thalamus – Ts
Specific thalamic neurons project to the mid layers in the cere-
bral cortex. Ts thalamocortical projections are to lower layer 3b in
primate isocortex, often avoiding layer 4 (Jones and Burton, 1976;
Trojanowski and Jacobson, 1976; Giguere and Goldman-Rakic,
1988; Romanski et al., 1997; Rockland et al., 1999; McFarland and
Haber, 2002; Jones, 2007), while only koniocortical projections
are to layer 4 (Callaway, 1998). The Ts thalamocortical projection
is localized (< a few mm2) and topologically organized in the
cerebral cortex in accordance with the temporal development of
projections (Kievit and Kuypers, 1977; Goldman-Rakic and Por-
rino, 1985; Baleydier and Mauguiere, 1987;Vogt et al., 1987; Brysch
et al., 1990; Hohl-Abrahao and Creutzfeldt, 1991).

Historical note: The early work by Cajal and Lorente de No,
along with the disproportionate amount of research dedicated to
primary sensory areas, appears to have ingrained layer 4 as the gen-
erally taught location of specific thalamocortical projections. The

notion that the Ts thalamocortical projections terminate in layer 4
must be updated throughout the neuroscience world to differen-
tiate between koniocortex layer 4 and isocortex layer 3b termina-
tions. As Ted Jones says “Outside these areas [koniocortex]. . . thal-
amic fibers tend to avoid layer IV and terminate almost completely
in the deeper half of layer III.” p. 95 (Jones, 2007).

The Ts is composed of multiple histologically identifiable sub-
nuclei that can be further subdivided based on afferent/efferent
projections. We functionally separate the non-primary Ts into two
main groups and adhere to Jones (2007) terminology. The ven-
tral group is composed of the ventral anterior (VA) and ventral
lateral (VL) nuclei. VA and VL (having subdivisions themselves;
Macchi and Jones, 1997) generally project to the behavioral parts
of the brain related to thinking (frontal cortex) and movement
(motor cortex) respectively. We separate the ventral group from
other Ts nuclei because of the afferent projections from the basal
ganglia (Sidibe et al., 1997; Parent and Parent, 2004) and cere-
bellum (Sakai et al., 1996; Hamani et al., 2006), both involved in
controlling thinking and movement. The second non-primary Ts
group of nuclei are composed of nuclei related to more sensory (as
opposed to behavioral) regions of the brain. The pulvinar (P) and
lateral posterior (LP) nuclei can be generally grouped (anatom-
ically/functionally) and largely project to temporal and parietal
isocortex. The anterior (A) and the lateral dorsal (LD) complex
can be similarly grouped and are largely connected to cingular
and retrosplenial cortex. Note the challenges in nuclei naming
conventions, e.g., the lateral nuclei not being grouped together.

Viewpoint: Neuroanatomically, the specific thalamus appears to
drive the convergent reentrant selection of C3b and C6t perceptual
representations in cortico-thalamocortical oscillations.

4.3.3. Cortical pyramidal layer 6 thalamic projecting – C6t
Cortical C6t cells have a neuroanatomical organization highly
linked to Ts projections. C6t cells send both apical dendrite and
intracortical axon projections to layer 3b in the isocortex (Jones
and Wise, 1977; Lund et al., 1981; Peters et al., 1997; Rockland
and Ichinohe, 2004) and layer 4 in koniocortex (Briggs and Call-
away, 2001). The C6t cell projections leaving the cortex target local
regions of the Ts in a reciprocal manner (Trojanowski and Jacob-
son, 1977; Catsman-Berrevoets and Kuypers, 1978; Asanuma et al.,
1985; Giguere and Goldman-Rakic, 1988; McFarland and Haber,
2002). Note the anatomical reentrant blueprint specifying that
C6t intracortical axons/dendrites target the same cortical layer
receiving Ts projections.

Viewpoint: Neuroanatomically, C6t appears to function in con-
junction with C3b and Ts to facilitate cortico-thalamocortical
oscillations.

4.3.4. Thalamic reticular nucleus – TRN
The TRN is a thin shell of GABAergic neurons surrounding the
entire thalamus (Scheibel and Scheibel, 1966). The majority of
TRN afferent connections arise from ascending Ts and descending
C6t projections (Jones, 1975). Different sizes of axonal boutons
(small and large) in the TRN have been correlated with source
cortical topology and layer (L6 and L5) respectively (Zikopoulos
and Barbas, 2006). The TRN then projects directly onto the Ts in
an inhibitory manner (Scheibel and Scheibel, 1966; Velayos et al.,
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1989). Other projections to the TRN include cholinergic projec-
tions from the brainstem as shown in the cat (Pare et al., 1988) and
GABAergic projections from the basal ganglia GPe in the monkey
targeting the ventral thalamic region (Asanuma, 1994).

Viewpoint: Neuroanatomically, the TRN appears to function in
gating thalamocortical information to regulate cognitive states.

4.3.5. Perspective on working memory and information processing
Our neuroanatomical viewpoint is that working memory and
associated gamma frequency information processing is the result
of attentionality directed cortico-thalamocortical oscillations. We
hypothesize that information processing involves the competitive
selection (activation) of perceptions (cell assemblies) driven by the
Ts → C3b → C6t → Ts circuit. Working memory would involve
the maintenance of active perceptions in each localized thalam-
ocortical loop, explaining both the distributed nature of working
memory, the constraints on the number of items stored, the need
for attention, and the competitive interaction between domain
specific information. The source and mechanism of attentional
control are highlighted in the control circuit.

Additional neuroanatomical evidence is consistent with our
hypothesis. In the human, the distance between the cerebral cor-
tex and the thalamus is approximately 20–50 mm (Nolte and
Angevine, 2000). Typical conduction velocities throughout the
brain might be regulated from 1 to 50 mm/ms depending on
myelination (Kimura and Itami, 2009). Human thalamocortical
conduction velocity has been estimated at 29 mm/ms (Kimura
et al., 2008). The cortico-thalamocortical physical distances com-
bined with conduction velocity and short delays in neuronal firing
(1–8 ms) are consistent with a circuit level cortico-thalamocortical
reentrant explanation for gamma frequency information process-
ing oscillations in the brain. Spiking neuroanatomical models have
been built supporting our hypothesis (Solari, 2009). This is in con-
trast to most other models of working memory that have focused
on intrinsic properties of interneurons or intracortical activity
without regard to the thalamus (Compte et al., 2000; Durstewitz
et al., 2000; Brunel and Wang, 2001).

4.4. BEHAVIORAL MEMORY ACTION SELECTION: CORTICO-BASAL
GANGLIA-THALAMOCORTICAL CIRCUIT

In contrast to declarative memory other psychological evidence
highlights memory systems more highly involved in the learn-
ing of actions and behaviors. We utilize Squire’s description
that “[procedural memory] is expressed through performance rather
than recollection. . . the memories are revealed through reactiva-
tion of the systems within which the learning originally occurred”
(Squire, 2004). A distinguishing feature of procedural memory is
that through practice and repetition, behavioral memories (i.e.,
actions) can be learned and executed without declarative recall
of how the action was learned. Another term often used is skill
learning. We use the term behavioral memory to include all behav-
ioral actions generated by homotypical circuits including exter-
nally measurable procedural memory and internal procedural
thought processes. Behavioral memory systems have been elu-
cidated in patients like H.M., patients with Alzheimer’s and in
patients with Parkinson’s and Huntington’s disease (Heindel et al.,
1989). For example, the behavioral effects of Parkinson’s disease

typically progress from motor movement rigidity, postural insta-
bility and tremor to cognitive apathy and diminished novelty seek-
ing (Lauterbach, 2005). Huntington’s disease on the other hand
typically begins with chorea (initiated dance-like movements that
flow from start to finish without stopping) and progress to cog-
nitive dysfunctions impairing organizing, planning, or adapting
alternatives (Walker, 2007). Parkinson’s and Huntington’s disease
both involve degeneration of different parts of the basal ganglia,
highlighting the role of the basal ganglia in behavior selection. The
basal ganglia is highly involved in the action based reward system
through increases and decreases in dopamine (Bromberg-Martin
et al., 2010).

4.4.1. Basal ganglia
The basal ganglia is a structure that is essential for learning and
coordination in movement and cognition (Doya, 1999; Benke
et al., 2003; Lauterbach, 2005; Van Essen, 2005). The basal gan-
glia is composed of multiple subnuclei. The historical naming
of the basal ganglia does not make the homotypical groupings
intuitive. The striatum, containing GABAergic projection neu-
rons, is the dominant input structure and is comprised of the
putamen, caudate, and nucleus accumbens (also called the ventral
striatum). The globus pallidus external segment (Gpe), referred to
only as the globus pallidus in the mouse, dominates the inter-
nal circuitry of the basal ganglia. The globus pallidus internal
segment (Gpi) and substantia nigra pars reticulata (Snr) form
a spatially disjoint but functionally singular GABAergic output
structure of the basal ganglia (Gpi/Snr). The subthalamic nucleus
(Stn) provides glutamatergic excitatory input to multiple elements
in the basal ganglia. The substantia nigra pars compacta (Snc) pro-
vides dopaminergic input to the striatum, the damage of which is
the source of Parkinson disease. Huntington’s disease involves the
degeneration of the striatum progressing from motor (putamen)
to cognitive (caudate) deficits (degeneration; Heindel et al., 1989).
The same correlations between motor/cognitive deficits and puta-
men/caudate dysfunction is found in Parkinson’s (Lauterbach,
2005).

The projections through the basal ganglia are organized into
parallel, yet overlapped pathways from the entire isocortex (Smith
et al., 1998, 2004) forming a homotypical architecture. Primary
auditory and visual cortex are the only cortices that do not project
to the basal ganglia in the monkey (Borgmann and Jurgens, 1999).
Most nuclei in the basal ganglia rely on GABA as a neurotrans-
mitter forming a consistent disinhibitory functional pathway. The
GABAergic neurons in the basal ganglia are inherently tonically
active and do not require input to continually fire action poten-
tials. Based on neuron number, a significant amount of neural
convergence occurs from input to output through the basal gan-
glia. The human and rat striatum have about 70 M and 2.8 M
neurons respectively (Oorschot, 1996; Kreczmanski et al., 2007). In
both species the number of neurons decrease approximately 50 to
1 (striatum → Gpe) and 2 to 1 (Gpe → Gpi/Snr; Oorschot, 1996;
Hardman et al., 2002), resulting in a 100 to 1 neural convergence
of basal ganglia input to output.

Several excellent reviews of the basal ganglia and dopamine sys-
tem exist (Herrero et al., 2002; Haber, 2003; Lee and Tepper, 2009;
Gerfen and Surmeier, 2010).
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4.4.2. Striatum matrix and patch – Sm and Sp
The striatum can be divided into histologically defined com-
partments called the matrix (matrisome) and patch (strio-
some). Among other factors, the matrix compartments have high
cholinesterase activity, while patches are enriched in enkephalin
(i.e., endorphins; Gerfen, 1984). The striatum contains multiple
interneurons containing both GABA and acetylcholine forming
distinct intrastriatal networks (Kawaguchi et al., 1995).

The matrix compartments of the striatum receive projections
from C5s neurons across the entire isocortex (Jones et al., 1977;
Arikuni and Kubota, 1986; Kunishio and Haber, 1994; Yeterian
and Pandya, 1994). The cortical projections are topographically
mapped (Alexander et al., 1986). In general the striatum receives
reciprocal projections back from the thalamic nuclei that it projects
to. The intralaminar thalamus projects topographically onto the
striatum with the rough order CM → putamen, PF → caudate,
midline → ventral striatum (Sadikot et al., 1992a,b; Tande et al.,
2006). The ventral thalamus also projects back onto the striatum
(McFarland and Haber, 2001).

• SmD1 neurons are GABAergic spiny projection neurons
found within the matrix portion of the striatum that express
dopamine D1 receptors. The effect of dopamine on SmD1
neurons increases excitability (Surmeier et al., 2007). SmD1 is
traditionally considered part of the direct pathway through the
basal ganglia because of its projections to Gpi/Snr (Levesque and
Parent, 2005b). The projection is topographically maintained
from the striatum to Gpi/Snr (Haber et al., 1990).

• SmD2 neurons are GABAergic spiny projection neurons found
within the matrix portion of the striatum that express dopamine
D2 receptors. The effect of dopamine on SmD2 neurons
decreases excitability (Surmeier et al., 2007). SmD2 is tradition-
ally considered part of the indirect pathway through the basal
ganglia because of its projections to the Gpe (Haber et al., 1990;
Levesque and Parent, 2005b).

• Sp neurons are GABAergic spiny projection neurons found in
the patches of the striatum and project prominently to the Snc
(Haber et al., 1990; Fujiyama et al., 2011). The Sp send smaller
numbers of axon collaterals into the Gpe and Gpi/Snr (Levesque
and Parent, 2005b). In contrast to the matrix, the patch com-
partments receive their input from C5p neurons in the isocortex
(Gerfen, 1984, 1989).

Viewpoint: Neuroanatomically, SmD1 appears as a C5s corti-
cally evoked start action mapping through the disinhibitory
direct pathway SmD1 → Gpi/Snr learned from positive dopamine
reinforcement. SmD2 appears as a C5s cortically evoked stop
action mapping through the dual disinhibitory-disinhibitory indi-
rect pathway SmD2 → Gpe → Gpi/Snr or the feedback pathway
SmD2 → Gpe → SmD1 learned from negative dopamine rein-
forcement. Sp appears as a C5p cortically evoked dopamine based
learning signal via the Sp → Snc pathway in order to reinforce the
two Sm pathways.

4.4.3. Globus pallidus external segment – Gpe
The Gpe neurons are GABAergic neurons that primarily receive
inhibitory projections from the SmD2 portion of the striatum

(Haber et al., 1990; Levesque and Parent, 2005b) and excitatory
projections from the STN (Parent et al., 1989; Nambu et al., 2000).
Gpe neurons project onto the Gpi/Snr, Stn, and send feedback
connections onto the matrix portion of the striatum (Sato et al.,
2000).

A potentially significant but rarely mentioned projection is the
Gpe projection to the TRN of the ventral thalamus (Hazrati and
Parent, 1991b; Gandia et al., 1993; Asanuma, 1994). Since the TRN
provides inhibitory input to the thalamus, the Gpe projection to
the TRN might be functionally analogous to the Gpe projection
to the inhibitory Gpi/Snr that then projects onto the thalamus.

4.4.4. Globus pallidus internal segment/substantia nigra pars
reticulata – Gpi/Snr

The Gpi/Snr is the source of the major GABAergic output from the
basal ganglia. The Gpi and Snr are physically separated nuclei, with
the Snr located adjacent to the Snc (hence the naming convention).
However, from a neuroanatomical perspective these structures are
functionally equivalent. The Gpi/Snr receives afferent input from
all other basal ganglia nuclei, including the matrix striatum (Haber
et al.,1990; Levesque and Parent,2005b), the Gpe (Sato et al.,2000),
the STN (Levesque and Parent, 2005a), and collateral projections
from the Snc (Charara and Parent, 1994; Zhou et al., 2009).

The Gpi/Snr is tonically active (Zhou et al., 2009) and projects
onto the intralaminar thalamus in a topographic pattern (Par-
ent et al., 2001; Sidibe et al., 2002; Parent and Parent, 2004). The
Gpi/Snr also send significant projections onto the ventral thalamus
including TL1 (Hazrati and Parent, 1991a; Sidibe et al., 1997).

Viewpoint: Neuroanatomically, the Gpi/Snr appears to perform
precise temporal action triggering in the intralaminar and ventral
thalamus through disinhibition.

4.4.5. Subthalamic nucleus – STN
The STN is the only excitatory nucleus in the basal ganglia and uti-
lizes glutamate as a neurotransmitter. The STN appears to receive
an excitatory topographically mapped isocortical afferent input
from C5p neurons (Nambu et al., 2000; Parent and Parent, 2006)
as well as inhibitory input from the Gpe (Sato et al., 2000). The
STN projects prominently onto the Gpi/Snr and to the Gpe (Parent
et al., 1989; Nambu et al., 2000). The STN also contains inhibitory
GABAergic interneurons (Levesque and Parent, 2005a).

Viewpoint: Neuroanatomically, the STN appears to provide a
direct cortical mechanism to stop action triggering in the intralam-
inar thalamus through exciting the Gpi/Snr. A contrary hypothesis
might suggest that the STN “prepares” desired output actions in Ti
through increased inhibitory stimulation by the Gpi/Snr biasing
future inhibitory rebound spikes.

4.4.6. Substantia nigra pars compacta – Snc
The Snc is the source of dopaminergic projections in the basal
ganglia. The Snc receives its major afferent input from the patch
compartments in the striatum (Gerfen, 1984; Fujiyama et al.,
2011). The Snc is tonically active and receives additional inhibitory
input from virtually all other structures in the basal ganglia (Lee
and Tepper, 2009). The Snc projects onto the matrix compartment
of the striatum (Langer and Graybiel, 1989; Matsuda et al., 2009;
Gerfen and Surmeier, 2010).
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Viewpoint: Neuroanatomically, the Snc appears to provide a
differential dopamine reward signal to the striatum to learn start
and stop action sequences.

4.4.7. Intralaminar thalamus – Ti
The intralaminar thalamus is composed of the center median
(CM), parafascicular (PF), and midline nuclei (Jones, 2007). The
midline nuclei are usually further subdivided into the central
medial, paracentral, central lateral, and rhomboid nuclei. The
intralaminar nuclei output topographic projections to both the
striatum and to the lower layers of the isocortex (Brysch et al.,
1984; Sadikot et al., 1992a,b; Tande et al., 2006). In a gross topo-
graphic organization, PF is associated with frontal cortex and the
caudate, CM with motor cortex and the putamen, and midline
with cingular cortex and the nucleus accumbens. Ti projects dom-
inantly to lower layers 5/6 in the cerebral cortex (Herkenham,
1980). The most compelling evidence confirming this fact in pri-
mates comes from single-axon tracing studies in the monkey that
undeniably demonstrate the majority of intralaminar (CM/PF)
projections principally terminate in layers 5/6 with fewer collat-
eral projections to layer 1 (Parent and Parent, 2005). The Ti nuclei
projections are largely segregated into those that project exclu-
sively to the cerebral cortex and those that project to the matrix
portion of the striatum (Parent and Parent, 2005).

Historical note: The intralaminar nuclei of the thalamus were
originally thought to provide the majority of the “non-specific”
diffuse layer 1 input in the cerebral cortex identified by Lorente
de No in the 1940s (Lorente de No, 1943). In the 1950s, research
focused on understanding the cortical “recruiting response” due
to intralaminar electrode stimulation (Hanbery and Jasper, 1953,
1954). The recruiting response (most studied in cats) requires
pulsed thalamic stimulation of 3–10 Hz (Verzeano et al., 1953).
After tens of milliseconds, strong surface negative wave potentials
would appear across widespread cortical areas. The widespread
nature of the recruiting response was attributed to the thalam-
ocortical layer 1 projections described by Lorente de No. The
measured recruiting response is more widespread than Ts stim-
ulation but topographically organized, which is consistent with
the intralaminar topographic projection. Today, a more anatomi-
cally consistent viewpoint is that the recruiting response involves
Ti-C5s-basal ganglia-Ti and/or Ti-basal ganglia-Ti-cortical cir-
cuits that prominently involve the lower layers of the cerebral
cortex rather than layer 1. Future experiments are necessary for
any definitive conclusion.

Viewpoint: Neuroanatomically, the intralaminar thalamus
appears to excite the behavioral output of the lower layers of the
cerebral cortex to accurately select C5p output and drive cortically
evoked behaviors.

4.4.8. Cortical pyramidal layer 5 striatally projecting – C5s
C5s are pyramidal neurons in the isocortex that principally project
to the striatum. C5s pyramidal neurons are typically located in the
upper portion of layer 5, L5a, with a prominent ascending den-
drite that arborizes in L1 (Jones et al., 1977; Arikuni and Kubota,
1986; Yeterian and Pandya, 1994). C5s send projections to the
matrix portion of the striatum (Jones and Wise, 1977; Gerfen,
1989; Parent and Parent, 2006). C5s neurons are likely the source
of cortical projections to Ti that are distinct from C6t projections

in the monkey (Catsman-Berrevoets and Kuypers, 1978) and cat
(Kakei et al., 2001). C6t thalamic terminations are small and dense,
while C5s synaptic terminals are large and sparse (Rouiller and
Durif, 2004). The large terminals found in the TRN are likely a
result of C5s collaterals (Zikopoulos and Barbas, 2006). In the rat,
C5s and C5p neurons have been shown to be distinct populations
(Levesque et al., 1996; Molnar and Cheung, 2006), with C5s having
a higher probability of recurrent C5s → C5s connections (Mor-
ishima and Kawaguchi, 2006). L5a intracortical projections have
distant ∼1–2 mm projections in layers 2/3a, and slightly longer
projections within the same layer 5a (Levitt et al., 1993; Kritzer
and Goldman-Rakic, 1995).

Viewpoint: Neuroanatomically, C5s appears to encode sug-
gested action sequences within a cortical module for selection in
the basal ganglia.

4.4.9. Perspective on behavioral memory action selection
The basal ganglia receives topographic projections from the entire
isocortex, which has lead to the notion of separate functional loops
through the basal ganglia (Smith et al., 1998, 2004; Haber, 2003).
We differ in our assessment of the anatomical facts and hypothesize
that the pathway through the basal ganglia has a single uniform
function, with the only difference being the cortical source of
information that is operated on. Functionally, the output from
the Gpi/Snr to the thalamus is tonically inhibitory. Therefore, pro-
cessing in the basal ganglia ultimately results in disinhibition of
the thalamus for causal effect. One view of disinhibition is allow-
ing target neurons to be excited. Another view of disinhibition
is causing neurons to fire precise rebound spikes as a result of
release from inhibition (Grenier et al., 1998). The evidence sug-
gests that the basal ganglia is responsible for learning to select
sequences of precise on/off action triggering (Bottjer, 2005). The
evolution of the coordinated control of muscles and muscle groups
in early ancestral vertebrates requires this exact on/off mechanism
of learning. A hierarchical information structure, like the cerebral
cortex and topographic striatal mapping, operating at different
time-scales would enable enormous combinatorial flexibility of
cognitive behavior just as with movement.

If the basal ganglia is responsible for action selection, then
the near 100 to 1 neural convergence from the striatum to the
Gpi/Snr complex implies a reduced set of output action possibil-
ities compared to input action suggestions. The basal ganglia is
likely capable of storing temporally sequenced actions (or cortical
locations) through its internal circuitry. In this case, the 100 to 1
convergence may serve to encode temporal sequences of actions
represented by C5s that are translated into disinhibition of singular
actions in Ti in a sequential manner. The utilization of two promi-
nent dopamine systems,D1 and D2,would serve to encode coupled
starting and stopping actions respectively (Apicella, 2007). The
increase (reward) or decrease (anti-reward) of dopamine would
then serve to reinforce start and stop sequences.

The projection from the cerebral cortex C5p neurons to the
patch portion of the striatum is significant because of the indirect
effect on dopamine release via the Snc. The same C5p neurons
appear to project to the STN, creating a significant path of pri-
marily stopping actions (increased activity of STN), while simul-
taneously generating an anti-reward signal (increased inhibition
of the Snc) to prevent that same future behavior.
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4.5. BEHAVIORAL MEMORY OUTPUT: CORTICO-PONTINE
(CORTICO-SUBCORTICAL) CIRCUIT

Behavior involves not only an organisms externally observable
movement, but also its internal cognitive processes. During evo-
lution, the same circuits that regulated muscles through the spinal
chord in early vertebrates were re-directed to target internal brain
structures (Striedter, 2005). We focus here on neuronal groups
known to be involved in behavioral movement and their parallel
internal connectivity presumably involved in behavioral cognitive
processes.

In all vertebrates, motor neurons in the spinal chord project
acetylcholine onto muscles to make them contract (Lieber, 2002;
Striedter, 2005). In higher mammals projections from large neu-
rons in lower layer 5 (C5p) of primary motor cortex directly target
alpha-motor neurons in the spinal chord (Stanfield, 1992). Lesions
to primary motor cortex in the human cause complete paraly-
sis of the body associated with the cortical lesion (Penfield and
Rasmussen, 1968).

To neuroanatomically understand behavioral output, we focus
on the C5p neuron and the correlates to acetylcholine systems in
the brain that appear to be phylogenetically involved in movement.

4.5.1. Cortical pyramidal layer 5 pons projecting – C5p
The C5p population refers to the collection of primarily pons (and
other subcortically) projecting pyramidal cells found throughout
the entire isocortex (Hackett et al., 2001; Watakabe et al., 2007).
C5p neurons are located in layer 5b (Foster et al., 1981), have large
dendritic tufts in layer 1, and are distinct from C5s neurons (Mol-
nar and Cheung, 2006; Morishima and Kawaguchi, 2006). The C5p
intracortical projections are not extensive, often restricted to short
distances in layer 5 (Ghosh and Porter, 1988), however their den-
dritic arborization is quite large. Generally, the largest neurons
in the isocortex are C5p neurons and in primary motor cortex
C5p neurons are referred as large Betz cells (Braak and Braak,
1976). Since the majority of C5p neurons target the pons (relaying
information to the cerebellum), we suggest that the cognitive func-
tion of C5p neurons may be inferred through analogy with Betz
cells in primary motor cortex. The projections from C5p neurons
in primary motor cortex synapse directly with the spinal chord
causing physical movement (Stanfield, 1992). The direct projec-
tion to the spinal chord is weak in lower mammals, but becomes
increasingly prominent in primates, and presumably dominates in
humans, suggesting an increasingly more direct cortical involve-
ment in behavior (Lemon and Griffiths, 2005). C5p projections
from frontal cortex target the STN of the basal ganglia with collat-
erals to the striatum (Nambu et al., 2000; Parent and Parent, 2006).
Evidence suggests that C5p striatal projections target the Sp patch
(striosome) portion of the striatum that projects to the dopamine
filled Snc (Gerfen, 1984, 1989).

The origin of C5p afferent input should provide a clue to the
synaptic organization of cognitive and physical behavior mem-
ory output throughout the brain. A synaptic relationship exists
between C3b and C5p neuronal groups because of a preference
for direct synaptic connections from C3b to C5p neurons poten-
tially related to basal forebrain acetylcholine activity (Thomson
and Deuchars, 1997; Thomson and Bannister, 1998; Kaneko et al.,
2000).

Viewpoint: Neuroanatomically, C5p neurons appear to form
the physical and cognitive behavioral output of the cerebral cortex.

4.5.2. Basal forebrain – BF
Acetylcholine is found in primarily three populations of neurons
in the brain: alpha-motor neurons, interneurons in the striatum,
and the basal forebrain including the nucleus of Meynert (Satoh
and Fibiger, 1985). Basal forebrain lesions “abolish cortical plas-
ticity associated with motor skill learning ” (Conner et al., 2003).
Large lesions of the basal forebrain in the rat have resulted in deep
coma consistent with the disruption of behavioral output (Fuller
et al., 2011). Acetylcholinesterase staining typically stains layer 1
of most cortices, therefore the BF projection appears to primarily
target layer 1 of most of the cortex (Bigl et al., 1982). In monkey
and human cortex, C3b and C5p neurons appear to preferentially
stain for acetylcholinesterase suggesting a prominent utilization of
acetylcholine (Bravo and Karten, 1992; Voytko et al., 1992; Hackett
et al., 2001).

Viewpoint: Neuroanatomically, the basal forebrain appears to
provide cholinergic input to the cerebral cortex to learn and
activate an output behavior mapping between C3b and C5p
neurons.

4.5.3. Perspective on behavioral memory output
Within a homotypical cognitive architecture, if C5p neurons are
a form of behavioral output in motor cortex they are a form of
behavioral output in the rest of the isocortex. Similarly, if spin-
ocerebellar signals communicate body movement/posture infor-
mation states to the cerebellum, then C5p projections to the cere-
bellum through the pons may communicate analogous cognitive
information states from brain (Doya, 1999). Combining the two
analogies we hypothesize the C5p group provides a behavioral out-
put predicting desired future coordinated behaviors. Motor cortex
would communicate physical behaviors for the nervous system
to operate on, while other isocortical regions would communicate
cognitive or perceptual behaviors to various subcortical structures.

The neuroanatomical evidence suggests that acetylcholine
delivered by the basal forebrain is critical for the activation and
learning of a mapping between C3b and C5p neurons, and that
this mapping is the source of cortically learned behavior output
and/or skill learning. The relationship of C5p neurons to C3b pop-
ulations is significant because the C3b population appears to be
centrally located in nearly all circuits. Therefore a direct mapping,
driven by acetylcholine projections, from stable C3b perceptions
to C5p behavior output can be developed over time exclusively in
the cerebral cortex.

4.6. COGNITIVE CONTROL: LAYER 1 THALAMOCORTICAL PROJECTION
CIRCUIT

Nervous systems evolved to control muscles through structures
like the basal ganglia and cerebellum (Striedter, 2005). Muscles
are widely distributed throughout the body, but must be con-
trolled in a coordinated manner. Human cognition, evolving from
the same circuitry, is certainly controlled too. However, the neu-
roanatomical mechanism underlying cognitive control is still an
open question.

Along with the basal ganglia, the cerebellum is another structure
critical for smooth control of movement and cognition (Ramnani,
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2006). Lesions to the cerebellum often produce dysmetria (lack of
coordination of movement) and cerebellar cognitive dysfunction
has been described as “dysmetria of thought ” (Wolf et al., 2009).
By psychological analogy movement and cognition appear to be
functionally controlled in the same way.

4.6.1. Cortical layer 1 – L1
Layer 1 of the cerebral cortex, referred to as the molecular layer,
lies closest to the pial surface of the brain. The only neurons in L1
are inhibitory Cajal-Retzius cells containing long horizontal axons
(Conde et al., 1994; Gabbott and Bacon, 1996; Cajal, 2002). L1 is
composed of a dense plexus of dendritic tufts of pyramidal neu-
rons combined with axons from cortical and subcortical origin.
Many non-glutamate neurotransmitters systems (serotoninergic,
adrenergic, cholinergic) appear to target the lower portions of
layer 1 (Eickhoff et al., 2007). The dense plexus of dendrites in L1
provides the opportunity for a given axon terminating in L1 to
effect pyramidal neurons throughout all layers. The cortical pyra-
midal neurons consistently demonstrating prominent L1 apical
dendritic tufts are C2, C3a, C3b, C5s, and C5p.

Viewpoint: Neuroanatomically, cortical layer 1 appears to be a
plexus of dendrites and axons where a single-axon projection can
easily influence or activate multiple pyramidal neurons in different
cortical layers to control a functional module.

4.6.2. Thalamocortical layer 1 projections – TL1
Herkenham first described a localized region of the thalamus in
the mouse, VM, that projected diffusely to layer 1 of nearly the
entire cerebral cortex (Herkenham, 1979, 1980). The projection
has a decreasing density gradient from frontal cortex (cognitive) to
parietal cortex (sensory). Other studies in the rat definitively con-
firm the VM → L1 projection (Arbuthnott et al., 1990; Mitchell
and Cauller, 2001). The ventral thalamus in the monkey has sig-
nificant projections to layer 1 (Nakano et al., 1992; McFarland
and Haber, 2002). However, a localized thalamic L1 projection
nuclei has not been directly looked for in primates and we use the
nuclei VAmc/VM to estimate the localized thalamic TL1 projection
source occurring near the mammillothalamic tract that presum-
ably exists in the primate (human). The VAmc/VM nuclei receive
projections from the Gpi/Snr and the cerebellum (Sidibe et al.,
1997; Parent et al., 2001; Francois et al., 2002) and send projec-
tions back to the striatum (McFarland and Haber, 2001). As part
of the reticular activating system the ventral (and other thalamic
nuclei) receive afferent cholinergic projections from the brainstem
(Steriade et al., 1988). We include in the TL1 definition the more
sparsely distributed layer 1 projecting thalamic matrix described
by Jones (1998).

Historical Note: One of the most perplexing thalamic projec-
tions has been the non-specific thalamocortical layer 1 projection
described by Lorente de No in the 1940s (Lorente de No, 1943).
The intralaminar thalamic nuclei have long been thought to supply
the layer 1 projection, but given the infragranular (L5/6) targets
of Ti that appears unlikely today (Parent and Parent, 2005). Ironi-
cally, the discovery of the actual source of these layer 1 projections
was surely, albeit unknowingly, discovered in the early electro-
physiology intralaminar recruiting response experiments in cats
(Hanbery and Jasper, 1953). Hanbery and Jaspers “discovered a

portion of the diffuse projection system which behaves quite differ-
ently from [the traditional recruiting response]. In. . .VA. . .we have
obtained diffuse short latency cortical responses in response to a
single shock. . .We seem to be stimulating here. . .a short latency dif-
fuse projection system, which actually does not give true recruiting
responses of the type presumably characteristic of the intralaminar
system” (Hanbery and Jasper, 1953). A focused experiment to
directly test for this projection in the primate would be fruitful
for neuroscience.

Viewpoint: Neuroanatomically, the layer 1 thalamic projec-
tion appears to provide short latency cortical stimulation across
widespread areas to activate and control cortical information
processing.

4.6.3. Metencephalon – pons, cerebellum
The metencephalon primarily includes the pons, cerebellum, and
deep cerebellar nuclei. The pons receives nearly all its afferent
projections from the isocortex and sends nearly all its efferent
output to the cerebellum (Brodal and Bjaalie, 1992). This close
relationship is demonstrated by the tight correlated volumetric
evolution between the pons and cerebral cortex across species.
The pons accounting for 6% of the brainstem in prosimians,
11–21% in monkeys and 37% in humans (Brodal and Bjaalie,
1992). As discussed, the pons receives its cortical projection from
the C5p cells from nearly the entire cerebral cortex (Brodal,
1978; Leichnetz et al., 1984; Glickstein et al., 1985). A few pre-
frontal and temporal cortical regions in the primate do not appear
to project to the pons (Schmahmann and Pandya, 1995). The
pons then continues to project topographically onto the cere-
bellum (Kelly and Strick, 2003). The output of the cerebellum
arises from inhibitory Purkinje cells that target the deep cere-
bellar nuclei (DCN; Ramnani, 2006). Therefore, like the basal
ganglia, the cerebellum functions on the principle of disinhi-
bition. A detailed cerebellum review is useful for understand-
ing the internal cerebellar circuitry (Voogd, 2003). The output
of the DCN is an excitatory glutamatergic projection targeting
predominantly the ventral thalamus (Sakai et al., 1996). The
cortico-cerebellar-thalamocortical circuit results in closed loop
topographic projections to wide areas of the frontal, temporal,
and parietal cortices (LeVay and Sherk, 1981; Kelly and Strick,
2003).

Viewpoint: Neuroanatomically, the pons integrates and trans-
mits cortically evoked C5p output to the cerebellum. The cerebel-
lum appears to be a control system for fine tuning and stabiliz-
ing sequences of movement and cognitive behaviors through the
ventral thalamus.

4.6.4. Perspective on cognitive control
We present the hypothesis that cognition is fundamentally con-
trolled via the TL1 thalamocortical projection system. We hypoth-
esize all thalamocortical layer 1 projections have a similar func-
tional role in cognitive control through the activation of cortical
modules to drive cortico-thalamocortical information processing
and working memory. While the VAmc/VM nuclei might be con-
sidered “centralized control,” the matrix layer 1 projections from
other distributed thalamic locations might be considered “local
feedback control.”
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By analogy, if alpha-motor neurons activate individual muscles
and TL1 projections activate individual cortical modules, then
the TL1 projecting neurons might be considered “alpha-motor
neurons of thought.” If a cortical region like Brodmann’s area
8 or 9 targets this region with cortico-thalamocortical C6t pro-
jections then that region might be considered “primary thought
cortex.” Human lesion studies to these areas resulting in the elim-
ination of voluntary cognitive processes are consistent with this
hypothesis (e.g., patient M.F.; Penfield and Rasmussen, 1968).
Multiple experiments could be created to test this hypothe-
sis in the primate, all beginning with first locating the exact
thalamic region capable of exciting diffuse surface wave poten-
tials described by Hanbery and Jasper (1953). With the region
identified through electrophysiology, behavioral effects of stim-
ulation or lesions can be tested, and the exact afferent/efferent
cortical laminar projections can be determined through tracing
studies.

4.7. CORTICAL INFORMATION FLOW REGULATION:
CORTICO-CLAUSTRAL-CORTICO CIRCUIT

The claustrum and related circuitry is one of the least understood
functionally. The most prominent ideas implicating the claustrum
in the integration of conscious precepts (Crick and Koch, 2005).

4.7.1. Claustrum – CM
The claustrum is located midway between layer 6 of insular cor-
tex (from which it breaks off early in brain development) and the
striatum. Debate is ongoing on whether the claustrum’s devel-
opmental origin is cortical, striatal, or a hybrid (Edelstein and
Denaro, 2004).

Projections from the claustrum target nearly the entire brain,
with little segregation of projections in the claustrum (Tanne-
Gariepy et al., 2002). Claustrum projections travel through the
external capsule and appear slightly biased to cognitive and cor-
tical control centers of the brain (Molnar et al., 2006). The
projections from the claustrum terminate mostly in layer 4 and
appear to preferentially target inhibitory neurons, possibly chan-
delier cells with axoaxonic terminals (LeVay and Sherk, 1981;
LeVay, 1986).

Viewpoint: Neuroanatomically, the claustrum appears to inte-
grate cortical information from C6m neurons and provide feed-
forward excitatory input to inhibitory neurons in L4 of the cerebral
cortex.

4.7.2. Cortical layer 6 claustrum projecting – C6m
The claustrum receives projections from virtually the entire cor-
tex in a topographic, but largely overlapped fashion (Pearson et al.,
1982). The projections from cortex originate from C6m neurons,
which are distinct from C6t neurons in the cat (Katz, 1987). Apical
dendrites of these neurons typically arborize directly below layer
4 in the upper part of layer 5 (Lorente de No, 1943; Soloway et al.,
2002). Occasionally collaterals of C5s neurons are found in the
claustrum (Parent and Parent, 2006).

Viewpoint: Neuroanatomically, C6m appears to function in
coordination with C5s neurons to integrate action suggestions for
transmission to the claustrum.

4.7.3. Perspective on the claustrum
The claustrum’s functional connections are suited to regulate the
flow of information between wide areas of the cortex, potentially
through the excitation of inhibitory chandelier type cells. Activa-
tion of inhibitory chandelier cells would immediately prevent the
transmission of action potentials from active neurons in layers 3–5
without reducing the excitation of the neuron. Notable is the C6m
dendritic and axon projections to layer 5a containing C5s striatally
projecting cells. The additional relationship of the claustrum to
striatally projecting neurons further implies, through analogous
function, selection and/or gating of information.

5. SUMMARY PERSPECTIVE ON NEUROANATOMICAL
INFORMATION FLOW
Figure 5 shows the hypothesized organization of seven circuits
viewable from two perspectives: circuit development and infor-
mation flow. As a summary, we hypothesize a simplified but
comprehensive cognitive framework mutually consistent with the
summarized neuroanatomical facts. Rather than being exhaustive,
Figure 5 and each outline attempt to deliver the gist of infor-
mation flow as a conceptual framework. All colors correspond to
Figure 5. Each hypothesis is best viewed as a focused question of
interest within the field of neuroanatomy and suitable for the topic
of a graduate student’s dissertation.

FIGURE 5 | Summary diagram of proposed flow of cognitive

information. Seven of the circuits described in the text are shown to
illustrate a summarized functional viewpoint of the hypothesized flow of
information. Generally information flows from left to right through the color
coded circuits. Circuit names and colors are represented at the top.
Long-term memory is split into “perceptions” and “associations” as
discussed in 4.1. Information flow details are describe in the text. Cortical
neuron x (Cx), Parahippocampal gyrus (PH), Hippocampus (H), Specific
thalamus (Ts), Layer 1 projecting thalamus (TL1), Intralaminar thalamus (Ti),
Cerebellum (C), Striatum (S), External segment globus pallidus (Gpe),
Internal segment globus pallidus (Gpi), Substantia nigra par reticulata (Snr),
Basal forebrain (BF; note: the basal forebrain is placed in layer 1 to
demonstrate the primary target of its projections).
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5.1. PERSPECTIVE ON COGNITIVE DEVELOPMENT
We briefly hypothesize the development of the circuits in the
maturing brain in relation to Figure 5.

• Layer 4 feedforward projections drive the formation of percep-
tual cell assemblies in C3a and C56 (orange).

• Critical periods first regulate the formation of cell assemblies
within and between neuronal groups C3a and C56, followed by
C3b and C6t (orange/purple).

• Stable invariant C3b representations are simultaneously formed
through intercortical C4 feedforward and C2 feedback influence
and C3a intracortical input (orange/purple/green).

• Stable C3b representations in different cortical modules are
associated when temporally coactive in the hippocampus
(green).

• During sleep cycles most behavioral selection (blue) and
behavior output (black) circuits are shut down and
working memory (purple) and short-term memory cir-
cuits (green) are active in order to consolidate short-
term memory (green) into intercortical long-term memory
(orange).

• Action representations (C5s) form to communicate cortical
action behaviors to the basal ganglia (blue). The claustrum may
be important in this development.

• Dopamine input to the striatum from the Snc is used to
reward or anti-reward C5s action sequence selection, learning
combinatorial sequences from the cortical modular hierarchy
(blue).

• Ti projects upon the lower layers of the isocortex (C5s blue/C5p
black) to aid in the selection of behaviors.

• Successful output behaviors, determined by cholinergic basal
forebrain activity, reinforce the mapping between C3b and C5p
for direct activation of learned behaviors (black).

• The cerebellum learns to aid in ventral thalamic control (red)
in response to C5p cortical output.

5.2. PERSPECTIVE ON DEVELOPED COGNITIVE INFORMATION
PROCESSING
We briefly hypothesize the utilization of the circuits in the matured
brain in relation to Figure 5.

• Instigation of cognitive information processing begins with the
layer 1 control projections (TL1 red) to the cerebral cortex.
The cholinergic reticular activating system turns on thalamic
nuclei.

• Control inputs drive cortico-thalamocortical information pro-
cessing (purple) to select active C3b perceptions simultaneously
in multiple cortical modules.

• Long-term memory associations (orange) and short-term
memory (green) simultaneously bias the selection of C3b
perceptions in target cortical modules.

• C5s cortical action suggestions are communicated to the basal
ganglia for selection (blue).

• C3b perceptions trigger output C5p groups (black) that com-
municate cognitive output to the cerebellum (red) or directly
cause physical behavior in motor cortex.

• Cognitive control via TL1 (red) is simultaneously driven by
basal ganglia, cerebellar, and direct frontal cortex C6t input,
resulting in ongoing “self-controlled thought.”

6. CONCLUDING REMARKS
The causal function of any brain must ultimately be described
in terms of a neuroanatomical description. Neuroanatomy must
form the foundation of our understanding of the brain and experi-
mental evidence should be explained in terms of neuroanatomical
circuitry. The introduction of new experimental methods and
the fragmentation of disciplines has scattered a vast numbers
of anatomical puzzle pieces across the neuroscience information
landscape. Cognitive consilience is a start to putting the puzzle
pieces together. The picture is not perfect, but we have formed
the beginning of a complete picture and re-introduced important
neuroanatomical information that appears to have been lost in
the literature. We have utilized technology to bring neuroanatomy
literature and a synthesized picture of neuroanatomical circuits
to anyone’s fingertips and have put forth several novel and bold
testable hypothesis on the neuroanatomical function of the brain.

The field of neuroanatomy is still in its infancy, the modern
form beginning just over 100 years ago. Although modern tech-
nology has introduced novel experimental methods, huge gaps
exist in our neuroanatomical knowledge for unexplained reasons.
The last comprehensive Golgi staining assessment of a complete
brain was published in 1899–1904 (Cajal, 2002). The last com-
prehensive histological Nissl staining study of a human brain was
published in 1929 (von Economo, 1929). While these works were
seminal and have lasted the test of time, the study by von Economo
involves roughly 100 photographs of the human brain. Why not
advance our understanding by redoing Cajal’s seminal work or
redoing von Economo’s complete brain histology with twenty-first
century capabilities?

A wealth of information and knowledge is piling up, while sig-
nificantly more has been passed over. Consilience will ultimately
be needed to arrive at our final understanding of the brain.
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