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Editorial on the Research Topic

Artificial Intelligence in Geriatric Mental Health Research and Clinical Care

Though adoption of artificial intelligence (AI) has been delayed in mental health research and
clinical care relative to other fields, AI could potentially enhance diagnostic, prognostic, and
treatment approaches for the growing aging population.With ubiquitous usage of wearable sensors,
advancements in explainable AI, and growing acceptance of AI in medicine, these approaches
could support increasing clinical demands. Despite enthusiasm for AI, usage in clinical settings
is tempered by validity and ethical concerns. Integrating AI in clinical settings will require
collaborations between clinicians and AI experts, inclusive study samples, and rigorous evaluation
(akin to clinical trials for pharmacotherapies).

This special issue is a platform to highlight new AI applications in geriatric mental
health research and care and bridge clinical with AI expertise by describing conceptual and
pragmatic approaches. This issue showcases varied AI approaches [machine learning, natural
language processing (NLP)] applied to multiple data-streams (sensors, electronic health records,
interview data, neuroimaging) from multidisciplinary international perspectives. The included
papers think broadly about policy and systemic implications and respect ethical concerns and
patient protections.

Two manuscripts demonstrate utility in identifying important endpoints and optimizing
treatments. Grzenda et al. used two studies to predict treatment outcome in late-life depression
using structural imaging. Incorporation of structural imaging improved prediction when combined
with clinical markers to two different treatments (antidepressants vs. Tai Chi), indicating
that structural markers improve detection of treatment resistance—which allows for more
aggressive treatments earlier. Chowdhury et al. conducted a systematic review of the use of
electronic health records for predicting various outcomes (primarily dementia). Despite reporting
high heterogeneity in data utilized, approaches used to standardize data, and even modeling
approaches, the authors acknowledged rapid growth—with 21 studies in the past 5 years. Overall,
EHR-integrated AI has potential to aid clinicians—triggering cognitive screening of patients at
“high-risk” for dementia or suggesting more proactive approaches for patients at “high-risk” for
treatment-resistance. AI models must incorporate clinician feedback and treatment outcomes and
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undergo dynamic updating. These models should identify which
features most strongly predict “high-risk”, thus improving
clinician trust and condensing and compiling complex
information into a comprehensible report.

Three manuscripts focused on NLP, i.e., deciphering
unstructured text to provide insights into social functioning and
depression. Badal et al. identified linguistic features (first-person
plural pronouns) from interviews about social relationships that
predicted scores on social support and loneliness and elicited
gender differences. Yamada et al. identified acoustic, prosodic,
and linguistic features (inflections, pauses, second formant
frequencies, filler and positive words) from interviews on daily
life and functioning that were associated with higher loneliness.
DeSouza et al. provide an overview of NLP in late-life depression,
including tool development for real-time analysis and usage
in non-clinical settings, utility as a diagnostic tool, and key
ethical/legal concerns and comfort with technologies. Speech
data has particular relevance as a primary evaluative technique in
psychiatry. However, further work is needed to combine speech
with other clinical data to refine our predictive models (e.g.,
longitudinal data due to individual- and language/dialect-specific
issues), to navigate privacy concerns when recording speech
patterns, and examine novel data sources (e.g., social media posts
and videos).

Three papers analyze passive sensor data to infer how older
adults live their daily lives. Recently, around 60% of seniors in
North America owned smartphones (1, 2), which will continue
to increase. Smart home sensor technologies that monitor
living environments are increasing in acceptability and use (1).
The main challenge is uncovering meaningful and actionable
information within complex data. Lee et al. described using
smartphone data (e.g., number of unlocks, time spent at home),
that can be used to evaluate behavior and mood over time in
older depressed adults receiving psychotherapy. Zulueta et al.
examine relationships between keystroke dynamics and cognitive
function in people at risk of bipolar disorder. Zhang et al.
demonstrate use of an environmental radio sensor to monitor
breathing and behaviors of older adults with COVID-19. These
were associated with measures of health, cognitive function, and
wellbeing. A common challenge was addressing heterogeneity
of behaviors and their context where clinical interpretation was
not always straightforward. For example, increased behavioral
activation was associated with more time at home for some, and
the opposite for others. They point to the need for larger well-
characterized longitudinal studies using innovative methods for
annotating sensor data with behaviors or symptoms of interest
in real-time.

Two papers provide foundational information around AI and
affective computing. Renn et al. provide a concise primer on
various clinically applicable forms of AI. They describe potential
applications for diagnostics and treatment. Smith et al. focus
on affective computing, defined as “study and development of
systems and devices that can recognize, interpret, process, and

simulate emotion.” The authors provide a detailed breakdown
of clinical domains within depression and Alzheimer’s disease
and their quantification using markers generated by affective
computing. The most consequential sections from both reviews
highlight barriers and challenges to AI—namely the primarily
theoretical potential of AI. While examples of the clinical impact
of AI are emerging, the pace of AI tool development is tempered
by concerns including absence of well-designed integration into
clinical workflows and minimal cross-disciplinary training and
infrastructure that is required for effective use of these tools.

Onemajor concern shared across these reviews is the potential
to build biased models based on non-representative samples.
Older adults are at high-risk for exclusion from AI studies, due
to decreased access and familiarity with technologies, though
older adults have been shown to have capacity for learning
and using tools with tailored programs (3). Datasets used to
build AI algorithms must be representative of socioeconomic,
regional, racial, and ethnic backgrounds to avoid building biased
models with potentially negative clinical consequences. Equitable
AI models will require targeted funding opportunities and an
upfront focus on designing these algorithms to provide more
equitable healthcare. Despite such challenges, the papers in this
special issue provide insight and hope for AI tools to condense
complex clinical data and incorporate novel data sources in the
service of enhancing diagnostic and treatment approaches.
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Natural Language Processing as an
Emerging Tool to Detect Late-Life
Depression
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Late-life depression (LLD) is a major public health concern. Despite the availability

of effective treatments for depression, barriers to screening and diagnosis still exist.

The use of current standardized depression assessments can lead to underdiagnosis

or misdiagnosis due to subjective symptom reporting and the distinct cognitive,

psychomotor, and somatic features of LLD. To overcome these limitations, there has

been a growing interest in the development of objective measures of depression using

artificial intelligence (AI) technologies such as natural language processing (NLP). NLP

approaches focus on the analysis of acoustic and linguistic aspects of human language

derived from text and speech and can be integrated with machine learning approaches

to classify depression and its severity. In this review, we will provide rationale for the

use of NLP methods to study depression using speech, summarize previous research

using NLP in LLD, compare findings to younger adults with depression and older

adults with other clinical conditions, and discuss future directions including the use of

complementary AI strategies to fully capture the spectrum of LLD.

Keywords: geriatric mental health, depression, speech, natural language processing, artificial intelligence, digital

health, late-life depression

INTRODUCTION

Depression is one of the leading causes of disability worldwide, affecting more than 264 million
people of all ages (1). Although less prevalent among older adults (2), late-life depression (LLD),
also referred to as geriatric depression, remains a major public health concern due to increased risk
of morbidity, suicide, physical, cognitive, and social impairments, and self-neglect (3, 4). With a
progressively aging population globally, the identification and treatment of LLD is critical (5).

LLD is generally defined as depression occurring in individuals aged 60 and over, though cutoffs
vary in the literature. LLD can be further divided into early onset (first depressive episode before
age 60) and late onset (first depressive episode after age 60) (6). For the purposes of this review,
the definition of LLD includes both early and late onset episodes (5, 7, 8). As with younger
individuals, LLD can be heterogeneous ranging from subthreshold changes in mood to major
depression as outlined by the Diagnostic and Statistical Manual of Mental Disorders (DSM-5).
However, diagnosing LLD is more challenging due to a different symptom profile compared to
younger adults, and additional medical comorbidities (5, 9, 10). Misdiagnosis can occur if classic
depressive symptoms (e.g., low mood) are not verbally expressed, and instead only somatic or
cognitive symptoms are reported (11). Current depression treatment guidelines also recommend
the use of standardized rating scales to gauge symptom severity (5), however, these scales may over
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or under emphasize the presence of somatic symptoms. One
recent review of LLD scales suggested that the over-reliance
on somatic items may result in a misdiagnosis of LLD due to
the high prevalence of medical comorbidities in older adults
(12). Additionally only a handful of assessments, including
the Patient Health Questionnaire-9 (PHQ-9), Cornell Scale for
Depression in Dementia, Geriatric Depression Scale, and the
Hospital Anxiety and Depression Scale have specifically been
validated in LLD (13–16). However, these validated scales can
be susceptible to bias due to the subjective nature of scoring by
the assessing clinician. These scales might also falsely identify
individuals with cognitive impairment as depressed (10, 17).

To help overcome these limitations, there has been a growing
interest in the development of objective measures of depression
using artificial intelligence (AI) technologies such as natural
language processing (NLP) (18–20). NLP approaches focus
on the analysis of acoustic and linguistic aspects of human
language derived from speech and text and can be integrated
with machine learning approaches to classify depression and
its severity (19, 21). Advantages of using these approaches
to understand depression symptoms through speech include
high ecological validity, low subjectivity, low cost of frequent
assessments, and quicker administration of tasks compared to
standard assessments. An added benefit of speech analysis using
NLP is that speech data can be collected remotely, meeting a vital
need for remote cognitive and behavioral assessments in the era
of the coronavirus disease (COVID-19) pandemic (22). In this
review we will provide rationale for the use of NLP approaches
to study depression using speech, summarize previous research
using NLP in LLD, compare findings to younger adults with
depression and older adults with other clinical conditions, and
discuss future directions including the use of complementary AI
strategies to fully capture the spectrum of LLD symptoms.

To search for relevant literature related to speech analysis in
individuals with depression or LLD, PubMed/MEDLINE, Web
of Science, and Google Scholar databases were searched using
terms including: “geriatric depression”, “older adult depression”,
“late-life depression”, “major depressive disorder”, “natural
language processing”, “speech analysis”, “speech”, “acoustics”,
“linguistics”, “voice”. A sample search query used in the PubMed
database is: [(“geriatric depression” OR “late-life depression”)
AND (“speech” OR “linguistic” OR “acoustic” OR “language”
or “voice”)]. While this mini review was not intended to be a
systematic review of all literature related to NLP and depression,
we used broad search terms to capture as many studies as possible
specifically related to NLP in LLD. Only English language studies
were included in the search strategy and no restrictions were
placed on the year of publication.

UNDERSTANDING DEPRESSION

THROUGH SPEECH ANALYSIS

Speech production is a complex process involving the
communication of thoughts, ideas, and emotions by way of
spoken words and phrases. Variations in physiology, cognition,
and mood can produce noticeable changes in speech assessed

by measures that capture what is being said through word
selections and grammar usage (linguistic features) and how
people sound based on acoustic waveforms (acoustic features)
(Figure 1). For over a century, clinicians have documented subtle
alterations in speech patterns in individuals with depression with
early reports highlighting speech that was lower in pitch, more
monotonous, slower, and more hesitant (23). These observations
were most consistently seen in melancholic and psychotic
depression, both of which are characterized by psychomotor
retardation (24), a core feature of major depressive disorder
(MDD). Other early studies investigating speech in the context
of depression and psychomotor retardation reported paucity
of speech, lower volume and tone, slowed responses, and
monotonous speech (24, 25). Slowed speech or “speaking so
slowly that other people could have noticed” is now routinely
analyzed as part of self-report depression assessments such as the
PHQ-9 (26).

With regard to temporal characteristics of speech in
depression, speech pause time or the amount of time between
utterances, has been studied since the 1940s. During this period,
timing devices could be used to measure speech pause times by
manually pressing switches to indicate the start and end of a
pause. In one study that included a broad group of individuals
with psychiatric diagnoses, it was shown that patients with
depression had more silent periods compared to those with
hypomania (27). Later research improved study design by more
precisely grouping patients according to clinical presentation
(e.g., unipolar vs. bipolar, endogenous vs. neurotic) or by using
specific tasks to elicit speech. In a small pilot study by Szabadi and
colleagues, speech pause time was assessed in individuals with
unipolar depression and in healthy controls during a counting
task (28). The results showed that participants with depression
had elongated speech pause time compared to controls, whose
speech pause time remained consistent over a period of 2months.
Importantly, after recovery, pause time alterations normalized in
patients, suggesting a role for speech pause time as a marker of
clinical improvement. In a series of follow-up studies, Greden
et al. replicated the elongated speech pause time findings in
larger samples of individuals with depression (29, 30). Hardy
and colleagues additionally showed that changes in speech pause
time between baseline and final evaluations following a course
of treatment for depression were associated with clinical changes
on the Retardation Rating Scale for Depression (31). Others have
not replicated this finding but have instead suggested that speech
pause time abnormalities may be more evident during certain
speech tasks (e.g., counting task) and/or only reflect certain
depression symptoms or subtypes (32).

Focusing on the linguistic aspects of speech, early studies of
depression used psycholinguistic approaches to manually encode
measures characterizing lexical diversity, syntactic complexity,
and speech content. In one study, comparing individuals with
depression to those with mania, depressed participants used
more modifying adverbs, first-person pronouns, and personal
pronouns. In contrast, participants with mania used more action
verbs, adjectives, and concrete nouns (33). Through content
analysis, it was also shown that depressed patients used more
words indicating self-preoccupation, in line with the large body
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FIGURE 1 | Schematic representation showing how speech can be used to study linguistic and acoustic alterations in depression. To assess linguistic aspects of

speech, audio samples are first transcribed using either manual or automatic speech recognition processes. Natural language processing methods can then be used

to assess lexical, syntactic, and content measures of language. Audio waveforms can be directly analyzed to capture acoustic aspects of speech such as pause time,

speech rate, and fundamental frequency. The right aspect of the figure shows examples of commonly reported speech alterations in the depression literature and the

direction of these alterations compared to controls.

of literature indicating a role for increased self-rumination in
depression [e.g., (34, 35)].

While foundational to our understanding of speech alterations
in depression, many early studies relied on traditional approaches
such as expert opinion or manual linguistic annotation that have
known limitations including subjectivity and limited application
to large-scale studies or clinical settings (36). With improved
technology, supported by advances in AI, the ability to detect
and objectively quantify speech alterations in depression has
drastically improved. NLP is a branch of AI that specifically
focuses on understanding, interpreting, and manipulating large
amounts of human language and speech data. It combines
computational linguistics with statistical, machine learning,
and deep learning models, to take unstructured, free-form
data (e.g., a voice recording or writing sample) and produce
structured, quantitative acoustic and linguistic outputs. NLP has
the potential to capture the speech changes in depression that
reflect both physiologic changes at the basic motor level and also
higher-level cognitive processing.

A substantial literature now exists examining automated
assessments for depression using speech analysis, with acoustic
or paralinguistic speech properties being the focus of multiple
in-depth reviews (19, 21). In general, a number of acoustic
measures characterized by source features from the vocal folds
[e.g., jitter, shimmer, harmonics-to-noise ratio (HNR)], filter
features from the vocal tract (e.g., F1 and F2 formants), spectral
features [e.g., Mel Frequency Cepstral Coefficients (MFCCs)],
and prosodic/melodic features [e.g., fundamental frequency (F0),
speech intensity, speed, and pause duration] have been shown
to be altered in individuals with depression (19, 21). While
some heterogeneity exists in the direction of the reported
alterations for some features (e.g., loudness), several trends
corroborating earlier studies are evident. For example, greater
depression severity is frequently associated with decreased F0

or pitch, intensity variability, and speech rate reflecting slower,
more monotonous speech patterns (19, 37–41). Other acoustic
measures such as jitter, shimmer, and HNR tend to be higher
in depressed patients (19), reflecting laryngeal muscle tension,
typically perceived as breathy, rough, or hoarse voices (42). In
classification models, MFCCs have been shown to discriminate
depressed patients from controls with high sensitivity and
specificity (43–45). MFCCs have also been shown to classify the
speech of stressed individuals (46). Since depressed language can
also be associated with stress (47), future research to disentangle
howMFCCs are altered in various cognitive and emotional states
is warranted.

Computerized analysis of linguistic speech measures in
depression is becoming more common with methods such as
Linguistic Inquiry and Word Count (LIWC) (48), which has
advantages such as high inter-rater reliability, objectivity, and
cost-effectiveness compared to earlier manual approaches. Using
LIWC, a recent study showed that participants with depression
used more verbal utterances related to sadness compared to
individuals with anxiety or comorbid depression and anxiety;
however, the groups did not differ in the use of first-person
singular pronouns (49). Others have used LIWC to develop
composite measures tapping into first-person singular pronoun
use, negative affect words, and positive affect words to capture
linguistic patterns of depressed affect in nonclinical samples (47).
To best capture depression symptom heterogeneity, automated
speech analysis methods combining acoustic and linguistic
measures may prove to be the most informative (50).

SPEECH PATTERNS IN LLD

Given previous work establishing the relationship between
speech alterations in depression, researchers have started
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investigating how speech may be altered in LLD, specifically.
Table 1 summarizes recent literature on the topic and highlights
different approaches used to collect and analyze speech data.
While it is difficult to draw conclusions based on heterogeneous
samples and methods, automated speech analysis is proving
to be a promising means to tap into cognitive and depressive
symptoms in LLD and can be readily adapted for naturalistic
settings (55). Encouraging findings indicate that vocal measures
can predict high and low depression scores in LLD between 86
and 92% of the time (54). Others have shown that LLD can
be classified with 77–86% accuracy compared to age-matched
controls (56). In the latter study, acoustic features contributing
to accuracy values differed between sexes, highlighting the
importance of taking demographic factors such as age, sex, and
education into account. Speech has been shown to differ based
on these variables even in the absence of clinical conditions. For
example, morphological differences in vocal fold length between
males and females contribute variation in acoustic features such
as F0 (58).

The use of NLP in LLD presents unique challenges with
regard to understanding the specificity of identified speech
alterations. Older adults are more likely to have additional
medical comorbidities that may also cause speech changes
(59, 60). For example, depression is both an independent risk
factor and a prodrome for dementia (61), which makes an
underlying neurocognitive disorder a potential confounding
factor in detecting speech pattern changes (62). Second, older
adults are more likely to be on multiple prescribed medications,
which introduces the confounding factor of medication effects
on the acoustic properties of speech (63). Compared to younger
adults, older adults have been found to have a lower HNR,
a marker of turbulent airflow generated at the glottis during
phonation (64, 65), which may be partly attributable to the effects
of medications (e.g., vocal tract dryness and thickened mucosal
secretions). Finally, normal age-related hormonal and structural
changes (e.g., cartilage ossification, muscle degeneration) (64,
65), may also contribute to lower HNR during phonation. These
factors highlight the importance of including tightly matched
control groups and large sample sizes to broadly examine
how different factors impact speech measures in the older
adult population.

Despite these challenges, the use of NLP approaches in older
adults provides opportunities to improve our understanding
of depression in the context of biological sex, medical
comorbidities, and other clinical factors. For example, speech
changes in mild cognitive impairment (MCI) and Alzheimer’s
disease (AD) have been well documented in recent years (66–
68), and share commonalities with speech changes related to
depression. Increased pause duration, increased pronoun use
and reduced lexical and syntactic complexity have all been
reported as occurring in MCI and AD (66, 67, 69, 70). Due to
these similar changes in speech patterns, care must be taken
to differentiate dementia from depression when using speech
analysis tools, to avoid misdiagnosis. One study compared LLD
to those with early AD on a picture description task, and
found that those with AD had reduced informativeness of
their descriptions, suggesting that measures of content may be

useful in differentiating depression from AD (51). Two recent
studies suggested that certain acoustic speech features may help
differentiate depression and dementia, or dementia with and
without comorbid depression (66, 71), but this topic requires
further research.

Studies comparing the speech rate of LLD vs. Parkinson’s
disease (PD) consistently show that rate of speech is significantly
reduced in LLD, whereas the finding is not consistent in
PD. Individuals with PD may exhibit decreased, increased, or
typical speech rates (41, 72). These findings reflect underlying
pathophysiological changes in PD such as compensation for
hypokinetic muscle tone, which is not seen in LLD. These speech
differences may serve as useful markers to detect or monitor for
depression in PD given the high degree of comorbidity between
these two diagnoses.

Finally, applying NLP using a disease-agnostic or
transdiagnostic approach may also play an important role
in addressing the comorbidity seen in LLD. For example, apathy
is a transdiagnostic symptom seen in MDD, schizophrenia,
traumatic brain injuries, AD, PD, and other neuropsychiatric
disorders. A study by Konig and colleagues found that the
presence of apathy was associated with shorter speech, slower
speech, and lower variance of prosody (lower F0 range) (73).
Thus, transdiagnostic markers like apathy may be a helpful
method of discriminating which speech features are unique
to a disorder vs. those that may be shared across diseases
and disorders.

COMPLEMENTARY AND NOVEL

STRATEGIES TO MEASURE DEPRESSION

While current NLP approaches to capture symptoms of LLD
are promising, there remain new opportunities to improve our
understanding and implementation of this important research
area. Over the past decade, advances in computer and mobile
phone technologies have improved the quality and quantity
of audiovisual input and output, allowing internet-based video
clinical assessments to become more commonplace (74). The
COVID-19 pandemic in particular has further led to a dramatic
shift to online virtual care (75). With these shifts, NLP
can potentially be applied to speech signals in real-time or
asynchronously in clinical contexts. Recent studies have used
NLP to generate COVID-19 phenotypes (76), track emotional
distress in online cancer support groups (77), diagnose PD
(78, 79), predict driving risk in older adults (80), and predict
binge-eating behaviors (81).

These advances offer the potential of solving many of the
challenges described in previous sections. For example, speech
could be unobtrusively measured during routine visits on
virtual care platforms between a healthcare provider and a
patient. Data from these visits could be captured longitudinally
and monitored for signs of depression, cognitive changes, or
comorbid conditions. Individuals with depression in remission
could conversely be monitored for signs of relapse. Preliminary
studies have shown that integration of real-time audiovisual
analysis into telemedicine platforms may be a feasible method
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TABLE 1 | Summary of recent research examining speech in older adults with depression.

References Participants Study objective Speech tasks and measures Main findings

Alpert et al.

(39).

22 participants (60+ years,

12M, 10 F) meeting DSM-III-R

depression criteria and 19

age-matched controls (8M,

11 F).

To measure speech fluency and

prosody in elderly depressed

patients participating in a

treatment trial. Participants were

grouped as “agitated” or

“retarded” based on clinical

ratings.

Counting, reading, and free

speech tasks. Acoustic

measures tapping into fluency

(speech productivity and

pausing) and prosody (emphasis

and inflection) were analyzed.

Older depressed participants

had briefer utterances and less

prosodic speech compared to

controls. After treatment,

improvement in the “retarded”

group was associated with

briefer pauses.

Murray et al.

(51).

18 participants with depression

(60–90 years), 17 with

Alzheimer’s dementia, and 14

age-matched controls.

To determine if depression is

associated with changes in

discourse patterns and if this

discriminates depression from

early-stage Alzheimer’s disease.

Picture description, sentence

reading, and validated memory

and language tasks.

Quantitative, syntactic, and

informativeness aspects of

speech were analyzed.

Alzheimer’s participants

produced more uninformative

utterances than depression and

controls. No differences in

informativeness between

depression and controls.

Rabbi et al.

(52).

Eight older individuals (4M, 4 F)

from a continuing care retirement

community. Depression

assessed using the CES-D (53).

The SF-36 assessed overall

well-being including mental

health.

To demonstrate the feasibility of

a multi-modal mobile sensing

system to simultaneously assess

mental and physical health in

older individuals.

Authors measured the ratio of

time speech was detected

relative to the duration of the

audio recording.

Amount of detected speech was

positively associated with overall

well-being.

Smith et al.

(54).

46 older adults (66–93 years,

10M, 36 F) recruited from senior

living communities. Depression

symptoms assessed using the

PHQ-9.

To determine if vocal alterations

associated with clinical

depression in younger adults are

also indicative of depression in

older adults.

Reading out loud and free

speech and were collected two

weeks apart. Speech measures

included F0, jitter, shimmer,

loudness, MFCCs, and LPCCs.

Speech features predicted high

and low depression scores

between 86 and 92% of the

time. Changes in raw PHQ-9

scores were predicted within

1.17 points.

Little et al.

(55).

29 individuals with LLD meeting

DSM-IV criteria (60+ years, 8M,

21 F) and 29 matched controls

with no history of depression

(7M, 22 F). MADRS, activities of

daily living, and cognition scales

were completed.

To test the utility of a novel

wrist-worn device combined with

deep learning algorithms to

detect speech as an objective

indicator of social interaction in

LLD and in controls.

Algorithms were developed to

classify: 1. speech and

non-speech, and 2. wearer

speech from other speech using

audio recordings captured by the

wearable device.

Participants with LLD produced

less speech and reported poorer

social and general functioning.

Total speech activity and

proportion of speech produced

were correlated with attention

and psychomotor speed but not

depression severity or social

functioning.

Lee et al.

(56)#.

61 individuals (60+ years, 18M,

43 F) with major depressive

disorder according to DSM-IV-TR

criteria and 143 age-matched

healthy controls (50M, 93 F).

To develop a voice-based

screening test for depression

measuring vocal acoustic

features of elderly Korean

participants.

Participants read mood-inducing

sentences. Variations in 2,330

acoustic speech features derived

from AVEC 2013 (e.g., loudness,

MFCCs, zero crossing rate) and

eGeMAPS (e.g., F0, jitter,

shimmer, and HNR) were

assessed.

Spectral and energy-related

features could discriminate men

with depression with 86%

accuracy. Prosody-related

features could discriminate

women with depression with

77% accuracy.

Albuquerque

et al. (57).

112 individuals (35–97 years,

56M, 56 F). Anxiety and

depression symptoms were

assessed using the Hospital

Anxiety Depression Scale.

To determine if variations in

acoustic measures of voice are

associated with non-severe

anxiety or depression symptoms

in adults across lifetime.

Reading vowels in disyllabic

words and the “Cookie Theft”

picture description task. 18

acoustic features extracted (e.g.,

F0, HNR, speech and pause

duration measures).

Increased depression symptoms

were associated with longer total

pause duration and shorter total

speech duration. Older

participants tended to have more

depressive symptoms.

M, male; F, female; DSM, Diagnostic and Statistical Manual of Mental Disorders; PHQ-9, Patient Health Questionnaire-9; MADRS, Montgomery-Asberg Depression Rating Scale;

LLD, late-life depression; CES-D, Center for Epidemiological Study Depression Scale; MFCCs, Mel Frequency Cepstral Coefficients; LPCCs, linear predictive coding coefficients; F0,

fundamental frequency, HNR, harmonics-to-noise ratio.
#This study specifically assessed speech differences between males and females (56).

of detecting an individual’s emotional state (82). Additionally,
the use of smartphone and wearables technology to record these
features have also demonstrated feasibility and acceptability in
initial pilot studies (55, 83).

Beyond the clinician-patient interaction, NLP could also
be implemented in non-clinical settings. Recent advances in

smart speaker technology (e.g., Amazon Alexa, Google Assistant,
Microsoft Cortana, Apple Siri) has resulted in significant
consumer adoption, and these devices are currently being
investigated as tools to support independent living and wellness
in older adults (84). These technologies may provide an
opportunity for naturalistic speech to be collected longitudinally

Frontiers in Psychiatry | www.frontiersin.org 5 September 2021 | Volume 12 | Article 71912511

https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychiatry#articles


DeSouza et al. NLP in Late-Life Depression

over time and may be a more granular and accurate method of
detecting speech changes seen in depression (37). Advantages
of smart speaker technologies include increased ease of use
compared to computers and smartphones. Overall, these devices
may hold promise to help older adults maintain independence
through the use of passive monitoring for both depression and
mild cognitive impairment and could serve as an “early warning
system” to alert caregivers or professionals to negative symptom
changes (84–86). However, the translation of AI technologies
for home use in elderly populations may be limited without
explicitly addressing ethical and legal considerations for patients,
caregivers, and healthcare providers (87).

Regardless of the technology implemented, it is important
to recognize that most of these technologies have not been
specifically designed with older adults in mind. Older adults
have reported hesitation about using novel technologies due
to limited experience, frustration with technology, and physical
health limitations (e.g., visual impairment) (88). From a privacy
perspective, concerns have been raised by participants who
may be unsure about how their electronic health data may
be used, processed, or stored (89). Preliminary studies suggest
these concerns can be mitigated with detailed informed consent
from participants and by outlining privacy protocols in place
(55). Ensuring that these technologies are culturally-adapted is
another important consideration that can affect use and adoption
(90). Finally, older adults have been shown to respond better
to digital assistants with a socially-oriented interaction style
(e.g., embedding informal conversation, using small talk, and

encouragement) rather than assistants with a task-oriented style
(e.g., structured formal responses) (91). As a result, there has been
greater focus on embedding these interactions into automated
social chatbots and companion robots for older adults (92).
Tailoring these technologies to older adults has the potential to
reduce technology hesitancy, improve adoption, and potentially
increase the reliability of data that is collected as well (93).

CONCLUSION

With an aging population globally, the identification and
treatment of depression in older adults is critical. NLP
approaches are proving to be a promising means to help assess,
monitor, and detect depression and other comorbidities in
older individuals based on speech. However, additional research
is needed to fully characterize the spectrum of depression
symptoms experienced by older individuals. Complementary
speech collection and analysis strategies using AI, wearables,
and other novel technologies may help further advance this
important field.
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Introduction: Electronic health records (EHR) and administrative healthcare data (AHD)

are frequently used in geriatric mental health research to answer various health research

questions. However, there is an increasing amount and complexity of data available that

may lend itself to alternative analytic approaches using machine learning (ML) or artificial

intelligence (AI) methods. We performed a systematic review of the current application of

ML or AI approaches to the analysis of EHR and AHD in geriatric mental health.

Methods: We searched MEDLINE, Embase, and PsycINFO to identify potential studies.

We included all articles that used ML or AI methods on topics related to geriatric

mental health utilizing EHR or AHD data. We assessed study quality either by Prediction

model Risk OF Bias ASsessment Tool (PROBAST) or Quality Assessment of Diagnostic

Accuracy Studies (QUADAS-2) checklist.

Results: We initially identified 391 articles through an electronic database and reference

search, and 21 articles met inclusion criteria. Among the selected studies, EHR was the

most used data type, and the datasets were mainly structured. A variety of ML and

AI methods were used, with prediction or classification being the main application of

ML or AI with the random forest as the most common ML technique. Dementia was

the most common mental health condition observed. The relative advantages of ML or

AI techniques compared to biostatistical methods were generally not assessed. Only

in three studies, low risk of bias (ROB) was observed according to all the PROBAST

domains but in none according to QUADAS-2 domains. The quality of study reporting

could be further improved.

Conclusion: There are currently relatively few studies using ML and AI in geriatric mental

health research using EHR and AHDmethods, although this field is expanding. Aside from

dementia, there are few studies of other geriatric mental health conditions. The lack of

consistent information in the selected studies precludes precise comparisons between
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them. Improving the quality of reporting of ML and AI work in the future would help

improve research in the field. Other courses of improvement include using common data

models to collect/organize data, and common datasets for ML model validation.

Keywords: geriatric, mental health, artificial intelligence, machine learning, administrative health data, electronic

health records

INTRODUCTION

Geriatric mental health conditions such as depression or
dementia are common, and it can be challenging to identify
individuals with these conditions and predict outcomes
associated with these conditions. Real-world data sources such
as electronic health records (EHRs) and administrative health
data (AHD) are increasingly used in geriatric mental health
research. These data sources are available in many countries and
health regions, and the details and information contained in
these databases vary across the jurisdiction. The data contained
in EHRs and administrative datasets are typically collected for
the provision of medical care and purposing, such as financial
reimbursement of providers. While this data is not collected
primarily for health research purposes, EHRs and administrative
data are frequently used for observational and epidemiological
studies (sometimes referred to as outcomes studies). Given the
non-randomized nature of studies utilizing EHR and AHD
methods are used to minimize the risk of confounding and bias
during the design and analysis of studies.

The typical analytic strategies employed with EHR and AHD
studies involve multivariate regression models such as linear
regression, logistic regression, or time-to-event models such as
Cox-proportional hazards models. There is increasing interest in
the potential applications of machine learning (ML) and artificial
intelligence (AI) methods in mental health research (1) and in
analyzing EHR and AHD data (2). ML and AI methods may
provide benefits over standard biostatistical regression analysis
when there is a high complexity to the underlying data (high
dimensionality), which is becoming more common with EHR
and AHD data sources as a greater range of information is
included in these data sources (e.g., free-text clinical notes from
EHR) and greater numbers of AHD sources are available for data
linkage and analysis (e.g., laboratory, imaging, genetics) (3).

The application of ML and AI to the analysis of EHR and
AHD in fields outside of geriatric mental health is increasing,
including the development of recommendations for using ML
and AI methods with these datasets (4), as well as studies of
ML and AI in biomedical research (5). A recent review of EHR
studies using ML or AI approaches for diagnosis or classification
identified 99 unique publications across all clinical conditions (6).
A review focused on the application of ML and AI approaches to
dementia research using EHR identified five studies, although the
review included data sources that were not routinely available in
EHR and AHD, including neuroimaging or biomarker data (7).
A review of the application of ML and AI approaches to research
in mental health disorders, including all age groups, identified
28 studies, 6 of which utilized EHR data sources (1). To date,
there are no reviews examining the application of ML and AI

methods for studies using EHR and AHD in geriatric mental
health research.

Our systematic review identifies the current application of ML
and AI to EHR and AHD research in geriatric mental health. We
identified the number of studies currently available in this field,
the characteristics of study populations, data sources, and types
of ML and AI methods used, along with potential strengths and
limitations of studies, including the quality of study reporting.
This review will highlight the current applications of ML and AI
in geriatric mental health research and identify opportunities for
future application of these methods to understanding geriatric
mental health problems using these common data sources.

MATERIALS AND METHODS

Research Question
To avoid the likelihood of missing relevant articles, the inquiry
is recommended to be broad (8). For this review, our research
question was: what research has been undertaken to apply
machine learning and artificial intelligence methods to geriatric
mental health conditions using EHR or AHD?We further sought
to understand the types of geriatric mental conditions included
in studies, the purpose of ML or AI approaches, information on
sources of data used in studies, and assessments of study quality
as part of our review.

Data Sources and Searches
We conducted this review following a pre-specified protocol
and in accordance with the Preferred Reporting Items for
Systematic Reviews and Meta-analyses (PRISMA) reporting
guidelines [(9); Supplementary Table 1]. We performed an
extensive search using appropriate keywords and medical subject
headings to find relevant studies. A predetermined search
strategy was employed in relevant databases after consultation
with a librarian.We searchedMEDLINE, Embase, and PsycINFO
(each from inception to April 2021) to identify studies with
the assistance of a research librarian. Additionally, we explored
the reference lists of all relevant studies for potentially relevant
citations. The search strategy was based on five key domains:
artificial intelligence, geriatric, mental health, electronic health
records, and administrative health data. We used free-text words
and Medical Subject Headings (MeSH) terms to identify all
relevant studies for each key domain. Certain text words were
truncated, or wildcards were used when required. The Boolean
operators “AND” and “OR” were used to combine the words and
MeSH terms so that the search yielded specific yet comprehensive
results. The line-by-line search strategy employed in MEDLINE
(Ovid) is provided in Supplementary Table 2.
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Eligibility Criteria
We set specific inclusion and exclusion criteria to eliminate
irrelevant studies. Only original studies that focused onML or AI
in geriatric mental health using EHR or AHD data were included
in this review. We excluded reviews, editorials, commentaries,
protocols, conference abstracts, and letters to the editor. We
considered all types of study designs, anticipating that ML or AI
techniques may use different types of study design. There were
also no restrictions on the languages of the studies. However,
studies conducted in populations other than older adults were
excluded, and we defined older adults as study populations where
the average age of participants was 65 years and older.

Studies that did not use EHR or AMD data were also
excluded. We considered EHR as studies involving health
records from outpatient or inpatient settings where the data was
directly extracted from clinical records. Data in EHR studies
could include structured data such as diagnoses, medications,
or procedures, as well as unstructured data such as free-text
clinical notes. Information from studies reporting imaging results
within EHR was included provided that the ML or AI methods
were applied to information related to the ordering of imaging
tests or interpretation of results (e.g., whether an imaging
test was performed, or text contained in radiology reports) as
this information is commonly available in EHR. We excluded
studies that utilized ML or AI approaches to raw imaging
data or genetic information, which is not routinely available
in abstracted EHR data. Administrative health data included
information related to diagnoses, clinical services, prescribed
medication, hospitalizations, and emergency department visits.
AHD does not typically include free-text clinical notes. Typically,
multiple sources of AHD are linked across separate databases
for studies using AHD in contrast to EHR data, where all
data sources are available from a single EHR record. Studies
including both EHR and AHD together were also included.
Further, studies that did not consider a mental health issue were
also excluded. We included major neurocognitive disorders and
dementia in our definition of geriatric mental health conditions
in addition to other mental health conditions such as depression,
schizophrenia, and suicide. The complete list of terms used in our
search strategy is provided in Supplementary Table 3.

Study Selection
Four reviewers (MC, DS, EG, and GC) participated in the
study selection and data extraction process. Eligible articles
were identified independently by the reviewers using a two-
step process. First, all articles identified from the search of
electronic databases were exported to Covidence (10) to remove
duplicate publications. Next, the title and abstracts of non-
duplicated records were independently screened by two reviewers
(MC and DS). All studies identified by one of the reviewers as
potentially relevant were retained (based on eligibility criteria)
and included in the full-text screening. Full-text articles were
further screened for eligibility by the same two reviewers (MC
andDS) independently. Lastly, the selected articles in the full-text
review underwent data extraction, with each article reviewed by
two of the four members of the review team. Any disagreement
between reviewers was resolved through consensus.

Data Extraction and Synthesis
For each selected article, two out of the four reviewers
independently extracted data using Covidence (10). The
following information from each study was extracted: study
ID, country, the purpose of the ML/AI, study design, type of
dataset used and data format, sample size, ML or AI methods
used, predictors (features) used by ML/AI, comparison with
other methods, the performance of ML/AI, and main finding(s).
As we anticipated substantial heterogeneity in study designs,
study populations, and methods, we did not plan to conduct a
quantitative meta-analysis of results.

Study Quality Assessment
ML or AI techniques are generally used for either prediction or
diagnostic/classification purposes. Considering this, we assessed
each study either by Prediction model Risk OF Bias ASsessment
Tool [PROBAST; (11, 12)] or Quality Assessment of Diagnostic
Accuracy Studies [QUADAS-2; (13)] checklist depending on
the purpose of the selected study. Each reviewer independently
assessed study quality.

PROBAST is designed to evaluate the risk of bias and
concerns regarding the applicability of diagnostic and prognostic
predictionmodel studies. PROBAST contains 20 questions under
four domains: participants, predictors, outcome, and analysis,
facilitating judgment of risk of bias and applicability. The overall
risk of bias (ROB) of the prediction models was judged as
“low”, “high”, or “unclear”, and overall applicability of the
prediction models was considered as “low concern”, “high
concern”, and “unclear” according to the PROBAST checklist
(11, 12). When a prediction model evaluation is judged as
low on all domains, then the model is treated as having “low
ROB” or “low concern regarding applicability”. On the other
hand, when model evaluation is judged as high for at least one
domain, then the model is treated as having “high ROB” or
“high concern regarding applicability”. Finally, when a prediction
model evaluation is judged as unclear in one or more domains
and is judged as low in the rest, then themodel is treated as having
“unclear ROB” or “unclear concern regarding applicability”.

QUADAS-2 (13) is the modified version of QUADAS, a tool
used in systematic reviews to evaluate the risk of bias and
applicability of diagnostic accuracy studies. QUADAS-2 consists
of 11 signaling questions in four key domains: patient selection,
index test(s), reference standard, and flow and timing. Signaling
questions helps to judge the ROB as “low”, “high”, or “unclear”.
Similar to PROBAST, when a study is judged as “low” on all
domains, then the overall ROB and applicability of that study
is judged as “low risk of bias” and “low concern regarding
applicability”. However, if a study is rated “high” or “unclear”
in one or more domains, the study may be classified as “at risk
of bias” or “concerns regarding applicability”. Both PROBAST
and QUADAS-2 are used to assess the risk of bias and concerns
regarding applicability. In our review, we have used the tools for
the assessment of the risk of bias.

Data Analysis
Descriptive synthesis was undertaken to describe the existing
literature on artificial intelligence techniques in geriatric mental
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FIGURE 1 | PRISMA diagram for the systematic review of studies on artificial intelligence in geriatric mental health using EHR or AHD.

health using AHD or EHR. Using the PRISMA flow diagram
(14), we summarized the number of studies identified and
those excluded (with the reason for exclusion) and included
in the systematic review. The results of included studies were
summarized in tables and synthesized in a narrative format.

RESULTS

Study Identification and Selection
We identified 385 articles through our electronic database search
and an additional six articles through reference search. After
removing duplicates, 363 titles and abstracts were screened for
eligibility, and from there, 68 articles were selected for full-
text screening. After assessing full-texts, 21 articles were finally
selected for the systematic review (7, 15–34). The detailed study
selection process is summarized in Figure 1.

Study Characteristics
The detailed characteristics of the studies included in this review
are presented in Table 1. Among the studies we identified, most

of the studies were conducted in the USA (N = 12). The
remaining studies were conducted in Spain (N = 3), UK (N =

2), South Korea (N = 2), France (N = 1), and Austria (N = 1).
Study designs mainly were cohort (N = 14) followed by case-
control studies (N = 5) and cross-sectional studies (N = 1). The
study design was not reported in one study. The sample size of
the individual studies varied between 1,909 and 17,227,820.

EHRwas the most used data type and was used as the sole data
source by 14 different studies. Five studies used only AHD, while
two studies used both EHR and AHD. The dataset pattern was
structured in nature in most studies (N = 11), unstructured free-
text in only three studies, and seven studies used both structured
and unstructured free-text data.

ML and AI Methods Used in Studies
There were considerable variations among the specific ML or
AI methods used by different studies. Random forest was the
most common ML technique and was used by seven studies
(7, 20, 28, 30–32, 34). Both natural language processing (NLP)
(18, 21, 25, 29) and logistic regression modeling techniques
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TABLE 1 | Study characteristics of the included studies.

Study ID Country Purpose of the

ML/AI

Study design Type of datasets

used and data

format

Sample size ML or AI methods

used

Predictors

(features) used by

ML/AI

Comparison with

other methods

Performance of ML/AI Main finding

Kim et al. (15) South

Korea

Prediction of

dementia

Cohort AHD, structured 11,443 SVM, WEKA Demographics,

diagnoses, clinical

measurements,

laboratory values

Two sets of features

compared

Longitudinal Model 1: Best

accuracy = 72.0%

SVM approaches can be used

to predict who will develop

dementia

Nori et al. (16) USA Predict dementia

incidence

Nested case-control AHD, structured Cases = 44,945,

Controls = 760,646

Lasso, logistic

regression

50 predictors No AUC = 0.693 On large datasets, ML

methods can automatically

recruit many predictors

Fisher et al. (27) USA Model progression

of Alzheimer’s

disease

Cohort study EHR, structured 1,909 Conditional

Restricted

Boltzmann Machine

44 variables,

cognition laboratory,

clinical information

RF Accuracy, correlation

coefficient, R square, AUC, and

the root mean square errors

Predict disease progression of

Alzheimer’s disease

Wang et al. (29) USA Predict death

among people with

dementia

Cohort EHR, structured and

unstructured

26,921 DNN, LSTM, and

NLP

500 features, patient

demographic

variables

No AUC = 0.956 [0.955–0.956]

(1-year model)

DNN can be accurate in

predicting mortality and could

be used as a proxy for

selecting patients

Mar et al. (30) Spain Predict

dementia-related

neuropsychiatric

symptoms

Cohort EHR, unstructured 4,003 RF 62 variables

including

demographics,

chronic disease,

prescriptions

No AUC = 0.80 for the psychotic

cluster model, AUC = 0.74 for

the depressive cluster model

Predict the presence of

psychotic and/or depressive

symptoms in

dementia-diagnosed patients

Park et al. (31) South

Korea

Predict incidence of

Alzheimer’s disease

Cohort AHD, structured 40,736 RF, SVM logistic

regression

Demographics, lab

tests, medication

prescriptions,

diagnoses

Logistic regression

model

Best AUC of 0.898, 0.775, and

0.725 in predicting baseline, 1-

and 4-year incident AD

RF outperformed SVM and

logistic regression for every

prediction year in predicting AD

Jauk et al. (32) Austria Identify patients at

high risk for delirium

Cohort EHR, structured 4,663 RF Demographics,

diagnoses,

laboratory, nursing

notes

Clinical expert risk

scores

Sensitivity = 74.1%, Specificity

= 82.2%, AUC = 0.86,

Calibration = Poor

Demonstrated ML’s predictive

power for delirium

Miled et al. (7) USA Predict onset of

dementia

Case-control EHR, structured and

unstructured

Training: 7,644,

Testing: 17,760

RF 235 features,

prescriptions,

diagnosis, medical

notes,

demographics

No The best model (highest

accuracy) accuracy of 77.43%

Model which is generalizable

and can predict dementia

within 1 year

Nori et al. (33) USA Predict the risk for

incident dementia

and mild cognitive

impairment

Nested case-control AHD and EHR,

structured

561,093 cases

16,666,727 controls

Gradient boosted

trees, feed-forward

network, recurrent

neural network

Medications,

diagnoses,

procedures,

demographics, and

health service

utilization

Comparison of deep

learning and ML

model

AUC on test data at year 0:

92.4% (BT), 93.1% (FFN),

94.4% (RNN); AUC on

validation data at year 8:

79.9% (BT), 80.7% (FFN),

77.0% (RNN)

FFN performed best among

the three deep network

models, but marginally better

than boosted trees

Mar et al. (34) Spain Identify clusters of

depressive and

psychotic symptoms

of dementia

Cohort AHD, structured 631,949 RF Demographics,

medical conditions,

and medications

No AUC = 0.8 Estimations of psychotic

symptoms, depressive

symptoms, incidence,

prevalence of dementia

Tsang et al. (17) UK Predict

hospitalization

among dementia

patients

Cohort EHR, structured 59,298 Entropy

regularization with

ensemble DNN

54,649 unique

features or event

codes

RF Accuracy = 0.759 (reduced

features), Accuracy = 0.755

(full feature)

Method for predicting

hospitalization of patients

suffering from dementia

Anzaldi et al. (18) USA Determine the

presence of geriatric

syndromes and

frailty

Cohort AHD and EHR,

structured and

unstructured

18,341 NLP Seed phrases for

each syndrome

No Correlations between frailty and

NLP definitions of syndromes

were between 0.07 and 0.27

Patients identified as “frail” had

higher healthcare utilization and

geriatric syndromes

(Continued)
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TABLE 1 | Continued

Study ID Country Purpose of the

ML/AI

Study design Type of datasets

used and data

format

Sample size ML or AI methods

used

Predictors

(features) used by

ML/AI

Comparison with

other methods

Performance of ML/AI Main finding

Wang et al. (19) USA Identify important

themes in provider’s

notes

Cohort EHR, unstructured 7,875 Latent Dirichlet

allocation topic

model

250 topics No The trends of the topics from

the clinical notes were

compared to the structured

data using Pearson’s

correlation

Analyze the disease course

during the last 2 years of life

Halladay et al. (20) USA Develop a prediction

rule for delirium

Cohort EHR, structured 39,377 RF 16 features,

demographics,

cognition, infection,

lab tests, diagnosis

Electronic delirium

prediction rules

AUC compared to clinical rules

= 0.81–0.91

A prevalent delirium prediction

rule was developed

Kharrazi et al. (21) USA Assess the value of

EHR to identify

geriatric syndromes

Cohort EHR, structured and

unstructured

18,341 NLP Unstructured

electronic health

record data (free-text

clinical notes)

No Sensitivity: 87.5–100% across

the geriatric syndromes,

Specificity: 95.4–100% across

the geriatric syndromes

NLP method was incorporated

in identification of individuals

with geriatric syndromes

Chen et al. (22) USA Identify older adults

automatically with

geriatric syndromes

from free text EHRs

Cohort EHR, unstructured 18,341 End-to-end neural

architecture, DNN

Diagnoses, target

sentence,

surrounding

sentences,

document

No At sentence level: best model

achieved a micro-F1 of 0.605.

At patient level: best model

achieved a micro-F1 of 0.843

EHR free text can be used to

identify older adults with

geriatric syndromes using

proposed deep learning

system

Violán et al. (23) Spain Identify

multimorbidity

pattern

Cross-section EHR, structured 916,619 Fuzzy c-means

cluster analysis

62–49, for a “no” to

2% prevalence

threshold,

respectively

No O/E ratio and exclusivity was

reported for different diseases

within eight different patterns

Multimorbidity patterns were

obtained in an elderly

population

Shao et al. (24) USA Detection of

dementia

Case-control EHR, structured and

unstructured

11,166 Topic modeling and

logistic regression

model

Total 853 features:

non-dementia

diagnoses,

medications, and

clinical notes

No Optimal sensitivity = 0.825 and

specificity = 0.832. AUC

“Unclear = Dementia” = 0.912

Demonstrated automated

methods feasibility to identify

topics from EHR that can be

used to assign a dementia risk

score

Topaz et al. (25) USA Identify common

neuropsychiatric

symptoms of

dementia

Cohort EHR, structured and

unstructured

89,459 NLP Home healthcare

free-text clinical

notes

No Average performance: F-score

= 0.88, Precision = 0.87,

Recall = 0.91

Identification of

neuropsychiatric symptoms of

dementia

Cabeli et al. (26) France Develop an

approach to uncover

relationships

between mixed-type

data from medical

records

Not reported EHR, structured 1,628 MIIC network

learning algorithm

107 variables of

different types (19

continuous and 88

categorical variables)

No Not reported Provides a user-friendly global

visualization tool which could

help other practitioners

visualize and analyze effects

from patient medical records

Ford et al. (28) UK Automatically detect

undiagnosed

dementia

Case-control EHR, structured and

unstructured

93,426 Logistic regression,

naïve Bayes, RF

Eight diagnostic

codes and nine

keywords

Logistic regression AUC Random Forest = 0.94,

AUC Naive Bayes = 0.90, AUC

Logistic Regression = 0.94

using both codes and

keywords

Identified undiagnosed patients

with dementia

AHD, administrative health data; DNN, deep neural network; HER, electronic health record; ML, machine learning; NLP, natural language processing; RF, random forest; SVM, support vector machine; AUC, area under the curve; AD,

Alzheimer’s disease; LSTM, the long short-term memory; MIIC, multivariate information-based inductive causation.
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(16, 24, 28, 31) were used by four studies. Three studies used
deep learning approaches, including deep neural networks (17,
22, 29). Support vector machine (15, 31) and topic modeling
(19, 24) were used by two studies each. Finally, lasso (33), naïve
Bayes (28), multivariate information-based inductive causation
(MIIC) network learning algorithm (26), fuzzy c-means cluster
analysis (23), conditional restricted Boltzmann machine (27),
WEKA (15), and gradient boosted trees (33) were applied by
one study each.

Various sets of features, or sets of predictors, were considered
in the identified studies. They include patient demographics,
body measurements, history of family illness, personal disease
history, administrative, diagnoses, laboratory, prescriptions,
medications, medical notes, procedures, health service
utilization, clinical and background information, topics in
clinical notes, and ICD codes.

ML and AI methods were used for a variety of reasons.
However, most of the studies applied the techniques either
for prediction purposes (N = 9) or for classification or
diagnosis purposes (N = 9). Among other objectives,
one study used the methods to estimate the population
incidence and prevalence of dementia and neuropsychiatric
symptoms, one study to compare patients who are
described in clinical notes as “frail” to other older adults
concerning geriatric syndrome burden and healthcare
utilization, and one study to compute and assess the
significance of multivariate information between any
combination of mixed-type variables and their relation to
medical records.

Different outcomes were considered by different studies
while incorporating ML or AI techniques. Major neurocognitive
disorder, dementia, and Alzheimer’s disease were the most
common conditions among the articles included in our
study and were reported in 11 studies (7, 15, 16, 24, 25,
27, 28, 30, 31, 33, 34). Among the other outcomes, a
geriatric syndrome (falls, malnutrition, dementia, severe urinary
control issues, absence of fecal control, visual impairment,
walking difficulty, pressure ulcers, lack of social support,
and weight loss) in 3 studies (18, 21, 22), delirium in 2
studies (20, 32), mild cognitive impairment (33), cognitive
disorder (26), multimorbidity pattern (23), mortality (29),
hospital admission (17), and themes/topics mentioned in
care providers’ notes (19) were considered once. Outcomes
were primarily defined using ICD diagnosis codes in AHD
and EHR.

The majority of the studies did not compare the ML and
AI algorithms with any other biostatistical methods except a
few where a comparison with logistic regression was made.
ML/AI techniques outperformed logistic regression in one study
while performed similarly in another study. The area under
the receiver operating characteristics curve (AUC) was the
most commonly reported performance measure of ML and AI
algorithms, with values ranging from 0.69 to 0.98. None of the
studies performed model validation in an external population
where the performance of a model’s prediction or classification
can be generalized to unseen new data. As such, we could not
evaluate any of the model’s generalizability in this study.

TABLE 2 | Study quality assessment using PROBAST.

Study ID Domain 1. Domain 2. Domain 3. Domain 4.

Participants Predictors Outcome Analysis

Kim et al. (15) + + ? –

Nori et al. (16) + + + +

Fisher et al. (27) + + ? ?

Wang et al. (29) + + + ?

Mar et al. (30) + + + ?

Park et al. (31) + + + +

Jauk et al. (32) + + ? ?

Ben Miled et al. (7) + + – ?

Nori et al. (33) + ? + +

Mar et al. (34) + + + +

Tsang et al. (17) + + + ?

+ indicates low ROB; – indicates high ROB; ? indicates unclear ROB.

Study Quality Assessment
Study quality was assessed either by PROBAST or QUADAS-
2, depending on the nature of the outcome. For example,
in studies where the purpose was a prediction, we assessed
quality with PROBAST. Nevertheless, when the study purpose
was identification or classification, we assessed quality using
QUADAS-2. Thus, PROBAST was applied in 11 studies, while
QUADAS-2 was involved in 10 studies.

When PROBAST was applied, ROB was assessed as low in
100% of the studies according to the signaling questions of
the “participants” domain, 91% of the studies according to the
“predictors” domain, and 64% of the studies according to the
“outcome” domain (Table 2). However, only in 36% of the studies
ROB was assessed as low according to the “analysis” domain’s
signaling questions and was unclear in 55% of the studies. ROB
was estimated as high in terms of both outcome and analysis in
one study when PROBASTwas applied. Only in three studies (16,
31, 34) low ROB was observed in all of the PROBAST domains.

When QUADAS-2 was applied, ROB was low in 80% of
the studies according to the signaling questions of the “patient
selection” domain (Table 3). However, in most of the studies,
ROBwas unclear according to the signaling questions of the other
three domains of QUADAS-2. For example, ROB was unclear
in 50% of the studies according to the “index test”, 60% of the
studies according to the “reference standard”, and 80% of the
studies according to the “flow and timing” domain’s signaling
questions. In each of the domains of QUADAS-2 except “flow and
timing”, there was one study where ROB was assessed as high. In
none of the studies, low ROB was observed according to all the
QUADAS-2 domains.

DISCUSSION

Our review identified the application of ML and AI techniques
in geriatric mental health using EHR or AHD data. We were
able to identify 21 studies with all studies published recently
within the past 5 years, suggesting the increasing application
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TABLE 3 | Study quality assessment using QUADAS-2.

Study ID Domain 1. Domain 2. Domain 3. Domain 4.

Patient selection Index test(s) Reference standard Flow and timing

Anzaldi et al. (18) + + + ?

Wang et al. (19) + ? ? ?

Halladay et al. (20) + – + +

Kharrazi et al. (21) + ? + ?

Chen et al. (22) + + ? ?

Violán et al. (23) + ? ? ?

Shao et al. (24) + + ? ?

Topaz et al. (25) + + – +

Cabeli et al. (26) ? ? ? ?

Ford et al. (28) – ? ? ?

+ indicates low ROB; – indicates high ROB; ? indicates unclear ROB.

of ML and AI in this topic. As anticipated, ML or AI
techniques were predominantly used either for prediction or
classification purposes, and dementia was the most frequent
condition considered in the studies. Both EHR and AHD data
were considered; however, EHR data was the most frequent
data source. There were considerable variations among ML,
and AI techniques applied, ranging from more traditional ML
techniques such as random forest to more advanced deep neural
networks. The quality of study reporting was variable, with
the majority of studies having unclear reporting of elements
related to study quality. The relative advantages of ML or AI
techniques compared to biostatistical methods were not assessed
in most studies.

A recent review by Graham et al. (1) on a broader topic
(AI for mental health and mental illness) identified 28 studies.
However, their review is different from our systematic review
in many different ways. First, the review by Graham et al.
was not a systematic review, and the search was performed in
PubMed andGoogle Scholar only with studies published between
2015 and 2019. In contrast, we performed a systematic review
utilizing three databases without any time constraints. Second,
their search was also not restricted to EHR and AHD data as
ours; instead, they considered studies with data from all sources,
including social media platforms, novel monitoring systems such
as smartphone and video and brain imaging data. Third, their
review included studies with participants from all the age groups
starting from 14 years as opposed to our study, which focused
on geriatric mental health where study participants were older
adults. Fourth, neurocognitive disorders (e.g., dementia) were the
primary outcome in most of our included studies. In contrast,
Graham et al. did not consider studies with neurocognitive
disorders in their review, and depression was identified as the
most common mental illness. Nevertheless, supervised machine
learning (e.g., random forest) was the most commonly used AI
technique according to their review, similar to our findings.
Another recent study by Elizabeta et al. (35) reviewed AI in the
healthcare of older adults. They did not mention any specific
number of studies; instead, they discussed some studies where
ML or AI approaches were applied in the medical care of

older people and concerns associated with AI use in medicine.
However, the study is fundamentally different from our study
in the sense that they consider overall healthcare, whereas our
focus is only on mental health. Our review provides additional
information about AI and ML in healthcare focused on the
mental health of older adults and applications specific to EHR
and AHD data sources.

EHR and AHD are rich resources that capture information of
all the medical investigators involved in patients’ healthcare
records and provide ample opportunity to utilize this
information for research, including mental health research.
However, there are challenges associated with EHR and
AHD data mainly due to the large sample sizes available, the
volume of longitudinal data on participants, incompleteness,
and inconsistency (6). Therefore, there is a potential role for
automated analytic methods for disease diagnosis and prognosis
or prediction from EHR and AHD data. Data-driven ML
and AI techniques can overcome the challenges related to
the volume, potential complexity, or dimensionality of EHR
data. Information stored in EHR and AHD can be fall under
two broad categories: structured (e.g., diagnosis, prescriptions,
medical tests, etc.) and unstructured free texts [e.g., medical
notes; (7)]. The use of structured data (i.e., diagnostic codes,
prescription medications) is more extensive in many areas of
health, primarily due to its limited pre-processing requirement
compared to unstructured data. On the other hand, unstructured
data primarily derived from medical notes poses additional
challenges due to the difficulty of transferring free text into
structured features. Nevertheless, unstructured data has also
been applied to build models for different disease conditions,
including dementia (7). NLP-based AI methods can translate
unstructured text data into structured forms more amenable
to machine inference or perform inference without explicit
intervening translation. Combining structured and unstructured
EHR data and using them to build ML models can produce
better performance than each data source independently (7).
Our study also noticed seven studies used combined data in
predicting mortality and dementia and the diagnosis of geriatric
syndromes and dementia.
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Recently, increased emphasis has been put on using ML or
AI tools in clinical research, particularly related to precision
medicine (36, 37). Modern ML techniques offer benefits over
traditional statistical methods due to their ability to detect
complex non-linear relations, high-dimensional interactions
among the features, and their capability to handle gigantic
amounts of data. Since machine learning tools are more recent,
advanced, and have the reputation of producing more accurate
predictive performance, we anticipated studies using these tools
might demonstrate improved predictive performance compared
with the studies using more common biostatistical analytic
methods. In our review, we identified only two studies (28,
31) comparing ML approaches with statistical methods. One
study, Park et al. (31), found that the predictive performance
of ML techniques random forest and support vector machine
were superior compared to logistic regression in predicting
Alzheimer’s disease. In contrast, a similar predictive performance
between random forest and naïve Bayes ML techniques and
logistic regression was observed in predicting dementia in the
study by Ford et al. (28). Overall this is in keeping with other
findings that ML algorithms tend to provide mixed evidence for
improving predictive performance compared with conventional
statistical models in the other domains of health (38–42).

One of the considerations related to identifying situations
where ML or AI may outperform biostatistical approaches
include situations where the dataset is large and there are many
complex and interrelated features or predictors. In situations
where these conditions are not present, the performance of
ML and AI techniques may not provide more accurate results
when compared to biostatistical methods, even when they
require additional expertise and computing resources to realize.
While AI and ML may offer benefits in some situations, the
potential limitations of these methods and optimal strategies for
employing them in mental health research need to be carefully
considered. Moreover, the inference of some ML models, such as
neural networks, is hard to explain. Behavioral and performance
explainability of ML models is a critical issue pertaining to
whether “black box” models can be trusted, whether they
appropriately infer from their input features, and whether they
generalize well to “unseen” data (43).

Our review identified a lack of standard reporting in this
area of literature. Authors often reported different aspects of
the ML algorithms and in varying ways, which created difficulty
for data collection and standardization within this review.
In addition, the results of the ML study findings are often
insufficiently reported primarily due to the inherent complexity
of machine learning methods and the flexibility in specifying
machine learning models, which hinders reliable assessment of
study validity and consistent interpretation of study findings
(5). Recently, new guidelines have been introduced with a list
of reporting items to be included in a research article and a
set of practical sequential steps to be followed for developing
predictive models using ML (5). A new initiative to establish a
TRIPOD (44) statement specific to machine learning (TRIPOD-
ML) is also underway to guide authors to develop, evaluate and
report ML algorithms properly (45). These reporting guidelines
may assist authors in improving reporting in future studies in

this area, particularly for research studies published in clinically
oriented publications in contrast to engineering or computer
science-focused publications.

The clinical implications of our findings include
considerations related to the future application of ML and
AI in geriatric mental health research (3, 46). ML and AI
algorithms are typically used to classify or predict, translating
to clinical applications related to diagnosis and prognosis (47).
Mental health diagnoses are clinical compared to some other
fields of medicine where diagnoses may be based on quantitative
assessments or laboratory investigations. ML and AI analytic
approaches may be well-suited to improve diagnostic accuracy in
complex classification problems such as mental health diagnoses.
To date, much of the research on this topic is confined to
diagnosing dementia, although, as our review indicated, there
is some research now related to the identification of geriatric
syndromes or patterns of behavioral symptoms in dementia.
ML and AI approaches require further study in diagnosing
addictions and mental health problems in older adults. While
only a few studies directly compareML or AI approaches to more
commonly used biostatistical methods, ML and AI may provide
promising advances in disease state classification, particularly
with more complex data.

Similarly, ML and AI may also provide improved prediction
of the onset or progression of addictions and mental health
problems. To date, the main clinical conditions that these
methods have been applied to have been the onset of dementia.
However, ML and AI approached may also facilitate improved
prognostic models for predicting the onset of other geriatric
mental health disorders. Predicting treatment response for an
individual and personalizing therapeutic interventions based on
this information, also known as precision medicine, is another
potential application of ML and AI in geriatric mental health
(47). Finally, ML and AImethods may be well-suited to analyzing
unstructured data such as free-text clinical notes increasingly
available in EHR. Incorporating clinician-generated data from
unstructured data sources is likely to improve diagnostic or
predictive performance when compared analyses conducted
using only structured data such as diagnoses or laboratory values.
Our review has identified current clinical applications of ML and
AI approaches and highlights potential future areas for research
and clinical applications related to research using EHR and AHD
in geriatric mental health. While research on ML and AI in
geriatric mental health is in its early stages it is anticipated that
these methods will be increasingly used and have the potential to
transform research and clinical care in this field as in other fields
of medicine (48).

To the best of our knowledge, this is the first systematic
review on the application of ML or AI in geriatric mental
health conditions using EHR or AHD data, and a detailed
critical appraisal of the applications has been performed. One
of our study’s strengths is the extent of the systematic search,
which includes massive use of keywords and MeSH terms while
searching three different databases and extensive use of the
reference lists of the identified studies. We did not place any
restrictions on language, geographical location, or time periods
to keep our search broad. Consequently, there was little chance
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that any relevant study was missed. Nevertheless, our study also
has limitations. We did not perform a search on gray literature.
A search on electronic databases along with the gray literature
could make the search more comprehensive. Although many
of our identified studies were diagnostic or prognostic models
and a meta-analysis of performance measures (e.g., AUC) of
the models could provide a comprehensive summary of the
performance of these models (49), we did not perform any meta-
analysis from the studies due to their high heterogeneity. Failing
to assess publication bias amongst the studies is another potential
limitation of this study. Nevertheless, we assessed ROB associated
with the studies using PROBAST and QUADAS-2 checklists.

In conclusion, we identified existing research on geriatric
mental health in this study where ML or AI techniques were
applied using EHR or AHD data. We were able to locate
a relatively small number of studies that suggest ML or AI
application in geriatric mental health is relatively uncommon
at present, although this field is rapidly expanding throughout
healthcare research. Outside of the clinical topic of dementia,
there are few studies of other geriatric mental health conditions
such as depression, anxiety, or suicide where ML and AI
may be helpful. The lack of consistent information in the
selected studies indicates that improvements in the quality of
reporting of ML and AI in the future may also help improve
research in this field. Additional information on how ML or AI
approaches may be best utilized in EHR and AHD studies is
required, including information about when these approaches are
more or less likely to produce more accurate results compared
to typical biostatistical analyses. Overall, ML and AI tools
can play a vital role in redefining the diagnosis of mental

illness using a secondary data source, thus facilitating early
disease detection, a better understanding of disease progression,
optimizing medication/treatment dosages, and uncovering novel
treatments for geriatric mental health conditions.
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Background: Recent evidence suggests that integration of multi-modal data improves

performance in machine learning prediction of depression treatment outcomes. Here,

we compared the predictive performance of three machine learning classifiers using

differing combinations of sociodemographic characteristics, baseline clinical self-reports,

cognitive tests, and structural magnetic resonance imaging (MRI) features to predict

treatment outcomes in late-life depression (LLD).

Methods: Data were combined from two clinical trials conducted with depressed adults

aged 60 and older, including response to escitalopram (N = 32, NCT01902004) and

Tai Chi (N = 35, NCT02460666). Remission was defined as a score of 6 or less on

the 24-item Hamilton Rating Scale for Depression (HAMD) at the end of 24 weeks of

treatment. Features subsets were constructed from baseline sociodemographic and

clinical features, gray matter volumes (GMVs), or both. Three classification algorithms

were compared: (1) Support Vector Machine-Radial Bias Function (SVMRBF), (2)

Random Forest (RF), and (3) Logistic Regression (LR). A repeated 5-fold cross-validation

approach with a wrapper-based feature selection method was used for model fitting.

Model performance metrics included Area under the ROC Curve (AUC) and Matthews

correlation coefficient (MCC). Cross-validated performance significance was tested by

permutation analysis. Classifiers were compared by Cochran’s Q and post-hoc pairwise

comparisons using McNemar’s Chi-Square test with Bonferroni correction.

Results: For the RF and SVMRBF algorithms, the combined feature set outperformed

the clinical and GMV feature sets with a final cross-validated AUC of 0.83 ±

0.11 and 0.80 ± 0.11, respectively. Both classifiers passed permutation analysis.

The LR algorithm performed best using GMV features alone (AUC 0.79 ± 0.14)

but failed to pass permutation analysis using any feature set. Performance of

the three classifiers differed significantly for all three features sets. Important

predictive features of treatment response included anterior and posterior cingulate

volumes, depression characteristics, and self-reported health-related quality scores.
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Conclusion: This preliminary exploration into the use of ML and multi-modal data to

identify predictors of general treatment response in LLD indicates that integration of

clinical and structural MRI features significantly increases predictive capability. Identified

features are among those previously implicated in geriatric depression, encouraging

future work in this arena.

Keywords: machine learning, pharmacology, predictionmodel, computational modeling, late-life depression (LLD)

INTRODUCTION

Late-life depression (LLD) is a common disorder among
community elderly associated with poor quality of life, increased
risk for cognitive decline, and increased mortality, including
suicide (1–3). Medical comorbidities and polypharmacy increase
the complexity of treatment selection due to drug-drug
interactions and heightened risk of adverse events (4). Decreased
efficacy of antidepressants is observed with increasing age, likely
attributable to increased somatic illness burden, ischemic or
neurodegenerative brain changes, and/or suboptimal dosing by
prescribers (5).

LLD treatment selection is currently guided by patient
preference and trial and error. The search for treatment-response
biomarkers has generated a wealth of genomic and neuroimaging
data, however no candidate markers have transcended into
routine clinical practice. Structural magnetic resonance imaging
(MRI) features are appealing due the non-invasiveness of
acquisition and relatively low cost. In LLD compared to healthy
controls, gray matter volume (GMV) reductions are frequently
observed in the fronto–striatal–limbic regions (6–9). Differences
in GMVoften associate to differences in antidepressant treatment
response (10–13).

Early and aggressive intervention in LLD is critical to
mitigating its devastating consequences. Machine learning
algorithms have significantly advanced diagnostic and prognostic
modeling of structural MRI data in numerous psychiatric
disorders (14). Predictions from unimodal data, however, have
produced often mixed results when applied to new data with
high accuracy sometimes limited to the most severe forms
of illness (15). Models that integrate multiple data modalities
(e.g., clinical, imaging, biological), have shown superiority in
diagnostic classification tasks (16–20). Such models, however,
require a higher degree of expertise than unimodal models, both
in design and in interpretation of results, especially when using
“small” data (<100 observations (19). In the current study, we
hypothesized that a multi-modal feature set would better predict
depressive remission in patients with LLD compared feature sets
containing only clinical or GMV variables.

METHODS

Data Sources
Data were derived from two completed clinical trials
of treatment of LLD (NCT01902004; NCT02460666,
Supplementary Table S1) (21, 22). NCT01902004 spanned
from January 2013 to January 2019, while NCT02460666

spanned January 2016 to November 2020. Informed consent
was obtained from all participants prior to engaging in any
research procedures and all procedures were approved by the
Institutional Review Board at UCLA. Both studies employed a
similar study protocol. Exclusion criteria were: (1) history of
any psychiatric disorder (except for stable comorbid anxiety or
stable comorbid insomnia); (2) acute suicidal ideation or suicide
attempt within the past year; (3) severe or acute unstable medical
illness or neurological disorder; or (4) dementia. Both studies
required a diagnosis of major depressive disorder as defined by
Diagnostic and Statistical Manual (DSM)-IV-TR or DSM-5. For
the current analysis, inclusion criteria were set at: (1) age ≥ 60
years; (2) normal cognitive functioning as defined by a Mine
Mental Status Exam (MMSE) score of 24 or greater; and (3) at
least mild-moderate depression at treatment initiation.

Treatments and Clinical Assessments
For NCT01902004, participants were required to be free
of antidepressant medication prior to enrollment, then
randomized to receive either escitalopram/placebo or
escitalopram/memantine (12, 22). For NCT02460666,
participants continued their current but ineffective
antidepressant or psychotherapy treatment and were
randomized to receive either Tai chi or health education (23).
Treatment duration was 24 weeks for both trials. Participants
completed a battery of self-reported and cognitive measures
(see Supplementary Table S2) pre- and post-treatment. The
primary measure of depression remission in both studies was a
HAMD score of 6 or less by end of treatment. The distribution
of sociodemographic and illness characteristics did not differ
significantly between the two studies (Supplementary Table S1).
Most patients in NCT02460666 were maintained on a selective
serotonin reuptake inhibitor (SSRI, 20/35, 57.1%), while the
remainder received a serotonin norepinephrine reuptake
inhibitor (SNRI, 7/35, 20%), norepinephrine and dopamine
reuptake inhibitor (NDRI, 2/35, 5.7%), or other treatment (8/35,
22.9%). A total of 28/67 (42%) participants in the combined
sample achieved remission of depression by the end of treatment
(NCT01902004: 56%; NCT02460666: 29%).

Image Acquisition
A high-resolution T1-weighted structural brain scan was
collected at baseline for each participant using the MPRAGE
sequence (3D multi-echo magnetization-prepared rapid
gradient-echo sequence). Scans were acquired using Siemens
3T Trio or Prisma systems (Siemens, Erlangen, Germany) with
a 32-channel head coil (HEA, HEP) at the Ahmanson and
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Lovelace Brain Mapping Center at UCLA. Prisma settings: 0.8
mm3 isotropic voxel size, TR= 2,500ms, TE= 1.81:1.79:7.18ms;
FoV = 256mm; 256 × 256 matrix; TI 1,000ms; flip angle =

8◦. Trio settings: 1 mm3 isotropic voxel size, TR = 2,150ms,
TE = 1.74ms, 3.6, 5.46, and 7.32ms; FoV = 256mm; 256 ×

256 matrix; TI 1,260ms; flip angle = 7◦. Acquisition time was
8.22min for Prisma and 5.18min for Trio scans.

Image Preprocessing
Freesurfer (version 6.0) (http://surfer.nmr.mgh.harvard.edu) was
used for reconstruction of gray matter volumetric measurements
at both sites (24). The data cleaning pipeline included the
correction of magnetic field in homogeneities, removal of non-
brain tissues, segmentation of gray matter from white matter
and cerebrospinal fluid, and parcellation of cortical regions using
the Desikan–Killany atlas. The reconstructed scans were then
carefully inspected for tissue misclassifications and manually
corrected as needed. A simple least-square linear regression
between raw volumes and the estimated total intracranial volume
(eTIV) generated adjusted volumes, a method shown to greatly
reduce sex-based volume differences (25).

Feature Sets
In total, there were seven socio-demographic features, nine
medical and mental health illness features, 18 baseline self-
reported measures, six cognitive test, and 68 GMV features
available in the training and external validation datasets (see
Supplementary Table S2). Three feature sets were created:
(1) socio-demographic, medical and mental health illness
features, and baseline self-reported measures and cognitive tests
(designated the “clinical” feature set), (2) GMV features, and (3)
combination of all available features.

Classification Analysis
All analyses were performed in Python (v. 3.8) using the scikit-
learn (v. 0.23.2) andmlxtend packages at default settings (26, 27).
Three popular classifiers were selected for comparison with the
three feature sets: (1) Support Vector Machine Classifier—Radial
Bias Function Kernel (SVMRBF), (2) Random Forest (RF), and
(3) L2-regularized Logistic Regression (LR). These algorithms
have demonstrated high performance on small datasets in the
literature (17, 28). A repeated 5-fold (i.e., 5-folds, 5-repeats)
cross-validation approach was used to train and evaluate the
classifiers. During splitting, folds were stratified to preserve the
proportion of subjects in each target class (e.g., remitter, non-
remitter). Data pre-processing steps occurred on the training and
test folds independently to avoid against data leakage. Features
were filtered to remove those with an absolute intercorrelation
of 0.9 (with the features with lesser correlation with predicted
target retained) or low variance. Given the excess of features to
observations, a wrapper feature selection method was employed.
The Boruta algorithm determines relevant features by comparing
their predictive performance in a random forest classifier to
copies permutated with noise (shadow) (29). Features are ranked
and those falling below the maximum importance score of the
shadow features or a designated threshold are removed. For
the current study, the top 20 features as ranked by the Boruta

algorithmwere retained for each feature set. Categorical variables
were one-hot encoded with 24 missing values imputed by the
median value of all other observations. Continuous features
were scaled according to the individual feature’s quantile range
(enables robustness to outliers) and non-normally distributed
features were transformed by quantile transformation.

Model performances were estimated by the Area under the
ROC Curve (AUC) and Matthews correlation coefficient (MCC)
(30). MCC is a more reliable metric than accuracy in binary
classification problems as the MCC score is high only if the
prediction yields good results in all of the four confusion matrix
categories (true positives, false negatives, true negatives, and false
positives), proportional to the size of positive elements and the
size of negative elements in the dataset (30). Scores were averaged
across all folds to determine training and testing performance.
The classifiers were refit on the entire training data to calculate
final AUC scores and visualized by receiver operator curve.

Classifier Comparison, Significance

Testing, and Feature Information
The significance of the cross-validated performance scores was
assessed by permutation analysis. Briefly, predicted targets were
permutated 1,000 times to generate a randomized dataset. The
percentage of permutations for which the AUC obtained on the
randomized data is greater than that obtained using the true
data yields the p-value. A low p-value signifies low likelihood
that the model predictions are obtained by chance. Cochran’s Q-
test was performed to determine if the three classifiers differed
significantly from each other in performance, followed by post-
hoc McNemar’s Chi-Square test with Bonferroni correction. For
all tests, p < 0.01 determined significance. The impact of features
to model output was explored by calculating Shapley values
via the SHAP package (v. 0.39.0) and visualized by beeswarm
plot (31).

RESULTS

The receiver operator curves and final cross-validated AUC
scores for each classifier and feature set combination are shown
in Figure 1 and Supplementary Table S3. On the clinical feature
set, the classifiers performed as follows: LR (Train: AUC 0.84 ±

0.04; Test: AUC 0.65± 0.16, MCC 0.19± 0.30; Overall: AUC 0.64
± 0.16); RF (Train: AUC 0.99 ± 0.01; Test: AUC 0.79 ± 0.14,
MCC 0.41 ± 0.22; Overall: 0.79 ± 0.14) and SVMRBF (Train:
AUC 0.99 ± 0.01; Test: 0.64 ± 0.16, MCC 0.13 ± 0.22; Overall:
0.58 ± 0.18). On the GMV feature set, the classifiers performed
as follows: LR (Train: AUC 0.81 ± 0.03; Test: AUC 0.68 ± 0.12,
MCC 0.32 ± 0.22; Overall: 0.68 ± 0.12); RF (Train: AUC 0.99
± 0.01; Test: AUC 0.79 ± 0.10, MCC 0.38 ± 0.24; Overall: 0.79
± 0.10); and SVMRBF (Train: AUC 0.98 ± 0.01; Test: 0.81 ±

0.10, MCC 0.45 ± 0.20; Overall: 0.81 ± 0.10). On the combined
feature set, the classifiers performed as follows: LR (Train: AUC
0.92 ± 0.03; Test: AUC 0.66 ± 0.15, MCC 0.27 ± 0.33; Overall:
0.66± 0.15); RF (Train: AUC 0.99± 0.00; Test: AUC 0.84± 0.11,
MCC 0.47 ± 0.29; Overall: 0.83 ± 0.11); and SVMRBF (Train:
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FIGURE 1 | Comparison of classifiers by algorithm and feature set. Evaluated feature sets included (A) sociodemographic and clinical features only, (B) gray matter

volumes only, or (C) a combination of all available features. Features were ranked by feature importance and the top 20 from each feature set used for classifier

training. The final mean cross-validated area under the cover (AUC) scores are shown for the Logistic Regression (LR, blue), Random Forest (RF, gold), and Support

Vector Machine-Radial Bias Function (SVMRBF, olive) classifiers.

AUC 0.99 ± 0.00; Test: 0.81 ± 0.11, MCC 0.52 ± 0.22; Overall:
0.80± 0.11).

At a p < 0.01 for significance, permutation analysis (Figure 2)
indicates that the LR classifier did not achieve performance above
chance for any feature set (Clinical: p = 0.042; GMV: p = 0.019;
Combined: p = 0.028), the RF classifier achieved significance
for all feature subsets (Clinical: p = 0.002; GMV: p = 0.001;
Combined: p= 0.001), and the SVMRBF classifier was significant
for the GMV and combined feature sets (Clinical: p = 0.050;
GMV: p = 0.001; Combined: p = 0.001). Comparison across
classifiers using Cochran’s test found significance differences for
the clinical (Q: 18.9, p < 0.01), GMV (Q: 13.1, p < 0.01), and
combined feature sets (Q: 16.1, p < 0.01). For the clinical feature

set, post-hoc McNemar’s Chi-Squared testing found that LR vs.
SVMRBF and RF vs. SVMRBF did not differ significantly (Chi2:
3.4, p = 0.07; Chi2: 6.1, p = 0.01, respectively), but LR vs. RF
differed (Chi2: 13.5, p < 0.01). For the GMV feature set, LR vs.
RF differed significantly (Chi2: 7.6, p< 0.01), but not LR vs. SVM
RBF (Chi2: 5.8, p = 0.02) or RF vs. SVMRBF (Chi2: 0.12, p =

0.72). Finally, for the combined feature set, LR vs. SVMRBF and
LR vs. RF differed significantly (Chi2: 7.7, p < 0.01; Chi2: 7.7, p
< 0.01), but not RF vs. SVM (Chi2: 0.25; p= 0.62).

SHAP (SHapley Additive exPlanation) values were calculated
for the RF classifier with the combined feature set (Figure 3).
SHAP values reflect the magnitude of a feature’s influence on
model predictions, not a decrease in model performance as with
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FIGURE 2 | Permutation analysis of cross-validation scores by classifier and feature set. (A) Logistic Regression (LR), (B) Random Forest (RF), and (C) Support Vector

Machine-Radial Bias Function (SVMRBF) performance on 1,000 permuted datasets vs. true data was used to calculate the percentage of AUC scores occurring by

chance (p-value). A p < 0.01 determined significance. The dashed red line denotes the mean of AUC scores on the true data compared to the probability distribution

of AUC scores calculated on the permuted data.

permutation-based feature performance measures. The most
influential feature on prediction of depressive remission was the
left-hand caudal anterior cingulate volume, which changes the
predicted absolute depression remission probability, on average,
by 7%. Other high-ranking features included current age, age
of depression onset, baseline HAMD score, current episode
duration, and cardiovascular risk factor score, all of which altered
remission probability by 2–4%. SHAP values do not permit
inference of causality, only correlation with the predicted target.

DISCUSSION

LLD, like other mood disorders, involves a complicated,
multi-directional interplay between biology, psychological,
environmental, and social mediators. Considerable heterogeneity
exists in clinical phenotypes among patients with LLD, reflective
of differing psychobiological pathways to illness. Here, we
have demonstrated prediction of treatment response in LLD
is improved using a combination of feature types. Our results

mirror that of Patel et al. (17), where the authors integrated
clinical, cognitive, and MRI data toward improved prediction
of diagnosis and treatment response to a 12-week open trial of
several different antidepressants in LLD.

The features identified as influencing classifier prediction
in the current study corroborate several prior findings in the
literature. Age of depression onset and cardiovascular health
are among the most notable. LLD encompasses both individuals
with early-onset depression (EOD), who develop depressive
symptoms before the age of 25 and experience recurrent
episodes across lifetime, and individuals with first presentation
after age 50–65, or late-onset depression (LOD). The LOD
phenotype displays less heritability and a stronger association
with underlying cerebrovascular disease with a clinical profile
of fronto-subcortical dysfunction, apathy, higher likelihood
of progression to dementia, and increased antidepressant
resistance (32–34).

Self-reported health-related quality of life (HRQOL)measures
(SF36—energy, SF36—emotional well-being) as well as baseline
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FIGURE 3 | Feature importance summary of random forest classifier using the combined feature set. (A) SHAP (SHapley Additive exPlanation) values are ordered by

value of a feature to the predictions made by the classifier. The position on the x-axis on shows whether the effect of that value is associated with a higher or lower

prediction for a given observation. Red color indicates the feature is high for that observation or low (blue). (B) Summary of mean SHAP values or overall magnitude of

a feature’s impact on prediction of depressive remission.

depression severity and chronicity also emerged as informative to
prediction, consistent with prior investigations (35–38). Chronic
physical disability associates to poor prognosis (39–41). Among
the GMVs identified, dysfunction and differences in the anterior
cingulate in LLD is well-established (42–44). Entorhinal volume
also associates to multiple aspects of LLD, including somatic
symptoms and cognitive impairment/conversion to dementia
(45–47). Volume of the entorhinal cortex is inversely associated
with the number of years since the first episode of depression and
associates with treatment-resistant depression in females (6, 45).

The type of response predicted in the current study is
general rather than treatment-specific. While the character of
the two clinical trial cohorts did not differ substantially in
demographics or illness features, the treatment modalities and
conditions varied with one group initiating a new SSRI while
the other continued their existing antidepressant or therapy
and received a new add-on health intervention. Differential
treatment response prediction is the goal of the precision
medicine approach. However, just as there are converging and
diverging pathways to depression, converging and diverging
pathways in treatment response (and resistance) are anticipated.
Certain data types may offer differing levels of discriminatory
predictive power. For example, in a recent study in a
sample of 81,630 adults, treatment-specific predictive models
from electronic health record data did not perform better
than general treatment response models (48). A classifier

capable of predicting treatment response to a focused range
of options (e.g., SSRIs) could arguably hold higher clinical
utility in practice than one that predicts response to a single
agent (49, 50).

The current work has several strengths, including the
rigor of the analysis. Machine learning algorithms possess
known variability in their tolerance for number of features,
multi-collinearity, and noise. The RF classifier, for example,
performed well-across all feature sets and demonstrated the
least degradation in performance (generalization error) on
the testing data. The primary limitations of the study are
the small sample size and lack of a dataset with similar
features for external validation. Cross-validation is only an
estimate of performance on unseen data. The generalizability
of a model cannot be fully determined without validation
in an external dataset (51). Additionally, “small” data is
prone to overfitting, even with robust feature selection and
cross-validation. For the current work, a static number
of features were employed in each feature set to permit
comparison across classifiers. In moving from exploratory
analysis to development of an optimized model, features
could be even more aggressively reduced, hyperparameters
tuned (e.g., limiting the maximum depth of the branching
of the RF classifier, the number of support vectors for
SVMRBF), and models combined (ensemble modeling) to
further reduce overfitting.
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CONCLUSION

The current preliminary study into the use of ML to identify
predictors of treatment response in late-life depression indicates
that integration of clinical and structural MRI significantly
increases predictive capability. Timely treatment selection in LLD
is critical to preservation of quality of life and cognitive capacity.
The current results suggest machine learning coupled with multi-
modal data are a promising avenue for the development of a
non-invasive, precision approach to illness management.
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Currently, there is a limited understanding of long-term outcomes of COVID-19, and a

need for in-home measurements of patients through the whole course of their disease.

We study a novel approach for monitoring the long-term trajectories of respiratory and

behavioral symptoms of COVID-19 patients at home. We use a sensor that analyzes

the radio signals in the room to infer patients’ respiration, sleep and activities in a

passive and contactless manner. We report the results of continuous monitoring of

three residents of an assisted living facility for 3 months, through the course of their

disease and subsequent recovery. In total, we collected 4,358 measurements of gait

speed, 294 nights of sleep, and 3,056 h of respiration. The data shows differences in

the respiration signals between asymptomatic and symptomatic patients. Longitudinally,

we note sleep and motor abnormalities that persisted for months after becoming COVID

negative. Our study represents a novel phenotyping of the respiratory and behavioral

trajectories of COVID recovery, and suggests that the two may be integral components of

the COVID-19 syndrome. It further provides a proof-of-concept that contactless passive

sensors may uniquely facilitate studying detailed longitudinal outcomes of COVID-19,

particularly among older adults.

Keywords: COVID-19, long-term outcomes, phenotypes, contactless monitoring, respiration, behavior, older

adults, case report

INTRODUCTION

As the COVID-19 pandemic approaches the 2-year mark, a growing body of literature suggests that
even after recovery from the acute viral illness, there may be a range of long-term neuropsychiatric
sequelae (1–3). Further, the long-term outcomes of COVID-19 are affected by a broad range of
factors including the presence of pre-existing medical or psychiatric conditions (4, 5), the nature
and severity of the acute respiratory illness (6), the quality of care received in the short and
long term (7), the patient’s socioeconomic status (4, 8), and age (9). As a result, we see a very
heterogeneous range of outcomes with COVID-19. The impact of this heterogeneity is especially
pronounced in the context of behavior symptoms, which can manifest themselves as predisposing
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factors (10, 11), a core symptom of COVID-19 (12, 13), a virus-
induced long-term symptom (2, 3), or an independent secondary
effect (2, 14, 15).

These findings highlight the need for tracking the trajectory
of COVID-19 disease through its acute and post-acute phase.
Today, however, we lack solutions for collecting objective and
longitudinal measurements from COVID-19 patients at home.
Existing solutions for collecting data from patients at home rely
mainly on self-reporting (9). Yet, self-reporting can be highly
subjective, particularly when considering behavioral symptoms.
Further, monitoring COVID-19 patients through the course of
their disease is complicated by distancing and isolation protocols
during the acute phase (16). It is also complicated by the difficulty
of sustaining patient engagement in longitudinal post-acute
studies (17, 18). While wearable devices and mobile phones may
help collecting longitudinal data, such devices are ill-suited to
older adults, and individuals who suffer from impaired memory
and/or cognition (19).

We study a new solution for passively collecting objective and
continuous measurements of COVID-19 patients recovering at
home, during their active disease phase and post-acute recovery.
We specifically focus on monitoring the trajectory of respiratory
and behavioral phenotypes in older patients. We use a novel
wireless sensor that sits in the background of the home (akin
to a Wi-Fi router). The sensor, called Emerald, transmits very
low power wireless signals, and analyzes their reflections from
nearby humans and inanimate objects using machine learning
(20, 21). It infers physiological and behavioral markers, including
respiratory signals, gait speed, sleep patterns, and the time spent
in different locations at home (activity graph). It can collect data
continuously for prolonged periods, without physical contact
with patients, and operates passively without burdening patients
or caregivers. This sensor has been validated for monitoring
sleep, gait speed, location, and respiration (20, 22, 23), and has
been piloted in clinical studies of agitation (24), dementia (19),
and Parkinson’s disease (25). Figure 1 illustrates the operation of
the Emerald sensor.

We present the results of 24/7 monitoring of three COVID-
19 patients in an assisted living facility for 3 months. Our
sensor technology offers a pragmatic solution to several of the
challenges around long-term tracking in COVID-19, especially in
older adults. It does not require any active engagement from the
monitored person, and collects data passively and continuously,
without exposing caregivers or others to the patient. We show
how this approach facilitates continuous phenotyping of changes
in physiological and behavioral parameters through the acute and
post-acute phases of COVID-19.

Today’s clinical studies are limited to episodic measurements,
typically conducted in the clinic. In contrast, the approach
described herein enables zooming in on individual patients in
their natural living environment to obtain detailed and clinically
meaningful measurements of their condition over long periods of
time, and without interfering with patients’ lives.

RESULTS

In total we monitored the subjects for 327 days. We processed
the data to identify missing measurements due to accidental

device unplugging, device malfunctioning, or patient being away
in the hospital. After accounting for missing measurements,
we collected 294 nights of sleep, 3,056 h of respiration
signals, and 4,358 measurements of gait speed. A detailed
description of subject recruitment and methods can be found in
Supplementary Material.

Clinical Course
InTable 1, we report the demographic and clinical characteristics
of the study samples. Subject 1 is an 88yomale. His initial COVID
symptoms were sore throat, fever and muscle ache. He was
hospitalized for these symptoms and his monitoring began on
day 0, upon return to the residential facility. He did not require
any additional hospitalization. Subject 2 was an 81yo female
with a pre-COVID history of COPD, generalized anxiety, and
mild cognitive impairment. Her COVID symptoms started with
fever, fatigue, and a sore throat. During the monitoring period,
she was hospitalized due to breathing distress on day 7’s early
morning. She recovered gradually after discharge from hospital
on day 14. Subject 3 is a 73yo female who tested positive for
SARS Cov-2 infection but demonstrated no clinical symptoms of
COVID throughout the study period. She had a prior history of
bipolar disorder.

Respiratory Changes
Figures 2A–C plots the daily respiratory rate (RR) of the three
subjects, while being COVID positive, and as they transition
to negative testing. The three subjects have different recovery
experiences. The first two subjects are symptomatic, whereas
subject 3 is asymptomatic. This is reflected in their RR in the
figure, which shows that subjects 1 and 2 have significantly less
stable RR than subject 3. Focusing on the symptomatic patients,
subject 1 had a smooth gradual recovery, whereas subject 2 had
respiration distress and was hospitalized for about a week. As
shown in Figure 2A, subject 1 started with an elevated RR with
a median of 25 breaths per minute (BPM) on day 1, and 26.3
BPM on day 2. Over the next 6 days, his median RR gradually
decreased by about 3 BPM, and stabilized at a baseline around
21 BPM. In contrast, and as in Figure 2B, subject 2’s RR initially
decreased slowly to a median of 19 BPM; but on day 7, the RR
suddenly jumped to 22 BPM. On that day the subject reported a
medical emergency, was subsequently admitted to the hospital,
and received medical treatment for breathing difficulty. After
subject 2 came back from the hospital, her RR began to drop from
amedian of 19.5 BPM on day 14 to a baseline of 18.0 BPM on day
23. As for the asymptomatic patient, i.e., subject 3, her RR was
stable for the whole recovery period with a daily median of 11.5
BPM, as shown in Figure 2C.

Next, we check whether the differences in RR for the
symptomatic subjects are statistically meaningful. We divide the
RR samples into two groups for each subject, where the first
group refers to RR samples captured before becoming COVID
negative and the second group refers to RR samples after the
subject became COVID negative. We run a single-sided Mann–
Whitney U test for each subject and calculate the effect size by
Cohen’s d. As expected, the RR elevation for the symptomatic
subjects, i.e., subject 1 (U = 3.0E7, p = 1.8E-268) and subject
2 (U = 5.8E7, p = 2.6E-241), is statistically significant, but is
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FIGURE 1 | System overview. (A) The Emerald device sits in the background of the home like a Wi-Fi router. It sends out a wireless signal that is 1,000 times weaker

than the home Wi-Fi, and analyses the reflected signal 24/7 without burdening the monitored subject. (B) Measurements of the trajectories of respiration, gait speed,

sleep efficiency, and daily activities of the subject are generated automatically. (C) Clinicians and researchers (with the proper credentials) can access the data

remotely at home or in the office.

TABLE 1 | Demographic and clinical characteristics of the study samples (N = 3).

Variables Subject 1 Subject 2 Subject 3

Age 88 81 73

Sex M F F

Monitoring begins 04/27/2020 04/07/2020 04/16/2020

Day confirmed COVID positive with respect to the first day of monitoring* Day -11 Day -6 Day 0

Day confirmed COVID negative with respect to the first day of monitoring* Day 8 Day 17 Day 8

Monitoring ends* Day 106 Day 115 Day 106

Acute COVID-19 symptoms • Fever

• Fatigue

• Sore throat

• Muscle pain

• Fever

• Fatigue

• Sore throat

None

Other comorbid conditions Obsessive compulsive

disorder, Major depressive

disorder

Mild cognitive impairment,

Generalized anxiety disorder

(GAD), Benzodiazepine

abuse in remission, CHF,

COPD

Major neurocognitive

impairment (mixed type),

Bipolar disorder

*Days are relative to the first day of monitoring.

insignificant for the asymptomatic subject 3 (U = 2.0E7, p =

0.9986). The Cohen’s d for subject 1 (d = 0.52) and subject 2
(d = 0.53) shows medium effect size, while for subject 3 (d =

−0.04) the effect size is minimum. Further, when comparing the
hospitalization day of subject 2 (i.e., day 7) to days 1 to 6, we find
the elevation is significant (single-sided Mann–Whitney U test,
U = 1.2E6, p = 2.2E−90), and the effect size is large (Cohen’s d,
d = 2.0).

Sleep Efficiency
Sleep efficiency is the ratio of the total sleep time to the total time
in bed (26). Sleep efficiency is highly correlated with the mental
status of an individual. Usually, themore anxious an individual is,
the lower the sleep efficiency will be (27). Figures 2D–F reports
the sleep efficiency for all 3 subjects. As shown in Figure 2D,
subject 1 has low sleep efficiency that worsens around day 37 to
64 in the middle of the study but subsequently stabilizes. One-
way ANOVA on these 7 groups in the figure verifies there is

significant difference (df = 94; F = 15.57; p = 0.016) between
the groups. More specifically, sleep efficiency from day 37∼64

is significantly worse (single-sided t-test; df = 94; t = 3.85; p

= 2.4E-4) than the other 10 weeks. This is consistent with the

assisted living facility (ALF) staff ’s observations that subject 1

demonstrated some initial anxiety, but over time, his anxiety
subsided, and he was able to recover. As shown in Figure 2E,
subject 2’s sleep efficiency decreased slightly over the monitoring
period. Her sleep efficiency for the first 6 weeks is higher than
the later 8 weeks (single-sided t-test; df = 78; t = 1.60; p =

0.057). Subject 3 had the best sleep efficiency overall (single-
sided t-test; df = 264; t = 6.01; p = 3.7E-9); however, her sleep
efficiency worsened from day 51 to day 106 (the end of the
study) compared with day 9 to day 50 (single-sided t-test; df
= 90; t = 2.69; p = 0.0044). This aligns with the ALF staff ’s
observation that subject 3 has shown fewer health issues than the
other two patients, though in the last 2 months of the study, she
has experienced anxiety.
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FIGURE 2 | Contactless measurements of respiration rate, sleep efficiency, and gait speed. (A–C) The daily respiration rate (RR) of the patients during sleep as they

recovered (for each boxplot sequentially, n = 962, 703, 964, 831, 766, 762, 863, 935, 1,193, 1,032, 998, 973, 1,218, and 1,137 for subject 1; n = 1,433, 1,003,

1,332, 1,393, 1,779, 1,694, 177, 1,059, 950, 1,077, 1,234, 1,001, 932, 1,715, 1,019, 1,403, and 783 for subject 2; n = 994, 928, 1,045, 1,012, 864, 815, 832, 820,

1,139, 920, 929, 851, 919, and 977 for subject 3). The figure shows that while being COVID positive, the symptomatic subjects experienced an elevated RR in

comparison to their baselines. In contrast, the asymptomatic subject had an RR similar to her baseline. Further, the figure shows that prior to hospitalization, Subject 2

experienced an unusually elevated RR. (D–F) Sleep efficiency of the subjects computed as the ratio of the sleeping time to the time in bed. Each box refers to data for

two consecutive weeks (for each boxplot sequentially, n = 14, 14, 14, 14, 14, 14 and 11 for subject 1; n = 14, 14, 14, 13, 12 and 12 for subject 2; n = 14, 14, 14, 14,

14, 12 and 9 for subject 3.). (G–I) Gait speed of the subjects, where each boxplot represents two consecutive weeks (for each boxplot sequentially, n = 40, 226, 309,

(Continued)
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FIGURE 2 | 526, 356, 403, and 335 for subject 1; n = 58, 107, 133, 122, 136, and 126 for subject 2; n = 237, 123, 133, 94, 121, 174, and 183 for subject 3.). (D–I)

From day 74–day 87, subject 2 has 12 days of data missing due to accidental unplugging of the device by the housing staff. There are only 2 days left for these 2

weeks, so the box is not plotted for this period. (A–I) In each box plot, the central line indicates the median, and the bottom and top edges of the box indicate the 25th

and 75th percentiles, respectively. The whiskers extend to 1.5 times the interquartile range. Points beyond the whiskers are plotted individually using the circle symbol.

Gait Speed
Figures 2G–I compares the trajectories of gait speed of the 3
participants. As shown in Figure 2G, subject 1 has a relatively low
initial median walking speed of 0.52 m/s. However, his walking
improves steadily in the following months to reach 0.62 m/s
by the end of the monitoring period. Regression analysis shows
that the rate of improvement in his gait speed was 0.0076 m/s
per 7 days ([0.0068, 0.0085] 95% CI, p = 2.9E-66). The ALF
staff reported that subject 1’s walking was impaired initially,
most likely due to his very limited mobility while in quarantine.
Subsequently with physical therapy, his walking speed improved.
Figure 2H shows that subject 2 did not exhibit a significant
change in her gait speed over the course of the monitoring
period (−0.0015 m/s per 7 days [−0.0035, 0.00037] 95% CI, p
= 0.11). Similar to subject 2, subject 3’s gait speed, in Figure 2I,
is relatively steady during the observation period (−0.00076 m/s
per 7 days [−0.0024, 0.00089] 95% CI, p= 0.37).

Activity
Figure 3 shows general behavior patterns for all three subjects.
Each circle is one day (12 a.m. at the top refers to midnight,
and 12 p.m. at the bottom refers to noon) the inner most
circle is the first day after becoming COVID negative, and the
outermost circle is the last day of monitoring. The graphs provide
a longitudinal view of subjects’ basic activities after they became
COVID negative.

Based on Figure 3A, we note that subject 1 started to leave
the room on the day he was declared COVID negative. This can
be inferred from the white patches, which refer to time intervals
during which the subject is outside the coverage of the Emerald
wireless signals, i.e., outside his room at the ALF. The subject,
however, continued to take his meals in his room rather than in
the dining hall as indicated by the yellow cones (i.e., being on the
chair) around 8 a.m., 12 p.m., and 5 p.m., in his activity graph.
This continued until 29 days before the end of the study, when
we see the yellow cones are replaced by white-colored region,
which indicates that he started to take all of his meals in the
dining room. He spent almost 12 h per day in his bed during the
entire post-acute monitoring period. Subject 1 also left his room
regularly around 10 a.m. every day, which coincides with daily
physical activity classes (as confirmed by the ALF staff).

In Figure 3B, we note that subject 2 began to leave her room
right after her quarantine period ended on day 17, as indicated
by the white regions in her activity graph. Subject 2 seems to
be in her room around mealtime; however, her eating patterns
are not as regular as those of the other patients. This can be
inferred from the lack of clear yellow cones (i.e., time on chair)
around meal times, like those observed in the activity graphs of
the other two patients. At the end of the study, subject 2 started
leaving her room around breakfast time, which indicates that she

started joining other residents for breakfast. During nighttime, it
is relatively common for subject 2 to wake up in the middle of
the night and leave her bed and the whole room as indicated by
the white lines interspersed in the blue region. This behavior is
confirmed with the staff at the ALF.

As shown in Figure 3C, subject 3 remained in her room for the
first 2 weeks after lifting the quarantine. Later, she demonstrated
a routine of leaving her room in the morning for breakfast then
for a physical activity class. However, she remained in her room
sitting on a chair for large parts of the remainder of the day and
appeared to leave her room in the afternoon and evening (also for
meals) only in the last few days that she was monitored. She has a
regular diurnal cycle but it is relatively common for her to wake
up at night and move from her bed to her chair (as indicated by
the yellow lines in the blue region).

DISCUSSION

Today, clinical studies are limited to a few episodic
measurements of each patient, which hampers their ability
to track detailed longitudinal disease progression. Our primary
aim was to conduct digital phenotyping of the acute and
post-acute phases of COVID-19 using a novel radio sensor
capable of simultaneously and continuously monitoring multiple
physiological and behavioral parameters in a passive and
contactless manner. Our results demonstrate that such an
approach can facilitate remote tracking of changes in behavior
and respiration, which in turn may be markers of the recovery
process. The inherent properties of the Emerald device—i.e.,
eliminating the need for interaction with the device or active
data entry on the part of patient, and no requirement for ongoing
maintenance such as regular charging—have facilitated the
collection of continuous longitudinal data.

Among our subjects, we noted that subject 2, who had
the most significant symptoms from COVID-19, appeared
to demonstrate the most severe longitudinal disruption of
respiration, sleep and daily routine. While we cannot comment
on which aspects may be related to COVID-19 vs. exacerbations
of premorbid neuropsychiatric symptoms, subject 2’s data
point to the possibility that especially in older adults, there
may be a relationship between behavior symptoms and the
COVID-19 disorder itself. Subject 1 had a less severe initial
manifestation of COVID-19. However, longitudinal phenotyping
indicates a physiological consequence to prolonged quarantine
(i.e., worsening mobility and changes to sleep). It is unclear
whether this was a direct consequence of COVID-19 infection
or born out of the strains of isolation. The data did, however,
enable the staff to identify and promptly attend to these issues.
In the case of subject 3 who was asymptomatic to COVID-
19, phenotyping data shed light on how a combination of the
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FIGURE 3 | Activity graph. Each circle is 1 day. Angle around each circle represents the hour in the day (Zero at the top refers to midnight, and 12 refers to noon time).

The innermost circle is the first day the patient became COVID negative, while the outermost circle is the last monitoring day for that patient. The different colors refer

to different locations: bed in blue, chair in yellow, and outside the room in white. In total, there are 87 days for subject 1, 87 days for subject 2, and 99 days for subject

3 (Missing days are not visualized).

virus itself and environmental strain from implementing social
distancing within an assisted living facility may trigger changes
in behavior, such as where to eat and routine on activities.

The study also sheds lights on the specific utility of the studied
metrics. It shows that respiration rate may serve as a biomarker
in tracking recovery status during the acute phase of the disease.
For symptomatic subjects (i.e., subjects 1 and 2), the RR during

the acute phase was elevated from its baseline, even when patients
did not report breathing issues, and decreased to its baseline as
patients became COVID negative. Further, an abnormally high
RR is detected for subject 2 before her hospitalization, which
indicates that a sudden elevation of RR could serve as a precursor
to symptom escalation in COVID-19. In contrast, sleep and
gait speed highlighted problems during the post-acute phase.
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Specifically, subject 1 developed movement difficulties and took
several months to recover his mobility after becoming COVID
negative. All subjects exhibited signs of sleep issues that persisted
for a long time.

The activity graph is a novel matric that can objectively
quantify subjects’ daily behavior, and potential changes in their
habits. In this graph, each day is abstracted and summarized in a
single colored circle, allowing us to visualize daily and repetitive
behavior. This provides novel insights into patients’ quality of
life and daily functions. For example, in our study, the activity
graphs have revealed that, while all three subjects live in the same
ALF and in principle follow the same ALF schedule, subjects
1 and 3 have regular routines, while subject 2 does not. This
could be a sign of subject’s 2 agitation and exacerbated cognitive
impairment, which was repeatedly noted by the staff. The ability
to capture subjects’ routine provides a new metric that can help
in behavioral phenotyping, an area that currently heavily depends
on subjective questionnaires.

The study has several limitations. The sample size is small and
may not be representative of the broader COVID-19 population.
In addition, we were not able to collect objective behavioral data
using standardized scales to compare sensor data with. Also,
the monitored physiological signals are limited to respiration,
sleep, walking speed and activities, and the monitored space is
limited by the radio coverage area. Despite these limitations, we
believe that the results demonstrate the feasibility of passive and
contactless phenotyping, and its potential for studying the short-
and long-term progression of COVID-related symptoms among
older adults recovering at home. Our team aims to address these
limitations, particularly the absence of comparison measures in
ongoing and future work.

At the time of writing, there remains a lack of clarity on how
the neuropsychiatric symptoms of COVID may play out in the
long term. Our findings indicate that passive digital phenotyping
can be a powerful tool to facilitate understanding this issue.
With the ability to closely track intra-individual changes
in respiration, gait, sleep, and activities, such an approach
holds the potential to unlock relationships between different
behavioral phenomena associated with COVID-19 infection

and recovery. Additionally, contactless passive monitoring
technologies can uniquely facilitate detailed longitudinal studies
of symptoms’ trajectories in older adults, without burdening
patients or caregivers.
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Late-life depression is heterogenous and patients vary in disease course over time. Most

psychotherapy studies measure activity levels and symptoms solely using self-report

scales, administered periodically. These scales may not capture granular changes during

treatment. We introduce the potential utility of passive sensing data collected with

smartphone to assess fluctuations in daily functioning in real time during psychotherapy

for late life depression in elder abuse victims. To our knowledge, this is the first

investigation of passive sensing among depressed elder abuse victims. We present data

from three victims who received a 9-week intervention as part of a pilot randomized

controlled trial and showed a significant decrease in depressive symptoms (50%

reduction). Using a smartphone, we tracked participants’ daily number of smartphone

unlocks, time spent at home, time spent in conversation, and step count over

treatment. Independent assessment of depressive symptoms and behavioral activation

were collected at intake, Weeks 6 and 9. Data revealed patient-level fluctuations in

activity level over treatment, corresponding with self-reported behavioral activation.

We demonstrate how passive sensing data could expand our understanding of

heterogenous presentations of late-life depression among elder abuse. We illustrate

how trajectories of change in activity levels as measured with passive sensing and

subjective measures can be tracked concurrently over time. We outline challenges

and potential solutions for application of passive sensing data collection in future

studies with larger samples using novel advanced statistical modeling, such as artificial

intelligence algorithms.

Keywords: depression, psychotherapy, mobile health, passive sensing, late life

INTRODUCTION

Major Depressive Disorder (MDD) in later life is a heterogenous condition characterized
by high variability in biological and clinical features (1, 2). Individuals with MDD vary
in their disease course with fluctuations in activity levels and mood during treatment
(3). Most depression studies use rating scales administered once weekly to track change
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and these assessments do not capture granular time-sensitive
changes (2, 4). Passive sensing data collection using smartphone
sensors, such as pedometer, accelerometer, gyroscope, GPS, and
microphone can capture fluctuations in daily functioning in real
time (5, 6). The granularity and multimodal nature of passive
sensing data can inform behaviors associated with outcomes and
predict response more precisely (7).

While passive sensing has gained its popularity in mental
health studies in youth and adult populations (8, 9), few studies
examined its applicability on studying mental disorders in late
life (10, 11). Even less is known about the use of passive sensing
among older adults suffering from trauma and coping with
chronic stress and high rates of depression and anxiety. This
population is historically underserved and suffers from high rates
of depression, anxiety, and post-traumatic stress. Insights from
passive sensing data could help understand the heterogenous
pattern of treatment response for each patient and thus guide
personalization of these therapies to older adults’ specific needs
and circumstances.

Real-time routine tracking of movement and activity levels in
depressed older adults—especially those suffering from trauma—
can inform the study of engagement in behavioral activation
(BA) psychotherapies that target increasing activity levels to
reduce depression severity (12, 13). In these therapies patients
are encouraged to engage in meaningful, rewarding activities,
including increased time away from home, physical activity,
and social interactions (13–15). We developed PROTECT,
a behavioral activation and goal directed intervention for
late life depression in elder abuse victims. PROTECT is
intervention designed to reduce depression among elder abuse
victims seeking elder mistreatment reduction services. It targets
depressive symptoms by reducing victims’ social isolation and
increasing behavioral activation leading to a sense of agency
and empowerment.

In this paper, we use case study examples from the
PROTECT study (16) to present the potential utility
of smartphone as a data collection tool in studies of
psychotherapy for late-life depression. We examined the
individual fluctuations in behavioral activation levels as
well as trajectories of passive sensing measures during
treatment course. We discuss opportunities and challenges
and provide potential solutions and recommendations for
future research.

METHODS

PROTECT psychotherapy includes 9 weekly sessions, where the
therapist and the client work collaboratively toward realistic
goals by implementing step-by-step action plans. PROTECT has
shown to reduce depression severity and increase behavioral
activation among elder abuse victims [See (17); See (16) for
details]. Patients’ reported levels of activity during the study
was measured using the Behavioral Activation for Depression
Scale (BADS) (18). During the 9-week treatment, BADS were
measured at three time points; at baseline, weeks 6 and 9
(treatment end).

At recruitment, the participants consented to carry their
smartphones during 9 weeks of intervention for passive sensing
data collection and were informed of the types of data
collected. They were given an iPhone if they did not own
a smartphone. Participants received an instruction step-by-
step booklet accompanied by technological training by research
assistants on how to operate and use the smartphone. Therapists
and research assistants provided ongoing technological support
as needed. Participants were informed of the extent of passive
sensing data collected from their smartphones and the data
were securely stored and managed by using a server-based
tracking program.

We focused on four passive sensing measures including step
count, time spent at home, time in conversation and the number
of times the phone was turned on (screen unlocks), and all
measures were recorded daily. We utilized passive sensing data
to infer an individual’s daily living patterns. For example, higher
daily step count reflects increased physical activity levels while
more time spent at home may reflect greater isolation and lack
of outside activity. More time in conversation may represent
more social interaction with others. Finally, the number of
screen unlocks is used as a utility measure, reflecting the level
of engagement with the smartphone over time. The number
of screen unlocks is also used to evaluate the granularity of
passive sensing data. More screen unlocks is thought to indicate
greater use of the phone and may increase data reliability and
granularity (19).

One or more sensors were involved to define each passive
sensingmeasure. For example, a pedometer was used to count the
number of steps. Longitude and latitude coordinates were derived
via Wi-Fi, cell phone towers and GPS. This location information
was used to identify “home” and calculate time spent at home
on a day. To protect participants’ privacy, we did not record
participants’ actual geographic location but rather traveling
patterns—moving east/west and north/south from an arbitrary
reference location. Audio from a smartphone’s microphone was
sampled periodically to capture the participant’s voiced signal. To
protect user privacy, proprietary algorithms processed audio data
in real time, destroying all contents and only capturing if and how
long the participant was engaging in a conversation.

We preprocessed passive sensing data by removing unreliably
low (or high) observations to prevent potential bias. Passive
sensing recording is intrinsically dependent on the participant’s
level of engagement with their smartphone. Participants were
asked to carry their phone at all times, but their level of
engagement with their devices varied because participants might
have not carried their phone during the day or their phones either
was off/charging, was left at home, or had trouble authorizing
the data collection. Heterogeneous levels of engagement across
days within a single participant and across participantsmay result
in different degrees of underestimation in passive sensing data
and introduce biases if analyzed without addressing this issue.
We implemented a 2-stage preprocessing algorithm for mobile
health data. The first stage involved principal component analysis
on the utility measures from the smartphone such as variability
in the battery level and the number of raw observations of each
passive measure within a day to quantify each participant’s level
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of engagement. Days with extremely low level of engagement
(the composite engagement score lower than the 30th quantile)
were considered unreliable and labeled missing. The second stage
used k-nearest neighbors algorithm to classify all unlabeled days.
We did not impute the missing data; instead, we presented
a smoothed curve to depict the overall trajectories of passive
sensing data.

We explored the relation between individual reported activity
on the behavioral activation measure (BADS) and passive
data collected during the treatment. Overall, we examined the
fluctuations in BADS scores and passive sensing measures on
a within-person level. We visually inspected whether BADS
scores and/or passive sensing measures increased or decreased
compared to the individual’s average levels and reported how the
change in one coincided with the change in the other measures.
Fluctuations of daily recorded passive sensing data were captured
using a smooth local polynomial regression (LOESS) curve. This
trajectory was visually compared with changes in BADS scores
from baseline to weeks 6 and 9. As a result, we created individual-
specific narratives to link observations from passive sensing data
with their potential clinical implications.

PILOT EXAMPLES

We selected three patients from a small pilot study comparing
PROTECT with a referral control condition. These were
representative pilot cases to illustrate the potential utility of
passive sensing data among depressed older adults. The three
patients were most compliant with study protocols of carrying
around the smartphones during 9 weeks of treatment and
thus produced the most granular passive sensing data. All
three patients showed a clinical response, defined as 50%
reduction in depressive symptoms on the Montgomery-Asberg
Depression Rating Scale (MADRS) (20) score by the end of
treatment (week 9). The study was approved by Weill Cornell
Medicine’s Institutional Review Board and all participants
provided written consent for collection and processing of

deidentified passive sensing data. Table 1 shows demographic
and clinical characteristics of the subsample of three patients.
Figure 1 shows the clinical and passive sensing data from these
three patients.

Patient A is a 62-year-old Black man whose baseline MADRS
score was 27. He experienced financial, verbal/emotional,
and physical abuse. He showed significant improvement in
depression during treatment with a MADRS score of 6 at
treatment end. We were not able to obtain passive sensing data
from his smartphone in the first 2 weeks of the study, likely
due to technical difficulties or need of reminders to carry the
phone at all times. However, following this initial period, his
consistently high screen unlocks suggested high engagement
with his smartphone throughout the intervention after the first
2 weeks. Patient A began and ended therapy with relatively
low levels of behavioral activation (Intake BADS = 102; Week
9 BADS = 109). These low activity levels correspond with
less time spent in conversation at the beginning and end of
treatment and decrease in step count by Week 9. At Week 6,
Patient A reported the highest activity levels (BADS = 127).
This increase corresponded with more time spent at home and
more time in conversation, which may indicate this patient
engaged in helpful activities and conversations with others at
home during mid-treatment.

Patient B is a 65-year-old White Hispanic woman who was
divorced and lived alone with a history of verbal/emotional and
physical abuse. She reported severe major depression (MADRS
score of 33 at baseline) and extremely low levels of behavioral
activation (BADS = 39) at the start of treatment. Patient
B was consistently engaged with her phone, as reflected by
high screen unlocks throughout treatment. By Week 6, the
patient reported an increase in behavioral activation levels
(BADS = 49). Patient B showed consistently high step count
(averaging 4,000 steps a day), spent time in conversation
and was away from home throughout treatment. This high
engagement in multiple activities may have contributed to her
significant reduction in depression (MADRS at Week 9 = 15),

TABLE 1 | Demographic and clinical characteristics of the sample.

Patient A Patient B Patient C

Treatment group PROTECT PROTECT Referral

Age (years) 62 65 69

Gender Male Female Female

Marital status Separated Divorced Married

Living situation Lives with Others Lives Alone Lives with Others

Ethnicity Non-Hispanic Hispanic Non-Hispanic

Race African American White African American

Religion Other Catholic Catholic

Education (years) 14 12 14

Financial situation Perception of financial status Has just enough Has just enough Has just enough

Annual Income <9K 13K−16K 13K−16K

Abuse Financial Y

Verbal / Emotional Y Y

Physical Y Y Y
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FIGURE 1 | Passive sensing data fluctuations over treatment. BADS, Behavioral Activation for Depression Scale. Columns represent patients and rows represent

different smartphone data (step count, time spent at home, time in conversation, and the number of screen unlocks). For all panels, the x-axis shows time in days.

Points in black represent daily recorded smartphone data and a blue line with a shaded band is a smooth local polynomial regression (LOESS) curve with its 95%

confidence interval. Points and a dashed line in red show the fluctuations in BADS scores from baseline, weeks 6 to 9 (end of treatment).

as well as meaningful increase in levels of behavioral activation
(BADS= 114).

Patient C is a 69-year-old Black woman who reported physical
abuse with moderate depression (MADRS = 23) and relatively
high levels of behavioral activation at intake (BADS= 98). Patient
C maintained high levels of screen unlocks reflecting consistent
engagement with her phone. However, low step count and time
spent in conversation throughout treatment reflected low outside

and social activity levels. Nevertheless, her BADS score increased
to 114 by treatment end. For this patient, more time at home
corresponded with higher levels of behavioral activation at the
beginning and end of treatment. During Week 6, the patient did
not spend much time at home, suggesting potential disruption to
her usual routine. It may have contributed to the lower behavioral
activation (BADS= 62). This also suggests she may have engaged
in pleasurable activities at home.
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OPPORTUNITIES AND CHALLENGES

Passive sensing data offer the potential to observe daily activity
between standardized assessments of behavioral activation and
changes in depression severity (21). Our data illustrate the
individual level variation observed among three patients who
showed improved depression during PROTECT treatment. All
three patients showed clinically significant response and were
engaged with the smartphone during the study. However, the
figures illustrate variability in passive sensing data and behavioral
activity level reports within-patient over time as well as between-
patient differences. Real-time assessment of individuals in their
natural environments maximizes ecological validity and the
granularity of smartphone data can capture detailed fluctuations
of behavior over the study period (4). The variability observed
may also reflect the different ways that patients become activated
as part of the therapy.

Multimodal data can provide a more nuanced understanding
of behavioral patterns for each individual. The passive sensing
data provide an opportunity for digital phenotyping, i.e.,
moment-by-moment quantification of the individual-level
human phenotype in-situ (22, 23). Passive sensing can reflect
changes in physical activity and time spent outside (24), which
may correlate with mental health outcomes, such as loneliness
and social isolation (25), as well as anxiety, stress and depression
(26). In our project, step count and time spent at home were
used to quantify participants’ daily activity. By considering these
measures simultaneously we discerned days with high activity
level at or around home from those days with a greater travel
diameter. Additional information regarding planned goals and
the types of activities patients engaged in while at home or
outside could expand our understanding of clinical meaning
of passive sensing data on an individual level. Further, future
work could investigate associations between activity levels and
loneliness and social isolation, which is prevalent among elder
abuse victims. Collection of these data in a large sample may
contribute to the understanding of behavioral patterns associated
with treatment response and guide development of personalized
treatments (27, 28).

Unique characteristics of passive sensing introduce a new area

of data analyses methods. Although we did not apply advanced

analytic methods in this small, classic statistical methods such
as mixed effects models and generalized estimation equation as

well as pre vs. post hypothesis tests can be used to analyze the
temporal changes in passive sensing data (29–32). Creating a

platform that streamlines the passive sensing data collection,
management and analysis allows to collect a bigger sample
(23), and passive sensing data in a large sample provides
ample opportunities to develop and implement sophisticated
statistical methods and machine learning algorithms (32) for
suicide prediction, for example. Types of machine learning and
artificial intelligence algorithms for passive sensing data range
from feature extraction and selection (33), gradient boosting
(6), to artificial neural networks (34). Large sample data might
help ferret out what activities are most frequently associated

with increase in activity levels, behavioral activation reports and
improvement in depression.

A challenge of implementation of passive data is reliance on
the engagement with the smartphone. The patients we presented
consistently used their smartphone. However, many elder abuse
victims may struggle to maintain high levels of engagement.
These individuals often struggle with chronic and acute trauma
and are more likely to be members of marginalized minorities,
come from lower socioeconomic background, and experience
medical burden and disability (35). Previous studies have
documented a digital divide within the older adult population,
with those from lower socioeconomic status and less resources
least likely to adapt to technology (36–38). However, studies have
shown that technology use among older adults has increased
dramatically over the past two decades (37). In our case study
examples, we observed from Patient A that it may take a while
for older adults to get used to using the mobile devices, but
they could adapt to use the new technology and provide useful
passive sensing data (39). Nonetheless, tailoring technology to the
older adults’ specific needs and circumstances can significantly
enhance passive sensing data quality, validity and accuracy (40–
42). To protect participants’ privacy, we did not collect the
content of conversations or the specific locations visited when
participants left their home. Data on content could elucidate
the affective valence of conversations and their potential effect
on outcome. Social interactions with supportive others are
especially therapeutic (15). However, it is also possible that elder
abuse victims spent time speaking with supportive others, or
alternatively with the identified abuser. Similarly, we do not know
whether participants who left their home engaged in pleasurable
activities aligned with their treatment goals, or activities that may
have increased distress. Further research is needed to examine
the qualitative nature of passive sensing data collected to increase
clinical interpretability.

In summary, passive data tracking can provide nuanced
granular data on activity and engagement patterns over time.
Despite substantially growing interest in incorporating mobile
technology to mental health studies in recent years, the extent
of technology used for continuous monitoring of older adults
has been relatively limited to environmental such as in-home
sensors (11). To our knowledge, this is the first study which used
passive sensing data from a population of elder abuse victims.
If integrated with clinical response trajectories, passive sensing
data can improve identification of personalized interventions
leading to increased activity and well-being among older adults
(10). However, the reliability of smartphone data is dependent
on the participant’s active and sustained engagement with
smartphones (43). Challenges include low perceived ease of
smartphone use and the lack of technological support tailored
to older adults’ needs. Potential solutions include implementing
changes in mobile technology based on older adults’ needs
and preferences and use of wearable devices. Future work will
investigate relationships between activity levels measured by
passive sensing and treatment outcomes in larger samples using
advanced statistical approaches.
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Artificial intelligence (AI) in healthcare aims to learn patterns in large multimodal datasets

within and across individuals. These patterns may either improve understanding of

current clinical status or predict a future outcome. AI holds the potential to revolutionize

geriatric mental health care and research by supporting diagnosis, treatment, and clinical

decision-making. However, much of this momentum is driven by data and computer

scientists and engineers and runs the risk of being disconnected from pragmatic issues

in clinical practice. This interprofessional perspective bridges the experiences of clinical

scientists and data science. We provide a brief overview of AI with the main focus on

possible applications and challenges of using AI-based approaches for research and

clinical care in geriatric mental health. We suggest future AI applications in geriatric mental

health consider pragmatic considerations of clinical practice, methodological differences

between data and clinical science, and address issues of ethics, privacy, and trust.

Keywords: machine learning, deep learning, psychotherapy, older adults, technology, depression, natural

language processing, personalized medicine/personalized health care

INTRODUCTION

Artificial intelligence (AI) learns patterns in large multimodal datasets both within and across
individuals (1) to help improve understanding of current clinical status [e.g., calculating a risk
score for heart disease (2)] or predict a future outcome [e.g., predicting daily mood fluctuations
(3)]. Such technology is increasingly critical and opportune in our digital healthcare revolution.
Advances in technology, such as the ubiquity of smartphones, other wearables, and embedded
sensors, in addition to the emergence of large datasets (e.g., electronic health records) have altered
the landscape of clinical care and research. AI approaches can dynamically interpret such complex
data and generate incredible insight to potentially improve clinical methods and results. AI holds
the potential to revolutionize geriatric mental health care and research by learning and applying
such individualized predictions to guide clinical decision-making. Specifically, AI can contribute to
the proactive and objective assessment of mental health symptoms to aid in diagnosis and treatment
delivery to suit individual needs, including long-term monitoring and care management.

The big promise for AI in mental health care and research—largely due to its reliance on big
data—is to facilitate understanding of what works for whom, and when. However, much of this
momentum is driven bymachine learning experts (e.g., data and computer scientists and engineers)
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and runs the risk of being disconnected from pragmatic issues
in clinical practice. In this piece, we bring the perspectives of
clinician-scientists in clinical geropsychology (BNR andMS) and
geriatric nursing (OZ) to bear on expertise in AI and data science
(AP). We provide a brief overview of AI in mental health with
the main focus on possible applications and challenges of using
AI-based approaches for research and clinical care in geriatric
mental health.

CLINICAL APPLICATIONS OF AI

The field of geriatric mental health focuses on both normal
and pathological aging from a biological and psychological
perspective; this encompasses acute and chronic physical
illness, neurodegeneration and cognitive impairment, andmental
disorders in people aged 65 and older. Research and clinical
applications within geriatric mental health focus on both care
delivery and the evaluation, diagnosis, prevention, and treatment
of such disorders. The appeal of such AI-enabled technology
to advance geriatric mental health care is 2-fold. First, AI
technologies hold the potential to develop precision models

TABLE 1 | Overview of artificial intelligence (AI) technologies with relevance to geriatric mental health.

Type of AI

technology

Definition Clinical example

Machine learning (ML) A family of statistical techniques that allow computer programs to

make predictions and decisions based on past data.

Supervised A type of machine learning that uses labeled datasets to “train”

algorithms. For example, a dataset includes a label for cognitive

impairment (cognitively impaired or not). The model learns on a set

of training data, then the algorithm is tested on unlabeled data to

ensure its accuracy in classifying the target variable.

Modeling a variety of clinical, lifestyle, and sociodemographic

factors to help predict cognitive function in older people; clinicians

could use this non-invasive screening method to decide whether

or not a patient warrants further in-depth cognitive assessment (4).

Unsupervised A type of machine learning based on analyzing unlabeled data to

discover hidden patterns or data groups. The algorithm is not

provided with a label thus, subject-matter experts must evaluate

the data output to ensure its usefulness. Unlabeled data are

sorted into groups or patterns to identify the underlying structure

of the data.

Identifying high likelihood of dementia in population-based surveys

(5).

Deep learning (DL) A subfield of machine learning; deep learning models use

computer programs called artificial neural networks to discover

latent relationships in complex, raw data. DL algorithms develop

multiple hierarchical layers of data representation and learn

complex underlying patterns.

A trial in India used deep learning to predict depression among

older adults and had a high prediction accuracy (97.2%) based on

sociodemographic variables and morbidity (sleep difficulties,

mobility difficulty, hearing, and visual impairment) (6).

Natural language

processing (NLP)

Natural language processing (NLP) aims to comprehend human

language by extracting word features (such as syntax, grammar,

and semantic meaning) from text and transcribed speech. It holds

much potential in mental health research and care, where text

(e.g., electronic health records [EHRs]) and speech (e.g.,

psychotherapy session content) are key real-world data sources.

Using speech features (e.g., speech fluency, prosody, duration) to

detect late-life depression (7).

Computer vision Computer vision is used to detect and classify objects. The model

imposes a grid-like structure on images and learns key features,

such as edges and curves, to build a unique model to recognize

similar objects.

Extracting gait features from video recordings of older adults with

dementia (“human pose estimation”) to predict future falls (8).

Reinforcement

learning

Deep reinforcement learning (RL) is a form of adaptive learning

that rewards desired outcomes (behaviors) and penalizes

undesirable or unwanted outcomes. Such algorithms learn to

sense and interpret the right and wrong actions in an environment

and train through trial and error.

Helping providers by editing written therapeutic exchanges to

increase the level of expressed empathy, a critical component of

therapeutic conversations (9).

that are both personalized and conceivably more accurate
than traditional clinical care using vast amounts of real-world
multimodal data about patients, including the influence of
environmental and other risk and protective factors. Secondly,
technology in general has long been heralded as a means to
overcome traditional access barriers of cost, time, distance, and
stigma, all of which are relevant for older adults. While a
thorough review of AI is beyond the scope of this Perspective,
relevant machine learning (ML) and deep learning applications
[including natural language processing (NLP)] of AI are
presented in Table 1. Interested readers are directed to other
reviews for more in-depth descriptions of AI in mental health
(10–13). We briefly review three clinical domains relevant to

geriatric mental health care below and subsequently suggest

specific areas where AI can assist clinical care (see Figure 1).

Assessment, Symptom Recognition, and

Diagnosis
A major issue in geriatric mental health care and research

is accurate classification of a disorder. Many mental health
conditions, including late-life depression, go undetected and
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FIGURE 1 | Clinical opportunities for artificial intelligence in geriatric mental health care.

untreated (14). When symptoms are recognized, diagnosis
primarily relies on subjective recollections of symptoms, which
leads to a considerable amount of diagnostic variability and
may be subject to patient recall bias (15). Moreover, differential
diagnosis can be particularly challenging in older adult patients
with multimorbidities or when considering conditions with
overlapping symptoms. A compelling application of AI is
accurately predicting who needs mental health treatment before
someone realizes they need it—or, before symptoms become
too burdensome—by tracking early cues related to a change
in an individual’s daily behavior. One of the most ubiquitous
opportunities is personal sensing, which converts the huge
amount of sensor data collected by our phones (or other
wearable devices) into clinically meaningful information about
behaviors, thoughts, and emotions to make inferences about
clinical status and/or disorders (16). These data sources can be
rich and multimodal, encapsulating sleep, social interaction, and
physical activity, to name a few features. Such data may serve as
objective measures for hallmark symptoms (e.g., fatigue and sleep
disturbances) in the diagnosis of depression in older adults (17).

A small but growing body of literature has begun to
apply AI approaches to geriatric mental health assessment
and diagnosis, largely in the context of depression (10) and
neurocognitive impairment (11). For example, language ability
and processing—including spontaneous speech—is often an

early affected cognitive domain in the course of dementia,
especially Alzheimer’s disease, and has been proposed as a
target for early recognition and diagnosis (18). However,
traditional methods of early recognition and diagnosis often
produce significant overlap with “normal” cognitive functioning
among older adults, and thus have reduced clinical utility in
early detection (19). AI techniques such as NLP may detect
speech features (e.g., acoustic features such as pause duration
and emotion) that are sensitive to cognitive decline and may
better differentiate those with early impairment than traditional
neuropsychological assessment (19, 20).

Treatment and Treatment Monitoring
The shortage of geriatric mental health specialists (21) and
barriers to treatment seeking among older adults (22–24) mean
that patients with mental health needs are often delayed in
obtaining treatment, if they receive treatment at all. As it stands
in current clinical practice, access to evidence-based treatment is
often limited (25), and when implemented, treatment decisions
are often guided by trial and error. Ongoing assessment is also
crucial to assess effectiveness of treatment, butmay be overlooked
or untenable in routine practice, rendering ineffective treatment
decisions. As AI aims to predict who needs mental health
services, the next compelling application of such technology will
be to answer the question of “What works for whom, and when?”
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A promising application of AI for mental health, inspired by
precision medicine, is to identify subgroups of patients with
similar symptom expressions and outcomes to guide treatment
decisions, commonly referred to as “subtyping” (26). Once
treatment is initiated, AI could also help clinicians monitor
response to treatment and symptom trajectory, such as through
passive recording of behavioral data using wearable sensors.

Another example to optimize treatment is to quickly mobilize
tailored supports using just-in-time adaptive interventions.
These adapt the type, timing, and intensity of treatment based on
the individual’s need at the moment and context they most need
the support (27). Such efforts in geriatrics include computational
modeling based on smartphone data to target health behavior
change (i.e., low physical activity and sedentary behavior) in older
adults (28). These models use sensor data to monitor health
states with the goal of delivering personalized interventions to
mitigate behavioral and psychological factors that contribute to
health risk.

Intelligent voice assistants, virtual health agents, and
conversational agents (e.g., chatbots) are designed to reduce
health care system burden (29) and improve patient autonomy
and self-management (30). While mainstream conversational
agents have yet to be tested with older adults, preliminary
evidence suggests that older adults are comfortable self-
disclosing with other conversational agents (19). It is conceivable
that such AI may one day be used to support “aging in place,”
such as allowing older adults to complete remote assessments for
routine monitoring. Researchers are also prototyping AI-based
“smart homes” to support safety and independence among older
adults and individuals with disabilities and chronic conditions
(31). However, ongoing engagement is required for AI to assist
with long-term monitoring or treatment delivery. For example,
while intelligent voice assistants such as Amazon’s Echo have
the potential to support independence among older adults, users
may discontinue such products if they do not realize benefits or
experience challenges using such devices in shared spaces (32).

Clinical Decision-Making, Provider Training

and Support
AI may free up time for the clinician to implement treatment
decisions and focus on other therapeutic targets (e.g., client
rapport) where the application of current AI technologies has
been ineffective (33). AI-based data collection and harmonization
may streamline patient flow, automate assessments, monitor
longitudinal trajectories and outcomes, reduce paperwork, and
monitor medication(s) and potential contraindications (34),
thus freeing providers to practice the “human” elements of
mental health care. AI may also be used to train mental
health professionals. This is particularly relevant to the current
geriatric workforce shortage (21). Examples include virtual
patient simulations to train and evaluate clinical skills (e.g.,
asking proper diagnostic questions) (35) and NLP to analyze
the quality of engagement between a therapist and a patient
in a psychotherapy session (36). However, limitations to this
technology remain; this work found models only modestly

predicted patient-rated alliance from psychotherapy session
content (36).

CHALLENGES AND OPPORTUNITIES

Now we want to highlight some challenges and propose how
AI solutions can be applied to real-world problems in geriatric
mental health care and research. We suggest the AI community
partners with clinician-researchers and care teams (including
nursing staff, providers, and caregivers), and vice versa, in order
to make most relevant the potential of such technology. This is
particularly germane to issues of geriatric mental health care.

Unique Challenges in Geriatrics
Aging is a complex process that involves interconnected changes
spanning cellular to psychological to sociocultural processes,
the results of which present unique challenges when working
in geriatrics. First, older adults are less likely than younger
adults to receive accurate diagnosis and treatment for mental
health issues (37), and barriers are greater among racially
and ethnically diverse older adults compared to their non-
LatinoWhite counterparts (23).Workforce shortages, specifically
lack of providers with competencies in the specific needs of
older adults, contribute to these issues (21). Older adults also
present with greater comorbidity, chronicity, and complexity
than their younger adult counterparts; acute and chronic physical
health conditions, medication use, and cognitive, sensory,
or functional impairments can all complicate the detection
and diagnosis of a mental health condition. Additionally, the
variation in manifestation of mental health symptoms and
treatment responses in older adults affects timely and accurate
diagnosis. For example, an enduring finding in geriatric mental
health care is that older adults with depressive symptoms are
less likely than younger adults to present with sadness and are
more apt to endorse anhedonia (loss of interest or pleasure),
apathy, and somatic symptoms such as fatigue, diffuse aches and
pain, or malaise (38). Somatic symptoms of late-life depression
also overlap with symptoms of chronic disease, potentially
obscuring or complicating diagnosis of mental health conditions.
Moreover, older adults may be poor utilizers of mental health
services if they are uncertain whether their symptoms are due
to psychological problems or normal aging (39). Thus, AI holds
promise to capture real-world behavioral data to aid in the
recognition and diagnosis of mental health conditions in older
adults. The majority of the literature points to applications
of AI among younger adults (often college-aged convenience
samples). Next steps are to prototype, train, and validate AI
approaches on data from diverse respondents, including older
adults, to capture the specific clinical needs and heterogeneity in
the population.

Social, environmental, and familial contexts are important
considerations in geriatric mental health. Caregiving is one such
relevant factor. Persons with chronic or life-limiting disease–
often older adults—require progressively extensive attention
and assistance with activities of daily living. This care is often
provided by family members or other unpaid caregivers. AI
technologies may better prepare and support caregivers in their
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tasks. A systematic review of 30 studies (40) described a range
of assistive AI devices designed to facilitate caregiving, such
as support with dressing or handwashing or detecting falls.
However, the review noted that most studies were descriptive
or exploratory, offering very limited evidence of such technology
to date.

Social factors such as social isolation and loneliness may
also exacerbate mental health issues; indeed, a recent federal
report highlighted the epidemic of social isolation and loneliness
among older adults (41). AI could be used to both assess and
offer supports for loneliness. For example, a proof-of-concept
study used NLP to identify loneliness among U.S. community-
dwelling older adults based on speech from qualitative interviews
(42). Importantly, this study attempted to understand sex
differences in the reporting of such a complex psychological
construct—something with which clinicians may struggle. As
with much of the AI applications to date in geriatric mental
health, the authors note that future work will need larger, more
diverse samples and to incorporate multimodal data streams to
improve the predictions. In any case, AI supports designed for
older adults will need to address not only psychological and
biological/medical factors, but social and environmental factors
to be most relevant.

The term “older adult” encompasses a wide range of the
lifespan and includes diverse individuals from various birth
cohorts; racial/ethnic, cultural and socioeconomic backgrounds;
and functional abilities. As healthcare in general, and AI
opportunities specifically, relies on technology, there is concern
that older adults will be left out of such a digital health
revolution. Even though many members of the “young-old” (65–
74 years) and older cohorts may be accustomed to smart devices
and other technologies, older adults are often left out of the
design and marketing of such innovations (43). Sensory issues,
ranging from tremors to limited vision, may also impede the
use of conventional technological devices designed for users with
normative abilities.When innovations aremarketed toward older
people, they often reflect a pathological view of aging and are
limited to support for emergencymonitoring (e.g., fall detection).
Our call to action is that AI developers leverage a user-centered
perspective, including diverse older adults with a range of health-
related quality of life, during the design and evaluation (44) to
uncover such technology’s viability and fit-for-purpose in the
target population.

Methodological, Practical, and Other

Challenges
Given the pursuit of such rapid and novel innovation, not all AI
developments will readily translate to clinical or other real-world
settings. While not exhaustive, we outline a few key challenges
in an attempt to bridge data science with clinical science in
geriatric mental health and suggest next steps in addressing
such challenges.

First, there has been a paradigm shift away from traditional
experimental studies that typify mental health research to rapid
innovations in AI (13). The empirical approaches familiar to

clinicians—namely hypothesis testing and reliance on evidence-
based practice—are potentially at odds with the proof-of-
concept, hypothesis-generating demonstrations that characterize
much AI research to date. The innovations propelling AI
forward are often tested on small samples to demonstrate
proof-of-concept (40); however, this runs the risk that ML
models will be overfit, leading to spurious findings and lacking
generalizability to new data sources. External validation of the
model (that is, testing in new datasets) is essential to improve
prediction, yet only three of 51 studies in a recent review
of ML in psychotherapy research did so (45). When large
datasets are available, they are often prone to bias arising from
differential recruitment, attrition, and engagement over time
(46). Importantly, adults over the age of 60 are those least
represented in digital health study samples, and such studies
rarely reflect the racial/ethnic and geographical diversity of the
U.S., limiting the validity of findings (46). Moreover, researchers
from non-health science fields may use different reporting
norms than clinician scientists, resulting in missing key pieces
of information, including participant demographics and other
aspects of methods (e.g., location of data collection) (40), which
limit inferences and generalizability.

When it comes to implementation of AI, clinicians may
override algorithm-based recommendations, or patients may
be wary of algorithm-recommended treatment. Although
computational modeling is a powerful tool to sift through
predictors to develop complex algorithms, the “black box”
of such computations may be off-putting to clinicians who
have long relied on their own clinical reasoning to drive
decision-making, or who may not fully understand the statistical
models (47). Moreover, algorithm recommendations may not
fully incorporate all clinical considerations, including patient
restrictions or preferences. A major pitfall of using AI for mental
health care—geriatric or otherwise—is that such systems will
sometimes be wrong, resulting in patient harm. For example,
a patient with a depressive disorder may be misclassified
and not treated. While such error happens in human-based
decision making, it will be important to build in safeguards
when implementing such AI systems at scale (e.g., transparency
around computational inferences and classification; routine
clinician assessment to augment such AI classification for greater
reliability; development of other safety nets in healthcare).
Finally, even if we could use AI to accurately predict clinical state
or worsening of a patient via sensor data or other algorithmic
prediction, what would a clinic or individual clinicians actually
do with such data? A clear bridge between developing and
implementing such predication-based models is developing
appropriate clinical workflows and interventions to address
such predictions.

Data scientists must also partner with clinicians and clinical
scientists to ensure that data features are meaningful and valid
for older adults (16). In our own work using ML to model daily
variation in depressive symptoms based on mobility data, we
were unable to access raw mobility data from the proprietary
sensor software and translate such data into meaningful variables
(48). We also ran into issues with intra- and interindividual
variation in phone usage patterns—data are only as robust as

Frontiers in Psychiatry | www.frontiersin.org 5 November 2021 | Volume 12 | Article 73490953

https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychiatry#articles


Renn et al. AI in Geriatric Mental Health

the degree to which users use the device (3, 48), which may
vary between older and younger adults. More work is needed
to understand older adults as unique users of devices, such as
smartphones, rather than simply extrapolating assumptions from
younger users. Finally, sensors and other multimodal sources
of data may detect incredible variability in clinical states and
behavioral markers. However, for practical utility, AI models
need to be trained to differentiate features that are clinically
relevant—that is, diagnostic—from transient mood states. This
will again require models based on large and diverse samples of
older adults to ascertain features associated with geriatric mental
health conditions.

One cannot tread into the topic of AI without running into
discussion of ethics, structural inequalities, privacy, and trust
issues. A full discussion of these topics is beyond the scope of
this paper but has been discussed elsewhere (49–51). Briefly,
these will be critical issues to consider as the innovation of
data science meets the practical applications of clinical work.
For example, what are the bioethical considerations if an AI
algorithm recommends a particular intervention, which the
clinician decides against it, and the patient decompensates?
Or, conversely, where does liability lie if a patient dies after a
clinician deploys an algorithm-recommended treatment (52)?
It is also crucial to acknowledge that racial, gender, and ageist
biases and discrimination are deeply embedded in healthcare—
and as a result, in the AI systems that learn from such
data sources. When unchecked, the inferences drawn from
such technologies are likely to perpetuate systemic injustices
in healthcare. These may result from bias and a lack of
transparency in developing algorithms, such as using training
data from a preponderance of young White men or using
flawed proxy variables to calculate risk scores (53). Such bias
is then further maintained in how providers respond to such
algorithmic predictions. Thus, understanding and preventing
the root causes for bias in AI systems must be a priority
to monitor and mitigate such consequences. Privacy concerns
among users of various technology-based assessments and
interventions has also been a central theme arising in research
from our group (54–56). Trust may vary as a function of
who is conducting the research—for example, trust in internet-
based research is higher (and participants more likely to share
their data) when the research is conducted by university
researchers compared to private companies (55). Building
trustworthiness of AI in geriatric mental health care and
research will rely on reconciling some of the issues discussed
above—namely, explainability (the ability to understand or
describe how a model arrived at its prediction), transparency

(clear and transparent methodology), and generalizability

(related to methodology; exhaustive testing and validation of
models) (57).

CONCLUSION

AI holds promise for more accurate diagnosis and personalized
treatment recommendations, yet the field is nascent with no
established pathway for integration into routine clinical care. A
recent market research survey found that healthcare providers
remain highly skeptical of consumer technology, remote data
collection, and the integrity of such data (58). Moreover,
development and implementation of such technology must
incorporate clinicians, patients, and caregivers as key stakeholder
groups to build trust and adopt user-centered approaches that
address privacy and usability issues. We may be on the cusp of
a new era that will allow the full potential of AI to take hold in
mental health care broadly, and geriatrics specifically. However,
until clinicians join forces with data scientists, engineers, and
developers—and until such technology addresses the pragmatic
concerns that clinicians and patients face—we will only scratch
the surface of such potential for these technologies.
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Introduction: Social isolation and loneliness (SI/L) are growing problems with serious

health implications for older adults, especially in light of the COVID-19 pandemic. We

examined transcripts from semi-structured interviews with 97 older adults (mean age 83

years) to identify linguistic features of SI/L.

Methods: Natural Language Processing (NLP) methods were used to identify relevant

interview segments (responses to specific questions), extract the type and number

of social contacts and linguistic features such as sentiment, parts-of-speech, and

syntactic complexity. We examined: (1) associations of NLP-derived assessments of

social relationships and linguistic features with validated self-report assessments of social

support and loneliness; and (2) important linguistic features for detecting individuals with

higher level of SI/L by using machine learning (ML) models.

Results: NLP-derived assessments of social relationships were associated with

self-reported assessments of social support and loneliness, though these associations

were stronger in women than in men. Usage of first-person plural pronouns was

negatively associated with loneliness in women and positively associated with

emotional support in men. ML analysis using leave-one-out methodology showed good

performance (F1 = 0.73, AUC = 0.75, specificity = 0.76, and sensitivity = 0.69)

of the binary classification models in detecting individuals with higher level of SI/L.

Comparable performance were also observed when classifying social and emotional

support measures. Using ML models, we identified several linguistic features (including

use of first-person plural pronouns, sentiment, sentence complexity, and sentence

similarity) that most strongly predicted scores on scales for loneliness and social support.

Discussion: Linguistic data can provide unique insights into SI/L among older adults

beyond scale-based assessments, though there are consistent gender differences.

Future research studies that incorporate diverse linguistic features as well as other
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behavioral data-streams may be better able to capture the complexity of social

functioning in older adults and identification of target subpopulations for future

interventions. Given the novelty, use of NLP should include prospective consideration

of bias, fairness, accountability, and related ethical and social implications.

Keywords: artificial intelligence, social connectedness, gender, loneliness, NLP, Social support, linguistic features

INTRODUCTION

“No man is an island entire of itself; every man is a piece of the
continent, a part of the main. . . ”—John Donne.

Rates of social isolation and loneliness (SI/L) have increased
over the past few decades among older adults, impacting both
mental and physical health (1, 2). SI/L is associated with
increased alcohol and drug abuse (3), cognitive decline (4),
development of depressive and anxiety symptoms (5, 6), poor
physical functioning (7–9), as well as increased mortality (10,
11). Furthermore, the adoption of physical distancing guidelines
during the COVID-19 pandemic has further isolated seniors
from relationships and meaningful activities, impacting health
and well-being (12).

While current studies rely on self-report measures of social
interactions and subjective experiences to assess SI/L, these
approaches may not fully capture the nature or quality of
the social connections. Our previous work has used Natural
Language Processing (NLP) approaches to identify subtle speech-
based linguistic features that reflect loneliness in older adults.
We found strong gender differences in the acknowledgment of
loneliness and expressed sentiment among older adults (13).
These findings provided foundational support that unstructured
text data can provide unique insights into internal subjective
experiences, including for the detection and understanding of
SI/L. Building upon our previous work, the current study
examined how older men and women describe relationships and
social supports during a semi-structured interview. This NLP
analysis was applied to interview segments that focused on social
relationships (where loneliness was not specifically mentioned),
successful aging, and technology.

We hypothesize that linguistic features may be reflective of
SI/L due to the social nature of language, which often reflects
how an individual relates to others. Linguistic data may provide a
novel data source for understanding and assessing SI/L and may
be particularly useful to social media companies, as such data
is widely accessible unlike clinical and psychological measures
including depression. For example, an individual who is lonely
may have higher usage of first-person singular pronouns (“I”)
than that of first-person plural pronouns (“we”). This may reflect
a lack of social contacts, close family members, or significant
others, as well as signal a lack of closeness or commonality
with social contacts. Similarly, an individual who is lonely may
feel distressed over a lack of social relationships and would
use more negative language to describe them to an interviewer.
In addition to pronoun usage, we also explored use of other
parts-of-speech and syntactic complexity in relationship to SI/L.
While few NLP studies have explored this previously, there

have been links between socioeconomic status and education
with loneliness—which could be indirectly reflected by syntactic
complexity (longer and more complex sentence structures) or
diversity of language used.

In this proof-of-concept study, we explored the interplay of
gender and SI/L on transcribed speech data, using validated self-
report scales for SI/L andNLP techniques, to provide a qualitative
assessment of relationships. We examined the association
between a scale-based measure of social support with the number
and type of described relationships. We also examined how
textual features, in particular pronoun usage, reflected self-report
ratings of SI/L. Last we created machine learning (ML) models
to predict SI/L based on sociodemographic and linguistic -based
features, comparing the top-ranking features for different aspects
of social support and loneliness.

RESEARCH DESIGN AND METHODS

Participants and Procedures
For this study, we utilized data collected via interviews with
residents living independently at a continuing care senior
housing community (CCSHC) in southern California. Cohort
characteristics and study procedures have been previously
published (14, 15). The study was approved by the University
of California San Diego Human Research Protections Program
(HRPP). Study inclusion criteria were: (1) English speaking
individuals 65+ years old, (2) Ability to complete study
assessments and engage in a qualitative interview, and (3) No
known diagnosis of dementia or any other disabling illness.

Sociodemographic and Clinical Measures
Sociodemographic data including age, gender, racial background,
years of education and marital status were collected
along with scales to measure depression (Patient Health
Questionnaire, 9-item) (16) and anxiety (Brief Symptom
Inventory—Anxiety subscale).

Measures of Social Functioning
Social support was assessed using scales from the MacArthur
Studies of Successful Aging that included measures of Emotional
Support (6-item scale, including “How often does your spouse
make you feel loved and cared for?”), Instrumental Support (6-
item scale, including “How often does your spouse help with
daily tasks like shopping, giving you a ride, or helping with
household tasks?”) and Negative aspects of Social Relationships
(6-item scale, including “How often does your spouse make too
many demands on you?”) (17).
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Loneliness was assessed with the UCLA Loneliness scale
(Version 3) or UCLA-3, a validated and commonly used research
instrument. The UCLA-3 has high internal consistency, validity,
and test-retest reliability (18). Unlike single-item assessments of
loneliness, the UCLA-3 does not explicitly use the word “lonely.”
The 20 items inquire about specific experiences, e.g., “How often
do you feel in tune with others around you?” using a 4-point
Likert scale (1 = “I never feel this way” to 4 = “I often feel
this way”). The cut-offs for loneliness severity on the UCLA-
3 scale were adapted from Doryab et al. (19), such that total
scores ≤ 40 are categorized as not lonely and total scores >40
are categorized as lonely. Q2 (What makes those meaningful to
you?) was included in extraction of linguistic features. However,
due to the open-ended scope of the question and lack of
concrete or objective information for further analyses, we only
included linguistic features from those responses. Some of the
commonly used social scales are henceforth referred to using
acronyms: ESS-E, Emotional Support Scale—Emotional Support
score; ESS-I, Emotional Support Scale—Instrumental Support;
ESS-NI, Emotional Support Scale—Negative Interaction Score;
SSI, Social Support Index.

Qualitative Interviews
In addition to the aforementioned data collection, semi-
structured interviews were conducted with participants covering
a variety of topics (loneliness, relationships, and wisdom).
Interviews were conducted by research staff trained in qualitative
methods (Patton 2002) and occurred between April 2018 and
August 2019. The interview protocol included six questions on
the topic of relationships: (Q1) “So, this first section is about
family, friendships and relationships. Do you have important
relationships in your life? Please describe them.” (Q2) “What
makes those relationships meaningful to you?” (Q3) “Do you
feel that there are people in your life who fully understand
you?” (Q4) “How often do you spend time with or connect
(via phone, email, or social media) with others?” (Q5) “Do you
feel you are part of a larger community? Please explain.” (Q6)
“When you are feeling disconnected or isolated what do you do?”
Each interview was audio-taped and subsequently transcribed
by a commercial company (MModal). The interviews were
manually transcribed verbatim and distinguished between the
interviewer and interviewee. The same interviewer conducted all
the interviews. This study focused upon Q1 responses to extract
the number of important relationships, Q3 responses to extract
the number of relationships in which one felt understood, and Q4
responses to extract frequency and mode of communication. The
relationship section of the interview was used to extract linguistic
features since these questions were consistent between the self-
reported lonely and not-lonely, whereas for pronoun usage, we
used the entire interview text in addition to the relationship
section, given that focusing the conversation upon relationships
could bias the pronoun usage (e.g., increased use overall of
pronouns to describe their social network).

Analytic Procedures
NLP techniques allow us to isolate relevant pieces of information
within a response and suitably encode the information into

numerical values or “features.” Some of these features are
derived from the entire transcript, while others are derived
from responses to specific questions or an entire thematic
section. Many of these features are present in varying strengths,
commonly referred to as “impurity” levels in NLP analysis,
among classes based on user-defined criteria (e.g., gender,
loneliness levels). This impurity of features (probability of
incorrectly classifying) is exploited by ML techniques to
discriminate among the classes even if the impurity is not
significant, or the association is non-linear, or if several
features must be composed together for the ML analyses.
The following subsections discuss the steps involved and
implementation details.

Text Processing to Localize Responses
Term Frequency—Inverse Document Frequency (TF-IDF)
techniques (20, 21) were used to identify specific questions and
subsequent responses. These TF-IDF techniques are commonly
used in document retrieval and data mining approaches (22).
Briefly, within this method, the transcript of the interview is akin
to a “corpus,” the entirety of text to be searched. Each question in
the actual interview is analogous to a “document,” which must
be matched (and its location retrieved) to a template question of
interest, or a “query.”

Matching the query with the document uses vector algebra.
First, the corpus (or collection of documents) is converted
into vectors to capture the frequency (TF component) and the
uniqueness (IDF component) of words (henceforth referred to as
“terms”). Next, the queries are also vectorized. Finally, the query
vectors can be matched with document vectors (using cosine-
similarity) to identify best matches. The procedure is repeated for
each transcript.

The transcribed interviews identified the interviewer’s
utterances with a new line preceded by the character “Q,” while
the interviewee’s answers were preceded by the character “A.”
TF-IDF implementation queries were used with the actual
questions in the transcripts. The TF-IDF approaches allowed
text to be identified within each transcript that best matched the
template query. After identifying the location of the question, we
extracted the subsequent response (several lines following the
“A” in the transcribed interview text).

Text Processing to Extract Information
Linguistic Features

Linguistic features include frequency and ratio of parts of
speech, vocabulary richness (Brunét’s index, Honore’s statistic,
type token ratio), filled pauses (dysfluency in speech), syntactic
complexity (complex and compound phrase structure within
a sentence), sentence similarity (similarity between all pairs of
sentences), and sentiment (23). For sentiment analysis, we used
VADER (Valence Aware Dictionary for Sentiment Reasoning) a
highly regarded and freely available tool. VADER is sensitive to
polarity (positive/negative) as well as the strength of conveyed
emotions. VADER is based on a dictionary which maps words
into sentiment values (covering the positive to negative range),
and also rates text based on capitalization and punctuation.
VADER is ranked as one of the best in a 2016 benchmark study
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of commonly used sentiment analyzers (24). Once the location
of relevant text in the transcripts was identified, a variety of
techniques were used to quantify the represented information. As
previously mentioned, all linguistic features, aside from pronoun
usage, were extracted from only the relationship section of the
interview. Specific details on these features are available in the
Supplementary Appendix A.

Pronoun Usage-Based Features

We computed the density of first-person singular (I, me, my,
and mine), first-person plural (we, our, us, and ours) and the
third-person plural (he, she, they, them, and their) pronouns,
but excluded the second-person pronouns (you, your, and yours)
because they were primarily used to address the interviewer in
the transcripts. Although these features are also linguistic in
nature, they are mentioned in a separate category due to the
nuanced semantics conveyed about relationships with others.
Due to the focus on relationships with others in the relationship
section, the section had higher pronoun usage and effect sizes
were small to very small (<0.20). We used the transcript from the
entire interview for pronoun-related analyses, which provided
higher discrimination.

Relationship Word-Based Features

A dictionary of words was manually created to identify
relationships mentioned by participants in their responses.
These relationship words were further mapped into categories,
e.g., “husband” and “wife” were categorized into “spouse.”
Supplementary Table 1 outlines the mapping between
relationship words and assigned categories. We also created a
dictionary of predefined phrases that are often used in American
English to identify modes and frequency of communication. To
assess communication frequency, the phrases were mapped to
approximate frequency as shown in Supplementary Table 2.

ML Classification
Socio-demographic features (education, age, race, marital status,
etc.), linguistic features, and all pronoun density features (N =

97) were used to classify participants into objective categories
for loneliness (UCLA-3 severity, cutoff score of 40) and social
support (median cutoff) using Artificial neural network (ANN)
with 200 internal units in Orange version 3.27.1, scikit-learn
version 0.24.2. (25) was used. Various ML models such as
Artificial neural network (ANN) with activation functions
(Logistic, ReLu, and tanh), support vector machine (SVM), k-
nearest neighbors (kNN), Tree and random forest were used
(25). Figure 1 depicts the overall procedure along with features
and sources used for our processing. Performances of binary-
classification models were evaluated by using F1 score and the
area under receiver operating characteristic curve (AUC) with
leave-one-subject-out cross validation.

Feature Ranking
Classifiers usually benefit from a large feature set, however, as
the size of the feature set grows, at some point, error rates begin
to increase (26). This phenomenon becomes even more relevant
as the size of the feature set becomes comparable to the sample

size, as in our case. There is a strong possibility of overfitting,
and many features may be a source of noise. The approach
usually (27, 28) is to rank features and then use top features
incrementally to find the best performing set. This usually results
in improved performance.

To determine the top-ranking NLP features that contribute to
SI/L, we assessed how differently the feature is distributed across
classes (previously referred to as impurity). GINI is a popular
impurity-based feature ranking technique (29) that states the
probability that the feature is wrongly classified (0 = “pure,” 0.5
= equal distribution across all classes, 1 = random distribution
across classes) (29, 30). GINI was used to rank the features that
were most strongly associated with the SI/L classification.

A Caveat on Anaphora and Overestimation
Using NLP to extract information about relationships from
unstructured text has a few notable challenges. For example, a
response may mention “I have children. A son and a daughter.”
Such responses require establishing correspondences between
nouns (and pronouns), possibly separated by long spans of
text. Anaphoric resolution (establishing correspondence among
nouns and pronouns that refer to the same entity within
and across sentences) is difficult, hence we acknowledge the
possibility of overestimation in this process (31, 32). Our
analysis relies upon counting words from our dictionary of
relationship terms. Thus, our NLP-guided count of relationships
may overestimate the intended number of relationships in the
response due to possible anaphoric references.

RESULTS

Of the 101 interviews, 97 participants also completed other
baseline assessments and were included in the analyses for
this study.

Description of the Study Sample
Participants ranged between 66 and 94 years of age (Table 1).
Men were older (Mean age = 86.2 vs. 81.7 years for women,
Cohen’s d = −0.68) and had more years of education (Cohen’s d
= −0.40) than women. Racial background, marital status, mean
UCLA-3 scores, instrumental support, negative interactions,
anxiety, and depression scores were similar by gender.

Comparison of Self-Report and NLP-Based

Measures of Social Support
The location of responses corresponding to Q1 and Q3 in the
transcripts were identified correctly for all 97 interviewees,
and more than 97% of responses were captured for the
analyses. Figures 2A,B show the relationship type and
distribution of important relationship terms by gender, in
response to Q1. The identified relations were mapped into
relationship categories. Children were most commonly reported
as important relationships (63.5% women, average 1.5 mentions
per interviewee for women overall, 52.9% men averaged 1.76
mentions per interviewee overall for men), followed by siblings
and spouses. Figures 2C,D show, by gender, the relationship
type and distribution of relationships in which the participant
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FIGURE 1 | Overview of data analysis.

TABLE 1 | Demographics information.

Women Men

N* MEAN MEDIAN SD N* MEAN MEDIAN SD t or χ
2 df p Cohen’s d

Age at visit (years) 63 81.7 81.5 6.94 34 86.2 86.5 5.90 −3.36 96 <0.001 −0.68

Education (years) 63 15.4 16.0 2.42 34 16.4 16.0 2.23 −1.95 96 0.06 −0.40

Race (% Caucasian) 63 90.5 34 94.1 0.06 1 0.81

Marital Status (% not single) 63 34.9 34 52.9 2.26 1 0.13

Loneliness (UCLA-3 score) 54 36.2 35.0 9.35 30 39.3 38.5 11.54 −1.24 83 0.22 −0.30

Emotional support (ESS-E) 60 2.8 3.0 0.41 33 2.6 2.5 0.47 1.97 92 0.05 0.44

Instrumental support (ESS-I) 60 2.0 2.0 0.85 33 1.9 2.0 0.79 0.59 92 0.55 0.13

Negative social interactions (ESS-NI) 60 0.7 0.5 0.72 33 0.8 0.5 0.65 −0.98 92 0.33 −0.21

Social support (SSI) 53 52.0 52.0 7.41 31 49.6 50.0 7.24 1.41 83 0.16 0.32

PHQ-9 57 2.7 2.0 3.55 31 3.5 2.0 3.89 −0.91 87 0.37 −0.21

*N refers to number of available observations at baseline. Some information was incomplete (unavailable).

ESS-E, Emotional Support Scale—Emotional Support score; ESS-I, Emotional Support Scale—Instrumental Support; ESS-NI, Emotional Support Scale—Negative Interaction Score;

PHQ-9, Patient Health Questionnaire 9-item; SSI, Social Support Index; UCLA-3, UCLA Loneliness Scale (Version 3).

feels understood. In terms of feeling understood, participants
most commonly noted children, spouses, and parents. Women
and men reported similar numbers of important relationships
(Mann–Whitney U = 993.0, p = 0.18, Cohen’s d = −0.084) and
relationships in which they felt understood (Mann–Whitney
U = 989.5, p = 0.26, Cohen’s d = −0.085). A sizable fraction
of men (35.2%) and women (46.0%) reported they were not
understood by anyone.

Women communicated with their social network more
frequently than men based upon key phrases in response to
Q4 mapped to frequency (23.5 times a month vs. 8.0 times

a month, Mann–Whitney U = 131.5 p < 0.001, Cohen’s d
= 0.76; Figure 3A). The most frequently mentioned mode of
communication was phone (N = 26), followed by email (N =

22), and social media (N = 17), which included Facebook and
Instagram (Figure 3B).

Emotional and instrumental support were associated with
the NLP-derived assessments of relationships. The number of
important relationships was correlated with greater emotional
support in women, but not men (Spearman’s ρ = 0.28, p = 0.03
and Spearman’s ρ =−0.06, p= 0.73, respectively). Furthermore,
the number of important relationships was negatively correlated
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FIGURE 2 | Number and type of important relationships and relationships in which one feels understood. (A) Relationship category, (B) no significant difference in the

distribution of the counts by gender, (C) relations that understand in response to Q3, and (D) no significant difference in the distribution of the counts by gender.

with negative social interactions in women, but not in men
(Spearman’s ρ = −0.34, p = 0.009 and Spearman’s ρ = 0.11, p =
0.55, respectively). The numbers of important relationships were
not significantly correlated with UCLA-3 loneliness scale scores
(Spearman’s ρ =−0.15, p= 0.16) in either gender.

Text Features Related to SI/L: Pronoun

Usage
The density of types of pronouns, computed as a ratio of their
occurrence counts divided by total number of words uncovered

several interesting associations. First-person plural pronoun
usage negatively correlated with loneliness in women (ρ=−0.31,
p = 0.025). Emotional support in women was directly related to
third-person pronoun density (Spearman’s ρ = 0.30, p= 0.008).

Binary Classification Models and GINI

Based Feature Ranking
The ANN using Logistic activation function outperformed the
others (F1= 0.73, AUC= 0.75, specificity= 0.76, and sensitivity
= 0.69) in predicting loneliness. This approach also performed
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FIGURE 3 | Frequency and mode of communication with social network. (A) Communication frequency and (B) communication mode. Details are shown in

Supplementary Table 2.

TABLE 2 | Binary-classification performance with loneliness (Leave one out)*$.

Confusion matrix

Models Hyper parameters AUC F1 Score TP FP TN FN

ANN Logistic Scipy implementation, Number of hidden layers = 1, Number of neurons in hidden layer = 200, solver = Adam 0.75 0.73 24 12 37 11

SVM Cost (C) = 1.00, Numerical Tolerance = 0.001, Epsilon = 0.10, g = auto, kernel = RBF 0.74 0.73 23 11 38 12

ANN tanh Scipy implementation, Number of hidden layers = 1, Number of neurons in hidden layer = 200, solver = Adam 0.67 0.65 20 14 35 15

ANN ReLu Scipy implementation, Number of hidden layers = 1, Number of neurons in hidden layer = 100, solver = Adam 0.70 0.64 21 16 33 14

Tree Max depth = 100, Min number of instance in leaves = 1 0.59 0.57 19 20 29 16

Random Forest Number of Trees = 8, Number of attributes for split = 4, Limit depth = 7, Don’t split subsets smaller than 2 0.57 0.55 12 14 35 23

kNN Number of neighbors k = 9, Metric = Chebyshev, weight = distance 0.54 0.54 16 20 29 19

*Features comprising socio-demographic features, language features, and pronoun features. $top 10 features.

ANN, artificial neural network; SVM, support vector machine; kNN, k-nearest neighbors algorithm; TP, true positive; FP, false positive; TN, true negative; FN, false negative.

similar to our previous approach for quantitative loneliness (13).
Performance for ML for various measures such as loneliness
and social support are shown in Tables 2, 3. Social support
classification using ML showed acceptable performance (ESSES:
F1 score = 0.67, AUC = 0.72; ESSIS: F1 score = 0.66, AUC =

0.71; ESSNS: F1 score= 0.67, AUC= 0.62) for median split.
We used GINI to rank features for the classification

task, the top 10 features results are shown in Table 4.
Description of specific features is categorized and grouped in
Supplementary Table 3. Several of the top-ranked features were
consistently related to loneliness and social support. Lower usage
of first-person plural pronouns was linked to higher loneliness,
while higher usage of pronouns in general was associated with
better emotional and instrumental support, as well as with
fewer negative social interactions. Similarly, greater sentence
similarity was associated with lower instrumental support while
lower sentence complexity was associated with higher loneliness
and lower emotional support. Shorter response length in the

relationship section was associated with higher loneliness, while
shorter responses throughout the interview were associated with
lower emotional and instrumental support. Higher education
levels were linked to greater loneliness. Lower positive sentiment
and higher negative sentiment were consistently linked to less
emotional support, less instrumental support, and more negative
social interactions.

Feature rankings suggest greater role of age than gender in
SI/L, with relative information gains of 0.02 vs. 0.01.

DISCUSSION

Our study explored how text features were associated with SI/L
in older community-dwelling adults. Older women’s responses
to questions about important relationships were more strongly
correlated with their ratings on social support scales than older
men’s. Pronoun density was associated with loneliness and social
support in both men and women and were consistently a
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TABLE 3 | Binary-classification performance for social and emotional support at median and 75 percentile (Leave one out)*.

Target Cutoff AUC F1 Score Top model Number of features included* Confusion matrix

TP FP TN FN

A:Binary-classification performance for social and emotional support at median (Leave one out)*.

Emotional support 3.0 0.72 0.67 ANN ReLu 60 44 18 19 12

Instrumental support 2.0 0.71 0.66 ANN tanh 20 42 18 20 13

Negative social interactions 0.5 0.62 0.67 Tree 30 51 17 12 13

B:Binary-classification performance for social and emotional support at 75 percentiles (Leave one out)*.

Emotional support 3.0 0.72 0.67 ANN ReLu 60 44 18 19 12

Instrumental support 2.5 0.63 0.63 ANN ReLu 5 15 15 44 19

Negative social interactions 1.0 0.63 0.71 SVM 15 20 8 47 18

*Features comprising socio-demographic features, linguistic features, and pronoun features.

TP, true positive; FP, false positive; TN, true negative; FN, false negative.

TABLE 4 | Top GINI-ranked predictors in machine learning models for loneliness and social isolation*#.

Loneliness Emotional support Instrumental support Negative social interactions

First-person plural pronoun (We)

(Density, entire transcript)

Response length (Word

minimum response)

Sentence similarity (frequency) Noun usage (frequency)

–* + – –

Compound (positive and negative)

sentiment (SD)

Positive sentiment (mean) Pronoun usage (frequency) Negative sentiment (SD)

–* +* + +

Interjection (ratio) Pronoun usage (Ratio of

pronoun to noun)

Negative sentiment (maximum) Negative sentiment (mean)

– +* + +*

Sentence complexity (average yngve

depth, Median)

Positive sentiment (median) Response length (Total number

words)

Verb usage (frequency)

–* +* + –

Response length (Total words, mean) Compound sentiment

(median)

Neutral sentiment (median) Sentence similarity (median)

–* – –

Sentence complexity (yngve depth, Total) Sentiment neutral (median) Sentence similarity Pronoun usage (frequency)

–* –* – –

Response length (Total characters,

median)

Sentence complexity

(Average yngve depth,

median)

Frequency of adjectives Ratio of nouns

–* + + +

Education Gender (female) Response length (Total number

characters)

Filler frequency

+* +* + –

Total words (Relationship section) Pronoun usage (ratio) Verb usage (frequency) Number of important

relationships

– +* + –

Adverb usage (frequency) Compound sentiment

(mean)

Vocabulary Brunett index Positive sentiment (SD)

–* + + +

$Features comprising socio-demographic features, language features, and pronoun features. *Significant.
#Description of linguistic features is mentioned in Supplementary Appendix A and Supplementary Table 3.

+Associated with higher scores on loneliness, emotional support etc.

–Associated with lower scores on loneliness, emotional support, etc.

SD, standard deviation.

Color coding:

Pronouns, Socio-demographic, Response length, Parts of speech

(non-pronouns),

Sentiment, Sentence complexity

and similarity,

Vocabulary richness, Relationship words.
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top feature in models of loneliness and social support. Other
top linguistic features included sentence similarity/complexity,
response length, and sentiment.

The current finding that usage of first-person plural pronouns
was linked to lower loneliness among the women and higher
social support among men is consistent with previous research
on first-person plural pronoun use as a linguistic indicator
of interdependence that has been consistently associated with
higher quality relationships and better physical andmental health
functioning (33). Studies have also described the links between
first-person plural pronoun usage and better perceived support,
an expanded sense of self (34), and better conflict resolution in
couples (35–38). First-person plural pronoun use also reflects
social support within couples, exhibited in how dyads cope
together with challenges such as a cancer diagnosis (39–42).
Conversely, usage of first-person singular pronoun has been
linked with depressive symptoms (43) and negative affective
states, noting these associations to be stronger in women (44–46).
Language may also influence mood states. Subjects who recalled
a depressing incident from a self-distanced perspective (using
fewer first-person pronouns) had less depressed affect for up
to a week, compared to those who used a more self-immersive
stance (47).

The current study illustrates how diverse sets of linguistic
features can be used to predict SI/L with good accuracy. The
linguistic models presented here (which included a broader
variety of linguistic features and sociodemographic information)
slightly outperformed our previous models (13), which were
limited to NLU-based emotions, sentiment, and question stems
from the structured interview template. The current models
found that in addition to sentiment, sentence complexity and
similarity, usage of pronouns and other parts of speech, and
response length were top-ranked features in predicting SI/L.
This suggests that a broader variety of linguistic features
may outperform purely emotion and sentiment-based models,
thoughmore comprehensivemodels should also include auditory
features (e.g., tone, response latency), semantic features (word
usage), and longitudinal follow-up. A 2017 study by Mehl et al.
(48) reported that lonely individuals used fewer propositions
and less time spent talking with others. One study reported
that linguistic features such as tentativeness and non-fluencies
are associated with depression and anxiety symptoms (49),
while another study of Twitter messages found that posts
that used “lonely” or “alone” had consistent themes of anger,
anxiety, difficulties in interpersonal relationships, substance use,
unhealthy eating and sleep (50). One novel study of professional
football players and their coaches found longitudinal decline in
language complexity in the players (who were at high risk for
head trauma) relative to their coaches (51). NLP approaches
can capture the breadth of information conveyed through
language, augmenting our ability to assess an individual’s internal
emotional state and social functioning.

All participants were assessed on a wide range of socio-
demographic and psychological factors including depression.
Previously published studies have shown the overlapping
prevalence of depression and loneliness, however due to the
low prevalence of depression in this cohort (7.2% had a PHQ-9

score of 10 or greater, 2.1% had a PHQ-9 score of 15 or greater
and 0.0% had 20 or greater) and due to a lack of depressive
symptoms beyond the mild level of severity, we did not include
depression as a confound. For the purposes of this study, only
socio-demographic factors and linguistic features were used to
predict loneliness and social support.

Our findings included a sizeable number of Facebook users
in this age group; it is not very surprising given previous studies
that have found older adults to be capable users of technology
(52) and, increasingly, social media users—with Facebook use
reaching 50% (53) even as younger adults ceased using the social
media platform (54).

Several studies have attempted novel techniques to remedy the
lack of interpretability of ML models (or their black-box nature).
A recent review on the topic, which details the advantages and
major drawbacks can be found here (55). Many of these methods
have short histories, or, are not widely and openly accepted
and/or understood. This is in contrast to ANNmodels, which are
often not only powerful, but they also have a long history, are well
and widely understood, studied, and are relatable by most in the
field. Most professionals can find a common ground in ANN.

Study Limitations
Properties of speech (e.g., pitch, prosody, meaningless sounds,
amplitude, and modulations) are meaningful features with
clinically relevant implications, however, in the current study,
we did not assess speech acoustics and relied solely upon the
transcribed text.

Our study was cross-sectional and limited to a small sample of
independent-living older adults and may not be representative
of nor generalizable to the broader class of individuals in the
same age group. Our statistical analysis showed a significant age
difference between the two genders (Cohen’s d = −0.68, p <

0.001) which potentially confounds age and gender. Follow-up
analyses examined the confounding effects of age and gender.
Machine learning models exploit combining features in complex
non-linear ways to predict the target variables; however, they
are difficult to interpret. Linguistic features, by definition, are
influenced by language proficiency. Thus, NLP features in non-
native English speakers may manifest differently (56, 57). In the
current study, we did not control for English proficiency. The
models were derived from participants who are fluent in English
and may not be applicable to other older adult populations.
Pronoun usage may depend on variety of factors such as the
number of siblings and size of family when growing up, the
choice of profession, and involvement in leadership roles (58).
The current study did not control for these factors. Mental health
status and momentary emotional state of both, the interviewer
and interviewee and their interpersonal dynamics, can influence
the interview. Due to a large variety of factors that shape
conversations, predictions using these approaches are difficult
to perfect.

Character and personality play an important role in verbal
expression and are worthy of independent investigation, however
this is beyond the scope of the present study. Despite promising
initial findings, commonly used sentiment analyzers may be
susceptible to bias, due to highly variable assessments, large
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breadth of applications, or specificity to a particular test
case (24).

In this analysis, we have trimmed the least important features,
stopping when performance of the model is reduced. While
this method of selecting features based on information gain or
impurity rank, may result in including features that could be
inter-correlated, this does not adversely affect the performance
or the results in contrast to traditional statistical methods. This
method may not provide the minimal feature set, which is very
difficult to identify (59), but roughly identified sets such as ours
work well in practice.

For this project, we aimed to compare language usage
differences between people with and without SI/L. Transformers,
despite being very useful in certain cases that require extraction
of meaning, have limited applicability in our study. First,
they are intended to process text, not linguistic features.
Second, transformers are uniquely equipped for tasks such as
translation and summarizing as they are designed to retain
meaningful concepts using attention (60). But this has an effect
of deemphasizing less important details, which have less to
do with the meaning but more to do with expression e.g.,
vocabulary richness, filler words, and pronouns. Third, recent
studies have reported that Bidirectional Encoder Representations
from Transformers (BERT—a well-known architecture that first
introduced the idea of attention and was quickly embraced
by the community) often cannot outperform some common
classification and other simpler baselines (61–63). Crafting an
appropriate transformer for the task may not be straightforward,
and advantages may translate into just a few percentage points
in performance.

Future Directions/Overall Conclusions
The application of NLP for the purpose of facilitating
understanding of human health is exciting. The fact that
myriad factors can influence conversations, more research is
needed to refine the predictive accuracy of these models. NLP
assessments of unstructured language may be integrated with
self-report and behavioral assessments to provide nuanced and
sensitive evaluations of SI/L. Moreover, the narrative data that
forms the basis of the NLP training data must be evaluated
to ensure that it is representative of people for whom the
results may be applied. Given its novelty, those exploring NLP
applications, including researchers and clinicians, should become
knowledgeable about how to approach its use and consider
issues of bias, fairness, accountability, and related ethical and
social implications early and often during the study. While this
study was limited to common architectures used in ML, newer
attention-based models, such as transformers, may provide
additional improvements.

Due to low rates of depression in this cohort, we were not
able to assess language features that were reflective of depressive
symptoms. However, future NLP studies of lonely cohorts with
higher rates of depression should consider how the impact of
depression on language, both independent of SI/L as well as
through effects on social functioning.
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Loneliness is a perceived state of social and emotional isolation that has been associated

with a wide range of adverse health effects in older adults. Automatically assessing

loneliness by passively monitoring daily behaviors could potentially contribute to early

detection and intervention for mitigating loneliness. Speech data has been successfully

used for inferring changes in emotional states and mental health conditions, but

its association with loneliness in older adults remains unexplored. In this study, we

developed a tablet-based application and collected speech responses of 57 older

adults to daily life questions regarding, for example, one’s feelings and future travel

plans. From audio data of these speech responses, we automatically extracted speech

features characterizing acoustic, prosodic, and linguistic aspects, and investigated their

associations with self-rated scores of the UCLA Loneliness Scale. Consequently, we

found that with increasing loneliness scores, speech responses tended to have less

inflections, longer pauses, reduced second formant frequencies, reduced variances of

the speech spectrum, more filler words, and fewer positive words. The cross-validation

results showed that regression and binary-classification models using speech features

could estimate loneliness scores with an R2 of 0.57 and detect individuals with high

loneliness scores with 95.6% accuracy, respectively. Our study provides the first empirical

results suggesting the possibility of using speech data that can be collected in everyday

life for the automatic assessments of loneliness in older adults, which could help develop

monitoring technologies for early detection and intervention for mitigating loneliness.

Keywords: health-monitoring, speech analysis and processing, mental health, voice, social connectedness

1. INTRODUCTION

Loneliness is a subjective and perceived state of social and emotional isolation. Importantly,
loneliness is a specific construct that is associated with but distinguished from depression, anxiety,
and objective social isolation. As the world’s elderly population increases, loneliness in older
adults is becoming a serious health problem. In older adults, loneliness has been prospectively
associated with a wide range of adverse health outcomes including morbidity and mortality (1, 2),
function decline (3), depression (4, 5), cognitive decline (6, 7), and incidents of dementia, especially
Alzheimer’s disease (8, 9). A meta-analysis has shown that loneliness increases the risk of mortality
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comparable with other well-known risk factors, such as smoking,
obesity, and physical inactivity (10). Moreover, the increases
in the aging population and prevalence of loneliness make
loneliness a more serious social and health problem (11, 12).
In fact, the prevalence of loneliness has increased from an
estimated 11–17% in the 1970s (11, 13) to about 20–40% for
older adults (1, 14, 15). From these perspectives, a growing body
of research have actively investigated possible interventions to
reduce the prevalence of loneliness and its harmful consequences
(11, 12, 16), and early detection of loneliness is urgently needed.
One of the simplest ways is to use a direct question such
as “Do you feel lonely?” but it has been reported to lead to
underreporting due to the stigma associated with loneliness (17–
19). Instead, multidimensional scales without explicitly using the
word “lonely” [e.g., the 20-item UCLA Loneness Scale (20)] have
been widely used for measuring loneliness in older adults (17).
If loneliness measured by such a multidimensional scale can be
automatically estimated by using passively collected data without
requiring individuals to perform any task, this would help early
detection of lonely individuals through frequent assessments with
less burden on older adults.

Several studies have reported the possibility of automatic
assessment of loneliness by using daily behavioral data (21–23).
For example, one study collected behavioral data using in-home
sensors such as time out-of-home and number of calls from 16
older adults for 8 months, and reported that a regression model
using them could estimate scores of the UCLA Loneliness Scale
with a correlation of 0.48 (21). Another study collected behavioral
data including mobility, social interactions, and sleep from the
smartphones and Fitbits of 160 college students and reported that
a binary-classification model using these behavioral data could
detect individuals with high loneliness scores at 80.2% accuracy
(22). Although they suggested that the loneliness may produce
measurable changes in daily behaviors and be automatically
assessed by using these behavioral data, the behavioral types
investigated in previous studies as well as studies researching
these behavioral types still remains limited. Being capable of
assessing loneliness using various types of daily behaviors would
help improve performance and extend the application scope.

Speech is an attractive candidate for automatically assessing
loneliness. There is growing interest in using speech data for
healthcare applications (24, 25), due to the improvement in
audio quality recorded by portable devices and the popularity of
voice-based interaction systems such as voice assistants in smart
speakers and smartphones. For example, a number of studies
used phone conversations passively recorded (26, 27) and others
used speech responses to tasks with mobile devices (28–32).
If automatic assessment of loneliness is possible using speech
responses collected in either way (i.e., conversations with other
people or speech responses collected through voice interfaces),
it would greatly increase the opportunity and accessibility of
assessment for early detection of loneliness.

Speech data has been used for capturing changes in various
types of emotional states and mental health conditions including
depression (33–41), suicidality (35, 42), and bipolar disorder
(27, 43). As a result of a complexity of the speech production
process involving motor, cognitive, and physiological factors,

speech has been thought to be a sensitive output system such
that changes in individuals’ emotional states and mental health
conditions can produce measurable acoustic, prosodic, and
linguistic changes (35, 44, 45). Studies have shown the promise in
using speech as an objective biomarker for detecting/predicting
mental illness (46, 47) and monitoring a patient’s symptoms (48,
49). For example, previous studies on depressive speech reported
substantial changes in acoustic, prosodic, and linguistic features
including reduced formant frequencies (35, 36, 40), reduced pitch
variation (less inflections) (41, 50), more pauses (34, 38), more
negative words, and fewer positive words (33, 37). Although
there has been no study investigating the relationship between
loneliness and speech data that can be collected in everyday
situations, it is reasonable to explore the possibility that speech
data could be used for assessing loneliness in older adults.

We aimed to investigate whether speech features associated
with loneliness levels in older adults can be found in speech
data that can be collected in everyday life and whether these
speech data can be used for estimating loneliness levels and
detecting individuals with higher levels of loneliness. To this
end, we developed a tablet-based application and collected speech
responses to daily life questions regarding, for example, one’s
feelings and future travel plans. We also collected self-rated
scores of the UCLA Loneliness Scale from the same participants.
From audio data of the speech responses, we automatically
extracted speech features characterizing acoustic, prosodic, and
linguistic aspects, and investigated the association between these
speech features and loneliness scores using correlation analysis
and machine learning models.

2. METHODS

2.1. Participants
We recruited healthy older adults through local recruiting
agencies or advertisements in the local community in Ibaraki,
Japan. Participants were excluded if they had self-reported
diagnoses of mental illness at the time of recruitment (e.g.,
major depression, bipolar disorder, and schizophrenia), had self-
reported prior diagnoses of neurodegenerative diseases (e.g.,
Parkinson’s disease, dementia, and mild cognitive impairment),
or had other serious diseases or disabilities that would
interfere with the assessments of this study. All examinations
were conducted in Japanese. This study was conducted
under the approval of the Ethics Committee, University of
Tsukuba Hospital (H29-065). All participants provided written
informed consent after the procedures of the study had been
fully explained.

In addition to the speech data collection and loneliness survey,
all participants underwent the Mini-Mental State Examination to
assess global cognition and Geriatric Depression Scale to assess
depressive symptoms conducted by neuropsychologists. They
also answered self-report instruments about their education level
and marital status.

A total of 57 older individuals completed the speech data
collection and loneliness survey [30 women (52.6%); 62–81 years;
mean (SD) age, 73.2 (4.5) years; Table 1]. Table 1 summarizes the
information about participant characteristics.
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TABLE 1 | Characteristics of study participants (N=57).

Characteristics

Age [years], mean (SD) 73.2 (4.5)

Sex, n (%)

Men 27 (47.4)

Women 30 (52.6)

Education [years], mean (SD) 13.8 (2.2)

Marital status, n (%)

Never married 0 (0)

Divorced 2 (3.5)

Widowed 8 (14.0)

Married 47 (82.5)

Mini-Mental State Examinationa, mean (SD) 27.4 (1.9)

Geriatric Depression Scaleb, mean (SD) 2.9 (2.5)

UCLA Loneliness Scorec, mean (SD) 37 (8.6)

aThe total possible score ranges from 0 to 30.
bThe total possible score ranges from 0 to 15.
cThe total possible score ranges from 20 to 80.

2.2. Loneliness Survey
Loneliness levels for our participants were measured by the
Japanese version of the UCLA Loneliness Scale version 3 (20,
51). This scale is a validated, self-rated instrument designed
to measure feelings of emotional loneliness in a wide group
of respondents, including older adults, and implemented in
numerous epidemiologic studies of aging (3, 52, 53). It consists
of 20 Likert-type questions on a four-point scale from “never”
to “always”. The total score ranges from 20 to 80 with a higher
score indicating greater loneliness, and there is no identified cut-
off score that defines loneliness (54). We used this total score for
the analysis.

2.3. Speech Data Collection
Participants sat down in front of the tablet and answered
questions presented by a voice-based application on the tablet in
a quiet room with low reverberation. The participants were asked
to speak as naturally as possible. The tablet indicated whether it
was speaking or listening (Figure 1). We used an iPad Air 2 and
recorded voice responses by using the iPad’s internal microphone
(core audio format, 44,100 Hz, 16-bit).

The participants were asked eight daily life questions. The first
two questions were frequently-used ones in daily conversations,
that is, how one feels today and one’s sleep quality last night.
The next three questions were related to past experiences in
terms of recalling old memories about a fun childhood activity
as well as recent memories related to what was eaten for
dinner yesterday and the day before yesterday. The next two
questions were related to future expectations in terms of risk
planning, such as one’s response plans for an earthquake, and
travel planning where participants chose one option from among
two regarding future travel destinations and gave three reasons
for their choice. The final question was related to general
knowledge where participants explained a Japanese traditional

FIGURE 1 | Overview of experimental setup for collecting speech data. (A)

Participant’s turn and (B) tablet’s turn.

event. For the actual sentences of the daily life questions, please
see Supplementary Table 1.

2.4. Speech Data Analysis
From the speech responses of each participant to the eight
questions, we automatically extracted a total of 160 speech
features consisting of 128 acoustic features, 16 prosodic features,
and 16 linguistic features. These features were determined on the
basis of previous studies on inferring changes in emotional states
and mental health conditions such as depression and suicidality
(27, 33–43, 55–57). Full list of speech features is available in
Supplementary Table 2.

As a preprocessing step, we first converted the audio data of
each response into text data (i.e., automatic speech recognition)
and divided the audio signals into voice and silence segments
(i.e., voice activity detection) by using the IBM Watson Speech
to Text service. All acoustic and prosodic features were extracted
from the audio signals of voice segments, except for pause-related
features, which were calculated by using the time duration of
silence segments. Linguistic features were extracted from the
text data after word tokenization, part-of-speech tagging, and
word lemmatization using the Japanese morphological analyzer
Janome (version 0.3.10 1) in Python (version 3.8).

The acoustic features consisted of two feature types related
to formant frequencies and Mel-frequency cepstral coefficients
(MFCCs). Formant frequencies contain information related to

1https://mocobeta.github.io/janome/en/
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acoustic resonances of the vocal tract and thus are thought to
be able to capture changes in vocal tract properties affected by
both an increase in muscle tension and changes in salivation and
mucus secretion due to mental state changes (35). For example,
the first and second formant (F1 and F2) are mainly associated
with the tongue position: the F1 frequency is inversely related
to the height of the tongue, while the F2 frequency is directly
related to the frontness of the tongue position (58, 59). Limited
movements of the articulators and particularly of the tongue,
for example due to increased muscle tension, lead to inadequate
vowel formation characterized by a lowering of normally high
frequency formants and by an elevation of normally low
frequency formants (60). Decreased formant frequencies were
reported with increasing levels of speaker depression (35, 36,
40), and formant-based features have been frequently used
for detecting depressive speech (46, 47). In addition, MFCCs
are spectral features characterizing the frequency distribution
of a speech signal at specific time instance information and
designed to take into account the response properties of
the human auditory system (61). As with the formant-based
features, MFCCs have consistently been observed to change
with individuals’ mental states (35), and have been successfully
used for various speech tasks including emotion recognition (62,
63), mood detection (64), and detection of depression (49, 65).
In particular, the variances of the derivative of MFCCs were
reported to show a consist trend of negative correlations with
depression severity (49, 50). These decreased temporal variations
in MFCCs with increasing depressive severity are thought to
capture monotony and dullness of speech in clinical descriptions
(35, 49). We thus used the first two formant frequencies (F1 and
F2) and the variances of the first order derivatives (1) of the
first 14 MFCCs. Because these features were extracted from each
response to the eight questions, we obtained (2+ 14)× 8 = 128
acoustic features for each participant. To extract them, we used
the Python-based (version 3.8) audio processing library librosa
[version 0.8.0 (66)].

Prosodic features such as rhythm, stress, and intonation in
speech conveys important information regarding individual’s
mental states. Commonly-used examples include pitch variation
(i.e., inflection) and pause duration. Multiple studies reported
a reduced pitch variation and an increased pause duration in
accordance with increasing levels of depression severity (34,
38) as well as brief emotion induction of sadness in normal
participants (39), although a number of studies showed no
substantial change (34, 67). We thus used pitch variation and
pause duration for prosodic features. Specifically, we calculated
the pitch variation and pause duration in all eight responses of
each participants and used total 2 × 8 = 16 features as the
prosodic features. For estimating pitch, we used fundamental
frequency calculated with the Python-based audio processing
library Signal_Analysis (version 0.1.26 2).

The linguistic features consisted of three feature types
related to positive words, negative words and filler words (e.g.,
“umm,” “hmm,” “uh”). Sentiment analysis has been one of most
representative approaches to detect changes in mental health

2https://brookemosby.github.io/Signal_Analysis/

conditions from linguistic cues. For example, several studies
reported that depressed individuals tended to use more negative
words and fewer positive words than non-depressed individuals
(33, 37). Filler words are commonly found in spontaneous speech
and have been suggested as important signatures for detecting
depression (55–57). We thus used the number of positive and
negative words and the proportion of filler words as linguistic
features. Specifically, we counted the number of positive and
negative words, respectively, in each speech response to the
four questions expected to include positive or negative words:
questions about a fun childhood activity, response plan for an
earthquake, future travel plans, and a Japanese traditional event.
Each word was determined to be positive (or negative) by using
the Japanese Sentiment Polarity Dictionary (68, 69). The number
of filler words was obtained by counting two kinds of words:
those estimated as hesitation by automatic speech recognition
using the IBM Watson Speech to Text service and those defined
as fillers in the Japanese IPA dictionary3. We thus used 2 × 4 +
1× 8 = 16 linguistic features for each participant.

2.5. Statistical Analysis
Spearman’s nonparametric rank correlation coefficient was
computed to test the null hypothesis that there is no correlation
between each speech feature and scores of the UCLA Loneliness
Scale. We did not adjust for multiple comparisons, and P
values below 0.05 were considered to be statistically correlated.
The statistical analyses were conducted using the Statistics and
Machine Learning Toolbox (version 11.1) for the MATLAB
(version R2017a, The MathWorks Inc) environment.

2.6. Regression and Classification Models
The regression and binary-classification models were built to
investigate whether speech features can be used for estimating
scores of the UCLA Loneliness Scale and for detecting individuals
with high scores, respectively (Figure 2). For the cut-off score
for building the binary-classification model, because there is
no designated cut-off score, we used the mean + 1SD of our
participants’ scores in the same manner as a previous study
on characteristics of lonely older adults using the same UCLA
Loneliness Scale (54). To facilitate interpretations and compare
model performance with those of previous studies on automatic
assessment of loneliness by using daily behavioral data (21–23),
we focused on developing models using only speech features
without other demographic information such as gender.

The regression and binary-classification models were built by
using multiple types of machine learning models by combining
them with automatic feature selection using a sequential forward
selection algorithm. Model performances were evaluated by
20 iterations of 10-fold cross-validation methods. In the ten-
fold cross-validation, the model was trained using 90% of the
data (the “training set”) while the remaining 10% was used
for testing. The process was repeated ten times to cover the
entire span of the data, and the average model performance was
calculated. Regression model performances were evaluated by
using R2, explained variance (EV), mean absolute error (MAE),

3https://ja.osdn.net/projects/ipadic/
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FIGURE 2 | Overview of automatic analysis pipeline for estimating loneliness scores and for detecting individuals with high loneliness scores from speech responses

to daily life questions.

and root mean square error (RMSE). MAE and RMSE were
calculated by the following equations: MAE= 1/n

∑n
i=1

∣∣yi − ŷi
∣∣

and RMSE =

√
1/n

∑n
i=1

(
yi − ŷi

)2
, where yi and ŷi are

actual and estimated scores of the UCLA Loneliness Scale for
the i-th participant, respectively. Binary-classification model
performances were evaluated by accuracy, sensitivity, specificity,
and F1 score. The total number of input features to the regression
and binary-classification models was set to 48 so that the number
of acoustic, prosodic, and linguistic features would be the same
(i.e., 16× 3 = 48). The inputs of acoustic features were selected on
the basis of absolute values of Spearman correlation coefficients
with scores of the UCLA Loneliness Scale in the training set.

The machine learning models included k-nearest neighbors
(70), random forest (RF) (71), and support vector machine
(SVM) (72). The parameters that we studied were as follows: the
number of neighbors for the k-nearest neighbors; the number
and the maximum depth of trees for RF; kernel functions, penalty
parameter, the parameter associated with the width of the radial
basis function (RBF) kernel, class weights for the classification
model, and the parameter of the regression model related to the
loss function for the SVM. We used algorithms implemented
using the Python package scikit-learn (version 0.23.2) and all
other parameters were kept at their default values. We performed
a grid search and determined the aforementioned parameters.

3. RESULTS

The mean score for the UCLA Loneliness Scale was 37.0 (SD: 8.6;
range for participants, 20–63; possible range, 20–80; Figure 3).
The Cronbach’s alpha coefficient was 0.89. The cut-off score
for dividing participants into two groups with low and high
loneliness scores for building a binary-classification model was
46 points, which was determined by the mean + 1SD of our
participants’ scores in the samemanner as that of a previous study
(54). In our sample, ten older adults (6 males, 4 females; 18%
of the participants) scored equal to or greater than the cut-off
score. They were similar values reported in the previous study
investigating 173 older adults: cut-off score was 48 points, and

FIGURE 3 | Histogram of scores of the UCLA Loneliness Scale for study

participants. Cut-off score was determined by using the mean + 1SD of our

participants’ scores and 46 points. In our sample, 10 older adults (18% of the

participants) scored equal to or greater than the cut-off score.

19% of their participants scored equal to or greater than their
cut-off score (54). In regard to the speech data, we obtained an
average of 319.7 sec (SD: 108.5) of speech responses to the eight
daily life questions. The average duration of responses to each
question varied between 4.2 and 75.4 sec.

We first investigated associations of loneliness scores with
each speech feature. Consequently, we found 21 speech features
weakly correlated with loneliness scores (Spearman correlation
ρ; 0.26 < |ρ| < 0.41; P < 0.05; Supplementary Table 3): 15
acoustic features (13 features related to variance of 1MFCCs
and 2 features related to F2), 3 prosodic features (pitch variation
and two features related to pause duration), 3 linguistic features
(positive word frequency and two features related to filler words).
With increasing loneliness scores, the acoustic features showed
decreased F2 and reduced the variance of1MFCCs, the prosodic
features showed decreased pitch variation and increased pause
duration, and the linguistic features showed a decrease in the
number of positive words and an increase in the proportion
of filler words (Figure 4A and Supplementary Table 3). After
controlling for age and sex as potential confounding factors
(35, 73, 74), 15 of the 21 speech features remain correlated with
loneliness scores (Supplementary Table 3).

We next built regression models using speech features to
investigate whether speech response to daily life questions could
be used for estimating scores of the UCLA Loneliness Scale.
The result of iterative ten-fold cross validations showed that the
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FIGURE 4 | Analysis results of the associations of speech responses to eight daily life questions with scores of the UCLA Loneliness Scale. (A) Examples of speech

features correlated with loneliness scores (Spearman correlation; *P < 0.05 and **P < 0.01). (B) Regression performances of the models using speech features for

estimating loneliness scores. (C) Actual and predicted loneliness scores by the regression model using acoustic, prosodic, and linguistic features. (D) Confusion

matrix of the binary-classification model using acoustic, prosodic, and linguistic features for detecting individuals with high loneliness scores. It was obtained using 20

iterations of 10-fold cross-validation. The number in parentheses indicates the mean number of participants among 20 iterations.

model using speech features consisting of acoustic, prosodic,
and linguistic features could estimate loneliness scores with
an R2 of 0.568 (EV of 0.570, MAE of 4.46, and RMSE of
5.63) (Figures 4B,C and Table 2). This model was based on an
SVM with an RBF kernel using 4 acoustic feature, 1 prosodic
feature, and 3 linguistic features selected by the automatic
feature selection procedure. The performances of this model
calculated separately by sex were R2 of 0.599 (95% CI: 0.579 to
0.620) for women and R2 of 0.511 (95% CI: 0.487–0.535) for
men. When building regression models separately by sex, the
performances of the model for women and men were R2 of 0.648
(95% CI: 0.628–0.668) and R2 of 0.764 (95% CI: 0.744–0.784),
respectively. We also built regression models separately using
each acoustic, prosodic, and linguistic feature sets and compared
their performances. Consequently, the model using linguistic
features had the highest performance with an R2 of 0.483 (EV
of 0.484, MAE of 4.75, and RMSE of 6.16) followed by that using
acoustic features with an R2 of 0.442 (EV of 0.442, MAE of 4.86,
and RMSE of 6.40), and that using prosodic features with an R2 of
0.219 (EV of 0.227, MAE of 5.96, and RMSE of 7.56) (Figure 4B
and Table 2).

We finally investigated whether speech data could be used
for detecting individuals with high loneliness scores by building
a binary-classification model with speech features. The results
of iterative ten-fold cross validations showed that the model
using acoustic, prosodic, and linguistic features could detect
individuals with high loneliness scores at 95.6% accuracy (90.0%

sensitivity, 96.8% specificity, and 87.9% F1 score) (Figure 4D and
Table 3). This model was based on an SVM with an RBF kernel
using 5 acoustic features, 2 prosodic features, and 3 linguistic
features. The performances of this model calculated separately
by sex were 98.3% accuracy (95% CI: 97.1–99.5) for women and
92.6% accuracy (95% CI: 92.6–92.6) for men. When building
binary-classification models separately by sex, the performances
of the model for women and men were 100.0% accuracy
(95% CI: 100.0–100.0) and 98.9% accuracy (95% CI: 98.1–99.7),
respectively. For the models using the acoustic, prosodic, and
linguistic feature sets separately, the results showed similar trends
with those of the regression models: the model using acoustic
features had the highest accuracy at 92.7% (95% CI: 92.2–93.3),
followed by that using linguistic features with 91.0% accuracy
(95% CI: 90.7–91.3), and that using prosodic features with 87.7%
accuracy (95% CI: 87.7–87.7) (Table 3).

4. DISCUSSION

We collected speech responses to eight daily life questions with
our tablet-based application and investigated the associations
of speech features automatically extracted from audio data of
these speech responses with scores the UCLA Loneliness Scale.
Our first main finding was that acoustic, prosodic, and linguistic
characteristics each may have features affected by loneliness
levels in older adults. Through correlation analysis, we could
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TABLE 2 | Regression model performance of speech features predicting loneliness scores resulting from 20 iterations of 10-fold cross validation.

Input variables R2 EV MAE RMSE

(P) Prosodic 0.219 [0.177, 0.261] 0.227 [0.185, 0.268] 5.96 [5.79, 6.12] 7.56 [7.36, 7.76]

(A) Acoustic 0.442 [0.424, 0.459] 0.442 [0.425, 0.460] 4.86 [4.78, 4.93] 6.40 [6.30, 6.50]

(L) Linguistic 0.483 [0.467, 0.500] 0.484 [0.468, 0.501] 4.75 [4.66, 4.83] 6.16 [6.06, 6.26]

(P) + (A) + (L) 0.568 [0.550, 0.586] 0.570 [0.553, 0.587] 4.46 [4.36, 4.57] 5.63 [5.51, 5.74]

Each value indicates the average value across 20 iterations with 95% confidence interval. EV, explain variance; MAE, mean absolute error; RMSE, root mean square error.

TABLE 3 | Classification model performance of speech features detecting individuals with high loneliness level resulting from 20 iterations of 10-fold cross validation.

Input variables Accuracy (%) Sensitivity (%) Specificity (%) F1 score (%)

(P) Prosodic 87.7 [87.7, 87.7] 30.0 [30.0, 30.0] 100.0 [100.0, 100.0] 46.2 [46.2, 46.2]

(L) Linguistic 91.0 [90.7, 91.3] 60.0 [60.0, 60.0] 97.6 [97.2, 97.9] 70.0 [69.3, 70.7]

(A) Acoustic 92.7 [92.2, 93.3] 70.0 [70.0, 70.0] 97.6 [96.9, 98.2] 77.2 [75.9, 78.5]

(P) + (L) + (A) 95.6 [95.0, 96.2] 90.0 [90.0, 90.0] 96.8 [96.1, 97.6] 87.9 [86.4, 89.4]

Each value indicates the average value across 20 iterations with 95% confidence interval.

find acoustic, prosodic, and linguistic features correlated with
loneliness scores. Our second finding was that the combination
of acoustic, prosodic, and linguistic features could achieve
high performances both for estimating loneliness scores and
for detecting individuals with high loneliness scores. These
findings showed the possibility of the use of speech responses
usually observed in daily conversations (e.g., responses regarding
today’s feeling and future travel plans) for automatically
assessing loneliness in older adults, which can help to promote
future efforts toward developing applications for assessing and
monitoring loneliness in older adults.

We found speech features correlated with loneliness scores
in acoustic, prosodic, and linguistic characteristics in speech
response to daily life questions.With increasing loneliness scores,
speech responses tended to have less inflections and longer pauses
in prosodic features; reduced second formant frequencies and
variances of the speech spectrum (1MFCCs) in acoustic features;
and fewer positive words and more filler words in linguistic
features. All these trends in their changes were consistent
with those observed in individuals with changes in emotional
states and mental health conditions, especially those reported in
previous studies on depressed speech [for F2 (35, 36, 40); for
the variance of 1MFCCs (49, 50); for pitch variation (41, 50);
for pauses (34, 38); for positive words (33, 37); for filler words
(55–57)]. This result may be reasonable because loneliness and
depression are different constructs but closely correlated with
each other (11). Considering similarities between loneliness and
depression, including in their effects on speech characteristics,
further studies including longitudinal data collection are required
to ensure that the speech changes are due to either loneliness or
depression and to identify changes in speech features particularly
sensitive to loneliness rather than depression or mood. The
potential mechanisms underlying the effects of loneliness on
speech characteristics are poorly understood (75–77), but wemay
be able to explain them from the perspective of the associations
of chronic psychological stress. Lonely individuals reported
experiencing a great number of chronic stressors (78) and were

more likely to perceive daily events as stressful (79, 80). Further,
empirical studies suggested the associations of loneliness with
exaggerated stress responses (75). These changes may potentially
affect processes involved in the phonation and articulation
muscular systems and speech production via changes to the
somatic and autonomic nervous systems, which may result in
producing measurable acoustic, prosodic, and linguistic changes
(35). In this study, we observed the effects of loneliness on speech
responses to daily life questions that were not designed to induce
emotional responses, although we did not test effects of these
questions on mood. This result suggest that loneliness may affect
even daily speech through chronic psychological stress, although
further research is needed. In addition, due to a complexity
of loneliness, there are multiple scales for measuring loneliness
from different viewpoints. For example, the UCLA Loneliness
Scale is used in an attempt to measure loneliness as a global,
unidimensional construct, while the de Jong Gierveld Loneliness
Scale (81) is used to attempt to measure it as multifaceted
phenomenon with separate emotional and social components
(17). Therefore, investigating speech changes related to different
loneliness scales may provide useful insights to deepening our
understanding of the wide and complex profiles of loneliness.

The cross-validation results showed that the regression and
binary-classification models using speech features could estimate
loneliness scores with an R2 of 0.57 (Pearson correlation of
0.76) and detect individuals with high loneliness scores with
95.6% accuracy, respectively. Previous studies on assessments of
loneliness using behavioral data focused on behavioral patterns
such as phone usage, time out-of-home, step counts, and
sleep duration, and they reported a regression performance
with a correlation of 0.48 (21) and classification accuracy
ranging from 80.2 to 91.7% accuracy (22, 23). Compared with
their performance, both regression and classification models
in our study showed better performances. Although there are
differences in the methodology such as target population, cut-
off scores, and number of samples, this improvement of model
performance might come from the use of speech data instead
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of the behavioral patterns investigated in previous studies.
Aligning with previous studies on the associations of speech
with depression and suicidality, our results suggest that speech
may be one of the key behavioral markers for automatically
detecting and predicting changes in mental health conditions
including loneliness in older adults. One of our contributions lies
in providing the first empirical evidence showing the feasibility
of using the automatic analysis of speech for detecting changes
due to loneliness in older adults. In addition, many recent studies
have explored the use of speech data for healthcare applications
for monitoring various types of health statuses in older adults,
for example, for detecting cognitive impairments (31, 82–84)
and Alzheimer’s disease (26, 28, 29, 32, 85–90), for detecting
depression (38, 91, 92), and for predicting driving risks (30).
Together with these previous studies, our results may help future
efforts toward developing applications using speech data for
automatically and simultaneously monitoring various types of
health statuses including loneliness. On the other hand, these
applications have raised numerous ethical concerns including
informed consent, especially when using passive data, i.e., data
generated without the active participation of the individual (e.g.,
GPS, accelerometer data, phone call) (93). Thus, the ethical
implications need to be considered parallel to the development
of these healthcare applications.

Comparing the model performances among speech feature
types showed that acoustic features could achieve high accuracies
comparable with linguistic features. In particular, for detecting
individuals with high loneliness scores, the binary-classification
model using acoustic features achieved the best accuracy.
Although user-interface studies reported that voice input was
effective and was preferable as an input modality for older
adults (94–96), other studies reported that the performance of
automatic speech recognition tended to be worse in older adults
than in other age groups (97, 98). Because we analyzed only
speech data collected in a lab setting, wemay need to consider the
possibility that there would be a situation where automatic speech
recognition would be difficult to use for extracting linguistic
features from speech data collected in living situations. In that
case, our results may suggest that an approach focusing on
developing a model for detecting individuals with high loneliness
scores using paralinguistic features, especially acoustic features,
would be useful and effective.

There were several limitations in this study. First, the
number of questions was small and limited. Although our
study provided the first empirical evidence of the usefulness of
daily life questions for assessing loneliness in older adults, it
still remains uninvestigated what kinds of daily conversations
could particularly elicit changes associated with loneliness. To
investigate this, data collection at home would be a good way
to collect many speech responses by having participants using
applications on a daily basis. Second, in terms of statistical
analysis of correlation coefficients, we did not adjust for multiple
comparisons across speech features due to the exploratory nature
of this investigation. In addition, the results of a post hoc power
analysis revealed that speech features except for the variance of
1MFCC14 did not reach a power of 0.8 with a significance level
of 0.05 (two-sided). A future study on larger samples should
confirm our result about the effects of loneliness on speech

characteristics. Third, residual confounding such as medication
can still exist in addition to age and sex considered in the
analysis (35). We also excluded individuals with diagnoses of
mental illness such as major depression, because they may affect
speech. Therefore, a further study using large samples with
these confounding factors is required to further confirm our
results about the usefulness of speech analysis for assessing
loneliness. Fourth, the number of participants with higher
loneliness scores was small and limited. This might affect the
generalizability of our results. Finally, the results were obtained
by analyzing speech data in Japanese. Thus, we need to investigate
speech data in other languages to confirm our results regarding
the usefulness of speech responses to daily life questions for
assessing loneliness.

In summary, we provide the first empirical results suggesting
the possibility of using the automatic analysis of speech
responses to daily life questions for estimating loneliness
scores and detecting individuals with high loneliness scores.
The results presented in this work indicate that it could
be feasible to automatically assess loneliness in older adults
from daily conversational data, which can help promote
future efforts toward the early detection and intervention for
mitigating loneliness.
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Background: Research by our group and others have demonstrated the feasibility of

using mobile phone derived metadata to model mood and cognition. Given the effects

of age and mood on cognitive performance, it was hypothesized that using such data a

model could be built to predict chronological age and that differences between predicted

age and actual age could be a marker of pathology.

Methods: These data were collected via the ongoing BiAffect study. Participants

complete the Mood Disorders Questionnaire (MDQ), a screening questionnaire for bipolar

disorder, and self-reported their birth year. Data were split into training and validation

sets. Features derived from the smartphone kinematics were used to train random forest

regression models to predict age. Prediction errors were compared between participants

screening positive and negative on the MDQ.

Results: Three hundred forty-four participants had analyzable data of which 227

had positive screens for bipolar disorder and 117 had negative screens. The absolute

prediction error tended to be lower for participants with positive screens (median 4.50

years) than those with negative screens (median 7.92 years) (W = 508, p= 0.0049). The

raw prediction error tended to be lower for participants with negative screens (median

= −5.95 years) than those with positive screens (median = 0.55 years) (W = 1,037,

p= 0.037).

Conclusions: The tendency to underestimate the chronological age of participants

screening negative for bipolar disorder compared to those screening positive is

consistent with the finding that bipolar disorder may be associated with brain changes

that could reflect pathological aging. This interesting result could also reflect that those

who screen negative for bipolar disorder and who engaged in the study were more likely

to have higher premorbid functioning. This work demonstrates that age-related changes

may be detected via a passive smartphone kinematics based digital biomarker.

Keywords: digital biomarkers, bipolar disorder, brain age estimation, smartphone, digital phenotyping
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INTRODUCTION

The development of biomarkers has long been a goal for
psychiatry with the hope that these biomarkers may be able to
facilitate early detection, diagnosis, and treatment selection—
moving the field closer to a paradigm of precisionmedicine (1, 2).
Aging is a heterogenous process associated with increased risk of
morbidity and mortality. It has been proposed that differences
between biological age and chronological age may be indicative
of pathology, and various phenomena have been investigated as
potential aging biomarkers including telomere length (3), DNA
methylation (4), and features derived from neuroimaging (5, 6).

In previous work, our group identified age associated effects
on smartphone typing kinematics—specifically enhancement of
the difference between midday typing speed and typing speed
at the beginning and end of the day (7). These kinematic data
were collected via the BiAffect platform which collects such data
passively as participants use their smartphones in their day-to-
day routines thus enabling the creation of ecologically valid and
temporally associated markers of cognitive performance (8).

Bipolar disorder is a psychiatric disorder characterized by
recurrent episodes of mood disturbances. It is associated with
cognitive deficits during mood episodes, some of which remain
during euthymia (9, 10). It has also been proposed that
bipolar disorder may exacerbate age associated neuropathologic
processes in a phenomenon-termed neuroprogression (11, 12). In
this study we investigated the hypothesis that cognitive changes
associated with the disorder would be detectable via changes
in typing kinematics. To do this, we leveraged the BiAffect
platform taking advantage of the open enrollment of the project
to obtain a large, heterogenous sample. Rather than utilizing
binary self-report of diagnosis to distinguish between healthy
controls and participants with a bipolar spectrum disorder,
we categorized participants based on screening status on the
Mood Disorders Questionnaire (MDQ), a screening instrument
for bipolar disorder (13) using standard cut-off scores with
sensitivity of 61% and specificity of 88% (14). We then examined
differences in the performance characteristics of age prediction
between the groups to investigate smartphone kinematic based
age prediction’s utility as a digital biomarker.

METHODS

Data for this study was collected as part of the open science
BiAffect project. This study began inMarch 2018 with enrollment
open to all adults in the United States with an iOS based
smartphone that supports the BiAffect app. As of the time of
the writing of this manuscript, the study is ongoing. Its protocol
has been approved by the University of Illinois at Chicago
Institutional Review Board.

The data for this study was collected from March 2018 to
February 2021. Subject enrollment and data collection were all
performed within the BiAffect app. The app includes modules
for participants to complete questionnaires and perform tasks
designed to measure aspects of cognitive performance such as
response inhibition, set shifting, and reaction time. Its core
technology is a custom built keyboard designed to replace the

default keyboard. This keyboard collects typing related metadata
including the type of keypress event (alphanumeric, backspace,
autocorrection, etc.) and the associated timestamp. It does not
collect the actual alphanumeric content. These data are then
securely uploaded to the study server.

Participants completed the mood disorders questionnaire
(MDQ) a screening instrument for bipolar disorder (13). The
MDQs were typically completed at study entry. The performance
characteristics of this instrument vary based on the setting but
in general has been estimated to have relatively high specificity
of 88% and adequate sensitivity of 61% (14) with a cut score
of ≥7. Participants also provided self-reports of whether they
have a diagnosis of a bipolar spectrum disorder, their birth
year, and their gender. Given the fact that MDQ performance
characteristics are better characterized than the reliability of self-
reported bipolar disorder diagnosis and given the high rates of
participants not disclosing their diagnosis status, it was decided
to utilize MDQ status as a feature of interest in our analysis.

Analysis was restricted to participants who had provided at
least 12 weeks worth of typing data. This was determined by
calculating the median number of keystrokes per day across the
entire sample and then filtering accordingly.

Data Processing and Feature Engineering
Each subject’s typing data was tokenized into sessions by
grouping together consecutive keystroke events which have
differences in timestamps of <5 seconds. Metrics were calculated
for each session and then summarized for each subject. For
sample entropy calculations the following parameters were used:
m = 2, r = 0.2 ∗ the standard deviation and tau = 1. Table 1
includes a description of these features. This data processing was
performed via the pandas package, version 1.2.4 (15) for Python
(Version 3.8.3).

Model Training and Assessment
Data were split into training and validation sets (75:25). Because
of the collinearity among many of the features and the relative
robustness of random forest models to collinearity (16), random
forest models were used. Random forest models consist of a
collection of decision trees whose individual predictions are
aggregated to make a single prediction. They are a popular
analytic tool in bioinformatics given their ability to model
complex interactions (17). Two random forest regression models
were trained using the caret and randomForest packages for R
(18, 19). The mtry parameter determines the number of features
that will be available for use when splitting nodes during the
training of the model’s decision trees. The mtry parameter was
selected via a grid search of values ranging from 1 to 30 features
using 10-fold cross-validation with 3 repeats. The mtry value
which minimized the Root Mean Square Error (RMSE) was
selected as the value used in the final models. The models were
constructed in a stepwise fashion with the first model including
only typing related features, and the second model included all
features from the first with the addition of gender and MDQ
screening status.

Each model’s performance was assessed using the validation
set to calculate RMSE, Breiman’s pseudo R-squared, and median
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TABLE 1 | Model features.

Feature Description

Mean_keypresses_per_session Mean number of keypresses per session

Median_keypresses_per_session Median number of keypresses per session

Standard_deviation_keypress_per_session Standard deviation of keypresses per session

Median_absolute_deviation_keypress_per_session Median absolute deviation of keypresses per session

Mean_interkey_time_mean Mean of mean of interkey times per session

Median_interkey_time_mean Median of mean interkey times per session

Standard_deviation_interkey_time_mean Standard deviation of mean interkey times per session

Median_absolute_deviation_interkey_time_mean Median absolute deviation of mean interkey times per session

Mean_interkey_time_median Mean of median of interkey times per session

Median_interkey_time_median Median of median interkey times per session

Standard_deviation_interkey_time_median Standard deviation of median interkey times per session

Median_absolute_deviation_interkey_time_median Median absolute deviation of median interkey times per session

Mean_autocorrect_rate Mean autocorrect rate per session (# of autocorrect events / total # of keystrokes per session)

Median_autocorrect_rate Median autocorrect rate per session (# of autocorrect events / total # of keystrokes per session)

Standard_deviation_autocorrect_rate Standard deviation of autocorrect rate per session (# of autocorrect events / total # of keystrokes per session)

Median_absolute_deviation_autocorrect_rate Median absolute deviation of autocorrect rate per session (# of autocorrect events / total # of keystrokes per

session)

Mean_backspace_rate Mean backspace rate per session (# of backspace events / total # of keystrokes per session)

Median_backspace_rate Median backspace rate per session (# of backspace events / total # of keystrokes per session)

Standard_deviation_backspace_rate Standard deviation of backspace rate per session (# of backspace events / total # of keystrokes per session)

Median_absolute_deviation_backspace_rate Median absolute deviation of backspace rate per session (# of backspace events / total # of keystrokes per

session)

Mean_session_length Mean length of sessions in seconds

Median_session_length Median length of sessions in seconds

Standard_deviation_session_length Standard deviation of length of sessions in seconds

Median_absolute_deviation_session_length Median absolute deviation of length of sessions in seconds

Sample_entropy_keypress Sample entropy of # of keypresses per sessions

Sample_entropy_interkey_time_mean Sample entropy of mean interkey times per session

Sample_entropy_interkey_time_median Sample entropy of median interkey times per session

Sample_entropy_autocorrect_rate Sample entropy of autocorrect rate per session

Sample_entropy_backspace_rate Sample entropy of backspace rate per session

Sample_entropy_session_length Sample entropy of session length in seconds

absolute error. Differences in model performance testing were
assessed using paired Wilcoxon tests of their absolute errors.
Feature importance was assessed using out-of-bag changes in
Mean Square Error (MSE). Accumulated Local Effects plots
(ALE Plots) (20) were constructed for features which appeared
important or interesting. These plots allow the visualization
of the effect of individual features and the interaction of two
features on the model’s prediction. They are especially useful
when features may be correlated. Differences within model
performance between participants based on MDQ screen status
were assessed using Wilcoxon tests comparing raw prediction
error scores and absolute prediction error scores. All tests were
two sided with a significance level of 0.05. Family-wise error
rates were controlled using the Holm-Bonferroni method. All
statistical testing was performed in R (Version 4.0.0).

RESULTS

A total of 344 participants met criteria for inclusion in this
analysis: 117 with negative MDQ screens and 227 with positive

screens. As summarized in Table 2, the group with positive
screens tended to have fewer males (Fisher’s Exact p = 0.0042)
and be younger than the positive screen group (W = 15,887, p
= 0.0028. Compared to participants with positive MDQ screens,
participants with negative screens had a lower rate of reporting
a diagnosis of bipolar disorder, a higher rate of reporting no
history of bipolar disorder, and also provided no diagnosis history
at a lower rate (all comparisons Fisher’s Exact p < 0.001). The
participants with negative screens tended to have lower MDQ
scores comparted to those with positive screens (W = 23,322, p
< 0.001) and have a greater total number of keypresses (W =

15,098, p= 0.037).
Using the criterion of minimizing RMSE for tuning the mtry

parameter of the models, Model 1 which only included the typing
metrics had an mtry = 15, and Model 2 which included the
features of Model 1 as well as gender and MDQ status had an
mtry= 10. Figure 1 depicts the tuning results.

Using the training set, both Model 1 and Model 2 had an
RMSE of 8.7 years. The Breiman Pseudo R-squared values were
0.56 and 0.57 for Models 1 and 2, respectively. The performance
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TABLE 2 | Subject characteristics.

MDQ negative MDQ positive

# of participants 117 227

% not male 60% 75% p = 0.0042

Age in years, mean (sd) 41 (16) 35 (11)

Age in years, median (mad) 39 (16) 33 (12) W = 15,887, p = 0.0028

Age (min, max) (20, 88) (18, 70)

Self-reports history of diagnosis with

bipolar spectrum disorder

24 (21%) 115 (51%) p < 0.001

Self-reports no history of diagnosis with

bipolar spectrum disorder

66 (56%) 29 (13%) p < 0.001

Does not provide any information

regarding diagnosis of bipolar spectrum

disorder

27 (23%) 83 (37%) p < 0.001

MDQ score, mean (sd) 6 (4) 12 (1) W = 23,322, p < 0.001

Total keypresses, mean (sd) 37,027 (87,464) 36,381 (71,262)

Total keypresses, median (mad) 7,600 (7,465) 12,043 (12,682) W = 15,098, p = 0.037

FIGURE 1 | Parameter tuning results for random forest models. RMSE, Root mean squared error. (A) Depicts the grid search results for Model 1 (typing metrics only)

which achieved a minimum RMSE at mtry = 15. (B) Depicts the grid search results for Model 2 (typing metrics with gender and MDQ status) which achieved a

minimum RMSE at mtry = 10.

of these models using the validation set are described in Table 3.
Using the validation set, Model 1 had an RMSE of 9.7, and Model
2 had an RMSE of 9.5. Breiman’s Pseudo R-squared was 0.42 and
0.44 for Models 1 and 2, respectively. Model 1 had a median
absolute error of 5.9 and Model 2 had a median absolute error
of 5.5. This difference was not statistically significant (V = 2,109,
p= 0.21).

Given the trend toward improved performance with the
inclusion of gender andMDQ status asmodel features, analysis of
feature importance and differences in prediction by MDQ status
are presented only for Model 2.

Feature importance is depicted in Figure 2. Features whose
exclusion from the model results in a larger increase in Mean
Squared Error are considered more important. While this allows
us to understand the relative importance of the features, it does
not provide information on how each feature’s value is associated
with age. One method that allows for the examination of these
relationships in random forest models is an ALE plot. Given that
many of the most important features are different summaries of
the same essential feature (e.g., interkey time), in plots A–D of
Figure 3 we present the ALE plots of four of the most important
features: the median of mean interkey times, the mean session
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TABLE 3 | Model performance comparison using the validation dataset.

Model 1 (only typing metrics) Model 2 (typing metrics with MDQ status and gender)

RMSE 9.7 9.5

Breiman’s Pseudo R-Squared 0.42 0.44

Median absolute error 5.9 5.5 V = 2,109, p = 0.21

FIGURE 2 | Model 2 Feature importance. MSE, Mean square error. Higher increases in MSE indicated increased importance of the feature in predicting age but do

not indicate directionality of the relationship.

length, the sample entropy of the backspace rate, and the mean
backspace rate. Based on these plots, increased interkey time
and session length are both generally associated with increased
age; whereas, increased sample entropy of the backspace rate is
associated with younger age, and the association between age
and the mean backspace rate is not monotonic. Plots E and F
of Figure 3 depict the interaction between the median of mean
interkey times and the mean session length and between the
mean backspace rate and the sample entropy of the backspace
rate, respectively. In these plots we see that the existence and
directionality of linear trends between the predicted age and
these features depend on the range of a second associated feature
highlighting the complexity of the relationship between typing
behaviors and predicted age.

The raw prediction error for age, i.e., how many years over
or under the model predicted from the correct age, tended to be
lower for participants with a negative screen (median = −5.95)
than those with positive screens (median = 0.55) (W = 1,037,
p = 0.037). The absolute prediction error, which measures the
absolute deviation from the correct age, tended to be lower for
participants with a positive screen (median = 4.50) than those
with negative screens (median = 7.92) (W = 508, p = 0.0049).
These comparisons are depicted with boxplots in Figure 4. The
significant difference in absolute prediction error between the
groups suggests the existence of an intrinsic difference between
the groups in terms of how each group’s typing behaviors relate
to age, and the significant difference in raw errors specifically
demonstrates that participants with a negative MDQ screen tend
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FIGURE 3 | Accumulated Local Effects plots for Model 2. ALE, Accumulated Local Effects. (A–D) Depict the effects of individual features on age prediction. (E,F)

Depict the interaction of the two indicated effects on age.

Frontiers in Psychiatry | www.frontiersin.org 6 December 2021 | Volume 12 | Article 73902285

https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychiatry#articles


Zulueta et al. Bipolar Disorder and Brain Age

FIGURE 4 | Differences in prediction error by MDQ status. MDQ, Mood disorder questionnaire. Abs Error, Absolute error. (A) Raw prediction errors of Model 2 by

MDQ Screening status. (B) Absolute prediction errors of Model 2 by MDQ Screening status.

to be predicted as younger may be consistent with the theory of
bipolar disorder’s association with neuroprogression.

DISCUSSION

Objective biomarkers of psychiatric pathology have the potential
to transform the practice of psychiatry by providing clinicians
more precise and reliable data to inform treatment decisions.
In this study, we investigate the possibility of creating such
a biomarker by using passively collected keyboard dynamics
metadata derived from smartphone usage. This method of
collection has the advantages of enabling high frequency
sampling and perhaps even more importantly enabling such
sampling to take place in people’s normal day-to-day lives.

While there have been several studies which have used mobile
phone derived metadata to predict demographic features such
as age, these studies have tended to use features such as the
number of calls and length of calls, the number of text messages,
time of day of usage, and metrics derived from the networks
of interactions (i.e., calls/text messages) between the users and
other people (21–23). Further, these studies appear to have
been focused on the utility of such methods for marketing
applications, and in keeping with that aim, they used binned
age groups and measured model performance based on correct
classification of users to those groups. This makes comparing
performance between these models and our regression oriented
models difficult.

Although models of biological age are typically constructed
by using a cohort of “healthy” participants to train a model
which is then applied to participants with pathology, for this

study we trained our model on both healthy and non-healthy
participants in order to make maximum use of the available data.
This is a limitation that we plan to address in future studies
via larger, more well-characterized samples. The significant
difference in prediction accuracy between participants with
positive and negative MDQ screens suggests that there may
be some intrinsic difference in the pattern of typing between
participants who are likely at elevated risk of having bipolar
disorder compared to those without such risk. That participants
with positive screens have a lower absolute prediction error may
be a consequence of the fact that the training sample consisted
mostly of participants with positive screens; however, it may
also be consistent with the emerging finding that psychiatric
disorders may be characterized by a decrease in complexity and
variability of behavior, which makes the brain less adaptable to
a constantly changing environment (24). Even if the difference
is primarily driven by the imbalance between participants with
positive and negative MDQ screens, the very fact that such a
difference exists is notable in that it suggests that the psychiatric
pathology associated with a positive screen produces detectable
changes in mobile phone typing kinematics. That there was also
a tendency for the model to underpredict the age of participants
with negative MDQ screens is consistent with the concept that
pathology is associated with the phenomenon of biological age
exceeding chronological age (5).

With this study design, we were not able to include in
our models other potential covariates of cognitive and motor
performance which could affect age prediction errors. Such
factors could include co-morbidities, medication status, specific
psychiatric diagnoses and severity, and general facility with
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phone usage. Given the tendency for bipolar disorder to be
associated with a host of other co-morbidities (25), the between
group differences found between participants with positive and
negative MDQ screens could be due to bipolar disorder itself or
some other combination of co-morbidities that is associated with
people who are at increased risk of bipolar disorder that alters
typing behaviors. Without such information, we cannot rule out
the possibility that the differences in prediction accuracy between
the participants with positive and negative MDQ screens are due
to a disproportionate allocation of these characteristics which are
not associated with the pathology associated with a positiveMDQ
screen. In future studies, we plan to collect data such as diagnoses,
severity, and treatment status in order to create models which
will properly attribute and quantify the effect of these variables
on brain age biomarkers.

Examining which features are most important in predicting
age, the most important features are measures of typing speed
and the length of typing session. This is consistent with previous
studies that have found correlations between age and typing
performance (26–28). Plots A and B of Figure 3 demonstrate
that both interkey time and session length tend to be positively
correlated with age – older age is associated with slower speed and
longer session; however, in examining the interaction of these two
features depicted in plot D of Figure 3, we see that for sessions
under 10 s in length, there is actually a negative correlation
between interkey time and age. One possible explanation is that
in these short sessions the interkey time represents the pauses
that occur in a rapid exchange of text messages with another
person, and that for longer sessions the interkey time represents
the pauses that occur in the composition of a longer body of text.

The relatively high importance of the sample entropy of
backspace rates across sessions is an intriguing finding. This
feature theoretically measures the complexity of participant
backspace use. Based on its ALE plot, plot E of Figure 3, it
appears to generally negatively correlated with age; however,
notably if we examine the interaction of the sample entropy
of the rate with the overall mean rate depicted in plot D of
Figure 3, we see that at relatively low overall usage of backspace
increased entropy is associated with younger age, but that at
relatively high usage increased entropy is associated with older
age. Several studies have examined how measures of complexity
like entropy can be applied to functional imaging derived brain
networks and how complexity changes with aging (29–31). With
data we are collecting in one of our current studies we will be
able to examine how neuroimaging derived measures of brain
complexity are associated with the complexity of signals derived
from the kinematics of smartphone usage (32).

Limitations
This study is limited by the fact that all subjective data were
provided via self-report. A sample which consists of participants
with clinically confirmed diagnoses would yield greater insight
into the utility of digital biomarkers such as those described here
in characterizing psychiatric disorders. Along those same lines,
objective neuropsychological performance data would also have
helped better contextualize our findings with existing literature
in bipolar disorder. Although we included age and gender as

features in our model, a sample in which age and gender
distributions are equivalent across the case and control groups
would likely yield more robust findings.

Future Directions
Future directions of this research include attempting to
replicate these findings in a more well-characterized sample and
determining how this marker compares to other biomarkers such
as neuroimaging based markers and other digital biomarkers.
We also aim to investigate how differences in handedness (one-
handed vs. two-handed typing) and distinguishing between
different types of keystroke transitions (e.g., alphanumeric to
alphanumeric vs. alphanumeric to backspace) might yield better
performing models. Another potential line of investigation is
determining whether differences between predicted age and
chronological age by our model are associated with state level
phenomena such as the severity of mood episodes.

CONCLUSION

Passively collected typing kinematics can be used to estimate
biomarkers of brain age. The differences we found in this study
between the performance of such a biomarker in participants
with and without a positive screen for bipolar disorder—i.e.,
the tendency to underestimate the age of healthy participants—
suggest that this biomarker may also be a useful marker
of pathology. Further investigation to refine the model and
determine its relation to other markers of pathology such as
neuroimaging and neuropsychological testing is warranted.
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Affective computing (also referred to as artificial emotion intelligence or emotion AI)

is the study and development of systems and devices that can recognize, interpret,

process, and simulate emotion or other affective phenomena. With the rapid growth

in the aging population around the world, affective computing has immense potential

to benefit the treatment and care of late-life mood and cognitive disorders. For late-life

depression, affective computing ranging from vocal biomarkers to facial expressions

to social media behavioral analysis can be used to address inadequacies of current

screening and diagnostic approaches, mitigate loneliness and isolation, provide more

personalized treatment approaches, and detect risk of suicide. Similarly, for Alzheimer’s

disease, eye movement analysis, vocal biomarkers, and driving and behavior can provide

objective biomarkers for early identification and monitoring, allow more comprehensive

understanding of daily life and disease fluctuations, and facilitate an understanding of

behavioral and psychological symptoms such as agitation. To optimize the utility of

affective computing while mitigating potential risks and ensure responsible development,

ethical development of affective computing applications for late-life mood and cognitive

disorders is needed.

Keywords: affective computing, late-life depression, dementia, Alzheimer’s disease, digital phenotyping

INTRODUCTION

Between 2019 and 2050, the number of people aged 65 years or over in the world will increase
from 703 million to 1.5 billion people (1). With the rapid growth in the aging population
around the world, improving the standard of care in late-life mood and cognitive conditions is
of the utmost importance. Late-life mood and cognitive conditions are characterized by their
complexity, multisystemic nature and broad societal impact, hence making them poorly suited
to siloed approaches of thinking and innovation (2). Issues such as overlapping symptoms,
comorbidities, and misdiagnosis among mental health and neurological disorders represents only
a small subset of the challenges facing late-life mood and cognitive conditions (2). For example,
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psychiatric symptoms often occur during prodromal stages of
neurodegenerative diseases (3–5). Neurodegenerative diseases
are often misclassified as psychiatric disease, which can cause
the patient to receive delayed, inappropriate treatment and
experience more distress (4). Relatedly, many neurodegenerative
conditions have clinical and neuropathological overlap, which
can cause difficulty with accurate diagnosis and treatment
(6). Comorbidities also present further challenges. As an
example, 61% of people with dementia are estimated to have
three or more comorbid diagnoses (7), which often remain
over or under-treated and negatively affect the physical and
psychological well-being of people with dementia (8). As the
burden of late-life mood and cognitive disorders continues to
rise, improved prevention, diagnosis, and treatment options
are urgently needed (9, 10). To solve the unprecedented
complexities and challenges associated with late-life mood
and cognitive conditions, new technologies and approaches to
care are needed. Affective computing has immense potential
to benefit the treatment and care of late-life mood and
cognitive disorders. Affective computing (also referred to as
artificial emotion intelligence or emotion AI) is the study
and development of systems and devices that can recognize,
interpret, process, and simulate emotion or other affective
phenomena (11, 12). It is a transdisciplinary field that combines
engineering and computer science with psychology, cognitive
science, neuroscience, sociology, education, psychophysiology,
value-centered design, ethics, and more.

In this paper, we aim to provide an overview of common
affective computing modalities with applications for late-life
mood and cognitive disorders. We additionally explore specific
applications for late-life depression and Alzheimer’s disease
(AD). Lastly, we discuss ethical implications and analyze
key challenges that must be overcome to ensure ethical
development of affective computing for late-life mood and
cognitive conditions.

METHODS

Publications were collected in September 2021 from four
databases: PubMed, PsycINFO, OvidSP, and Web of Science.
To construct the search protocol, the research question was
structured in terms of the following topics: Affective Computing,
digital phenotyping, late-life depression, dementia, Alzheimer’s
disease, and ethical issues. Synonyms and main terms for these
topics were selected to construct the search codes. After an initial
search, publication titles and abstracts were screened according
to year of publication, publication in English language, and
of peer-reviewed type. A total of 150 articles were utilized in
this review.

RESULTS

Affective Computing and Late-Life

Depression
Depression is the leading cause of disability worldwide and
a major contributor to the overall global burden of disease

(13). The scope and burden of late-life depression is significant
and expected to rise in the 21st century (14). Depression
is estimated to affect 29% of elderly Europeans (15) and
30.6% of elderly Chinese (16). When compared to younger
patients with depression, older adults with depression typically
have more medical and neurologic comorbidities and display
more cognitive impairment (17). Data suggest that 1 in 10
cases of dementia world-wide can be attributed to depression
(18). Neurotoxicity due amyloid and tau protein aggregation
may represent a pathophysiological cascade which, along with
vascular compromise, may predispose individuals to late-life
depression (17). Table 1 highlights clinical challenges in late-
life depression and ways in which affective computing may
be beneficial.

Williamson et al. (23) examined changes in motor output
in people with depression from vocal acoustics and facial
movements (23). Using the 4th International Audio/Video
Emotion Challenge (AVEC), which consists of a read passage
and free-response speech segment from subjects with varying
depression levels according to their self-reported Beck depression
inventory assessment, they developed a multimodal analysis
pipeline that leverages complementary information in audio
and video signals including structure and timing features for
estimating depression severity. Using the identified features of
changes in coordination, movement, and timing of vocal and
facial movements, the developed algorithm was able to predict
the Beck depression inventory ratings from the AVEC test set
with a root-mean-square error of 8.12 and mean absolute error
of 6.31 (23).

De Choudhury et al. (36) used behavioral attributes from
social media to characterize severity of depression at a population
level by developing a social media depression index (SMDI) (73).
Using crowdsourcing techniques, they built a corpus of over 69K
Twitter postings shared by individuals diagnosed with clinical
depression that wasmeasured using the Center for Epidemiologic
Studies Depression Scale (CES-D) screening test. By analyzing
behavioral features including emotional expression, linguistic
style, user engagement, and egocentric social network properties,
they built a model that can predict if a post is indicative of
depression with an accuracy of more than 70% and precision
of 0.82. Lastly, they developed the SMDI metric. The SMDI
metric leverages the prediction model to predict posts indicative
of depression on Twitter and helps characterize the levels of
depression in populations. The geographical, demographic, and
seasonal patterns of depression given by SMDI confirm known
clinical characteristics of depression and are highly correlated
with depression statistics reported by the Centers for Disease
Control and Prevention (CDC) (73).

Mundt et al. (42) used vocal acoustic biomarkers to predict
depression severity and treatment response (42). One hundred
five adults with depression were recruited into a 4-week,
randomized, double-blind, place-controlled clinical trial. Speech
samples were collected at baseline and study end point using
an automated telephone system. Clinician-rated and patient-
reported measures of depression severity and treatment response
were collected. Results from the study replicated and supported
findings from prior studies. More severe depression produced
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TABLE 1 | Affective computing applications for clinical challenges in late-life depression.

Vocal biomarkers Facial expression

biomarkers

Body movements Eye movements Keystroke dynamics Social media behavior Socially assistive robots

(SARs)

APPROACHES FOR AFFECTIVE COMPUTING IN CLINICAL CHALLENGES OF LATE-LIFE DEPRESSION

Inadequacies

of current

screening and

diagnostic

approaches

Use vocal biomarkers to

detect depression

(19–23)

Use facial expression

biomarkers to detect

depression (23–30)

Use head movements and

pose to detect depression

(26, 30–32)

Use gaze and eye

movement to detect

depression to detect

behavioral consistent

with depression (33)

Use keystroke dynamics

to detect typing

behavior associated

with depression (34)

Use behavioral attributes

related to social engagement,

emotion, language, linguistic

style, and writing aspects to

detect depression (35–40)

Use SARs to administer

screening and diagnostic

approaches that leverage

affective computing

biomarkers (41)

Trial-and-error

treatment

approaches

Monitor depression

severity and treatment

response to determine

optimal treatment using

vocal biomarkers (42–45)

Monitor depression

severity and treatment

response to determine

optimal treatment using

facial expression

biomarkers (46)

Leverage body and head

movement analysis to

measure depression

severity throughout the

course of treatment to

determine optimal

approach (46, 47)

Measure depression

treatment response

using anti-saccade eye

movement tasks (48)

Determine optimal

treatment by measuring

depression severity via

touchscreen typing (49)

Assess social media behavior

and develop treatment strategy

for social media usage that

reinforces depressive beliefs

and symptoms to improve

overall treatment outcomes

(50)

Use SARs to provide

in-home therapeutic

approach and collect

real-time data on affective

computing biomarkers to

determine optimal

treatment strategies (41)

Loneliness and

social isolation

Detect loneliness and

social isolation and better

identify behavioral

phenotypes of loneliness

and social isolation

through vocal biomarkers

(51)

Assess spontaneous

smile mimicry to detect

and monitor loneliness

(52)

Assess body movement

coordination, which may

be impaired during

loneliness due to changes

in the left posterior

superior temporal sulcus

(53)

Assess eye movement,

which may be impaired

during loneliness due to

changes in the left

posterior superior

temporal sulcus (53)

Assess keystroke

dynamics and hand

action, which may be

impaired during

loneliness due to

changes in the left

posterior superior

temporal sulcus (53)

Monitor social media behavior

for early detection of loneliness

(54)

Use socially assistive

robots (SARs) or social

companion robots that

have affective computing

capabilities to help older

adults with depression

(55–57)

Poor treatment

follow-up

Monitor daily fluctuations

using vocal biomarkers

during time outside of the

clinic and receive alerts if

problems with treatment

(19, 23)

Monitor daily fluctuations

using facial expression

biomarkers during time

outside of the clinic and

receive alerts if problems

with treatment (23)

Assess body movement

during time outside of the

clinic to better understand

symptom fluctuations

(46, 47)

Track eye movement to

understand depression

symptoms between

in-clinic visits (48)

Monitor keystroke

behavior to assess

treatment efficacy (34)

Monitor behavioral attributes

related to social engagement,

emotion, language, linguistic

style, and writing aspects to

monitor depression symptom

severity between treatment

sessions or clinic visits (35–40)

Use SARs to interact with

older adults and

understand depression

symptom progression and

severity (55–57)

Co-occurrence

with anxiety

disorders

Differentiate between

depression and anxiety

disorders using vocal

biomarkers

Differentiate between

depression and anxiety

disorders using facial

expression biomarkers

Identify and monitor

anxiety and depression

severity scores using

digital gait movement (58)

Assess anxiety and

depression severity

using eye movement

(59)

Monitor and differentiate

between anxiety and

depression via

touchscreen typing (34)

Detect anxiety and depression

via social media behavior (40)

Capture affective

computing biomarkers to

differentiate between

anxiety and depression via

SARs (41)

Co-occurrence

with

Alzheimer’s

disease

Monitor symptoms

associated with

depression and

Alzheimer’s disease using

vocal biomarkers (60)

Monitor symptoms

associated with

depression and

Alzheimer’s disease using

facial expression

biomarkers (61)

Kinematic analysis can

detect co-morbid

Alzheimer’s disease for

patients with depression

(62)

Detect and differentiate

between Alzheimer’s

and depression via eye

movement tracking

(63, 64)

Monitor early stages of

Alzheimer’s disease and

depression via

touchscreen typing

(34, 65)

Detect late-life depression in

Alzheimer’s disease patients

via speech and language

analysis on social media (66)

Use SARs to analyze

speech and language of

people with late-life

depression and Alzheimer’s

disease (66)

Risk of suicide Detect suicidal ideation

and risk using vocal

biomarkers (67)

Evaluate risk of suicide

using facial expression

biomarkers (68)

Monitor body movement

to detect risk of suicide

(69)

Assess eye movement

to identify attention bias

for suicide related stimuli

(70)

Use digital phenotyping

from smartphone typing

to detect risk of suicide

(69)

Detect suicidal ideation and

risk using social media

behavioral analysis (71, 72)

For people at risk of

suicide, SARs can be

leveraged to track affective

computing biomarkers that

indicate risk of suicide (69)
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longer recordings with more pause time, more variable pause
lengths, a greater percentage of pause time, smaller speech/pause
ratios, and slower speaking rates. Speech pause times were found
to shorten with clinical improvement following treatment, and
depressed patients who did not improve clinically were found
to have smaller vocal acoustic changes and/or changes that were
directionally opposite to treatment responders.

Affective Computing and Alzheimer’s

Disease
Alzheimer’s disease (AD) is themost common neurodegenerative
disorder and largest cause of dementia in the world with rapidly
growing personal, societal, economic, and medical implications.
In the United States alone, over 6.2 million people suffer fromAD
that costs the healthcare system more than $355 billion annually,
not including the value of informal caregiving (74). At a global
level, there are more than 35 million people currently living with
AD, and by 2050 the number is expected to more than triple,
exceeding 115 million people (75). There is growing interest in
detecting AD during prodromal stages because (a) the likelihood
of reversing anatomic and physiologic changes (such as neuronal
death) likely decreased dramatically as the disease advances
(61, 76), (b) there is a growing body of evidence that cognitive,
sensory, and motor changes may precede clinical manifestation
of AD by 10–20 years (74, 76), and (c) aducanumab, the only
approved disease-modifying therapy is recommended only for
patients with early AD (77). Table 2 highlights clinical challenges
in AD and ways in which affective computing may be beneficial.

Ahmed et al. (83) examined connected speech as a marker
of disease progression in autopsy-proven AD (83). Samples
of connected speech were obtained from 15 patients who
were part of a longitudinal cohort study in whom AD was
diagnosed during life and later confirmed at post-mortem. The
study analyzed spoken discourse over the course from MCI to
mild AD dementia to moderate AD dementia. Samples were
analyzed using measures of syntactic complexity, lexical content,
speech production, fluency, and semantic content. Subtle changes
were found in spoken language that were detectable in MCI
stages and enabled monitoring progression through successive
clinical stages of AD. Language biomarkers could help identify
prodromal AD and provide a way to monitor disease in
therapeutic trials (83).

Bayat et al. (113) evaluated the ability of in-vehicle GPS data
loggers and driving behavior to distinguish cognitively normal
older drivers with preclinical AD from those without preclinical
AD using machine learning algorithms (113). For 1 year, 139
subjects (64 with preclinical AD; 75 without preclinical AD, as
determined by cerebrospinal fluid biomarkers) were monitored
while they drove with a commercial in-vehicle GPS data logger.
Random Forest models were trained on the GPS data. The
receiver operating curve (ROC) area under the curve (AUC) for
predicting preclinical AD from driving features alone was 0.82,
with the addition of age alone increased to 0.94, and with the
additions of age and APOE ε4 status increased to 0.96 (113).

Gills et al. (95) developed and validated a short digital
eye-tracking assessment that predicts cognitive status among

adults (95). Fifty-five adults (11 with MCI and 44 cognitively
normal) were tested on two occasions. During the first visit,
participants underwent a brief eye-tracking based visual paired-
comparison (VPC), Montreal Cognitive Assessment (MoCA),
Digital Symbol Coding test (DSC), and NIH Toolbox Cognitive
Battery (NIHTB-CB). During the second visit, participants
underwent VPC, DSC, NIHTB-CB, and dual-task (DT). VPC
reliably predicted cognitive status while demonstrating high test-
retest reliability and displayed significant associations with gold
standard cognitive assessments (95). Eye-tracking based VPC
may provide a useful, brief, and scalable screening tool for
cognitive impairment (95).

Ethical Implications of Affective

Computing in Healthcare
New approaches are needed to address the technical, scientific,
philosophical, and ethical challenges associated with affective
computing applications in healthcare (114). One key challenge
is ensuring that the tools account for sex, gender, racial, ethnic,
and culture-based differences. For example, two-thirds of AD
patients worldwide are women (115, 116). Women have a higher
lifetime risk of stroke than men, and women are twice as
likely to be diagnosed with depression and anxiety disorders,
and migraines (116–118). These are all specific risks factors for
developing dementia.

Given the higher rate of depression and AD among women
research is needed to understand if and how sex and gender-
based differences affect disease manifestations that may result
in the need for different digital biomarkers and machine
learning affective computing approaches for males vs. females.
It is critical to ensure that the machine learning algorithms
capture symptoms that may be more common or different
in females.

We must ensure that algorithmic fairness with affective
computing does not stop at merely accounting for sex and
gender-based differences. Data sets and algorithms used for
affective computing must also include bias reduction measures
that account for ethnic, racial, geographical, cultural, and other
human biases (119). As one example, facial analysis algorithms
are often trained on datasets that are predominately comprised
of lighter-skinned males and may fail to detect female faces
and people of different races and ethnicities (120). Algorithmic
and human bias must be addressed to ensure greater fairness,
transparency, and accountability in the development of affective
computing applications.

The various ways affective computing can be leveraged in
healthcare also have different ethical implications. For example,
current affective computing technologies typically leverage
passive or active data collection. In the context of affective
computing for healthcare, passive data collection may entail
information continuously collected from smartphone usage,
driving, or social media, whereas active data collection may
involve specific vocal or facial expression assessments within
a clinical setting. Different ethical and practical considerations
arise for passive vs. active data collection and the setting in which
data is conducted (e.g., at home using everyday technological
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TABLE 2 | Affective computing applications for clinical challenges in AD.

Vocal biomarkers Facial expression

biomarkers

Body movements Eye movements Keystroke dynamics

APPROACHES FOR AFFECTIVE COMPUTING IN CLINICAL CHALLENGES OF ALZHEIMER’S DISEASE

Lack of early, objective

screening and diagnostic

approaches

Use vocal biomarkers to

detect and access mild

cognitive impairment (MCI)

and prodromal stages of

AD (61, 78–83)

Assess cognitive and

neuropsychiatric

symptoms of AD using

facial expression

impairments (84, 85)

Capture motor

impairments that precede

signs of cognitive

impairment by over a

decade in people with AD

through measuring gait

speed, stride length, and

gait symmetry (61, 86–90)

Use eye movement to

detect MCI and prodromal

stages of AD (91–95)

Capture differences in

reaction speed and

movement that have been

found in early stages of

AD using an active finger

tapping test or passive

data collection from daily

computer, tablet, or

smartphone keyboard use

(61, 96–98)

Lack of objective

biomarkers for monitoring

disease progression and

comprehensive, daily

fluctuations

Use vocal biomarkers to

monitor disease

progression (83)

Monitor diseases

progression and daily

fluctuations of symptoms

using facial expressions

(84, 85)

Assess gait and balance

throughout AD to monitor

disease progression

(99–101)

Monitor eye movement to

track AD progression

(102, 103)

Monitor progression of

cognitive impairment

including MCI to AD using

touchscreen typing

(61, 65)

Understanding and

addressing the behavioral

and psychological

symptoms, such as

agitation and pain,

experienced by patients

with AD

Capture vocal biomarkers

using sensing technology

to monitor behavioral and

psychological symptoms

of AD (104)

Digitize facial expressions

and movements to

monitor behavioral and

psychological symptoms

of AD using sensing

technology (104)

Use body movements,

such as number of

transitions between

spaces, to detect and

better understand different

behavioral and

psychological symptoms

of AD (105)

Use eye movements to

understand and monitor

behavioral and

psychological symptoms

of AD via sensing

technology (104)

Analyze typing to identify

subtypes of AD based on

the presence and intensity

of behavioral and

psychological symptoms

of AD

Co-occurrence with

depression

Monitor symptoms

associated with

depression and AD using

vocal biomarkers (60)

Monitor symptoms

associated with

depression and AD using

facial expression

biomarkers (61)

Kinematic analysis can

detect co-morbid AD for

patients with depression

(62)

Detect and differentiate

between AD and

depression via eye

movement tracking

(63, 64)

Monitor early stages of AD

and depression via

touchscreen typing

(34, 65)

Misdiagnosis between AD

and other

neurodegenerative

disorders during early

stages of disease

progression

Differentiate between AD,

Parkinson’s disease (AD),

and Lewy Body Disease

(LBDs) using vocal

biomarkers (60, 106–109)

Differentiate between AD

and PD using facial

expression analysis

Differentiate between AD

and PD using digital gait

analysis (99–101, 110)

Assess PD, AD, and Lewy

body dementia via eye

movement analysis (111)

Detect and differentiate

early stages of PD and AD

using typing and keyboard

dynamics (61, 65, 112)

devices or via a specific assessment in-clinic). These challenges
must be addressed.

Other ethical considerations that will need to be addressed and
mitigated with the advent of affective computing applications in
healthcare are (a) addressing privacy and data security concerns;
b) determining what it means for people and society to know
they have a disorder 10–20 years before clinical manifestations
(such as with AD or PD); (c) navigating how to update affective
computing models after deployment to make them optimally
adaptive and effective; and (d) considering what privacy means
when a doctor or friend or family member could tell if you have
a certain health condition or are suicidal.

The 2021 “Ethics and governance of artificial intelligence
for health: WHO guidance” report by the World Health
Organization (WHO) highlights key ethical principles for the use
of artificial intelligence in healthcare, which include protecting
autonomy; promoting human well-being, human safety and
the public interest; ensuring transparency, explainability and
intelligibility; fostering responsibility and accountability;
ensuring inclusiveness and equity; and promoting artificial

intelligence that is responsive and sustainable (121). These
ethical principles must guide the development of affective
computing applications for late-life mood and cognitive
conditions to ensure human rights are upheld and that patient
and community interests do not become subordinate to the
powerful commercial interest of technology companies or the
interests of governments in surveillance and social control (121).
Questions related to data security, privacy, and ownership must
also be addressed; how CAN these concerns be navigated on a
global scale? Initiatives such as the National Institute of Health
Bridge to Artificial Intelligence (Bridge2AI) program brings
together technologists, biomedical experts, social scientists, and
humanists to develop ethical data sets and tools and will help
navigate these pressing questions related to affective computing
applications in brain health (122).

By addressing the ethical implications and challenges during
early stages of technology development, the introduction of
affective computing technology in healthcare can bring a new
era of health that is marked by a proactive, personalized, and
preventative approach to care. Affective computing has the
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possibility to be applied globally, such as through the ubiquity
of smartphones, and can help address challenges related to
health equity. Affective computing technology has the potential
to improve early detection and screening, disease severity and
progression monitoring, treatment efficacy monitoring, and the
quality of life for people around the world with a myriad of
different neurological health conditions.

CONCLUSION

Affective computing can address challenges associated with
late-life mood and cognitive conditions, including depression
and AD. Affective computing technologies- ranging from vocal
dynamics to facial expressions to social media usage to driving
behavior- can provide objective biomarkers and tools for
early detection, monitoring treatment response, tracking disease

progression, and more comprehensively understanding the daily
life of patients. To leverage affective computing to increase global
brain health equity and a precision medicine approach to care,
efforts are needed to ensure ethical development of affective
computing for late-life mood and cognitive conditions that
account for algorithmic and human bias. With these safeguards
affective computing can become a major tool of care of late life
affective and cognitive disorders.
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