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Editorial on the Research Topic

Biomolecular solid- state NMR: Methods and applications

The field of biomolecular solid-state nuclear magnetic resonance (ssNMR) has

matured in the last two decades allowing the structural and dynamical

characterization of highly complex systems down to atomic resolution. This special

issue shows a collection of original studies as well as reviews from leading experts in the

field that both advance the methodology, and also span many of the topics where ssNMR

makes an impact in structural and functional biology.

A real strength of ssNMR is an ability to structurally characterize not only samples

with long range molecular order such as crystals but also systems with short range order

like fibrils and membrane proteins or even disordered systems. The applicability of

ssNMR is continuously extended by active method development. One of the

breakthroughs in ssNMR was the advent of fast sample spinning, which is constantly

redefined with maximum frequencies exceeding 60 kHz, then 100 kHz and, recently, even

170 kHz. In this context, Duong et al. showed how spinning between 60–70 kHz allows

the measurement of selective 1H-14N distances by exciting and detecting protons that are

coupled to 14N, which provides very useful information for biological systems without

isotopic labelling. In the study dipolar recoupling is achieved by saturating the overtone

transitions of the natural abundant nitrogen spins. In the example of Paluch et al. several
13C homonuclear mixing schemes are systematically compared with the aim to facilitate

assignment of methyl groups in high-molecular weight proteins. The authors

demonstrated dramatic improvements in methyl to alpha carbon transfer efficiencies

upon increasing from 55 to 95 kHz spinning rates. In another contribution to this issue,

Zadorozhnyi et al. described a spectral editing technique to determine histidine

protonation states, which play important functional roles in proton transfer, metal

binding etc. The authors demonstrated how highly resolved information can be
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obtained using 1H detection within 2D experiments based on

selective inversion of ring nitrogen atoms. To contrast the

methodology relying on fast spinning, van der Wel

comprehensively reviews moderate spinning rates based

methods for measuring dihedral angles in peptides and

proteins as a complement to more commonly recorded

distance restraints. The emphasis is on direct measurements

via correlations of anisotropic interactions including ϕ and ψ
backbone dihedral angles via HNCH and NCCN experiments,

sidechain angles via HCCH, the peptide bond angle ω, and long-
range angle restraints between backbone amides. The review

contains various examples on real systems, including amyloids,

and details on the particularity of the pulse programs.

Several interesting applications can be viewed in this special

issue. A field to which ssNMR has been continuously

contributing key structural and functional information is that

of amyloids and other protein aggregation phenomena. Qi et al.

provide an excellent example for the complementarity and

contribution of ssNMR studies to our understanding of fibril

formation. Since ssNMR does not require long-range crystallinity

of the samples, they have been able to study variants of the

Y145Stop mutant of the human prion protein, which is

associated with hereditary prionopathy. The variants were

made of different deletions in the flexible N-terminal tail, and

the authors have been able to show how those deletions affect or

maintain the aggregation properties of the protein on an atomic

level. In the review of Kitoka et al., many aspects of the tau

protein, as viewed by NMR and in particular ssNMR

spectroscopy, are discussed. The tau protein forms

intracellular neurofibrillary tangles in neurons, and is a major

drug target to treat Alzheimer’s disease. The review describes

solution NMR efforts to study the monomeric form, its

secondary structure, and the effects of phosphorylation on

aggregation properties. Solid-state NMR studies, including

dynamic nuclear polarization (DNP), contributed to our

understanding of oligomer and filamentous structures of

various tau constructs including a three-dimensional structural

model of its fold in the fibrillar form.

An additional application area to which ssNMR techniques

have significantly contributed is the study of membrane proteins

in close to native environments, and in particular it is possible to

study them in membrane bilayers. Amani et al. contributed a

structural study of the potassium channel KirBac1.1 from the

bacterium Burkholderia pseudomallei that causes Melioidosis. An

original X-ray structure lacked 85 residues of the total of the 333,

mainly in the N- and C-terminus regions. Using T2-filtered

ssNMR experiments, the authors generated surface

accessibility potentials based on the assumption that only

those residues in the vicinity of water can be detected.

Yet another field where ssNMR has increasing impact is

study of biomolecular complexes. Recent progress in the study of

RNA and ribonucleic acid–protein complexes (RNPs) are

discussed in detail by Aguion and Marchanka. This unique

review discusses strategies to label synthetic RNA, means to

assign RNA polynucleotides (including 1H spins), and dedicates

attention to discussions on the complexities and possible

opportunities. Discussions on the particular stages in

assigning ribose, base, their linkage, and sequential contacts

are highly detailed and accompanied by many examples, pulse

sequence details, and spectra. One of the key protein-DNA

complexes in the cell is chromatin, consisting of the DNA

wrapped with histone proteins. Ackermann and Debelouchina

describe the emerging contributions of ssNMR to understanding

this complex and highly important gene expression system. They

discuss the details of histone preparation and isotopic labeling

strategies including DNA and the four histones, as well as post

translational modifications, techniques and results from studies

of the rigid core and flexible histone tails, and chromatin

modulators. While chromatin studies by NMR are highly

complex, the set of biochemical and NMR tools presented in

this review will help to advance further understanding of

chromatin structural biology.

Given that a majority of the applications in the field of

biomolecular ssNMR focus on proteins, and recently more

studies on polynucleotides emerge (see review below), it is

interesting to see that significant progress is also achieved to

study the complex polysaccharide networks making up cell walls.

Fernando et al. studied the polymorphism of carbohydrates

making up the fungal cell wall. They find that the chitin

moiety shows similarity to the α- and γ-allomorphs and is not

significantly altered in the presence of anti-fungal treatment. In

addition, statistical analysis revealed that chitosan (a

deacetylation product of chitin) from R. delemar and A.

sydowii share some similarity to Type-II chitosan (a relaxed

two-fold helix conformation) but is completely different from

Type-I.

Besides being a tool for structural characterization ssNMR is

also important for its ability to probe dynamics spanning several

orders of magnitude in time scale on challenging systems

including fibrils, membrane proteins and large biomolecular

complexes. To obtain a comprehensive view of the molecular

motions in different regimes requires different complementary

methods. For example, Vugmeyster et al. demonstrated how slow

motions (in the order or 104–105 s−1) can be probed by utilizing
2H Chemical Exchange Saturation Transfer (CEST) techniques,

both at slow and fast MAS rates. In another contribution, Franks

et al. show how at fast spinning NH dipolar couplings can be

measured using newly optimized symmetry-based pulses,

previously utilized mostly at moderate spinning of 10–30 kHz,

to enable such measurements for large protein complexes

requiring high sensitivity afforded by proton detected

experiments at fast spinning. Dipolar couplings report on

cumulative amplitudes of motion for picosecond to

microsecond motions and thus valuable parameters for

characterizing dynamics on their own but also often employed

to restrain overall motional amplitudes in model-free types of
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analyses of relaxation rates. In a related context, Zumpfe and

Smith provide an insightful review of methods to quantify

protein dynamics based on relaxation rate measurements in

the solid state. They consider the model-free, extended model-

free, spectral density mapping, and the LeMaster’s approaches

highlighting their advantages, disadvantages and pitfalls that can

lead to erroneous interpretation of molecular motions. The

authors then show the advantage of the detectors method, in

particular its generality and its use to describe molecular

dynamics (MD) and thus extend our correlation of NMR and

MD simulation data.

Two additional contributions demonstrate the strength of

combining ssNMR with dynamic nuclear polarization (DNP) to

study in-cell NMR. While this field is still in its infancy, studies

slowly reveal both the technicalities and the advantages of such

experiments that have to be performed at low temperatures

(~100 K) and with radicals. For example, Overall and Barnes

discuss the effects of DNP radicals and cryoprotectants on cell

viability (using human Jurkat cells) and signal enhancement

showing that 10% d6-DMSO maintains the same

enhancement as “DNP juice” (60/30/10 d8-glycerol/D2O/H2O)

motivated by the superiority of DMSO with respect to the

conditions of the cells. Very similarly, Xiao et al. has shown

that in Human embryonic kidney 293 (HEK293) cells,

incubation with the radical AMUPol and using 10% DMSO as

a cryoprotectant along with slow cooling, were essential for cell

integrity and provided similar enhancements as 15% glycerol. It

was also shown that distribution of the radicals within the cells

was non-uniform.

Overall, this special issue covers a large variety of topics

providing insight into the diversity of applications of ssNMR, the

state-of-the-art technology, and the wide range of experimental

approaches that are available and that continuously extend to fit

new applications and new needs.

Author contributions

All authors listed have made a substantial, direct, and

intellectual contribution to the work and approved it for

publication.

Conflict of interest

The authors declare that the research was conducted in the

absence of any commercial or financial relationships that could

be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the

authors and do not necessarily represent those of their affiliated

organizations, or those of the publisher, the editors and the

reviewers. Any product that may be evaluated in this article, or

claim that may be made by its manufacturer, is not guaranteed or

endorsed by the publisher.

Frontiers in Molecular Biosciences frontiersin.org03

Goldbourt et al. 10.3389/fmolb.2022.1082067

7

https://www.frontiersin.org/articles/10.3389/fmolb.2021.727553/full
https://www.frontiersin.org/articles/10.3389/fmolb.2021.727553/full
https://www.frontiersin.org/articles/10.3389/fmolb.2021.743829/full
https://www.frontiersin.org/articles/10.3389/fmolb.2021.789478/full
https://www.frontiersin.org/journals/molecular-biosciences
https://www.frontiersin.org
https://doi.org/10.3389/fmolb.2022.1082067


Selective 1H-14N Distance
Measurements by 14N Overtone
Solid-State NMR Spectroscopy at
Fast MAS
Nghia Tuan Duong1, Zhehong Gan2 and Yusuke Nishiyama1,3*

1NMR Science and Development Division, RIKEN SPring-8 Center, Nano-Crystallography Unit, RIKEN-JEOL Collaboration
Center, Yokohama, Japan, 2Centre of Interdisciplinary Magnetic Resonance, National High Magnetic Field Laboratory,
Tallahassee, FL, United States, 3JEOL RESONANCE Inc., Tokyo, Japan

Accurate distance measurements between proton and nitrogen can provide detailed
information on the structures and dynamics of various molecules. The combination of
broadband phase-modulated (PM) pulse and rotational-echo saturation-pulse double-
resonance (RESPDOR) sequence at fast magic-angle spinning (MAS) has enabled the
measurement of multiple 1H-14N distances with high accuracy. However, complications may
arise when applying this sequence to systemswithmultiple inequivalent 14N nuclei, especially
a single 1H sitting close to multiple 14N atoms. Due to its broadband characteristics, the PM
pulse saturates all 14N atoms; hence, the single 1H simultaneously experiences the
RESPDOR effect from multiple 1H-14N couplings. Consequently, no reliable H-N
distances are obtained. To overcome the problem, selective 14N saturation is desired,
but it is difficult because 14N is an integer quadrupolar nucleus. Alternatively, 14N overtone
(OT) NMR spectroscopy can be employed owing to its narrow bandwidth for selectivity.
Moreover, owing to the sole presence of two energy levels (m � ± 1), the 14N OT spin
dynamics behaves similarly to that of spin-1/2. This allows the interchangeability between
RESPDOR and rotational-echo double-resonance (REDOR) since their principles are the
same except the degree of 14N OT population transfer; saturation for the former whereas
inversion for the latter. As the ideal saturation/inversion is impractical due to the slow and
orientation-dependent effective nutation of 14N OT, the working condition is usually an
intermediate betweenREDOR andRESPDOR. The degree of 14NOTpopulation transfer can
be determined from the results of protons with short distances to 14N and then can be used
to obtain long-distance determination of other protons to the same 14N site. Herein, we
combine the 14N OT and REDOR/RESPDOR to explore the feasibility of selective 1H-14N
distance measurements. Experimental demonstrations on simple biological compounds of
L-tyrosine.HCl, N-acetyl-L-alanine, and L-alanyl-L-alanine were performed at 14.1 T and
MAS frequency of 62.5 kHz. The former two consist of a single 14N site, whereas the latter
consists of two 14N sites. The experimental optimizations and reliable fittings by the universal
curves are described. The extracted 1H-14N distances byOT-REDOR are in good agreement
with those determined by PM-RESPDOR and diffraction techniques.

Keywords: 1H-14N distances, 14N overtone spectroscopy, PM-S-RESPDOR, REDOR, fast MAS frequency
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INTRODUCTION

H-N distance is of importance for deeper insights into the
structures and dynamics of chemical and biological systems
due to the ubiquity of both proton and nitrogen. Such
distance can be obtained by solid-state nuclear magnetic
resonance (ssNMR) through the determination of H-N dipolar
coupling, which is inversely proportional to the cube of the H-N
distance. There are a few reasons why ssNMR has advantages for
the H-N measurement over traditional diffraction techniques.
First, ssNMR spectroscopy is applicable to various systems no
matter their states, i.e., lacking long-range order or even being a
disorder, which are intractable by diffraction techniques. Second,
it enables the precise location of the H-atom positions, which is
poorly determined by X-ray diffraction (XRD) or electron
diffraction (Guzmán-Afonso et al., 2019).

Despite such advantages, the H-N distance measurement by
NMR has difficulties due to some unfavorable nuclear
characteristics of these two elements. For nitrogen, it has two
stable and NMR active isotopes, 15N and 14N. The former is
preferred in ssNMR because it is a spin-1/2 nucleus; thus, it is easy
to manipulate and to obtains high resolution. Many methods
have been designed to measure 1H-15N distances (Hohwy et al.,
2000; Zhao et al., 2001; Schnell and Saalwächter, 2002; Fu, 2003;
Chevelkov et al., 2009; Hou et al., 2011; Schanda et al., 2011;
Paluch et al., 2013; Hou et al., 2014; Nishiyama et al., 2016).
Nevertheless, the main drawback of 15N isotope is its insensitivity
owing to the low natural abundance (0.4%). It makes the
measurements lengthy for sufficient signal-to-noise ratio (S/N);
otherwise, 1) the isotopic labeling is needed, which is not always
simple and cost-effective or 2) dynamic nuclear polarization
experiments are required (Zhao et al., 2018). However, the 1H-
15N experiments on that work only allowed the determination of
the shortest 1H-15N distance due to the dipolar truncation effect.
On the other hand, 14N isotope benefits from the high natural
abundance (99.6%), but it suffers from the severe quadrupolar
broadening and complicated spin dynamics because 14N is an
integer quadrupolar nucleus (spin I � 1). For protons, the intense
1H–1H homonuclear dipolar couplings in the solid state cause 1H
line broadening and shorten the 1H coherence time.
Consequently, these unfavorable characteristics of both N
isotopes and H nucleus make H-N distance measurement by
NMR challenging.

The development of fast magic-angle spinning (MAS, ]R ≥
60 kHz) with proton detection has made 14N NMR spectroscopy
a routinely used method, overcoming the difficulty associated
with quadrupolar interaction (Cavadini et al., 2006; Gan et al.,
2007; Cavadini, 2010; Nishiyama et al., 2011; Brown, 2014;
Pandey and Nishiyama, 2015; Shen et al., 2015; Pandey et al.,
2016; Carnevale et al., 2017; Hung et al., 2019; Jarvis et al., 2019;
Rankin et al., 2019; Wijesekara et al., 2020). Furthermore, under
fast MAS conditions, the strong 1H–1H dipolar network is largely
suppressed (Nishiyama, 2016). These two advantages potentially
facilitate the 1H-14N distance measurement. Recently, our group
have introduced a combination of phase-modulated (PM) pulse
(Nimerovsky et al., 2014; Makrinich et al., 2017; Makrinich et al.,
2018), SR421 recoupling (Brinkmann and Kentgens, 2006), and

rotational-echo saturation-pulse double-resonance (RESPDOR)
(Gan, 2006; Chen et al., 2010a; Chen et al., 2010b; Lu et al., 2011)
(PM-S-RESPDOR) that can extract multiple 1H-14N distances
with high accuracy at fast MAS of 70 kHz (Duong et al., 2019).
Such success mainly comes from the robustness that universal
fraction curves can be obtained for the distance measurement
under the saturation by the PM pulse for a wide range of 14N
quadrupolar coupling constant (CQ) and 1H-14N dipolar
coupling. This broadband characteristics of PM pulse is useful
when we work on systems containing a single 14N site, as shown
in the previous study. However, complications may arise for
systems where multiple 14N sites are present, as shown below.

For example, a 5-spin system, as shown in Figure 1, consists of
two N and three H atoms. We assume that the 14N and 1H NMR
peaks are well resolved for simplicity. The first difficulty
associated with this system is the ambiguity of 1H-14N
distance measurement. For instance, we can determine the
distance of H3-N by PM-S-RESPDOR sequence but cannot
know whether such distance is between H3 and N1 or H3 and
N2. The second difficulty relates to the complex spin dynamics of
H2 nucleus, which is close to both N1 and N2 nuclei. As PM pulse
is broadband, it completely saturates both 14N1 and 14N2 nuclei;
thus, the PM-S-RESPDOR sequence will give the H2-N fraction
curve experiencing the combined effects of H2-N1 and H2-N2
pairs. The H2-N distance from the fraction curve would be
shorter than those extracted from H2-N1 or H2-N2 pair; or in
other words, no reliable distance is yielded. A solution to
overcome this cumulative contribution is to selectively saturate
each N nucleus, which can be achieved in the manner of Delays
Alternating with Nutation for Tailored Excitation (DANTE)
(Vitzthum et al., 2011; Vitzthum et al., 2012; Lu et al., 2013;
Pourpoint et al., 2014). This approach can be our future work.

An alternative approach is the 14N overtone (OT) NMR
spectroscopy, where the forbidden transitions |Δm| � 2 are
weakly allowed (m is the energy level) (Bloom and LeGros,
1986; Tycko and Opella, 1987; Jayanthi and Ramanathan,
2011; O’Dell and Ratcliffe, 2011; Nishiyama et al., 2013; O’Dell
and Brinkmann, 2013; O’Dell et al., 2013; Haies et al., 2015a;
Haies et al., 2015b; Shen et al., 2017; Concistré et al., 2018; Gan
et al., 2018; Pandey and Nishiyama, 2018). Because it is twice the
fundamental frequency, 14N OT frequency is more available to
commercial MAS probes since many probes are not designed to

FIGURE 1 | The 5-spin system with two N and three H atoms
complicating the 1H-14N distance measurements by PM-S-RESPDOR.
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tune to 14N Larmor frequency. Importantly, the 14N overtone
excitation can achieve band-selective observation of 14N (Pandey
and Nishiyama, 2018). The narrow bandwidth results from the
slow effective 14N OT nutation, which is proportional to CQ/]0,
where ]0 is the 14N Larmor frequency. Besides the selectivity, 14N
OT spectra are free from the first-order quadrupolar interaction
because of the symmetric transitions, m � −1 ↔ m � +1.
Therefore, 14N OT NMR is much narrower than the single-
quantum 14N spectra and robust to the misadjustment of the
magic angle. Moreover, since the transitions are only between two
energy levels involved in OT (m � ±1), the spin dynamics of 14N
OT behaves similarly to that of spin-1/2. Hence, for a 1H-14N OT
system, the working conditions under RESPDOR can also be
described by rotational-echo double-resonance (REDOR)
(Gullion and Schaefer, 1989; Gullion, 2007) depending on
whether the population transfer is saturation (RESPDOR) or
inversion (REDOR) (Nimerovsky et al., 2017). Since the ideal
saturation or inversion by continuous-wave (CW) is impractical,
the working condition is an intermediate between REDOR and
RESPDOR regimes. In this work, we combine 14N OT and
REDOR sequence (1H-14N OT-REDOR) to explore its
feasibility for distance measurements. This sequence is firstly
demonstrated using two model biological compounds of
L-tyrosine.HCl (Tyr) and N-acetyl-L-alanine (AcAla) and then
applied to amore complex dipeptide system of L-alanyl-L-alanine
(AlaAla) that involves two inequivalent nitrogen sites in a single
molecule.

PULSE SEQUENCE AND THE UNIVERSAL
EXPRESSION

Figure 2 depicts the 1H-14N OT-REDOR sequence. It is identical
to the conventional S-REDOR sequence (Chen et al., 2010b),
where SR421 recoupling (lasting for τmix) is used to recover the

1H-
14N dipolar coupling and CW (lasting for τCW) is used to
saturate/invert the 14N OT populations between the two
energy levels. We note that since SR421 is not c-encoded, the
interval between the two SR4 blocks should be rotor-

synchronized to avoid the spatial modulation of the
recoupled 1H-14N dipolar couplings. For distance
measurement, we measure two signals, S0 and S’, acquired
without and with CW pulse, respectively, for obtaining the
fraction curve ΔS/S0 � (S0–S′)/S0 as a function of τmix.

The fraction curve excludes the signal attenuation from T2
relaxation, making it dependent solely on the dipolar coupling
constant as for the case of REDOR with complete inversion.
However, for 14N OT, complete inversion is difficult to achieve.
Subsequently, the distance is extracted by fitting the fraction
curve to either the numerically exact or universal curves. For the
numerically exact curve, the simulation is extremely difficult as it
must work in the laboratory frame without high-field
approximation, leading to time-consuming calculations (O’Dell
and Brinkmann, 2013). Even if this condition is met, various
parameters must be known; for instance, the 14N CQ and the 14N
OT effective nutation fields, which are not straightforwardly
determined. For the universal curve, it has shown to be an
almost identical match to the numerically exact 1H-14N PM-S-
RESPDOR curve, allowing simple distance extractions (Duong
et al., 2019). In addition, the condition and knowledge required
by the numerically exact 1H-14N OT-REDOR curve above are not
necessary for the universal curve. Indeed, semiquantitative
evaluation for 14N OT transitions only requires the fitting
parameter f and the 1H-14N dipolar coupling (shown below).
Thus, for objective fitting, we use the universal curve approach,
which is derived by following the original work of Gan or later
analysis of Chen and coworkers (Gan, 2006; Chen et al., 2010a).
The derivation starts with fundamental 14N transitions for
verification and then applies to 14N OT.

A general expression for any spin and type of experiment is

ΔS
S0

� 1 −∑
i,j

PiWijREDOR(|Δm|), (1)

where Pi � 1/(2I + 1) is the population of spin statem � i under
high-temperature approximation, Wij is the population transfer
probability from m � i to m � j spin state, and REDOR(|Δm|)
presents the normalized dipolar-dephased signal intensity for
classical REDOR. The general expression helps to derive the
universal curves mentioned in Figure 3. It is worth noting that
the natural abundance of a specific isotope should also be
considered in Eq. (1). However, the natural abundance of 14N
isotope is 99.6%, very close to 100%; hence, we can safely
neglect it.

For 14N (I � 1) spin, under the Zeeman interaction with the
external magnetic field, there are three energy levels ofm � 0 and
±1. We assume the population for each level is 1/3. The
population transfers among the energy levels are categorized
into zero- (ZQ or Δm � 0), single- (SQ or |Δm| � 1), and
double-quantum (DQ or |Δm| � 2) transitions, which
determine the RESPDOR effect. Both energy levels m � +1
and m � −1 are involved in all three ZQ, SQ, and DQ
transitions, as shown in Figure 3A. Under the ideal saturation
of 14N spin, W±1j for these transfers are equal; hence, each
transition has W±1j of 1/3. On the other hand, the energy
level m � 0 is only involved in ZQ and SQ transitions, but

FIGURE 2 | 1H-14N OT-REDOR sequence. On 1H channel, SR421
recoupling is used to reintroduce the 1H-14N dipolar couplings. On 14N OT
channel, CW pulse is used to perturb 14N OT populations. For the fraction
curve, two sets of data (S0 and S′) are acquired by employing OT-
REDOR sequence without and with CW pulse (within the two brackets),
respectively.
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there are two SQ transitions of (m � 0 → m � −1) and (m � 0 →
m � +1). Hence, form � 0,W0j of ZQ, SQ, and DQ transitions are
1/3, 2/3, and 0/3, respectively. Taken together, under the
complete saturation of 14N spin, ΣPiWij for ZQ, SQ, and DQ
transitions for m � (−1, 0, 1) are 1/3·3/3, 1/3·4/3, and 1/3·2/3,
respectively (see Figure 3A). Replacing these Pi and Wij in Eq.
(1), the universal expression for 14N is given by

ΔS
S0

� 1 − 3
9
− 4
9
.REDOR(|Δm| � 1) − 2

9
.REDOR(|Δm| � 2)

� 2
3
− π

�
2

√
9

J1/4(π4 (b1H−14N/2π)τmix)J−1/4(π4 (b1H−14N/2π)τmix)
−π

�
2

√
18

J1/4(2π4 (b1H−14N/2π)τmix)J−1/4(2π4 (b1H−14N/2π)τmix),
(2)

where J±1/4 denotes the ±1/4-order Bessel functions of the first
kind and b1H–14N/(2π) is the 1H-14N dipolar coupling constant
while τmix is the total mixing time of SR421 recoupling sequence.
Eq. (2) is identical to the universal curve for 1H-14N RESPDOR in
the literature (Gan, 2006; Chen et al., 2010b), verifying our
analysis.

Next, we consider the case of 14N OT. Again, three energy
levels are present with the population Pi of 1/3 for each level. The
energy level m � 0 is not involved in OT transitions; thus, it is
blurred in Figure 3B. Pi of m � 0 remains at ZQ transition,
meaning that W0j is 1 for j � 0 and 0 for j ≠ 0. Conversely, both
energy levels m � ±1 are involved in the saturation/inversion of
ZQ and DQ transitions. However, owing to the slow and
orientation-dependent effective nutation of 14N OT, the
complete saturation/inversion is difficult. Considering this
incompletion, we assume that the DQ W±1j for m � ±1 are f
with 0 ≤ f ≤ 1, in which f � 0.5 corresponds to complete saturation
while f � 1.0 corresponds to complete inversion. Although we

mentioned that the working condition for 1H-14N OT-REDOR is
between REDOR and RESPDOR regimes in the Introduction
section, this does not mean that f should be between 0.5 and 1.0.
Indeed, if the complete saturation is not achieved, parameter f
could be smaller than 0.5. With the introduction of f,W±1j for ZQ
and DQ transitions are 1–f and f, respectively. Combining Pi of
each transition for each level and under incomplete saturation/
inversion of 14N OT, Figure 3B shows that ΣPiWij for ZQ, SQ,
and DQ transitions are 1/3·(1 + 2(1–f)), 0, and 1/3·2f, respectively.
The universal expression for REDOR/RESPDOR on 14N OT is
given by

ΔS
S0

� 1 − (1 − 2f
3
) − 2f

3
.REDOR(|Δm| � 2)

� 2f
3
[1 − REDOR(|Δm| � 2)]

� 2f
3
[1 − π

�
2

√
4

J1/4(2π4 (b1H−14N/2π)τmix)J−1/4(2π4 (b1H−14N/2π)τmix)].
(3)

From Eq. (3), the coefficient for REDOR (|Δm| � 2) is
proportional to f, affecting the slope of the fraction curve.
However, since f uniformly affects the other elements in the
equation, the universal curves derived from Eq. (3) would reach
the maximum at the same τmix no matter f value. It is worth
noting that the introduction of f makes the fitting among
universal curves and experimental fraction curve better, but it
makes the extracted b1H–14N inaccurate. Particularly, when the
fraction curve has not reached the maximum ΔS/S0, universal
curves generated by different combinations of f and b1H–14N can
reproduce the very similar fraction curve, thus giving ambiguous
results. To avoid this situation, our fitting strategy consists of
two steps. The first is to determine f, which is possible only when
the fraction curve of the shortest H-N distance must show the

FIGURE 3 | The population transfers and their probabilities (Wij) for ZQ (Δm � 0), SQ (|Δm| � 1), and DQ (|Δm| � 2) transitions of (A) 14N and (B) 14N OT to derive the
universal curves.
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maximum. Under this condition, the fitting parameter f is
determined as the ratio of the experimental and theoretical
maxima ΔS/S0 (2/3 � 0.67). That precisely known f leads to the
unambiguous determination of b1H–14N. For longer H-N
distance, the REDOR curve may possibly not show the
maximum while the oscillation is damped, making the fitting
difficult. Under this situation, accurate distance determinations
are still possible by the second step. It is to use this observed f
from the first step for measuring longer 1H-14N distances of the
same 14N site. This strategy is a disadvantage of OT-REDOR
compared to PM-S-RESPDOR. The latter does not require the
prior knowledge of the fitting parameter f owing to the complete
saturation of all 14N crystallites by the PM pulse, thus enabling
the reliable fitting even when the maximum is not observed.

It is of practical use to clarify the differences between the
universal expressions for 1H-14N RESPDOR and 1H-14N OT-
REDOR. This can be done by comparing the universal curves
resulting from Eqs. 2, 3 under the same b1H–14N. Figure 4
compares the three universal curves, one from Eq. (2) and
two from Eq. (3) with f � 0.5 (complete saturation) and f �
1.0 (complete inversion). These two f values are chosen because
they correspond to ideal RESPDOR (f � 0.5) and REDOR (f � 1.0)
conditions and our working condition is an intermediate between
these two, as mentioned in the Introduction. The two curves from
Eq. (3) are identical except for the intensity (a factor of 2), which
is in agreement with the discussion above (see Figure 4). A
notable difference between the universal curves of 1H-14N OT
and that of 1H-14N is that the dephasing rate of the former curves
is about two times faster than that of the latter (0.77 ms compared
to 1.60 ms, respectively). This is because, for 1H-14N OT, the
REDOR effect is determined by the DQ transitions, whereas, for

1H-14N, the RESPDOR effect is determined by both the SQ and
DQ transitions. Such a faster dephasing rate associated with the
multiple quantum transitions has been known in the literature
(Pruski et al., 1999). This potentially allows 1H-14N OT-REDOR
to probe long 1H-14N distance better than 1H-14N RESPDOR as it
is less affected by the poor sensitivity and uncertainty of ΔS/S0 at
long τmix.

RESULTS AND DISCUSSIONS

In this section, we firstly explore the feasibility of 1H-14N OT-
REDOR on two model biological compounds of Tyr and AcAla.
These two compounds only consist of a single 14N site and were
well characterized by 1H-14N PM-S-RESPDOR in the previous
study. Upon the feasibility test, we apply this technique to a more
complex dipeptide system of AlaAla where two inequivalent 14N
sites are present.

L-Tyrosine.HCl
In order to obtain an efficient 1H-14N OT-REDOR fraction
curve, experimental optimizations are required. Such
optimizations require the knowledge of 14N OT resonance
frequency as it significantly affects the sensitivity of OT
experiments due to the narrow bandwidth. In this current
work, the 14N OT frequency is indirectly determined by the
two-dimensional (2D) 1H-{14N OT} D- or T-HMQC (sequences
in Supplementary Figures S1A,B respectively) at the second
OT spinning sideband (n � -2 SSB) for the highest S/N. Such n
value depends on the sense of rotation with respect to the
magnetic field (Gan et al., 2018). For our configuration, the

FIGURE 4 | Comparison between the universal curves of 1H-14N
RESPDOR (black) and 1H-14N OT-REDOR (grey) with f � 0.5 (complete
saturation) and 1.0 (complete inversion) derived from Eqs 2,3, respectively,
under the same 1H-14N dipolar coupling of 2.0 kHz. The optimum τmix of
both curves are shown and highlighted by the dashed lines.

FIGURE 5 | The 2D 1H-{14N OT} D-HMQC experiment of Tyr at the
magnetic field (B0) of 14.1 T and ]R of 62.5 kHz. The experiment was
performed at the second 14N OT SSB (n � -2) for the highest S/N. Further
details are given in the Experiments section.
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magnetic field is toward the top of the magnet and the spinning
rotation is clockwise looking from the top. Taking benefits of
optimum S/N, all the remaining experiments were also
performed at the second 14N OT SSB (n � −2). Figure 5
clearly indicates the 14N OT frequency and its correlations to
both proton sites of NH3 and CH by the D-HMQC experiment.
The smaller correlation of N to CH under τmix of 0.51 ms is
explained due to the longer 1H-14N distance compared to the
directly bonded H-N distance of the NH3 group. This 2D
spectrum is in agreement with the 1H-{14N} D-HMQC
spectrum in the previous study (Duong et al., 2019).

After the 14N OT frequency has been determined, the next
parameter for optimization is τCW so that as many as possible 14N
crystallites can be saturated/inverted. The 14N OT rf-field was
120 kHz, the highest technically possible value. It was calibrated
by the use of the Bloch–Siegert shift of the proton approach
(Hung et al., 2020). However, it is noted that the 14N OT nutation
frequency is scaled on CQ, the magnetic field, the powder
distribution, making it much weaker than 14N OT rf-field.
Figure 6 shows the signal fraction ΔS/S0 of NH3 and CH at a
fixed τmix of 1.15 ms (or 18 loops of SR421 recoupling blocks)
under varying τCW values.

FIGURE 6 | Tyr: the signal fraction ΔS/S0 of NH3 (black squares) and CH
(red circles) as a function of τCW. Experiments were performed at τmix of
1.15 ms. The optimum τCW is shown and highlighted by the dashed line.
Further experimental details are given in the Experiments section.

FIGURE 7 | (A) The 1D 1H spin echo (S0), the dephased (S′), and the difference (S0–S′) spectra of Tyr. The former two were extracted from 1H-14N OT-REDORwith
τmix of 0.51 ms, whereas the latter is calculated from the former two. (B) The molecular structure of Tyr where NH3 and CH are presented. (C,D) The fitting of
experimental 1H-14N OT-REDOR fraction curves (black circles) by the universal curves (red lines) for NH3 at 7.6 ppm in (C) and CH at 4.4 ppm in (D). The fitting
parameter f for universal curves is 0.82. The RMSD analyses (inset) were calculated for the best fitting 1H-14N dipolar couplings.
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Once the parameters were optimized, we performed the 1H-
14N OT-REDOR experiment on Tyr. Figure 7A shows the one-
dimensional (1D) 1H spin echo (S0), the dephased (S′), and the
difference (S0–S’) spectra, in which the former two were extracted
from the 1H-14N OT-REDOR experiment with τmix of 0.51 ms,
whereas the latter is calculated from the former two. The NH3 and
CH sites are evidently assigned in Figure 7A and are located in
the molecular structure of Tyr (Figure 7B). The experimental
fraction curves (black circles) of NH3 and CH are shown in
Figures 7C,D, respectively. There are two important points to
mention for the fraction curve of NH3 in Figure 7C. First, the
oscillation is observed and the maximum ΔS/S0 is reached at τmix

of 0.6 ms. In our previous study, the 1H-14N PM-S-RESPDOR
fraction curve shows the maximum at τmix of ∼1.4 ms (Duong
et al., 2019), which is about two times slower than that of 1H-14N
OT-REDOR fraction curve. This result is in qualitative agreement
with the analysis in Pulse Sequence and the Universal Expression
and Figure 4. Second, the fraction curve in Figure 7C shows the
experimental maximum ΔS/S0 of 0.55, smaller than the
theoretical maximum of 0.67 by the universal curve in Eq. (3)
for complete inversion. Thus, the fitting parameter f of
0.55/0.67∼0.82 is required for the reliable fittings. In addition,
the value of 0.82 is close to f � 1 in the case of complete inversion,
revealing the dominance of the inversion process under the
application of 14N OT CW pulse. Once f is determined, the
only unknown remaining parameter is b1H–14N. Moreover,
according to the fitting strategy in Pulse Sequence and the
Universal Expression, this fitting parameter f can also be used
in Figure 7D. This is because f only depends on 14N CQ, τCW, and
14NOT nutation frequency (which are the same as fraction curves
in Figures 7C,D are from the single experiment) and thus should
remain the same for other 1H-14N pairs from the same 14N site.
The 1H-14N dipolar couplings, thus distances, can be extracted by
fitting the scaled universal curves (red solid lines) to the
experimental fraction curves (black circles) presented in
Figures 7C,D. Although the fraction curve in Figure 7C
shows the oscillation up to τmix of ∼1.8 ms, the fitting by the
universal curves is only up to τmix of ∼1.0 ms, owing to the poor
agreement between the experimental and universal curves for
NH3 at τmix > 1.0 ms (Supplementary Figure S2A). The
deviation is mainly caused by the fact that each crystallite
experiences different 14N OT saturation/inversion extent
depending on its relative orientation between quadrupolar
tensor to the rotor-fixed frame, whereas, for the universal
approach, the behaviors of the entire crystallites are
considered uniform. The root-mean-square deviation (RMSD)
in Figures 7C,D was calculated for the best fit of 1H-14N dipolar
couplings. It is noted that, for NH3 (Figure 7C), a scaling factor

P2(cos(θ)) (θ, the angle between H-N and C-N, is 109.5°) is used
for the dynamic average of the N-H dipolar coupling due to the
threefold rotation. The 1H-14N distances by OT-REDOR are
shown in Table 1 along with those by PM-S-RESPDOR and
neutron diffraction (ND). The distances are in good agreement
with each other, which demonstrates the feasibility of OT-
REDOR for obtaining accurate 1H-14N distances. It is worth
noting that the longer distances by ssNMR than those from
neutron result from the different vibrational averages of the
internuclear distances of the two techniques (Ishii et al., 1997).

N-Acetyl-L-alanine
To further demonstrate the feasibility of OT-REDOR for a system
with a larger 14N CQ, we apply it to AcAla. A similar experimental
procedure as described for Tyr was applied, including the 1)
determination of 14N OT resonance frequency, 2) optimization of
τCW, and 3) implementation of OT-REDOR. These experiments
were all performed at the second 14N OT SSB for the highest S/N.
For step 1, the 1H-{14N OT} T-HMQC was performed
(Supplementary Figure S3). Again, for the efficient OT-
REDOR fraction curve, τCW must be optimized. For step 2,
such optimization for NH (black squares) at τmix of 0.19 ms
(or three loops of SR421 recoupling blocks) and CH (red circles) at
τmix of 0.96 ms (or 15 loops of SR421 recoupling blocks) under
identical τCW range is shown in Figure 8. The reason for different
τmix is due to the large difference between 1H-14N distances for
these proton sites. The optimum τCW of 0.192 ms for 14NH in
AcAla is shorter than τCW of 0.464 ms for 14NH3 in Tyr. This
result is expected since the 14N site of NH has a larger
quadrupolar interaction, thus resulting in a larger 14N OT
nutation field and shorter pulse length for efficient saturation/
inversion.

TABLE 1 | 1H-14N distances measured by OT-REDOR, PM-S-RESPDOR, and
ND on Tyr.

OT-REDOR PM-S-RESPDOR ND

NH3 1.05 ± 0.03 Å 1.16 Å 1.01 Å
CH 2.21 ± 0.10 Å 2.24 Å 2.10 Å

FIGURE 8 | AcAla: the signal fraction ΔS/S0 of NH (black squares) at τmix

of 0.19 ms and CH (red circles) at τmix of 0.96 ms as a function of τCW. The
optimum τCW is shown and highlighted by the dashed line. Further
experimental details are given in the Experiments section.
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For step 3, these parameters were used for the OT-REDOR
experiment on AcAla. Figure 9A shows the one-dimensional
(1D) 1H spin echo (S0), the dephased (S′), and the difference
(S0–S′) spectra. The former two were extracted from the 1H-14N
OT-REDOR experiment with τmix of 0.26 ms, whereas the latter
results from the difference of the former two. For readability, the
intensity of the difference spectrum is triple, showing the NH and
CH sites which experience the REDOR effect. These two sites are
also located in the molecular structure of AcAla (Figure 9B).
Figures 9C,D show the fittings between the universal curves (red
lines) and the experimental fraction curves (black circles) for NH
and CH, respectively. For reliable fittings, the fitting parameter f
must be known. From Figure 9C, the experimental maximum
ΔS/S0 intensity of 0.33 results in f of 0.33/0.67 � 0.50. While Tyr
shows the dominance of inversion (f � 0.82), AcAla experiences
the saturation of overall magnetization (f � 0.50). The difference
may arise from the large frequency linewidth (up to 8.6 kHz in
Supplementary Figure S3) of 14N OT spectrum of NH of AcAla

relative to the weak 14N OT nutation frequency. Since both
fraction curves in Figures 9C,D were obtained from the single
experiment where 14N CQ, τCW, and 14N OT nutation frequency
are the same, the identical f value can be used in Figure 9D. The
extracted 1H-14N distances are summarized in Table 2 along with
those from PM-S-RESPDOR and XRD. The distances are in
agreement with each other. We note that the deviation between
the distance of N–H by XRD and those by OT-REDOR and PM-
S-RESPDOR is due to the poor capability of XRD to locate H
position, resulting from the limited scattering power of hydrogen
and the vibrational effect mentioned in L-Tyrosine.HCl. In short,
the applicability of OT-REDOR on Tyr and AcAla for obtaining
accurate 1H-14N distances has been validated.

L-Alanyl-L-alanine
In the previous section, OT-REDOR experiments have been
successfully applied to Tyr and AcAla, both containing a
single 14N site. As the main usage of OT-REDOR is for
systems where multiple 14N sites are present, here, we apply
this sequence to AlaAla. Besides the 1D 1H spin echo (S0) at the
top, Figure 10A also shows the two difference (S0–S’) spectra
where 1) NH3 and 2) NH sites are saturated/inverted during 1H-
14N OT-REDOR experiments with τmix of 0.51 ms and 0.19 ms,
respectively. The NH, NH3, CH(1), and CH(2) sites are
unambiguously assigned (Figure 10A) and located in the
molecular structure of AlaAla (Figure 10B). This compound

FIGURE 9 | (A) The 1D 1H spin echo (S0), the dephased (S′), and the difference (S0–S′) spectra of AcAla. These spectra result from the 1H-14N OT-REDOR
experiment with τmix of 0.26 ms. For readability, the intensity of the difference spectrum is triple. (B) Themolecular structure of AcAla where NH and CH are located. (C,D)
The fitting of experimental 1H-14N OT-REDOR fraction curves (black circles) by the universal curves (red lines) for NH at 7.9 ppm in (C) and CH at 3.9 ppm in (D). The
fitting parameter f for universal curves is 0.50. The RMSD analyses (inset) were calculated for the best fitting 1H-14N dipolar couplings.

TABLE 2 | 1H-14N distances measured by OT-REDOR, PM-S-RESPDOR, and
XRD on AcAla.

OT-REDOR PM-S-RESPDOR XRD

NH 1.07 ± 0.06 Å 1.06 Å 0.78 Å
CH 2.21 ± 0.12 Å 2.11 Å 2.09 Å
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consists of two 14N sites ofNH3 andNH; hence, it is similar to the
combination of 14N sites of Tyr and AcAla.

Similar experimental procedures were applied. D-HMQC
experiments were performed again at the second 14N OT SSB
(n � -2) for the highest S/N to determine 14N OT frequencies
(Supplementary Figures S4A,B). Then, τCW for 14NH3 and
14NH of AlaAla were optimized, which were 0.384 and
0.128 ms, respectively (Supplementary Figures S4C,D). These

optimized values, similar to those of Tyr and AcAla, were used to
obtain 1H-14N OT-REDOR fraction curves.

We discuss first the case where 14NH3 is saturated/inverted by
CW pulse with τCW of 0.384 ms. The experimental fraction
curves of NH3 and CH(1) (black circles) are shown in Figures
10C,D, respectively. For NH3, the experimental curve shows the
oscillation and the maximum ΔS/S0 is 0.63 (see Figure 10C).
Thus, the fitting parameter f of 0.63/0.67∼0.94 for universal

FIGURE 10 | (A) The 1D 1H spin echo and the two difference spectra where 1) NH3 and 2) NH sites are saturated/inverted during 1H-14N OT-REDOR experiments
with τmix of 0.51 ms and 0.19 ms, respectively. For readability, the intensity of spectrum 2) is triple. (B) The NH, NH3, CH(1), and CH(2) sites, assigned in (A), are located
in the molecular structure of AlaAla. (C–F) The fitting of experimental 1H-14N OT-REDOR fraction curves (black circles) by the universal curves (red lines) for NH3 at
8.5 ppm in (C) and CH(1) at 4.5 ppm in (D) when 14NH3 OT was saturated/inverted by CW pulse with τCW of 0.384 ms and NH at 9.3 ppm in (E) when 14NH OT
was saturated/inverted by CW pulse with τCW of 0.128 ms. The fitting parameter f for universal curves is (C,D) 0.94 and (E) 0.37. For (D), the universal curves are halved,
highlighted by a factor of 0.5 in red. For (E), the maximum signal fraction ΔS/S0 of 0.25 for NH is presented by the horizontal dash line. For (F), the signal fraction ΔS/S0 of
CH(2)/CH(1) at 4.3 ppm with 14NHOT irradiation is over this line and is still increasing with τmix (highlighted by the arrow). The RMSD analyses (inset) were calculated for
the best fitting 1H-14N dipolar couplings. The two arrows show the proximity of both CH(2)/CH(1) to 14NH site.
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curves is required for reliable fittings. This indicates that an
almost complete inversion of 14N OT is achieved (f � 1), similar
to the case of NH3 of Tyr. Another similarity to Tyr is that
significant deviation is observed, especially at long τmix for the
full-scale fitting between the fraction curve of Figure 10C and
the universal curves (see Supplementary Figure S2B). For
CH(1), the fraction curve reaches the plateau ΔS/S0 of 0.35 at
τmix of 1.50 ms (Supplementary Figure S5). The reason for the
lower signal fraction ΔS/S0 is the overlapping of 1H signals of
CH(1) and CH(2) sites, in which only CH(1) is close to 14NH3.
For a good match with the experimental fraction curve, we need
to halve the universal curves in Figure 10D. The reason for
using a factor of 0.5 is explained in the Supplementary Eq. S3.
Without scaling, the obtained 1H-14N distance by NMR is in
poor agreement with that reported from XRD (see
Supplementary Figure S5). The fitting of the scaled
universal curves to the 1H-14N OT-REDOR fraction curves
gives the 1H-14N distances of 1.05 ± 0.03 Å for NH3 (after a
modulation factor of P2(cos(θ)) as described in L-Tyrosine.HCl
and Pulse Sequence and the Universal Expression and 2.09 ±
0.05 Å for CH(1) (after halving the universal curves). Both
measured distances are in good agreement with those
reported from XRD (see Table 3).

We then consider the case where 14NH is saturated/inverted
by CW pulse with τCW of 0.128 ms. The fraction curves of NH
and CH(2)/CH(1) (black circles) are shown in Figures 10E,F,
respectively. For NH in Figure 10E, the experimental curve
shows the plateau ΔS/S0 of 0.25 at τmix of 0.50 ms and then
large fluctuations of ΔS/S0 at τmix larger than 1.50 ms. The
origin of such fluctuations may be due to t1 noise from
spinning frequency fluctuation (Nishiyama et al., 2020). As
the maximum ΔS/S0 is smaller than the theoretical maximum
of 0.67 of the universal curve, a fitting parameter f of
0.25/0.67∼0.37 is required. Based on the fittings of the
universal curves (red solid lines) to the 1H-14N OT-
REDOR fraction curve, the 1H-14N distance is measured to
be 1.19 ± 0.20 Å. This value is in excellent agreement with 1H-
15N distance by inverse cross-polarization with variable
contact (CPVC) (Nishiyama et al., 2016) (Supplementary
Figure S6) and in close agreement with the distance of 0.96 Å
by XRD (see Table 3). An advantage of 1H-14N OT-REDOR
compared to 1H-15N inverse CPVC is that multiple H-N
distances can be simultaneously determined by the former,
whereas only directly bonded distance is determined by the
latter due to the dipolar truncation effect. Indeed, 1H-15N
inverse CPVC only provides the distance of directly bonded
H-N for the NH site (see Supplementary Figure S6). For
CH(2)/CH(1) fraction curve, its fraction signal ΔS/S0 is

larger than 0.25 and continues to grow at long τmix (see
Figure 10F). Although this curve is the combination of two
curves because there are two CH groups that are close to 14NH
site and their 1H chemical shifts are overlapped, ΔS/S0 is larger
than 0.25 may result from the intermolecular couplings.
Because of this complexity, we did not fit this with the
universal curves.

In conclusion, for AlaAla, the 1H-14NOT-REDOR experiment
can be used for the accurate measurement of 1H-14N distances for
the bonded H–N distances of each nitrogen. However, extracting
distances for nonbonded H-N pairs is still difficult, especially
when the chemical shifts of these 1H sites are overlapped, as
shown in Figure 10F. Such problem will be solved by the
multidimensional NMR experiments, for example, with an
addition of the 13C dimension.

CONCLUSION

In summary, we have presented the feasibility of 1H-14NOT-REDOR
with proton detection at fastMAS to extract 1H-14N distances for Tyr,
AcAla, and AlaAla. Owing to the selective characteristics of 14N OT
spectroscopy, this sequence is useful for systems with multiple 14N
sites. Other advantages of 14N OT are the availability of commercial
MAS probes, the robustness of misadjustment of themagic angle, and
the fast dephasing rate. The final advantage is that it allows probing
longer 1H-14N distances better than 1H-14N RESPDOR experiment.
For efficient 1H-14N OT-REDOR fraction curve, the 14N OT
resonance frequency, in this work, must be determined with D- or
T-HMQC experiments and the CW pulse length must be optimized.
For reliable 1H-14N distances, the fitting parameter f is a prerequisite;
otherwise, distances cannot be accurately determined. The knowledge
of f value also enables the evaluation of saturation/inversion degree of
14N OT by the CW pulse. For Tyr and AcAla compounds, the
extracted distances from OT-REDOR are in good agreement with
PM-S-RESPDOR and the diffraction techniques. For AlaAla, the
extracted 1H-14N distances from directly bonded N–H well agree
with those reported from XRD and 1H-15N inverse CPVC. However,
this is not the case for nonbondedN–Hpairs since distance deviations
from those reported by XRD are observed. The reason for such
deviation is the overlapping of 1H signals. This issue can be overcome
by performing multidimensional NMR experiments. In conclusion,
we believe that the 1H-14NOT-REDORhas the potential of selectively
measuring 1H-14N distances on systems containingmultiple 14N sites,
giving deep insights into structural studies of biological, chemical, and
pharmaceutical compounds. It is worth noting that 14N selective
saturation can also be achieved in the manner of DANTE. It is
promising to perform 1H-14N DANTE-RESPDOR experiments in
future studies.

EXPERIMENTS

L-tyrosine.HCl (Tyr), N-acetyl-L-alanine (AcAla), and
L-alanyl-L-alanine were purchased from Sigma-Aldrich and
used as received. The samples were separately packed into
1.0 mm zirconia rotors and then inserted into 1 mm 1H/X

TABLE 3 | 1H-14N distances measured by OT-REDOR and XRD on AlaAla.

Saturation/inversion
on 14N(H3)

Saturation/inversion
on 14N(H)

NH3 CH(1) NH

OT-REDOR 1.05 ± 0.03 Å 2.09 ± 0.05 Å 1.19 ± 0.20 Å
XRD 0.93 Å 1.97 Å 0.96 Å
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double-resonance probe. The rotors were spun at a MAS
frequency of 62.5 kHz, except for 1H-15N inverse CPVC at
70 kHz.

All NMR experiments were recorded at a room temperature
of 25 °C on JNM-ECZ600R (JEOL RESONANCE Inc.) at 14.1 T
solid-state NMR spectrometers. The 1H and 14N OT Larmor
frequencies are 600.0 and 86.8 MHz, respectively. For the
highest S/N, the 14N OT frequency was set at the second
SSB (n � −2). The 14N and 14N OT shifts are referenced to
CH3NO2, whose

14N and 14N OT shifts are equal to 0 ppm or
0 kHz. The 1H rf-field was 328 kHz for π/2 and π pulses and
140 kHz for the SR421 recoupling sequence. The

14N OT rf-field
was 120 kHz.

For Tyr, the 2D 1H-{14N} D-HMQC spectrum in Figure 5 was
recorded using the sequence shown in Supplementary Figure
S1A with 8 scans, 32 t1 points, and rotor-synchronized t1
increment of 16.0 µs. τp, τmix, and recycling delay (RD) were
200 µs, 512 µs, and 4 s, respectively. The experimental time was
about 0.6 h. The States-TPPI method was employed for
quadrature detection along the indirect dimension. For
Figure 6, τCW was optimized within the range from 16 µs to
656 µs with a step of 32 µs; the 14N OT frequency was −1.73 ppt
(parts per thousand), the τmix was fixed at 1152 µs, the number of
scans (NS) was 18, and RD was 5.0 s. The experimental time was
1.1 h. For Figure 7, the 1H-14N OT-REDOR was performed at
τCW of 464 µs, 14N OT frequency of −1.73 ppt, NS of 72, RD of
6.5 s, and τmix from 0 to 3456 µs with a step of 64 µs. The
experimental time was 14.3 h.

For AcAla, the τCW optimization in Figure 8was implemented
within the range from 32 µs to 256 µs with a step of 16 µs; the 14N
OT frequency was −1.267 ppt, NS was 18 and RD was 10.0 s, and
τmix was fixed at 192 µs for NH at 7.9 ppm and 960 µs for CH at
3.9 ppm. The experimental times for both experiments were 1.5 h.
For Figure 9, the 1H-14N OT-REDOR was performed at τCW of
192 µs, 14N OT frequency of −1.267 ppt, NS of 108, RD of 10 s,
and τmix from 0 to 2048 µs with a step of 64 µs. The experimental
time was 19.8 h.

For AlaAla, the 1H-14N OT-REDOR experiments in Figure 10
were performed at NS of 144, RD of 2.5 s, τmix from 0 to 3072 µs
with a step of 64 µs, and τCW,

14N OT frequencies were of 384 µs,
−1.72 ppt and 128 µs, −1.26 ppt for 14NH3 and

14NH, respectively.
The experimental times for both experiments were 9.8 h.

NMR data are available upon request.
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Deuteron Chemical Exchange
Saturation Transfer for the Detection
of Slow Motions in Rotating Solids
Liliya Vugmeyster1*, Dmitry Ostrovsky2, Alexander Greenwood3 and Riqiang Fu4

1Department of Chemistry, University of Colorado Denver, Denver, CO, United States, 2Department of Mathematics, University of
Colorado Denver, Denver, CO, United States, 3Department of Chemistry, University of Cincinnati, Cincinnati, OH, United States,
4National High Field Magnetic Laboratory, Tallahassee, FL, United States

We utilized the 2H Chemical Exchange Saturation Transfer (CEST) technique under magic
angle spinning (MAS) conditions to demonstrate the feasibility of the method for studies of
slow motions in the solid state. For the quadrupolar anisotropic interaction, the essence of
CEST is to scan the saturation pattern over a range of offsets corresponding to the entire
spectral region(s) for all conformational states involved, which translates into a range of
−60–+ 60 kHz for methyl groups. Rotary resonances occur when the offsets are at half-and
full-integer of the MAS rates. The choice of the optimal MAS rate is governed by the
condition to reduce the number of rotary resonances in the CEST profile patterns and
retain a sufficiently large quadrupolar interaction active under MAS tomaintain sensitivity to
motions. As examples, we applied this technique to a well-known model compound
dimethyl-sulfone (DMS) as well as amyloid-β fibrils selectively deuterated at a single methyl
group of A2 belonging to the disordered domain. It is demonstrated that the obtained
exchange rate between the two rotameric states of DMS at elevated temperatures fell
within known ranges and the fitted model parameters for the fibrils agree well with the
previously obtained value using static 2H NMR techniques. Additionally, for the fibrils we
have observed characteristic broadening of rotary resonances in the presence of
conformational exchange, which provides implications for model selection and
refinement. This work sets the stage for future potential extensions of the 2H CEST
under MAS technique to multiple-labeled samples in small molecules and proteins.

Keywords: CEST (chemical exchange dependent saturation transfer), deuterium, solids-state NMR, biomolecular
dynamics, conformational exchange

INTRODUCTION

Chemical Exchange Saturation Transfer (CEST) experiments provide insights into the molecular
dynamics in solution and solid-state NMR studies (Siemer et al., 2010; Bouvignies and Kay, 2012;
Vallurupalli et al., 2012; Palmer, 2014; Rovó and Linser, 2018; Palmer and Koss, 2019). They employ
weak RF fields for the saturation of selected frequencies as a function of resonance offsets. In most
cases, the fluctuations of the isotropic chemical shift interaction is probed when the conformational
states have inequivalent chemical shifts. However, anisotropic interactions can also be targeted in the
solid state. These measurements are expected to be useful for probing molecular dynamics in a
variety of biological systems, including protein fibrils, aggregates and microcrystals. They can
elucidate the presence of minor conformational states exchanging with the major state at a slow
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timescale with the rate constant in the 5·102–5·106 s−1 range, with
the highest sensitivity around 1·104–5·105 s−1. Local motional
modes of protein side chains, such as rotameric exchange of
methyl-bearing side chains, as well as aromatic ring flips can also
be probed with the use of this technique. In addition, backbone
motions of Cα deuterons can be elucidated for mobile sites such as
loop regions.

We recently demonstrated the effectiveness of the technique for
fluctuations of the anisotropic quadrupolar tensor of 2H nuclei
under static conditions in the solid state (Vugmeyster et al., 2020).
The goal of this work is to expand themethodology for magic angle
spinning (MAS) conditions. MAS has proven to be indispensable
for dynamic studies of many biomolecular samples with multiple
labels (Krushelnitsky et al., 2014; van der Wel, 2017; Rovó, 2020).
In this work, we use a single-labeled sample to demonstrate the
effectiveness of the 2HCEST experiment, which encourages follow-
up studies employing polarization transfer approaches to achieve
site-specific resolution (Grey et al., 1993; Bjerring et al., 2012;
Akbey et al., 2014; Jain et al., 2014; Matlahov and van der Wel,
2018).

In particular, we apply the experiment to the model compound
dimethyl-sulfone (DMS) deuterated at its two methyl groups that
undergo 2-site rotameric exchange (Frydman et al., 1994; Brown
et al., 1996; Gerardy-Montouillout et al., 1996; Favre et al., 1998;
Quinn andMcDermott, 2012) and to amyloid-β fibrils (Aβ1-40) with
the deuterium label at a mobile methyl group of the A2 residue
belonging to the disordered N-terminal domain, for which we
previously determined the dynamics using static 2H solid-state
NMR techniques (Au et al., 2019; Vugmeyster et al., 2019;
Vugmeyster et al., 2020). The experimental work is
complemented with theoretical considerations using the
Liouvillian formalism (Bain and Berno, 2011) and insights into
the main features of the CEST profiles resulting from simple 2-site
exchange simulations. Our combined experimental and theoretical/
modeling analysis allows us to outline consideration for optimization
of the technique and define the ranges of its sensitivity to motions.

EXPERIMENTAL

Materials
DMS-D6 and hexamethyl-benzene-D18 were purchased from
Cambridge Isotope Laboratories, Inc. (MA) and packed as a
powder into rotors. The Aβ1-40 fibrils labeled at the A2-CD3

site were prepared as previously described in the 3-fold
symmetric toxic polymorph (Au et al., 2019; Vugmeyster
et al., 2020). The monomeric sequence of the Aβ1-40 peptide is
D(A-CD3)
EFRHDSGYEVHHQKLVFFAEDVGSNKGAIIGLMVGGVV.
The lyophilized powder was hydrated to 200% by weight with
deuterium-depleted water using direct pipetting and equilibrating
at room temperature for 5 days. The hydrated sample was then
packed into a 2.5 mm rotor.

NMR Spectroscopy
The measurements for 10 and 25 kHz MAS frequency were
performed at 17.6 T Bruker Avance I spectrometer equipped

with a Bruker 2.5 mm HXY probe. The measurements at
60 kHz MAS were performed at 14.1 T Bruker neo console
spectrometer equipped with a Bruker 1.3 mm HXY probe. The
high-power 90° RF pulses corresponded to 2 μs The number of
scans for the acquisition was between 32 and 64 for DMS and
between 2048 and 3072 for the protein sample. The inter-scan
delay was set between 0.5 and 2 s. Because one potential source of
systematic error in the 2H CEST intensities is probe detuning,
data collection is optimized when the order of the offsets is
randomized.

DMS longitudinal relaxation times (T1) are very sensitive to
temperatures in around 40–85°C range, and thus we have used it
as an internal calibrations standard to obtain the actual
temperature in the samples (Vugmeyster and Ostrovsky,
2019). For the 60 kHz MAS rate, the effect of MAS on T1 for
a given methyl 3-site jump rate was simulated. We also confirmed
that the weak-amplitude RF field does not contribute to heating
with the chosen relaxation delay value. The longitudinal
relaxation times were measured using the inversion recovery
experiment, which included a heat compensation block to
match the temperature conditions of the sample in the CEST
measurements.

Modeling
The simulations were performed on a cluster comprising six
x86_64 computer nodes. Each node had 16 Intel Xenon Silver
dual core CPUs and 16 GB of memory. The procedures closely
followed those developed for static conditions in prior work
(Vugmeyster et al., 2020). Here, we focus on the details
pertinent to MAS conditions.

The evolution of the coherences under MAS was modeled by
the direct numerical integration of the Liouville–von Neumann
equation (Supplementary Equation. S1; all the notations used
are elaborated in the Theory section of the Supplementary
Material SI1). The coherent time-dependent values of the
quadrupolar frequency ωQ(t) for each site are given by Eq. 4.
The numerical integration for each saturation time delay was
separated into two blocks. The first block comprised the
calculation of the evolution matrix for a single MAS rotation
Texp(∫2π/ωMAS

0
Ldt), where T stands for the time-ordered

exponential function and L is the Liouvillian operator of
Supplementary Equation. S1. This integration was performed
by numerical quadrature with 20 time steps along a single MAS
rotation period 2π/ωMAS. For an individual step, the
exponentiation was conducted with fixed ωQ(t) values using
the internal MATLAB function (Higham, 2005; Al-Mohy and
Higham, 2010). We did not use the approximation involving
separate integration steps due to the coherent evolution and
exchange processes (Saalwächter and Fischbach, 2002). The
sufficiency of 20 time steps was confirmed by comparing the
results with selected trials with 100 steps. The high consistency of
the results holds down to values of ωMAS/2π as low as 1 kHz. The
second part of the calculation of the saturation period evolution
involved taking the appropriate powers of the evolution matrix
for a single MAS rotation as well as the additional multiplicative
factor involving the fractional part of the rotation calculated in a
similar manner. The equilibrium component for the Zeeman

Frontiers in Molecular Biosciences | www.frontiersin.org July 2021 | Volume 8 | Article 7055722

Vugmeyster et al. 2H MAS CEST

22

https://www.frontiersin.org/journals/molecular-biosciences
www.frontiersin.org
https://www.frontiersin.org/journals/molecular-biosciences#articles


order coherence was introduced phenomenologically as an
additional term in the density matrix similar to the
Bloch–McConnell treatment of the z-component of
magnetization (Vallurupalli et al., 2012).

The detection block was performed starting with the approach
described for the static case. As usual, the value of Sz for each site
was rotated onto the transverse plane and the simulation of the
evolution during the acquisition period followed a similar outline,
but involved only the transverse coherences. The time step of
calculations was selected as the smaller of 1/20 of the MAS period
and FID dwell time.

For the fibrils, longitudinal relaxation was taken into account
phenomenologically (with T1 � 50 ms) by including an additional
term in the Liouvillian evolution matrix, which was identical for
all eight coherences. This approach was tested for DMS for which
the inclusion of the 3-site jumps mode explicitly yielded the same
results. To model the effects of the RF inhomogeneity on the
CEST profiles, we included five values of ωRF/2π in the ±0.5 kHz
range from its central value and averaged the simulated profiles.

The RF inhomogeneity profiles (Figure 1B) were discretized
by selecting a grid of either six points (for resonance offset values
outside the −2–2 kHz region) or 30 points (in the −2–2 kHz
region). A larger number of points for the central region was
needed due to the enhanced coherent oscillations. The six grid
points of the RF inhomogeneity profiles corresponded to the RF
field values at 0.25, 0.5, 0.75, 1, 1.25, and 1.5 multiples of the
average frequency with the respective relative weights (0.084,
0.143, 0.126, 0.176, 0.285, 0.187 and 0.065, 0.097, 0.103, 0.236,
0.499, 0) for the 1.3 and 2.5 mm probes, respectively. The 30-
point grids were obtained by the interpolation of the six-
point grids.

RESULTS AND DISCUSSION

Details on the Systems and KnownMotional
Models
DMS has been widely used as a model system for solid-state NMR
technique development and, in particular, for deuteron NMR. Its
methyl group undergoes a 2-site rotameric exchange with an

angle of rotation of 180° around the C2 axis of the molecule
(Frydman et al., 1994; Brown et al., 1996; Gerardy-Montouillout
et al., 1996; Favre et al., 1998; Quinn and McDermott, 2012).
These motions are the most pronounced above around 45°C. We
have previously utilized this system to develop a deuteron CEST
measurement under static conditions and extend it in this work to
MAS conditions (Vugmeyster and Ostrovsky, 2019). The 2H
spectra under static and MAS conditions (at spinning rates of
10, 25, and 60 kHz) are shown in Figure 2. Although there are
some spectral distortions due to the motions in the regime in
which the flip rate is of the order of the effective value of the
quadrupolar constant, the overall width of the pattern remains
largely unchanged by the motions. The quadrupolar coupling
constant is 55 kHz after averaging over fast methyl rotations.

Our second system is designed to test the applicability of the
methods to protein samples with much lower sensitivities than
small molecule compounds and with complex motional models.
In particular, we employ amyloid fibril systems with monomers
consisting of Aβ1-40 labeled at a single methyl group: the CD3 side
chain of the A2 residue located in the beginning of the flexible
N-terminal domain (spanning residues 1–16). We have
previously characterized the motions of this domain at the
A2-CD3 site using static solid-state NMR techniques (Au
et al., 2019; Vugmeyster et al., 2019; Vugmeyster et al., 2020).
In the hydrated state, the μs-ms motions at this site can be
described by two essential processes. The main state (labeled as
“free” in Figure 3B) is characterized by the pronounced large-
scale fluctuations of the domain, approximated as isotropic
diffusion with the diffusion coefficient D. They dramatically
narrow the static linewidth (Figure 2) with an effective
quadrupolar coupling constant of around 3 kHz. This value
should be compared with the 53–55 kHz quadrupolar coupling
constant expected for the methyl group without large-scale
motions (Vold and Vold, 1991). There is also a minor state of
the domain at around 8% of the population for the A2-CD3 site,
in which this diffusive motion is quenched. The two states are in
the conformational exchange process, with the rate constant (kex)
ranges as determined previously. The presence of the chemical
exchange process was particularly evident from the dispersion
pattern of 2H R1ρ profiles under static conditions. (Au et al.,

FIGURE 1 | (A) Examples of the 2H nutation measurements used to determine RF inhomogeneity, shown for the 1.3 mm Bruker HXY probe using the DMS-D6

central band intensity at the 60 kHz MAS rate at 14.1 T. (B) Resulting inhomogeneity profiles, obtained as the Fourier analysis of the nutation data, as a function of
ωRF/<ωRF > obtained for a <ωRF > range of 2.8–20 kHz for the 1.3 mmBruker HX probe using DMS-D6 (at 14.1 T) and 5–31 kHz for the 2.5 mmBruker HXY probe using
HMB-D18 (at 17.6 T).
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2019). The combined analysis of the 2H static rotating frame
relaxation rates R1ρ, quadrupolar CPMG, and CEST calls for a
more complicated model in which there is an ensemble of free
states with a range of diffusion coefficients that are in
conformational exchange with a single rigid bound state. Our
strategy to extend the experiment to MAS conditions is to employ
the simplest 2-state model of Figure 3B and assess if the fitted
values of D and kex fall within the boundaries found by previous
2H static NMR techniques.

Quadrupolar Chemical Exchange
Saturation Transfer Experiment and RF
Field Strength Calibrations
A simple quadrupolar CEST pulse sequence (Supplementary
Figure S1) consists of the low-amplitude saturation pulse ωRF (T,
Ω) that acts on the longitudinal magnetization, followed by a
non-selective 90° pulse with the same phase that brings the
magnetization to the transverse plane for detection. The
essence of the quadrupolar CEST is to scan the resonance
offset values Ω corresponding to the entire spectral region(s)
for all conformational states involved, which often falls into the
−60–+60 kHz range for methyl groups. The saturation time T is
chosen to optimize the efficiency of the conformational exchange
and competing longitudinal relaxation. For deuteron in the
methyl groups, typical values of T are expected to be between

1 and 40 ms. To determine the motional parameters, the RF field
strength should be lower than the typical value of the quadrupolar
frequencies (defined in Eq. 4 in the Theory section) in the two
exchanging states. For methyl groups, the 1–5 kHz range is likely
to represent the optimal conditions for most samples.

Precise calibrations of the RF field strength using the nutation
experiment is complicated by two factors: the evolution of
quadrupolar coupling during the nutation pulse and presence
of RF inhomogeneity. The evolution of quadrupolar coupling is
stronger for larger quadrupolar coupling constants and lower
MAS rates (Supplementary Figure S2). The effective width of the
DMS quadrupolar tensor after averaging over methyl rotations is
around 55 kHz. Thus, for the 60 kHz MAS rate, the nutation
experiment can be performed on the DMS central band directly
with a slight correction for quadrupolar evolution. However, for
the 10 and 25 kHz MAS rates, quadrupolar evolution during the
nutation pulse is too pronounced and nutation can instead be
performed on compounds with naturally narrower tensors. One
option is to use liquid D2O under static conditions, utilizing the
same probe as used for the compound of interest. If a solid
powder sample is desirable, a good choice is hexamethyl-
benzene-D18, whose six methyl groups participate in fast
methyl jumps and 6-site jumps about the ring axis, (Vold,
1994; Gupta et al., 2015), leading to an effective quadrupolar
coupling constant of about 23 kHz with an asymmetry parameter
of 0.07 (Vold et al., 2009). In principle, it is also possible to

FIGURE 2 | Spectra for DMS-D6 (left column) and hydrated Aβ1-40 fibrils in the 3-fold symmetric polymorph labeled at the A2-CD3 site (right column). The following
conditions applied: static data–14.1 T and 76°C for DMS and 37°C for the fibrils; 10 and 25 kHzMAS rates–17.6 T and 76°C for DMS and 37°C for the fibrils; 60 kHzMAS
rate for DMS only–14.1 T and 55°C. The number of scans and processing parameters are listed in Supplementary Table S1.
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perform nutation measurements directly on the fibrils sample
labeled at the A2-CD3 site due to the narrow effective tensor in
the dominant state of the fibrils at the A2 site (Figure 2B).

The RF inhomogeneity profiles can also be assessed using
the nutation experiment (Figure 1A) (Gupta et al., 2015) For
the 2.5 mm Bruker probe used for the 10 and 25 kHz MAS
rates, powder HMB-D18 is the sample of choice with the
sample in the rotor having a comparable length to that of
DMS in the same probe. DMS is used for the 1.3 mm Bruker
probe at the 60 kHz MAS rate. The RF inhomogeneity profiles
(i.e., the shape of the distribution of the RF frequencies
detected by the nutation experiment) are approximately
proportional to the average RF frequency for a number of
nominal applied RF powers. This allows us to construct a
combined profile as a function of ωRF/<ωRF > (Figure 1B), in
which <ωRF > is the weighted average over the distribution. We
report <ωRF > as the RF field strength for the CEST
measurements. The inhomogeneity is rather significant and
roughly comparable with the profiles reported by Gupta et al.
for the 2.5 mm probe focusing on 13C frequency (Gupta et al.,
2015). The inhomogeneity can be expected to affect the CEST
measurements. Thus, the modeling procedures for the
simulations of the dynamics also need to include these
distributions.

Insights From Theory and Simulations
The following matrices (plus the identity matrix) constitute a
basis of the density matrix for the spin-1 system, as well as
operators acting in this space: (Grey et al., 1993)

Ŝx � 1
2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0

1 0 1

0 1 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, Ŝy � 1
2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 −i 0

i 0 −i
0 i 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, Ĵ x � 1
2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 −i 0

i 0 i

0 −i 0
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2
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⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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2
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0 0 0

i 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, K̂ � 1

2

√ ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 1

0 0 0
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⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, Ŝz � 1

2
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0 0 0

0 0 −1
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6
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1 0 0

0 −2 0

0 0 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,

(1)

The first row represents the single-quantum coherences,
followed by the two double-quantum coherences, K̂ and Ĵ z , Ŝz
and Q̂ stand for the Zeeman and quadrupolar order.

During the saturation period and in the frame rotating with
the Larmor frequency, the secular part of the Hamiltonian is
given by

Ĥ �


2
3

√
ωQQ̂ + 


2
√

ωRF(Ŝx cosΩt − Ŝy sinΩt) (2)

whereωRF is the RF field strength andΩ is its off-resonance offset.
ωQ is the frequency of the secular part of the quadrupole
interaction with the angles (θ, ϕ) representing the rotation of
the principal-axis system of the quadrupole interaction with
respect to the laboratory frame.

ωQ � 3π
2
Cq(3cos2θ − 1

2
+ η

2
sin2 θ cos 2ϕ) (3)

The quadrupolar coupling constant is given by Cq � e2qQ
h , and

η � qxx−qyy
qzz

represents the asymmetry of the tensor, defined in the
interval 0≤ η≤ 1 with

∣∣∣∣qzz∣∣∣∣≥ ∣∣∣∣∣qyy∣∣∣∣∣≥ ∣∣∣∣qxx∣∣∣∣. eQ is the electric
quadrupole moment of the nucleus and eq is the largest
component of the electric field gradient.

Under MAS rotation and with η � 0, ωQ becomes

ωQ(t) � 3π
4
Cq( 


2
√

sin 2 β sin(ωMASt + α) − sin2 β cos(2ωMASt

+ 2α))
(4)

where β and α are the polar and azimuthal angles with respect to
the axis of rotation.

In the frame with an additional rotation with frequency Ω
around the z-axis, the Hamiltonian of Eq. 2 can be transformed
into the tilted frame:

Ĥsec �


2
3

√
ωQQ̂ + 


2
√

ωRFŜx +


2

√
ΩŜz (5)

Analogous to the off-resonance rotating frame relaxation case
considered in detail for homonuclear interactions, (Rovó and
Linser, 2017; Krushelnitsky et al., 2018; Rovó et al., 2019), the
effect of the last two terms of Eq. 5 can be considered as an action
of the effective field given by

ωe �









ω2
RF + Ω2

√
(6)

FIGURE 3 | (A) Structure of DMS indicating the 180° flipping motion
around the C2 axis. (B) Slow time-scale motional modes of the A2-CD3 methyl
group of the N-terminal domain of Aβ1-40 fibrils (Au et al., 2019). The
disordered N-terminal domain (residues 1–16, curved line) transiently
interacts with the structured C-terminal domain (blue rectangle). In the free
state, the N-terminal domain undergoes large-scale diffusive motion, as
represented by the gray sphere, which is absent in the bound state. The
position of the A2 residue is shown as an orange dot.
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For the small values of ωRF ≪ |Ω| employed in the CEST
experiment, one expects the occurrence of rotary resonances at
|Ω| � n

2ωMAS, in which n is an integer. The condition for the half-
integer MAS rate is again analogous to homonuclear dipolar
recoupling, (Rovó and Linser, 2017; Krushelnitsky et al., 2018;
Rovó et al., 2019), in which it is referred to as the HORROR
condition (Nielsen et al., 1994). SI1-A provides a theoretical
description of the rotary resonances’ positions and relative
widths based on second-order perturbation theory. The insight
rendered by this theoretical description can also be demonstrated
using simulations in which the Liouvillian equation
(Supplementary Equation S1) is solved explicitly without any
approximation. Because of the large magnitude of the
quadrupolar tensor interactions with the Cq values comparable
to the effective fields employed, the transformation into the tilted
frame of the effective field does not lead to any simplification or
render additional qualitative insights.

Figure 4 demonstrates several examples of 2H CEST profiles
corresponding to coherent contributions in the absence of
motions for axially symmetric tensors with three values of Cq

(20, 55, and 180 kHz), MAS rates of 25, 60, and 120 kHz, and
ωRF � 1.3 kHz. The rotary resonances are evident at the values of
the offsets equal to integer and half-integer values of the MAS
frequency. Their intensities are modulated by the interplay
between the MAS rates and Cq. The intensity of the
resonances depends on the spectral intensity at Ω/2π
frequencies. The half-integer resonances are much narrower
(Supplementary Figure S3A) and often not as deep as the
integer ones, as predicted by simple perturbation theory

considerations. (Supplementary Information S1). We also
explore the coherent behavior of the individual coherences of
Eq. 1 for single crystallites, which demonstrates the extent of the
coherent oscillations for the single and double quantum
coherences and confirms the qualitative insights from
perturbation theory. Supplementary Figure S3B shows an
example for a single crystallite oriented at 30o to the MAS axis.

As usual, motions are introduced into the Liouvillian equation
by expanding the density matrix ρ into a direct product of the
coherences (Eq. 1) and the sites corresponding to either different
intra-molecular orientations of the quadrupolar tensor or
changes in the value of Cq or η (Vold and Vold, 1991). In this
direct product, the coherent evolution acts on the coherences
confined to the same site, but with the site-dependent value of ωQ.
The motions are introduced through the matrix elements
between the same coherences belonging to different sites, thus
encoding the model of Markovian jumps between sites. Because
the rate constants of the jumps do not depend on the individual
coherences, they can be represented as elements of an exchange
matrix. The extended description applicable to the 2H CEST
experiment is given in previous work (Vugmeyster et al., 2020).

The motions induce the relaxation of the coherences. To gain
insights into the effect of motions on the 2H CEST profiles and
interplay between the values of the rate constants and MAS rate,
we consider the relaxation behavior according to a simple 2-site
exchange model with two axially symmetric tensors. The
geometry of the motions is chosen as in Figure 3A (i.e., a
jump angle of 106°) and three Cq values are considered
(Figure 5). We select several resonance offset values, several

FIGURE 4 | Simulated 2H CEST profiles in the absence of motions. The integrated intensity of all the spectral side bands normalized to intensity at T � 0 versus
offsets Ω/2π for ωRF /2π � 1.3 kHz and three chosen values of the saturation times T. Values of Cq and ωMAS/2π are shown directly on the panels. η �0 in all cases.
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MAS rates in the 10–120 kHz range, and saturation times T in
0.25–128 ms range for ωRF/2π � 1.3 kHz. For these ranges, the
magnetization decays of integrated spectral band intensities can
be approximated as single exponential. The effectiveness of the
relaxation, given by the relaxation rate RCEST , is an interplay
between several factors. First, the most effective relaxation is in a
broad region of rate constants kex between 104 and 106 s−1.
Second, the condition |Ω|/2π <Cq is necessary for effective
relaxation because it ensures significant spectral intensity at
the Ω/2π frequency. Third, the ωMAS dependence of the
relaxation rate is heterogeneous, as it depends on the values of
both Cq and Ω. For low values of Cq, the relaxation rate decreases
as ωMAS increases, while for high Cq values, this trend is observed
only for relatively high values of Ω, but is reversed for low values
of Ω. Supplementary Information S1B provides qualitative
insights into the origin of these trends. Additional
mechanisms affecting the Ŝz coherence, such as fast time-scale
motions causing longitudinal relaxation, typically lead to strongly
non-exponential magnetization decay curves and preclude the
RCEST type analysis outlined here. Instead, we focus on the CEST
profiles over the range of Ω values but for selected saturation
times T.

The sensitivity to kex can be seen directly from the simulated
CEST profiles of the 2-site exchange model for two axially
symmetric tensors, which display characteristic line
broadening when the time scale of the exchange processes falls
within the range CEST sensitivity (Figure 6). The calculations in

Figure 6 are performed with the DMS tensor parameters and
geometry of Figure 3A (i.e., Cq values of 55.3 kHz at both sites
and a jump angle of 106°) and a fixed MAS rate of 30 kHz. The
overall line broadening of the profiles falls into the 104–106 s−1

rate constant range, as expected from the analysis in Figure 5.
While ample broadening is observed in the center of this range for
all the resonance offset values, at the edges of the sensitivity
ranges, the center region for which |Ω|/2π≪Cq is differentially
broadened, especially for short saturation times. Thus, to assess
the time scales of the motions, it is critical to measure different
values of the saturation fields and saturation times to capture the
pattern of the entire profile. Another important feature is the
broadening of the coherent resonances in the presence of slow
motions and consequent differential changes in intensities
between the half- and full-integer rotary resonance conditions.
The latter can also be useful in a qualitative assessment of whether
the system falls closer to the fast or slow ends of the sensitivity
range. For example, the panels corresponding to kex � 3·103 s−1
and kex � 1·106 s−1 are qualitatively similar in the saturation
patterns, except for the first half-integer rotary resonance
behavior, which is much more broadened in the kex �
1·106 s−1 case. In general, these broadening patterns of rotary
resonances are expected to be sensitive to both the values of the
rate constants and the choice of themotional model, similar to the
Near Rotary Resonance Relaxation Dispersion effects in rotating
frame relaxation experiments (Kurauskas et al., 2017;
Krushelnitsky et al., 2018; Rovó et al., 2019). Additional 2-site

FIGURE 5 | Simulated values of RCEST versus kex shown for several selected offsets for the 2-site jump model with equivalent axially symmetric tensors, an equal
population of sites, and a jump angle of 106°. The RCEST values were obtained for integrated spectral band intensities with a single exponential approximation to the
decay curves for T in the 0.25–128 ms range. ωRF /2πwas fixed at 1.3 kHz and the four MAS rates of 10, 25, 60, and 120 kHzwere selected. The three values ofCq of 20,
55.3, and 180 kHz were chosen.
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exchange examples are shown in Supplementary Figure S4,
which includes the dependence on the MAS rate, Cq values,
and unequal populations.

Dimethyl-Sulfone Results
Before evaluating the effect of the motions on the CEST profiles of
DMS-D6 at high temperatures at which the motions are most
pronounced, we first performed the measurements at a low
temperature at which the flip motion is essentially frozen.
These measurements were done to confirm the effect of
coherent contributions, i.e., the presence of resonances at
± Ω � n

2ωMAS. Figure 7 shows the 2H CEST profiles of DMS
at 270 K with an MAS rate of either 10 or 25 kHz and using a
saturation field of 1.3 kHz and a saturation time of 3 ms. The
presence of integer rotary resonances is evident throughout the
profiles, and the first half-integer resonance (n � 1) can also be
seen. The width of the half-integer resonances is significantly
narrower than that of the whole ones (see the theoretical
considerations in SI1-A). Thus, to observe them, a dense

sampling throughout the offsets is needed. We focused the
dense sampling schedule on the n � 1 condition, i.e.
± Ω � 1 /

2ωMAS, to demonstrate the principle.
The presence of multiple resonances (i.e., the coherent

contributions shown in Figures 4, 7) in the CEST profiles at
low MAS rates precludes the quantitative interpretation of the
motional contributions of these profiles. In most cases, a
compromise needs to be found between an MAS rate high
enough not to render extensive resonance patterns and low
enough to retain a sufficient magnitude of the unaveraged
quadrupolar interaction. For DMS, we collect high temperature
data at the 25 kHz MAS rate (at 76°C, 17.6 T, 2.5 mm probe) and
60 kHz MAS rate (at 55°C, 14.1 T, 1.3 mm probe) to analyze the
sensitivity of the profiles to the flipping motion, which is
characterized by the rate constant kflip (Figure 3). The overall
strategy is to fit the experimental data to simulations as a function
of kflip to assess whether the resulting fitted values fall within the
range determined by other NMR techniques as well as evaluate the
general sensitivity of the technique.

FIGURE 6 | Simulated 2H CEST profiles for the 2-site exchange model using two axially symmetric tensors with the quadrupolar coupling constants of Cq �
55.3 kHz in both sites, equal populations, a jump angle of 106°, and values of the kex rate constant between 1·102 and 1·107 s−1. The integrated intensity of all the spectral
side bands normalized to intensity at T � 0 versus offsets Ω/2π. The simulations were performed with ωMAS/2π � 30 kHz, ωRF /2π � 1.3 kHz, 3000 powder crystallite
orientations, and three saturation times T. The offset sampling schedule was 2.5 kHz outside the rotary resonances and 250–500 Hz in the vicinity of the rotary
resonances.
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As follows from the theoretical discussion of the 2-site jump
model results (Figure 6), it is desirable to obtain the data at more
than one combination of RF field strength and saturation time to
cross-validate the fits and models. With high sensitivity samples
such as DMS, this task is relatively easy to accomplish. We collect
the data at the 25 kHz MAS rate at RF field strengths of 1.3 and
2.5 kHz and saturation times of 3 and 20 ms, with the
experimental ranges of the spin-locking fields and saturation
times mimicking those used to develop the CEST technique
under static conditions. For the faster 60 kHz MAS rate, we
utilize RF fields in the range of 1.5–4.7 kHz and saturation
times between 3 and 20 ms. Figures 8, 9 present the
experimental results corresponding to the central band. There
is a negligible difference in the profiles when the central band
results are compared with the sum of all the bands
(Supplementary Figure S5).

The data were then fitted with the two-mode motional model:
the slow 106o flip mode between two equally populated rotamers
with the corresponding rate constant kflip (Figure 3A) and fast
time-scale methyl 3-site jumps with the rate constant k3. The kflip
rate was varied and k3 value was fixed from the fits to the
longitudinal relaxation times T1. The T1 times were measured
with the inversion recovery pulse sequence and were 41 ms for
76°C and the 25 kHzMAS rate and 26 ms for 55°C and the 60 kHz
MAS rate, corresponding to 3-site jump rate constants of
4.9·109 s−1 and 3.2·109 s−1, respectively. The best-fit kflip value
for the 76°C data was between 9,000 and 10,000 s−1, whereas it

was 2,100 s−1 for the 55°C data (shown in Figure 8 as solid lines).
These are in the range found by other techniques, particularly
static 2H CEST (Au et al., 2019; Vugmeyster et al., 2019;
Vugmeyster et al., 2020). All the simulations of the profiles
included the effect of the RF inhomogeneity of the coil with
the profiles of Figure 1B the CEST profiles simulated without the
effect of RF inhomogeneity overestimated the saturation for
offsets for which the saturation extent was significant, thus
also affecting the overall shape of the profile, not only the
resulting fitted rate constant. An example of one such profile
simulated without inhomogeneity for ωRF/2π � 2.5 kHz is shown
by the dotted line in Figure 8.

The sensitivity of the fits to kflip is shown in Supplementary
Figures S6–S8, which allow us to assess the quality of the fits
using the mean absolute difference between the experimental and
simulated profiles. They demonstrate that a careful choice of RF
field and saturation time delay is needed to determine the
motional rate constant precisely. This is especially evident for
the 60 kHz MAS data for which a wider range or RF fields are
considered. At ωRF/2π � 1.55 kHz, the 3 ms saturation time
appears to be too weak to cause any significant motion
dependence, while at ωRF/2π � 2.8 and 4.7 kHz, the 5 and
20 ms saturation times both yield the desired sensitivity to the
motional parameters. The effective tensor narrowing due to the
fast MAS rate leads to the necessity of larger saturation times to
observe the motional effects.

The data also confirm the effect of the motions on broadening
the rotary resonances: the width of the full-integer rotary
resonance widths is consistent between the experiment and
simulations at both MAS rates. The half-integer resonances at
the high temperature of 76°C at which the flipping motions are
most pronounced are completely broadened for the 25 kHz MAS
rate results, in accordance with the theory. The simulations show
residual first half-integer rotary resonance peaks but these are too
small to detect in the experiment. At the lower temperature of
55°C and high MAS rate, the first half-integer resonance is clearly
visible in the data. In general, RF inhomogeneity can affect the
apparent width of the rotary resonances.

Additional insights can be obtained by focusing on the
intensities of selected offsets for several values of ωRF

(Figure 10). This type of analysis can provide further
confirmation of the model as well as point to the limits of
validity of the approximations used to model RF
inhomogeneity. In the case of DMS, at the 60 kHz MAS rate,
for offset values below 3–5 kHz at which the saturation of
intensities due to motions is most pronounced, the current
approximation used for the simulations of inhomogeneity is
likely to be somewhat imprecise. In general, however,
Figure 10 demonstrates the good agreement between the
modeled and experimental RF field strength dependence when
the RF inhomogeneity profile of the probe is taken into account.
The inhomogeneity effect is more pronounced for higher values
of ωRF as expected. The dynamic radial RF inhomogeneities
induced by sample rotation might become relevant, (Tošner
et al., 2017). They can be simulated by introducing an
additional fluctuating term along Ŝx as a function of the phase
of the MAS rotation. For the conditions of our experiment it

FIGURE 7 | Experimental 2H MAS CEST profiles for DMS-D6 at 270 K
and 17.6 T for the 1.3 kHz RF field strength and T � 3 ms. Normalized
integrated central band intensity versus resonance offset Ω/2π for MAS rates
of 10 kHz (upper panel) and 25 kHz (lower panel). The dotted lines are
shown to guide the eye.
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FIGURE 8 | 2H CEST center band profiles for DMS at the 25 kHz MAS rate. Experimental normalized integrated central band intensities I(t)/I (0) versus resonance
offsetsΩ/2π for saturation fields of 1.3 kHz (upper panel) and 2.5 kHz (lower panel) and saturation times of T �3 ms (blue circles) and T �20 ms (red circles) at 17.6 T and
76°C. The solid lines represent the best fit to the data, corresponding to kflip � 9,000 s−1 for ωRF /2π � 1.3 kHz and kflip � 10,000 s−1 for ωRF /2π � 2.5 kHz. The k3 value
was fixed at 4.9·109 s−1. The effect of RF inhomogeneity with the inhomogeneity profiles of Figure 1Bwas included as described in the text. The dotted lines in the
bottom panel show the simulations in the absence of RF inhomogeneity.

FIGURE 9 | 2H CEST central band profiles for DMS at the 60 kHz MAS rate. Experimental normalized integrated central band intensities I(t)/I (0) versus resonance
offsetsΩ/2π for the saturation fields of 1.55, 2.8, and 4.7 kHz and saturation times indicated on the panels at 14.1 T and 55°C. The right panels show the expansion of the
−20–+20 kHz offset region. The solid lines represent the best fit to the data to the model of Figure 3A with a kflip rate constant of 2,100 s−1. The k3 value was fixed at
3.2·109 s−1. The effect of RF inhomogeneity with the inhomogeneity profiles of Figure 1B was included as described in the text.
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turned out to be minor and definitely within the experimental
errors. The radial inhomogeneity effects can become more
important for the spin-locking of magnetization around the
x-axis.

Overall, the analysis of the DMS profiles demonstrates that
when the appropriate saturation conditions are satisfied, 2H
CEST under MAS is a sensitive technique for the detection of
slow time-scale motions. In comparison to methyl groups, for
aromatic rings sites and backbone Cα sites, which generally
correspond to Cq � 180 kHz, the condition for optimal CEST
sensitivity range may be shifted to higher MAS rates (see
Figure 5), as well as toward potentially higher values of the
saturation field strength. The choice of the best experimental
conditions will be ultimately governed by the tensor magnitude,
the time scales of motions, and tolerance of the sample toward the
RF-induced heating.

Aβ Fibril Results
For the Aβ fibrils labeled at the A2-CD3 site, due to the significant
narrowing of the static linewidth in the free state of the fibrils (see
the spectra in Figure 2), we choose the 10 and 25 kHz MAS
conditions. The measurements were performed at a 17.6 T field
strength using a 2.5 mm diameter probe and at 37°C. With
significantly longer data acquisition times than for DMS, the
single RF field strength of 1.3 kHz and two saturation times of 3
and 20 ms suffice (Figure 11). The overall data collection time
was 5.5 days. The profiles clearly display the presence of coherent
rotary resonances. The half-integer resonances are difficult to
observe due to the need to implement the detailed sampling
schedules necessary to catch these relatively narrow dips. We
include enough offsets to observe the n � 1 half-integer
resonances at Ω/2π � ±12.5 kHz for the 25 kHz MAS
condition to explicitly confirm their existence. The profiles are
clearly sensitive to the choice of saturation time (3 or 20 ms). The
T1 relaxation time of the A2 methyl group is 51 ms. For the
10 kHz MAS condition the width of the profile is somewhat
dependent on whether the central band or the sum of all the

bands is used. This difference is not observed for the 25 kHzMAS
condition. In the discussion of themodeling and fitted parameters
we will focus on the analysis for the sum of the intensities of all the
side-bands and return to the potential origin of the slight
differences in the profiles at the end of the section.

The modeling was performed according to the 2-state model
of Figure 3B. The diffusive motion of the N-terminal domain in
the free state is incorporated via a matrix of 192 neighboring sites
on the surface of a sphere, (Au et al., 2019), with one additional
site representing the bound state. To optimize the simulation time
for the systemwithmany exchanging sites, the additional mode of
fast methyl 3-site jumps can be included as a phenomenological
R1 term, (Vugmeyster et al., 2020), rather than introducing an
additional explicit motional frame that would triple the total
number of sites. Including 20 steps in each MAS period and using
the model of Figure 3B are computationally demanding tasks
(the details are listed in the Modeling section). The simulations
took 96 h with our computational system for each MAS rate
condition and a single set of the D and kex values with the
inclusion of the RF inhomogeneity effect of Figure 1B.

Thus, rather than calculating a comprehensive (D, kex) grid, we
retained within the main range found previously using the static
CEST and R1ρ methods: the value of D varied from 1·106 to
6·106 rad2/s, while kex varied from 1·104 to 2·105 s−1. Further,
instead of calculating all the profiles for the best-fit analysis, we
focused on a range of characteristic offset values that can capture
the widths of the pattern and resonance positions. The values
were (±2, ±4, ±6, ±8, ±14, ±16, ±24, ±26 and ±10, ±20, ±30 kHz)
for the 10 kHz MAS rate and (±2, ±4, ±6, ±8, ±10, ±16, ±18, ±20,
and ±12.5, ±25, ±50 kHz) for the25 kHz MAS rate.

The mean absolute differences of these searches are shown
in Supplementary Figure S9. There are shallow minima
around the best-fit parameters as follows: for the 10 kHz
MAS rate, the values are D� 1.7·106 rad2/s and kex �
5·104 s−1 for T � 3 ms and D � 1.7·106 rad2/s and kex �
1·105 s−1 for T � 20 ms, while for the 25 kHz MAS rate, the
values are D � 1.0·106 rad2/s and kex � 2·104 s−1 for T � 3 ms

FIGURE 10 | 2H CEST DMS central band intensities I(t)/I (0) for selected values of offsets (shown directly on the panels) as a function of ωRF /2π for T� 20 ms at the
60 kHzMAS rate and at 14.1 T and 55°C. The solid lines represent the simulations according to the model of Figure 3Awith kflip �2,100 s−1 and k3 � 3.2·109 s−1 without
the inclusion of RF inhomogeneity. The dotted lines stand for the same simulations with the inclusion of the RF inhomogeneity profiles of Figure 1B. Experimental errors
are within the sizes of the symbols and were obtained as standard errors from three repeated measurements.
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FIGURE 11 | Experimental 2H CEST profiles of the Aβ1-40 fibrils labeled at the A2-CD3 side chain. The normalized integrated intensities I(t)/I (0) of the central band
(red circles) are compared with the intensities of all the spectra bands shown in the spectra of Figure 2 (black circles) and are plotted as a function of the offsetsΩ/2π. The
saturation times and MAS rates are shown directly on the panels. The intensities I(t)/I (0) are plotted as a function of the offsets Ω/2π. Data were collected at 17.6 T and
37°C with ωRF /2π � 1.3 kHz and an MAS rate of either 10 or 25 kHz.

FIGURE 12 | 2H CEST profiles of the Aβ1-40 fibrils labeled at the A2-CD3 side chain corresponding to the intensities of all the bands (shown in the spectra of
Figure 2) at the 10 and 25 kHz MAS rates. The experimental normalized integrated summed intensities of all the bands I(t)/I (0) versus resonance offsets Ω/2π for
ωRF /2π � 1.3 kHz and T �3 ms (blue circles) and T �20 ms (red circles). The lines represent the best fit to the data according to the model of Figure 3Bwith the following
parameters: 10 kHz MAS rate (D � 1.7·106 rad2/s, kex � 5·104 s−1) for T � 3 ms and (D � 1.7·106 rad2/s, kex � 1·105 s−1) for T � 20 ms; 25 kHz MAS rate
(D � 1.0·106 rad2/s, kex � 2·104 s−1) for T � 3 ms and (D � 1.7·106 rad2/s, kex � 3·104 s−1) for T � 20 ms. Data were collected at 17.6 T and 37°C. The effect of RF
inhomogeneity with the inhomogeneity profiles of Figure 1B was included as described in the text.
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and D � 1.7·106 rad2/s and kex � 3·104 s−1 for T � 20 ms. These
fits are demonstrated in Figure 12 by the solid lines. There is a
positive correlation between the D and kex values, which can be
rationalized by the fact that fast diffusion narrows the overall
CEST pattern, whereas relatively slow conformational
exchange widens it. This correlation, which was also noted
and analyzed in more detail for the static case, (Vugmeyster
et al., 2020), leads to the whole subset of relatively comparable
(D, kex) pairs in terms of the quality of the fits. The shallow
minima chosen for the profiles in Figure 12 are the result of the
compromise between matching the overall width of the pattern
across all the offsets and the intensities at the coherent
resonances. We have performed fits for individual data sets
rather than the combined fit in order to determine the ranges
of acceptable parameters within the limitation of the model
and correlations between the fitted value of D and kex. If the
global fit is performed (Supplementary Material S10), the
best-fit parameters are D � 1.7·106 rad2/s, kex � 3·104 s−1.

The presence of rotary resonances in the data is not trivial,
as it confirms from another angle the existence of the slow
conformational exchange between the free and bound states of
the fibrils. As demonstrated in Supplementray Figure S11,
the diffusion mode alone can match the width of the narrow
central region in the −6–+6 kHz range. However, it not only
misses the overall outer width and shape of the pattern [which
was also observed for the static data, see Supplementray
Figure S5 of prior work (Vugmeyster et al., 2020)], but also
broadens any traces of the coherent resonances.
Supplementray Figure S12 demonstrates the alternative fits
for the 10 kHz MAS rate, T� 20 ms profile using three (D, kex)
pairs, including the best-fit profile of Figure 12. The
parameters (D � 6.0·106 rad2/s, kex � 2·105 s−1) lead to a
comparable quality of the overall fit judging by the grid
search. However, the dips in intensities at the resonance
positions are underestimated compared with the best fit
results of Figure 12. By contrast, the parameters (D �
1.0·106 rad2/s, kex � 5·104 s−1) capture the intensities at the
resonances somewhat better at the expense of matching the
overall width of the pattern. Thus, the optimal values of kex for
observing the existence of coherent resonances fall into the
3–5·104 s−1 range. For the 25 kHz MAS rate and T� 20 ms
profile, Supplementray Figure S12B shows how the intensity
at the first resonance varies for different pairs of (D, kex).
While none of them capture the experimental intensity
directly, the closest match is seen for kex in the 2–5·104 s−1
range, while there is relatively weak dependence on the value
of D. As half-integer rotary resonances could be difficult to
observe, for most cases of low sensitivity samples the
observation of the first full-integer resonance’s intensity
and width will be sufficient for constraining the model and
its parameters.

Our fits clarify that the model is far from perfect in catching
the exact intensities at the resonances. The first half-integer
resonances evident in the experimental data are completely
absent for both MAS conditions and the first integer
resonance is underestimated. This implies that the exchange
processes in the fibrils are likely to be more complex than in the

simplified model of Figure 3B. Nonetheless, within the
precision of the analysis, we confirm the qualitative presence
of the conformational exchange and its time scale. Another hint
that our model is an oversimplification is suggested by the slight
discrepancy between the CEST profiles of the central band and
profiles for the sum of all the bands in the 10 kHz MAS data of
Figure 6. These discrepancies may reflect the existence of more
complex ensembles of free and bound states of the N-terminal
subdomain of the fibrils. A previous combined analysis of static
2H NMR CEST, rotating frame R1ρ rates, and QCPMG data of
the N-terminal subdomain indicated a complex conformational
space, corresponding to an ensemble of conformations for the
free state in exchange with a single bound state (Au et al., 2019;
Vugmeyster et al., 2019; Vugmeyster et al., 2020). The ensemble
is characterized by clusters of D values around 1–3·106 rad2/s,
and 1·108 rad2/s, with corresponding kex values clustered in
0.1–1·105 and 1–3·106 s−1. The values from the new MAS
measurements are in line with these previously determined
ranges.

The overall strategies presented for DMS and Aβ fibrils will
hold for a variety of biological systems including protein
aggregates, complexes, and crystals. Simpler NMR
measurements such as line shape analysis can serve as a
complementary tool to narrow some of the expected time
scale ranges. The determination of the models for this
complex systems should start with the simplest scenarios of
limited number of exchanging sites, and increase in the level
of complexity when governed by the experimental data. Future
improvements in the speed of computations are expected to
greatly benefit model selection procedures.

CONCLUSION

The analyses of the results of DMS-D6 with a simple 2-site
rotameric flip model with known parameters as well as the
Aβ1−40 fibril sample with a complex model previously
assessed by other techniques indicated that the 2H CEST
experiment can quantify the slow motional modes in rotating
solids. For the best precision and motional model
development, it is desirable to perform the measurements
for more than one combination of the saturation fields and
saturation times. Special attention should be paid to the
examination of the experimental and simulated intensities
at rotary resonance positions, as they can pinpoint to details
of motional regimes and mechanisms. This is an additional
strength of rotating versus static approach. Assessing probe
RF inhomogeneity can be important for improving the
accuracy of the results. For low sensitivity protein samples
with complex models, MAS rates, saturation field strength,
and saturation times must be selected carefully to optimize
data collection strategies. Further, the explicit modeling
procedures for complex models have to be computationally
optimized to render them friendly for model and parameter
selection. Once these strategies are in place, the 2H CEST
technique can be a powerful tool for studies of protein
dynamics.
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Structural Polymorphism of Chitin and
Chitosan in Fungal Cell Walls From
Solid-State NMR and Principal
Component Analysis
Liyanage D. Fernando1‡, Malitha C. Dickwella Widanage1‡, Jackson Penfield2,
Andrew S. Lipton3, Nancy Washton3, Jean-Paul Latgé4†, Ping Wang5, Liqun Zhang2 and
Tuo Wang1*

1Department of Chemistry, Louisiana State University, Baton Rouge, LA, United States, 2Department of Chemical Engineering,
Tennessee Technological University, Cookeville, TN, United States, 3Environmental Molecular Sciences Laboratory, Pacific
Northwest National Laboratory, Richland, WA, United States, 4Unité des Aspergillus, Département deMycologie, Institut Pasteur,
Paris, France, 5Department of Microbiology, Immunology and Parasitology, Louisiana State University Health Sciences Center,
New Orleans, LA, United States

Chitin is a major carbohydrate component of the fungal cell wall and a promising target for
novel antifungal agents. However, it is technically challenging to characterize the structure
of this polymer in native cell walls. Here, we recorded and compared 13C chemical shifts of
chitin using isotopically enriched cells of six Aspergillus, Rhizopus, and Candida strains,
with data interpretation assisted by principal component analysis (PCA) and linear
discriminant analysis (LDA) methods. The structure of chitin is found to be intrinsically
heterogeneous, with peak multiplicity detected in each sample and distinct fingerprints
observed across fungal species. Fungal chitin exhibits partial similarity to the model
structures of α- and γ-allomorphs; therefore, chitin structure is not significantly affected
by interactions with other cell wall components. Addition of antifungal drugs and salts did
not significantly perturb the chemical shifts, revealing the structural resistance of chitin to
external stress. In addition, the structure of the deacetylated form, chitosan, was found to
resemble a relaxed two-fold helix conformation. This study provides high-resolution
information on the structure of chitin and chitosan in their cellular contexts. The
method is applicable to the analysis of other complex carbohydrates and polymer
composites.

Keywords: chitin, chitosan, solid-state NMR, fungi, cell wall, Aspergillus, Candida, principal component analysis

INTRODUCTION

Chitin is the second-most abundant biopolymer in nature, only behind cellulose. Widely distributed
in different organisms, chitin is often found as a supportive and protective component of the body
armor (namely the exoskeleton) in arthropods and the cell walls of fungi and some algal species
(Pillai et al., 2009; Rinaudo, 2006). The structures of chitin and its largely deacetylated form called
chitosan have similarity to the organization of cellulose (Heux et al., 2000; Jarvis, 2003; Okuyama
et al., 2000; Rinaudo, 2006; Saito et al., 1987). All these three polysaccharides are linear polymers of
β-1,4-linked glucoses or their amide derivatives. Structurally, the hydroxyl group at position C-2 of a
glucopyranose unit is replaced by an acetamido or an amino group, changing to the
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N-acetylglucosamine (GlcNAc) unit in chitin and the
glucosamine (GlcN) residue in chitosan (Figure 1A). Chitin
and chitosan, especially the latter, have also drawn
tremendous attention due to their promising applications as
polymer scaffolds for tissue engineering, wound dressing, drug
delivery, and pharmaceuticals (Jayakumar et al., 2010).

The amide and carbonyl groups in chitins drive the formation
of hydrogen bonds and crystalline fibrils. X-ray crystallography
has reported three chitin allomorphs, with substantial variation in
the chain orientation and the hydrogen-bonding pattern
(Sikorski et al., 2009; Yui et al., 2007). Adjacent chains are
packed in an antiparallel or parallel way in the α- and
β-forms, respectively (Figure 1B). The third type of structure,
γ-chitin, can be considered as a mixture of parallel and
antiparallel packings, but sometimes it is treated simply as a
variant of the α-allomorph (Rinaudo, 2006). The structure of
α-chitin is stabilized simultaneously by intra-chain O-H. . .O and
inter-chain N-H. . .O hydrogen bonding (Figure 1C) (Kameda
et al., 2005; Deringer et al., 2016). The former is a hydrogen bond
consistently observed in all three allomorphs. The latter is
relatively rare in the γ-form and is absent in the β-chitin
(Kameda et al., 2004; Sawada et al., 2012a; Sawada et al.,
2012b). The coexistence of inter- and intra-chain hydrogen
bonds has made α-chitin the most stable, ordered, and tightly
packed structure, widely found in arthropods, Porifera, Bryozoa,
and fungi (Ehrlich et al., 2007; Ehrlich et al., 2017). β- and

γ-allomorphs are less common: the former can be found in
diatoms and cephalopods, while the latter was reported in
beetles and loligo species (Brunner et al., 2009; Kaya et al.,
2017). The currently available information on chitin structure
was obtained using highly crystalline materials isolated and
purified mainly from marine sources. Although chitin is also a
major fungal polysaccharide (Erwig and Gow, 2016; Gow et al.,
2017), our understanding of its structural characteristics in the
fungal cell wall remains inadequate.

Biochemical assays have revealed that chitin, β-glucan, and
mannan are held together by covalent linkages in the human
pathogen Aspergillus fumigatus, forming the core of the cell wall
(Latge, 2007; Latgé and Chamilos, 2020). This structural module
is resistant to alkali treatment and therefore has been proposed as
the central scaffold of fungal cell walls (Latgé et al., 2017).
Recently, we have employed high-resolution solid-state NMR
methods to investigate the structure of biomolecules in the intact
cells of A. fumigatus (Kang et al., 2018; Zhao et al., 2020).
Unexpectedly, we identified three major types (and in total
eleven subtypes) of GlcNAc units, as resolved from their
distinct 13C and 15N chemical shifts, which are indicators of
structural variations (Kang et al., 2018). These chitin forms were
found to be extensively associated with each other inside chitin
microfibrils as shown by their strong inter-residue interactions.
These findings have unveiled the surprisingly high structural
polymorphism of chitin in its cellular environment and raised

FIGURE 1 | Representative structures and NMR signals of chitin. (A) Substitutions at the C2 position for chitin and chitosan. (B) Polymorphic types (α, β, and γ) of
chitin showing different chain orientations. Black marks denote the non-reducing ends of chains. (C) Hydrogen-bonding patterns of different chitin allomorphs. Blue and
red dash lines indicate intra-chain and inter-chain hydrogen bonds, respectively. The antiparallel chains in α and γ chitins are in grey. The hydroxyl at C3 is not shown to
make the structure less complex. The structural schemes are adapted from (Rudall, 1963; Kameda et al., 2005; Sawada et al., 2012a). (D) 2D 13C-13C correlation
spectra simulated using literature-reported chemical shifts on model samples (Supplementary Table S2). Representative C4-2 and C3/5-2 regions were shown for
single-quantum (SQ)-SQ correlation spectra. The C4 and C5 region is also shown for a double-quantum (DQ)-SQ correlation spectrum. α, β, and γ are represented in
red, yellow, and blue respectively. Contour lines represent the number of data sets used (and the number of overlapped peaks).
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three unresolved questions related to the chitin structure. First, is
the structure of chitin in the fungal cell wall similar to the
crystallographic structures determined using standard samples?
Second, is there any dependence between the chitin structure and
the fungal type? Third, is chitin structure modulated by external
stresses such as antifungal drugs and hypersaline environments?

To answer these questions, we compared the 13C chemical
shifts of chitins identified in the cells prepared from three
Aspergillus species (Aspergillus fumigatus, A. nidulans, and A.
sydowii), Rhizopus delemar, and two Candida pathogens (C.
albicans and C. auris), following exposure to various
antifungal drugs and salt concentrations. All these fungal
species investigated here are significant human pathogens
causing life-threatening infections in immunodeficient
individuals and known to display different chitin composition
in their cell walls (Brown et al., 2012; Latge and Calderone, 2006).
Root mean square deviation (RMSD) heatmap, principal
component analysis (PCA), and linear discriminant analysis
(LDA) of chemical shifts were performed for the comparison
of 62 chitin forms. Most fungal chitins align well with literature-
reported α- and γ-allomorphs but deviate substantially from the
β-form. The structure of chitin proved robust, remaining
unaffected even under high salinity or in the presence of
antifungal drugs, caspofungin and amphotericin B (AmB). In
addition, chitosan was also identified in R. delemar and A.
sydowii. Comparison of the literature-reported and our
observed chemical shifts showed that most chitosan molecules
are closely related to the Type-II salt model compound that has a
relaxed two-fold conformational structure. This study presents a
widely applicable research strategy for evaluating the structure of
cellular carbohydrates and provides the structural basis for
developing chitin-targeting antifungal agents.

MATERIALS AND METHODS

Preparation of 13C, 15N-Labeled Fungal
Cells
In total, nine 13C,15N-labeled samples were prepared for six
fungal species including A. fumigatus, A. nidulans, A. sydowii,
C. albicans, C. auris, and R. delemar following a recently
established protocol (Kirui et al., 2019). To examine the
potential effect of antifungal drugs on chitin structure, three
parallel batches were prepared for A. fumigatus: without drug,
with caspofungin (2.5 µg/ml: above the minimum inhibitory
concentration), and with AmB (2.5 µg/ml). To examine if salt
concentration and osmotic pressure affect chitin structure, two
batches of materials were prepared for the seawater inhabitant A.
sydowii, with 0.5 and 2.0 M NaCl to represent optimal and high
salinity conditions, respectively (Perez-LIano et al., 2020). Briefly,
uniformly 13C,15N-labeled materials were obtained by culturing
the fungi in modified minimum liquid media containing
13C-glucose as the sole carbon source. The nitrogen sources
are different for various fungal species, with 15N-sodium
nitrate for A. fumigatus and A. nidulans, 15N-ammonium
nitrate for A. sydowii, and 15N-ammonium sulfate for C.
albicans, C. auris, and R. delemar. All these species are able to

grow on inorganic nitrogen sources and were cultivated
alternatively on ammonium or nitrate salts. The cultures were
incubated at the optimum temperatures of 25–31°C for respective
fungal species. The culture duration was 3 days for A. fumigatus,
A. nidulans, R. delemar,C. albicans, andC. auris, and 7 days forA.
sydowii. Fungal materials were then collected by centrifugation at
7,000 × g for 20 min. The harvested fungal pellets were washed
thoroughly using phosphate buffered saline (pH 7.4) to remove
small molecules and reduce the ion concentration. For each
sample, approximately 30 mg of the hydrated whole-cell
material was packed into a 3.2 mm magic-angle spinning
(MAS) rotor for solid-state NMR characterization.

Solid-State NMR Experiments
All the high-resolution solid-state NMR data were collected on a
Bruker 800MHz (18.8 Tesla) Bruker Avance III HD spectrometer
at the National High Magnetic Field Laboratory (Tallahassee, FL)
and a Varian VNMRS 850MHz (19.9 Tesla) spectrometer at the
Environmental Molecular Sciences Laboratory (EMSL; Richland,
WA). The experiments were conducted in 3.2 mm MAS HCN
probes under 12–13.5 kHz MAS at 290–293 K. The 13C chemical
shifts were externally referenced to the adamantane CH2 signal at
38.48 ppm on the tetramethylsilane scale. The 15N chemical shifts
were referred externally through the methionine nitrogen peak
(127.88 ppm) in the model peptide formyl-Met-Leu-Phe (MLF).
Typical 1H radiofrequency field strengths 50–83 kHz and
50–62.5 kHz for 13C. The 13C chemical shifts were recorded
using the 2D Dipolar-Assisted Rotational Resonance (DARR)
experiment with a 100-ms mixing time and the 2D 13C-13C
COmbined R2vn -Driven (CORD) sequence with a 53-ms mixing
time (Hou et al., 2013). 2D 15N-13C N(CA)CX heteronuclear
correlation spectra were measured to detect chitin amide signals
(Pauli et al., 2001). The N(CA)CX spectrum was recorded using a
0.6-ms 1H-15N cross polarization (CP), a 5-ms 15N-13C CP contact,
and a 100-msDARRmixing time. The experimental and processing
parameters used for 2D 13C-13C and 13C-15N spectra are
summarized in Supplementary Table S1. Resonance assignment
was facilitated by comparison with previously reported chemical
shifts indexed in a carbohydrate database (Kang et al., 2020), which
distinguish chitin from glucans and other nitrogenated
polysaccharides. To compare the chemical shift differences in
different chitin forms observed in fungi and from different
model samples, a heat map was constructed from the root-
mean-square deviation (RMSD) values calculated using the
comparison of the literature-reported and observed chemical
shifts with normalization by the total number of carbon atoms
in a monomer (i.e., 8 for chitin carbons of C1-C6, CO, and CH3).
Similar approaches are also used for comparing different forms of
fungal chitin. Good correlations give low RMSD values.

Principal Component Analysis and Linear
Discriminant Analysis
We conducted PCA to facilitate the analysis of the species- and
condition-dependent data of chitin chemical shifts. PCA is a form
of multivariate analysis employed to reduce the many correlated
variables to just a few new variables (the principal components)

Frontiers in Molecular Biosciences | www.frontiersin.org August 2021 | Volume 8 | Article 7270533

Fernando et al. Structural Polymorphism of Fungal Chitin

38

https://www.frontiersin.org/journals/molecular-biosciences
www.frontiersin.org
https://www.frontiersin.org/journals/molecular-biosciences#articles


that describe most of the variation in a dataset. Recently, PCA has
been successfully employed to provide valuable insights on
chemical shift data for small molecules (Tasic et al., 2002) and
proteins (Kazumasa and Goto, 2007; Sakurai et al., 2019). The
PCA was first conducted using MATLAB for the entire dataset
from both the available literature and freshly measured spectra
(Supplementary Tables S2, S3). A 62 × 8 matrix was composed,
with each row representing a different chitin form identified in
the NMR spectra, and each column corresponding to the
chemical shifts observed for a 13C atom at a particular
location in the chitin structure. Similarly, PCA was also run
separately for three subsets of chitin chemical shift data to
compare 1) only the data from fungal chitin, 2) drug-free and
drug-treated samples, and 3) optimal and high salinity
conditions. For each PCA, a singular value decomposition
(SVD) analysis was performed on the data matrix to generate
orthogonal eigenvectors with values known as “loadings” or
“PCA coefficients” arranged in a matrix by column. Loadings
are normalized and used to describe the contribution made by
each chemical shift, while the magnitude of the eigenvector shows
how much of the variance in the data is explained by each
eigenvector. The largest eigenvector defines the axis principal
component 1 (PC1), and the next largest one defines PC2, etc.
Each NMR dataset can be given a score based on the loadings and
is projected onto the principal axes to show how the chemical
conditions in that sample affect the observed chemical shifts.
Samples of molecules within similar chemical environments are
expected to cluster together in the “PC-space” if the dimension-
reduction is successful. Because loadings describe a linear
combination of the original variables, the relationship between
the mean-centered data, score, and loadings are the matrix
product: [PC score] � [data] × [PC loadings].

In addition, we performed linear discriminant analysis (LDA)
to identify the factor that distinguishes the chitins produced in
Candida species and other fungi. LDAwas performed on the PCA
scores, which provide linear discriminant (LD) loadings and LD
scores. The scores of observations in separate classes fall
approximately into a normal distribution with as little overlap
with other classes as possible. The addition of more classes
requires additional linear discriminants. Similar to PCA, the
relationship between LD scores and LD loadings is: [LD score]
� [data] × [LD loadings].

RESULTS AND DISCUSSION

Solid-State NMR Fingerprints of Chitin in
Fungal Cell Walls
Solid-state NMR has been widely applied to differentiate the
hydrogen-bonding patterns, identify the type of chitin, and
determine the degree of acetylation of chitin and chitosan (by
tracking the intensities of CO and CH3 peaks) in model samples
(Tanner et al., 1990; Heux et al., 2000; Kameda et al., 2004; Kono,
2004; Kasaai, 2010; King et al., 2017). The spectroscopic
signatures of model chitin allomorphs are summarized in
2D13C-13C correlation spectra simulated and plotted using
literature-reported chemical shifts (Supplementary Table S2)

(Jang et al., 2004; Kono, 2004; Tanner et al., 1990; Brunner et al.,
2009; Kaya et al., 2017; Kolbe et al., 2021) (Figure 1D). α-chitin
has its C3 and C5 peaks distributed as two separated regions
(72–73.7 and 75.4–76 ppm like a doublet) while most β-chitins
have characteristic C3 and C5 signals sharply clustered in the
74–76 ppm region. The signals of γ-chitin are mixed with those of
α- and β-allomorphs, with better alignment to the α-form. The
same trend is retained in the double-quantum (DQ)-SQ
correlation spectrum. The INADEQUATE spectrum, with an
example shown in Supplementary Figure S1, was not explicitly
used in this study but have been frequently measured for
characterizing cellular samples.

Different from the model compounds, analysis of cellular
systems using solid-state NMR spectroscopy has remained
challenging due to the coexistence of a large variety of
biomolecules, whose signals often exhibit significant overlap
(Poulhazan et al., 2018; Narasimhan et al., 2019; Kelly et al.,
2020; Zhao et al., 2020; Reif et al., 2021). Fortunately, the
presence of nitrogen in the amide group has made chitin
chemically unique among the structural polysaccharides in
the cell wall. At the same time, the nitrogenated sugars in
the intracellular content have already been filtered out using
CP-based methods, which remove the signals of mobile sugars
but selectively highlight the stiff molecules in the cell wall. The
15N chemical shifts (∼128 ppm) and the unique 13C chemical
shift of the nitrogen-linked carbon 2 (54–56 ppm) are the
characteristic signals of chitin for initiating the resonance
assignment. High-resolution 2D 13C-13C and 15N-13C
correlation spectra collected on freshly prepared A. fumigatus
mycelia resolved the signals of six major types of chitins (type
a–f), together with two forms with some carbon sites being
ambiguously assigned (types g and h) (Figure 2A;
Supplementary Figure S2). The 13C full width at half
maximum (FWHM) linewidth is in the range of 0.5–0.7 ppm
for the chitin in native cell walls.

The C5-C4 and C3-C4 cross-peaks showed comparable
spectral patterns among the three Aspergillus samples,
indicative of structural similarity (Figure 2B). R. delemar,
however, had more extensive signals in this spectral region
due to its uniquely high content of chitin and chitosan
molecules (Melida et al., 2015; Ghormade et al., 2017; Lecointe
et al., 2019). The spectra of C. albicans and C. auris looked alike,
but their spectral patterns differ from the other filamentous fungi
studied. Comparing to α and γ chitin, the characteristic signals of
β-chitin were less overlapped with the spectra of all the fungal
samples. Chains in β-chitin are arranged in a parallel way, with
only intramolecular H-bonds. This results in a unique and less
tightly packed structure for β-chitin, which is swollen in water
and exhibiting high reactivity. Most of the literature-reported
chemical shifts (Supplementary Table S2) from the α-allomorph
are enclosed in the spectral envelope of the fungal samples studied
here. Still, the expected signals of β-chitin mostly fell out of the
spectral region.

Caspofungin inhibits the β-1,3-glucan synthesis, but when
above the minimal inhibitory concentration, it causes a
paradoxical effect enhancing the production of chitin to
compensate for the loss of β-1,3-glucan (Loiko and
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Wagener, 2017). Consistently, the intensities of chitin peaks
were enhanced relative to other cell wall components
(Supplementary Figure S3), but no major changes were
observed in the chemical shifts (Figure 2C). Therefore, the
increased amount of chitin has insignificant effects on the
structure of this molecule. Similarly, the addition of AmB that
targets ergosterol in fungal membranes (Anderson et al., 2014)
only redistributed the intensities among chitin subtypes
without inducing new signals (Figure 2D) The robustness
of the chitin structure is further confirmed by the
comparable signals observed in the saprophytic A. sydowii
samples cultured with either optimal or high salinities
(Figure 2E) (Perez-LIano et al., 2020). Although chitin
structure altered moderately among different fungi, it
remained resistant to these external stresses
(Supplementary Tables S4, S5). These observations are not
surprising because AmB and caspofungin do not directly target
chitin. Nikkomycin is the most notable chitin synthesis
inhibitor and is thus of significant interest for further
investigations (Steinbach and Stevens, 2003; Nix et al., 2009;
Li et al., 2019). Recently combinatorial biosynthetic
approaches have been used integrating echinocandin and

chitin inhibitors which show potent antifungal activity (Li
et al., 2019).

Comparison of Chitin Structures Using
Chemical Shift Analysis
We compared the 13C chemical shifts obtained on the 45 chitin
forms in nine fungal samples (Supplementary Table S3) with the
17 datasets reported in the literature (Supplementary Table S2)
(Jang et al., 2004; Kono, 2004; Tanner et al., 1990; Brunner et al.,
2009; Kaya et al., 2017; Kolbe et al., 2021), generating a chemical
shift RMSD heatmap (Figure 3). The 45 subforms identified and
assigned in the intact fungal cell wall include eight chitin forms
(a–h) in drug-free A. fumigatus, six forms (a–f) in each of the
two A. fumigatus samples treated with either caspofungin or
amphotericin B, four chitin forms (a′-d′) in A. nidulans, five
forms (A–E) in each of the two A. sydowii samples cultured with
0.5 M or 2 MNaCl, three chitin forms (i,k) in R. delemar, and four
chitin forms (l-o) in each of the two Candida samples. Each of the
765 comparisons was represented by an RMSD value based on
16 13C chemical shifts of C1-C6, CO, and CH3 from two different
chitin forms. Similar methods have been used to compare the

FIGURE 2 | Peak multiplicity of chitin in different fungi. (A) Representative signals of different chitin types in A. fumigatus. 13C-13C (top) and 15N-13C (bottom)
correlation spectra resolved different forms of chitin molecules. Chitin forms with all carbon sites unambiguously resolved are labeled in red (types a–f), while the
ambiguous forms are in blue (types g and h), with the ambiguous (partially resolved) carbon sites underlined. (B)Comparison of chitin signals in different fungi. The C5-C4
and C3-C4 regions are shown. Colored dots denote the data from three crystalline forms of chitin: α-chitin (red), β-chitin (yellow), and γ-chitin (blue). (C) 2D 15N-13C
and 13C-13C correlation spectra of A. fumigatuswithout drug (apo; black) and with caspofungin treatment (orange). (D) 2D 13C-13C spectra of A. fumigatuswithout drug
(apo; black) and with amphotericin B (AmB; blue). (E) Overlay of 2D 13C-13C correlation spectra collected on two A. sydowii samples cultured with 0.5 MNaCl (black) and
2 M NaCl (magenta).
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FIGURE 3 | 13C chemical shift RMSD map comparing chitin structure. Data were compared between the observed 45 chitin forms in nine fungal cell walls (x-axis)
and the three crystalline forms reported by literature (y-axis). Data from six fungal species were shown, including three species of Ascomycetes (A. fumigatus, A nidulans
and A. sydowii), a sample from Zygomycetes (R. delemar), and two Ascomycetes yeast species (C. albicans and C. auris). Most chitin types showed similarity to α-chitin
form. The color scale is shown, with units of ppm. Good correlation with RMSD less than 0.5 ppm (within NMR linewidth) are in dark blue. The forms with certain
ambiguous carbon sites are labeled in italics and grey. The chemical shift values used for the analysis are provided in Supplementary Tables S2, S3.

FIGURE 4 | Principal component analysis of chitin chemical shifts. (A) Variance explained by each principal component (PC). (B) PCA scores for chitin NMR
chemical shifts projected onto principal component 1 (PC1) vs. PC2 vs. PC3. Model chitin allomorphs (α, β, and γ-types) are shown using squares while chitin forms
identified in fungal cell walls are presented using circles. Shaded regions in red and yellow are used to enclose α- and β-type chitins, respectively. The shaded region in
grey mainly contains data from Candida species. Data from different model samples and fungal species are color-coded. Arrows in orange, blue, and magenta
represents the changes induced by caspofungin (Caspo.), the amphotericin B (AmB), and NaCl (from 0.5 to 2.0 M), respectively. (C) PCA scores of chitin chemical shifts
projected onto PC1 and PC2 proving a better visualization of most chitin forms. (D) Loadings for each PC. Asterisks indicate the most pronounced differences for PC1
and PC2.
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NMR data collected on other fibrillar biomolecules including
cellulose and amyloid fibrils (Elkins et al., 2016; Wang et al., 2016;
Qiang et al., 2017). We found that fungal chitin correlated
relatively well with α-chitin. Small RMSD values below the
spectroscopic resolution (0.5 ppm) were observed for some
datasets of A. fumigatus and C. albicans. Reasonable
correlations between the cell wall chitin and the γ-chitin
model structure were also noted, which can be understood by
treating γ-chitin as a derivative of α-chitin due to their structural
similarities. In contrast, β-chitins failed to correlate with our
observations, with large RMSD typically in the range of
0.7–1.6 ppm. Exceptions were observed for R. delemar
(Figure 3), suggesting the formation of structurally unique
chitin domains in this fungus.

The NMR chemical shift data were subjected to PCA. As a
dimension-reduction analysis tool, a useful PCA result
necessitates that the importance of each consecutive PC
declines rapidly. PCs are constructed by the SVD algorithm in
an unsupervised manner, beginning with a new axis that
maximizes the variance of all data points when projected onto
it, then constructing orthogonal axes according to the same
criteria. The eigenvectors returned from the SVD calculation
are shown in Figure 4A, with the sum normalized to 100,
showing the percent of variance in the data explained by each
PC. With the first three PCs explaining 70% of the variance in the
data, a safe majority of the variance is now explained in those
three variables, and the first three PCs should be able to account
for the major factors contributed to the chemical shift.

The 3D PCA score plot composed using the first three PCs
(Figure 4B) illustrates the relationship between each chitin sample in
the PC space. Consistent with the heatmap representation, principal
component 1 (PC1) primarily differentiated the α and β chitin
standards, with the γ-chitin standards more closely associated with
the former. This is more clearly recognizable in the 2D presentation
of PC1 vs. PC2 (Figure 4C), that the spreading of α and β chitins are
on the negative side and positive sides of PC1, respectively. We only
observed a relatively small amount of stretching of β-chitins to the
negative side. In addition, γ-chitin are distributed mostly to the
α-chitin side. Therefore, it is likely that PC1 can sense the difference
in hydrogen bonding and chain-packing. This is confirmed by the
loadings where the first principal component experiences the most
significant change at the carbonyl group (Figure 4D). Together, PC1
and PC2 can clearly resolve most forms of β-chitins as a self-isolated
group. Candida chitins and β-chitins show up on the two extreme
positions of PC2, with scores distributed somewhat evenly between
−1 and 1 of PC2 and PC3.

The PCA loadings shown in Figure 4D are the weight given to
each original variable (chemical shifts) in the linear combination
that defines each PC, from which one can gather the relative
magnitude and direction (as indicated by the sign) of change in
those variables expected to occur over positive displacement in
the respective PC score. The loadings show that while PC1 is
mostly concerned with the carbonyl, PC2 focuses on the C1 atom,
while PC3 and PC1 focus on C4 atom that also (together with C1)
participates in the glycosidic linkages of chitin molecule.

To only focus on fungal chitin, we conducted a separate PCA
by excluding the data from α, β, and γ model allomorphs

(Supplementary Figure S4). PCA scores for all fungi chitins
indicate that similarities between chitins within a single fungal
species are sparse, as many allomorphs of the same species can be
found at opposite extremes of both PC1 and PC2, accounting
together for almost 60% of variation. Two other PCAs were
conducted to respectively focus on the effect of drug and salt
conditions (Supplementary Figures S5, S6). It should be noted
that the changes caused by antifungal drugs and increased salinity
are trivial when compared with the large structural dispersion of
native chitin molecules.

In addition, partial structural similarities were noted for some
chitin subtypes residing in different fungal strains (Figure 5A).
ForA. fumigatus, a few reasonably good correlations can be found
with A. nidulans and A. sydowii, Candida species, and R. delemar.
These observations revealed the partial alignment of chitin
structure in different species. The best correlation was found
between the type-d chitin of A. fumigatus and the type-D form of
A. sydowii, with a small RMSD (0.19 ppm) well below the NMR
linewidth. Just like the Aspergillus samples, R. delemar is also a
filamentous fungus, but it exhibited only a single modest
correlation with Aspergillus species, indicating the structural
uniqueness of the chitin produced in R. delemar.

The Candida samples prepared in this study were grown only
as a yeast form. The two Candida species are highly similar to
each other, with small RMSD values (0.16–0.32 ppm) when
comparing each type of chitin between two Candida species.
For example, the RMSD is 0.16 for the comparison of type-m
chitins in C. albicans and C. auris. The RMSD is similarly good
for the comparisons of type-n (0.21 ppm) and type-l (0.26 ppm)
chitins, and only slightly larger for the type-m form (0.32 ppm).
In contrast, the filamentous fungi (Aspergillus and Rhizopus
species) studied here only exhibited partial similarities to the
Candida species. It is possible that filamentous fungi require for
their hypha a specific form of chitin because the strength to hold
the tube-shaped mycelium should be different and stronger than
holding a balloon shape like a yeast.

The results also aligned with the number and families of chitin
synthase (CHS) genes seen in these species. In yeasts (Candida
and Saccharomyces for example), 3 to 4 CHS genes have been
encountered belonging to the families I, II and IV. In Aspergillus
and Rhizopus, however, 9 to 23 genes have been found and they
not only belong to the three classes (I, II and IV) that were also
identified in yeasts, but also have contributions from additional
classes (III, V, VII, VI or VIII) (Lenardon et al., 2007; Ma et al.,
2009; Muszkieta et al., 2014).

To directly identify the structural factor that differentiates the
chitin types in yeasts and filamentous fungi, we conducted linear
discriminant analysis (LDA). Different from the PCA method
described above, LDA is a supervised learning method. LDA can
pinpoint the variables that distinguish between the observations
that have already been arranged into classes by their properties of
interest. Here, we categorized the data into two separate classes to
distinguish Candida strains (grown as yeasts) from other fungal
species (grown as mycelium), which produced a linear
discriminant (Figure 5B). Their probability distributions
(Figure 5C) only overlapped slightly, and the loadings
(Figure 5D) indicated that Candida chitin and the chitins of
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other fungal species could be best distinguished by the chemical
shifts of C2 and CH3, thus revealing the key sites for tracking
fungal chitin structure.

The results provided three structural implications. First, the
structure of chitin is highly polymorphic in fungal cell walls. At this
moment, it is unclear whether the observed polymorphism is related
to the diverse groups of chitin synthases involved in the biosynthesis
of this polymer, which should be further investigated using
functional genomics and spectroscopic approaches. It also raised
a major question on the individual function of all the CHS genes
(>20 genes in the Zygomycetes). This study raises unanswered
questions about the function of the different classes of chitin
synthases in the cell wall structuration. Based on the ssNMR
data presented here it does suggest that all CHS synthesized a
chitin with very similar structure. The actual biological role of each
CHS should be totally dependent on the cellular localization of each
synthase in the cell wall as recently suggested (Walker et al., 2013).

Second, the model structures of α-chitins, as characterized
using the highly crystalline material isolated and purified from
marine sources, are remarkably preserved among different fungi.
This is intriguing as the interactions with other polysaccharides,
often by covalent linkages in fungal cell walls (Gow et al., 2017),
did not substantially perturb the structure of chitin. This result
agrees with the low number of linkages identified biochemically
in the β-1,3-glucan-chitin core of A. fumigatus cell wall and the
poor growth phenotype resulting from the deletion of the CRH

genes coding for the glycosyltransferases that are responsible for
forming glucan-chitin linkages (Latgé et al., 2017). It is a
supplementary argument to suggest that these chitin-glucan
covalent connections might not be structurally important for
the building of the cell wall.

Third, the structure of chitin is resistant to environmental
stimuli, such as non-chitin-focused drug treatment as well as
hypersaline environment and osmotic pressure. The structural
robustness of chitin and its central role in mechanically
supporting the cell wall confirmed the suitability of chitin as a
potential target for the development of novel antifungal
compounds. It also indicated that the increase in chitin
concentration in the cell wall is a survival response, which is
not depending on the stress proposed. At this moment, it remains
unknown how to reconcile the microscopic structure of the
different chitin microfibrils seen in electron microscopy
(Lenardon et al., 2007; Lenardon et al., 2010; Muszkieta et al.,
2014) with the atomic level ssNMR data.

Spectroscopic and Structural Features of
Fungal Chitosan
Deacetylation of chitin leads to chitosan. Chitosan exists in a
semicrystalline form in solids but can be solubilized by acidic
solutions. In the fungal cell wall, chitosan has been proposed to
serve as a backbone to bind other biomolecules, such as

FIGURE 5 | Comparison of chitin forms identified in different fungal species. (A) Chemical shift RMSD heatmap comparing the chitin forms observed in different
fungi. Good correlations with RMSD of less than 0.5 ppm are highlighted using crosses. (B) Linear discriminant analysis with Candida fungi (C. albicans and C. auris)
classified differently from other fungal species, with linear discriminant 1 (LD1) scores shown in a histogram. This panel mainly shows the frequency in which LD1 scores
fall into a particular range (the width of each bar). (C) Gaussian probability distributions of LD1 scores. The Candida data falls into a smaller range than the other
fungi, therefore, there is amuch higher probability that aCandida species will fall near their statistical mean. (D) LD1 loadings corresponding to the chemical shifts of each
carbon site.
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dityrosines or melanin (Chrissian et al., 2020a; Chrissian et al.,
2020b). The NMR signals of chitosan are resolved from those of
chitin by the absence of CH3 and CO peaks at 22 and 174 ppm
(Supplementary Figure S7). The substantial modification in the
chemical structure and the hydrogen-bonding patterns induce
unique chemical shifts at most carbon sites as shown by
Figure 6A. The structures of two major chitosan forms,
Types I and II salts with inorganic acids, have been reported
(Figure 6B), which exhibited different helical conformations
(Saito et al., 1987; Ogawa et al., 2004; Franca et al., 2008). Type-I
chitosan has a fully extended two-fold helical structure. The
repeating unit of type-II chitosan is four times longer than that
of type-I, with a relaxed two-fold helix and a tetrasaccharide
repeat in a helical asymmetric unit. Overlay of the spectra
predicted using the chemical shifts available in the literature
and our dataset revealed that R. delemar chitosan could not
structurally align with those extracted from various sources such
as crab tendon, crab shell, and shrimp shell (Figure 6C). The
same discrepancy was also present for the Type-I compound,
but a better correlation was observed with the Type-II structure.

No chitosan signal was observed in these fresh A. fumigatus
samples. This is in agreement with a recent genomic study which
indicates that the deletion of all deacetylase genes in A. fumigatus

does not lead to any significant growth phenotype (Mouyna et al.,
2020). Interestingly, the occurrence of a significant amount of
chitosan in xerophilic Aspergillus species may indicate that the
fungus synthesizes chitosan to make the cell wall more flexible to
fight against the increase in osmotic pressure.

The type-c chitosan in R. delemar exhibited bad correlations
with the chitosan prepared using extracted chitin (RMSD
∼5 ppm) and Type-I chitosan in inorganic salt. RMSD values
as large as that should be originated from totally different
structures. In contrast, the type-c chitosan correlated
reasonably with Type-II chitosan (RMSD <1.5 ppm)
(Figure 6D). Similar trends were observed for the other two
types (a and b) of chitosan molecules. For example, comparison
of chitosan-a in R. delemar with Type-II model structures gave
very small RMSDs of 0.6–0.8 ppm. The results indicate that chitin
chitosan differs from the extracted forms or the Type I structure,
but closely resembles the Type-II structure. This trend was
projected in the RMSD heatmap of 13C chemical shifts for
both R. delemar and A. sydowii (Figure 6D). In the PCA plot,
chitosan signals were separated remarkably well by the first two
principal components, which account for 89% of the variation in
the data (Figure 6E; Supplementary Figure S8). R. delemar and
A. sydowii samples shared more in common with the Type-II

FIGURE 6 | R. delemar and A. sydowii cell walls are rich in chitosan. (A) Representative 2D 13C-13C CORD spectrum of R. delemar and A. sydowii cells showing
many sets of chitosan signals (blue). (B) Representative structures of Type-I and Type-II chitosan molecules. Nitrogen (blue), oxygen (red), and carbon (white) atoms are
shown but hydrogen atoms are not included for simplicity. The repeating units are shown in dash line boxes. Structure schemes are adapted from (Okuyama et al., 2000).
(C) Simulated spectra ofR. delemar chitosan (black) overlaid with the literature-reported chitosan forms including extracted chitosan (blue; left panel), Type-I salts
with inorganic acids (orange;middle panel), and Type-II salts with inorganic acids (green; right panel). (D) 13C chemical shift RMSDmap for the comparison between
fungal cell wall chitosan (X-axis) and model samples (Y-axis). The color scale unit is ppm. (E) PCA scores of chitosan. The data analyzed include Type-I (orange squares)
and Type-II (green squares) salts with inorganic acids, extracted chitosan (blue square), as well as the chitosan forms identified in R. delemar (magenta circles) and A.
sydowii (brown circles).
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chitosan standards but lacked structural similarity to the Type-I
standard and extracted chitosan. Therefore, chitosan in the fungal
cell wall only has moderate correlations to the Type-II standard
structure.

It should be noted that the RMSD values between different
chitosan forms are substantially larger than those calculated for
chitin. The NMR data actually suggest a new type of chitosan
structure that is different from those previously characterized. It
is also intriguing that chitosan molecules in extracted materials
and intact fungal cell walls are structurally distinct. A possible
reason is the solubilization and extraction procedures used in
previous studies might have restructured this molecule before
subjection to structural characterization. For example, alkali
treatment was known to induce chitin deacetylation. The
distinct organization of molecules in arthropods and fungi, as
well as the potential difference in the degree of deacetylation (Liu
et al., 2019), might also contribute to the observed discrepancy.
This differs from the case of chitin, which is an insoluble polymer
and often found in the crosslinked core of fungal cell walls, thus
being more resistant to isolation and processing procedures.
More in-depth investigations are needed to identify the
biochemical reason driving the structural complexity of
chitosan and to fully understand its function-related structures
in fungal cell walls.

CONCLUSION

The high-resolution dataset enabled by solid-state NMR
spectroscopy has made it possible to analyze and compare the
structural features of cell wall polysaccharides using statistical
approaches. Such protocols will accommodate the rapidly
expanding ssNMR dataset and open new research avenues
related to the structural investigations of cellular and
extracellular biomolecules as well as natural and artificial
biomaterials (Arnold et al., 2018; Bougault et al., 2019; Kang
et al., 2019; Ehren et al., 2020; Kelly et al., 2020). The polymorphic
structure of chitin and its resistance to external stress was
determined in fungal species of biomedical and environmental
significance. This information has the potential to facilitate the

development of antifungal strategies targeting the unique
structures of chitin or its biosynthesis.
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Emerging Contributions of Solid-State
NMR Spectroscopy to Chromatin
Structural Biology
Bryce E. Ackermann and Galia T. Debelouchina*

Department of Chemistry and Biochemistry, University of California, San Diego, La Jolla, CA, United States

The eukaryotic genome is packaged into chromatin, a polymer of DNA and histone
proteins that regulates gene expression and the spatial organization of nuclear content.
The repetitive character of chromatin is diversified into rich layers of complexity that
encompass DNA sequence, histone variants and post-translational modifications. Subtle
molecular changes in these variables can often lead to global chromatin rearrangements
that dictate entire gene programs with far reaching implications for development and
disease. Decades of structural biology advances have revealed the complex relationship
between chromatin structure, dynamics, interactions, and gene expression. Here, we
focus on the emerging contributions of magic-angle spinning solid-state nuclear magnetic
resonance spectroscopy (MAS NMR), a relative newcomer on the chromatin structural
biology stage. Unique among structural biology techniques, MAS NMR is ideally suited to
provide atomic level information regarding both the rigid and dynamic components of this
complex and heterogenous biological polymer. In this review, we highlight the advantages
MAS NMR can offer to chromatin structural biologists, discuss sample preparation
strategies for structural analysis, summarize recent MAS NMR studies of chromatin
structure and dynamics, and close by discussing how MAS NMR can be combined
with state-of-the-art chemical biology tools to reconstitute and dissect complex chromatin
environments.

Keywords: gene regulation, magic angle spinning, chemical biology, nucleosome dynamics, histone dynamics

INTRODUCTION

In the nuclei of eukaryotic cells, approximately 2 m of DNA must be packaged and organized for
efficient gene regulation and DNA replication (Figure 1A). On a global level, this is achieved by
separation into active gene regions called euchromatin and silent gene compartments known as
heterochromatin. A fundamental molecular building block for such organization is the nucleosome,
a complex of histone proteins (2 each of H2A, H2B, H3, and H4) assembled into an octamer and
wrapped by ∼147 base pairs of DNA. These nucleosome units repeat along the length of each
chromosome to generate a “‘beads-on-a-string” polymer called chromatin (Woodcock et al., 1976)
(Figure 1B). The interactions between histones and DNA are primarily electrostatic in nature, where
the peripheral basic residues of the histone octamer intercalate into the phosphate backbone of
wrapped DNA, while the dynamic histone termini (tails) transiently explore exposed DNA
(Figure 1C). Since the majority of the genome is bound by histones, any modification of these
interactions, however small, can alter genetic outcomes. Post-translational modifications (PTMs), for
example, differentially mark histone tails to recruit specific histone readers (Kouzarides, 2007;
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Prakash and Fournier, 2017) or to initiate DNA unwrapping
(Bowman and Poirier, 2015). Macromolecular complexes that
recognize such PTMs can further impact chromatin organization
by cross-linking nucleosomes that are megabases apart in
sequence (Rao et al., 2014; Strom et al., 2021), or by shifting
the position of nucleosomes to expose new DNA sites for
transcription initiation. Despite continuing progress towards
determining the structure of chromatin in cells (Hsieh et al.,
2015; Ricci et al., 2015; Nozaki et al., 2017; Ou et al., 2017; Risca
et al., 2017; Cai et al., 2018; Xu et al., 2018; Ohno et al., 2019;
Otterstrom et al., 2019; Krietenstein et al., 2020; Su et al., 2020),
the impressive span of length scales involved, from small
chemical modifications in the Ångstrom range to whole
chromosome rearrangements on the micrometer scale, creates
a tremendous challenge for structural biologists and
biophysicists.

Bottom-up approaches using purified components are well
suited to systematically probe the interplay between nucleosomes
and chromatin structure on the Ångstrom and nanometer scale
(Allis and Muir, 2011). The isolation of mononucleosomes from
their polymer context enables high-resolution structural biology
where the rigid histone core can be studied by X-ray
crystallography and cryo-EM, and the histone tails by solution
NMR spectroscopy (McGinty et al., 2016; Zhou et al., 2019).
Virtually any chromatin and DNA process has now been mapped
on the nucleosome, including chromatin remodeling,
transcription, histone/DNA modification, gene repression, and
DNA repair (Jang and Song, 2019; Zhou et al., 2019; McGinty and
Tan, 2021; Min and Liu, 2021). These studies have highlighted
several cornerstones in nucleosome recognition and
modification. The H2A-H2B acidic patch, a lone cluster of
glutamate and aspartate residues on the nucleosome surface,
serves as a landing pad to anchor chromatin modulators as
well as nearby nucleosomes (Kalashnikova et al., 2013; Chen
et al., 2017; McGinty and Tan, 2021) (Figure 1C). The histone
tails are dynamic, enabling access to both modification and
recognition. PTMs and sequence variation of histones dictate

the dynamics of nucleosome sliding and unwrapping. The
histone-induced bending of nucleosomal DNA elicits unique
recognition motifs for protein interaction.

Building upon these studies, the interactions of many adjacent
nucleosomes can be addressed. The chromatin context is
important for biomolecular recognition; some chromatin
modulator complexes are much larger than a nucleosome and
can sense nearby nucleosomes (Yang et al., 2006; He et al., 2020),
many architectural proteins are multivalent and can
simultaneously interact with several nucleosomes (Machida
et al., 2018; Poepsel et al., 2018), and neighboring
nucleosomes can stack atop each other, thereby competing
with chromatin modulators for binding sites (Bilokapic et al.,
2018; Sanulli et al., 2019; Alvarado et al., 2021). The fiber context
is also necessary for packaging, as nucleosomes are strung
together and densities get closer to those observed in cells
(10–100 mg/ml) (Imai et al., 2017; Hancock, 2018; Kim and
Guck, 2020), chromatin can undergo phase separation into a
highly viscous solid-like material (Strickfaden et al., 2020). Phase
separation is a promising model for cellular
compartmentalization (and more recently chromatin
compaction) that depends on a large number of transient
multivalent interactions (Gibson et al., 2019; Sanulli et al.,
2019). While this setting better represents the native
nucleosome competition and the physical forces of
compaction, the heterogeneity and density of such nucleosome
polymers become intractable to most structural techniques.

NMR spectroscopy rises to the forefront of techniques
uniquely capable of probing atomic structural and dynamic
information for complex samples. Solution NMR of proteins
benefits from fast molecular rotation to average line-
broadening anisotropic interactions. However, larger proteins
or protein complexes may tumble too slowly for efficient
averaging and may require the tools of solid-state NMR.
Magic-angle spinning solid-state NMR spectroscopy (MAS
NMR) achieves partial averaging by rapid (tens of kilohertz)
rotation of the sample at 54.7° (the magic angle) relative to the

FIGURE 1 |Genome organization from the nucleus to the nucleosome. (A) The nucleus contains two distinct chromatin states, heterochromatin and euchromatin.
Compact heterochromatin compartments may form by phase separation. (B) Chromatin fibers in different states contain distinct PTM signatures and interact with
specific chromatin modulators. (C) The structure of the nucleosome with highlighted regions of interest for MAS NMR studies (PDB:1KX5) (Davey et al., 2002).
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external magnetic field (Figure 2A). MAS thereby enables
detection of large macromolecules in various material states
(amorphous, crystalline, gel-like, liquid) (Quinn and Polenova,
2017; van der Wel, 2018). MAS NMR can detect both slow and
fast biomolecular motions by using solution-state (INEPT)
experiments that depend on through-bond scalar-couplings
(Morris and Freeman, 1979; Andronesi et al., 2005) or by
using solid-state cross-polarization (CP) experiments
(Hartmann and Hahn, 1962; Pines et al., 1973) that rely on
through-space dipolar interactions (Figure 2B). These two
experiment types allow for qualitative dynamics-based spectral
filtering (Matlahov and van der Wel, 2018), where INEPT selects
for nuclei that undergo dynamic isotropic motion, and CP builds
up signal for nuclei in rigid networks that maintain strong dipolar
couplings. MAS NMR can also resolve distance parameters by
recoupling spatially informative anisotropic interactions via pulse
sequences matched to the sample spinning rate. These features of
MASNMR suit chromatin, a heterogenous polymer that forms an
amorphous solid in vitro and in nucleo (Strickfaden et al., 2020),
and that bears nucleosomes with both rigid histone cores and
dynamic histone tails (Fierz and Poirier, 2019). Therefore, MAS
NMR can detect the dynamic range of nucleosomes while
embedded in the chromatin context. In this review, we will
cover the practicalities of sample preparation for MAS NMR,
highlight the current applications of MAS NMR to chromatin,
and finally outline the next frontier of biologically compelling

chromatin design and structural analysis. Readers interested in
chromatin applications of other structural techniques such as
solution NMR spectroscopy, X-ray crystallography and cryo-EM
are referred to several recent comprehensive reviews on these
topics (van Emmerik and van Ingen, 2019; Zhou et al., 2019;
McGinty and Tan, 2021).

CHROMATIN SAMPLE PREPARATION FOR
MAS NMR

The chromatin fiber, while richly decorated in cells with PTMs,
histone variants and chromatin modulators, can be minimally
reconstructed using purified DNA and recombinant histones
(Figure 2C). Mononucleosomes and nucleosome arrays were
first reconstituted by depositing histone octamers onto alpha-
satellite DNA and tandem-repeat 5S rDNA, respectively
(Simpson et al., 1985; Luger et al., 1997; Fierz and Muir,
2012). The discovery of the high-affinity 601 positioning
sequence soon revolutionized chromatin construction by
enabling the efficient assembly of highly homogenous
chromatin preparations (Lowary and Widom, 1998). The 601
DNA is now favored in most in vitro biochemical and structural
chromatin studies. Nucleosome arrays have been standardized to
include twelve 601 sequence repeats, partitioned by selected
lengths of linker DNA (Huynh et al., 2005). The 12-mer

FIGURE 2 | MAS NMR toolbox for chromatin structural biology. (A) During MAS NMR, the sample rotor is spun at frequencies between 10 and 100 kHz at the
magic angle (54.7° relative to the external magnetic field). (B)MAS NMR can probe the dynamic range of the nucleosome with experiments designed to detect either the
mobile histone tails or the rigid nucleosome core (PDB:1KX5) (Davey et al., 2002). (C) Chromatin reconstitution begins with the formation of histone octamers from
recombinant histones, followed by DNA wrapping at low salt. Mg2+ can be used to purify arrays and to compact chromatin during rotor packing.
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DNA, along with a short helper DNA strand that assists later
steps, are cloned for bacterial production on a large scale (tens of
milligrams). Histone octamers, on the other hand, are formed by
refolding a stoichiometric mixture of the four histone proteins,
typically produced recombinantly in E. coli and thus devoid of
PTMs. For NMR studies, the histone of interest is expressed in
isotopically enriched media which leads to a selectively labeled
histone type within the otherwise NMR-silent nucleosome
complex. Finally, the repetitive DNA and helper DNA strands
are excised from their parent plasmids and loaded with octamers
by the salt dialysis assembly method to produce well-defined and
spaced nucleosome arrays (Dorigo et al., 2003; Dyer et al., 2003;
Fyodorov and Kadonaga, 2003) (Figure 2C). The helper DNA,
which has a weaker affinity for histones, is essential for soaking up
the excess histone octamers required to saturate the twelve
nucleosome sites in the array. Nucleosome arrays can then be
purified from helper DNA by a facile Mg2+ precipitation step, in
contrast to mononucleosomes which require sucrose gradient or
preparative gel purifications to remove leftover DNA. Homotypic
and heterotypic post-translationally modified nucleosome arrays
can be produced using native chemical ligation, expressed protein
ligation, unnatural amino acid incorporation and other chemical
approaches (Müller and Muir, 2015; Muller et al., 2016). While
these methods typically yield small amounts of modified
nucleosome arrays, some can be adapted to the high sample
demands of NMR spectroscopy. We will briefly discuss those in
the last section of this review.

The development of efficient and reliable protocols for
chromatin assembly has led to fundamental insights into
chromatin structure. For example, it is now well known that
the H4 tail and the H2A/H2B acidic patch are critical for inter-
nucleosome stacking (Dorigo et al., 2003; Zhou et al., 2007; Lu
et al., 2008) while lysine acetylation on the H4 tail can open up the
chromatin fiber and expose DNA (Shogren-Knaak, 2006; Mishra
et al., 2016). Chromatin reconstitution was also vital for
uncovering the structural continuum of extended 10-nm
fibers, folded 30-nm fibers, interdigitated fibers, and irregular
globules that depend on Mg2+ concentration, DNA linker length,
linker histone H1, and array concentration (Baldi et al., 2018;
Maeshima et al., 2019; Adhireksan et al., 2020; Brouwer et al.,
2021). Despite the detection of structured high-order fibers
in vitro, recent studies emphasize that interphase chromatin
appears to compact irregularly at densities up to 100 mg/ml
(Poirier et al., 2009; Hihara et al., 2012; Imai et al., 2017; Cai
et al., 2018; Hancock, 2018; Kilic et al., 2018; Audugé et al., 2019).
Careful preparation and explicit characterization of chromatin
states stands as a crucial step to identify the specialized structures
that relate to functions such as gene repression, mitosis, and
transcription (Luger et al., 2012).

MAS NMR is well suited to tackle macroscopically
heterogenous samples that emulate the irregularity of nuclear
chromatin. Non-crystalline samples are routinely packaged for
analysis by ultracentrifugation (Bertini et al., 2013; Mandal et al.,
2017), where high gravity values generate maximally
concentrated sediments of macromolecules while retaining
sample hydration and stability for years (Fragai et al., 2013;
Wiegand et al., 2020). Sedimentation can be performed in

several ways; the sample can be centrifuged inside a tube and
then transferred to a rotor, centrifuged directly into a rotor, or
sedimented inside the rotor during MAS (Bertini et al., 2013;
Mandal et al., 2017). The rate of sedimentation depends on the
degree of chromatin compaction (Dorigo et al., 2003) and the
process can be sped up by the addition of Mg2+ ions. Divalent
cations shield the repulsive electrostatic interactions between
nucleosomes to compact and eventually aggregate nucleosome
arrays. Despite this benefit for MAS NMR studies, Mg2+ presents
a conundrum for sample preparation due to its profound effect on
chromatin structure (Berezhnoy et al., 2016) and inconclusive
results regarding its physiological concentrations in the nucleus
(Maeshima et al., 2018). As a result, it is important to study
chromatin in various buffer conditions and rigorously compare
the outcomes. Arrays and mononucleosomes have been prepared
for MAS NMR with and without Mg2+-induced precipitation
(Gao et al., 2013; le Paige et al., 2021). Mononucleosome
sediments with low levels of Mg2+ lacked the long-range order
expected for stacked fibers formed by high Mg2+ concentrations
(le Paige et al., 2021). Such irregular packing may illuminate the
transient nucleosome-nucleosome interactions that dominate
when nucleosomes are not restricted into ordered arrays
(Bilokapic et al., 2018; Sanulli et al., 2019; Alvarado et al.,
2021). Thus, samples prepared by sedimentation and low
Mg2+ concentrations may prove crucial for resolving the
transient interactions that lead to chromatin compaction and
regulation (Gibson et al., 2019; Khanna et al., 2019; Sanulli et al.,
2019; Kantidze and Razin, 2020).

MAS NMR OF HISTONE TAILS

The flexible N- and C-terminal histone tails extend from the
nucleosome, each with a distinct interaction profile and PTM
landscape. The histone tails have been the subject of numerous
biochemical and biophysical studies that have revealed their
important role in chromatin structure, function, and
regulation (Peng et al., 2021). While these dynamic segments
are rarely visible on their own in X-ray and cryo-EM structural
models, they can be studied by both solution and MAS NMR
spectroscopy. The first MAS NMR study by Gao et al. used
INEPT-based experiments to map the amino acid specific
dynamics of the H3 and H4 tails within arrays at different
Mg2+ concentrations (Gao et al., 2013). The histone tails
remained dynamic regardless of the Mg2+ concentration used
(0–5 mM), arguing for a much more flexible landscape than
suggested previously by X-ray crystallography and hydrogen-
deuterium exchange experiments (Luger et al., 1997; Kato et al.,
2009). 2D 1H-13C and 1H-15N correlations revealed identifiable
amino acids signatures that made it possible to compare the
information content of INEPT-based experiments under solution
and MAS NMR conditions. For example, Val 35, a unique amino
acid in the H3 tail, was visible in both solution and MAS NMR
spectra, while residues up to Val 21 were detected in the MAS
NMR experiments of H4, in contrast to solution NMR
experiments where only residues up to Ala 15 were present
(Zhou et al., 2012; Morrison et al., 2021; Rabdano et al.,
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2021). Subsequent MAS NMR studies of mononucleosomes by
Shi et al. also confirmed these observations (Shi et al., 2018). This
discrepancy is most likely due to the type of experiments used
(i.e., sidechain vs. backbone correlations), with 13C MAS NMR
experiments holding a slight advantage regarding the detection of
slower moving tail sidechains such as those that are close to the
DNA interface (Shi et al., 2018; Shi et al., 2020b). While the
detected tail boundary is consistent between arrays and
mononucleosomes in MAS NMR experiments, a closer look
into the 15N spin relaxation rates of H3 tails reveals mobility
differences (Zandian et al., 2021). Here, T1 and T1ρ relaxation
measurements were used to quantify residue-specific rotational
correlation times. The H3 tail was most dynamic in 147 bp
mononucleosomes, the mobility was diminished by linker DNA
extensions and was further reduced in nucleosome arrays. These
results are consistent with solution NMR studies that show H3
tail dynamics to be regulated by transient DNA contacts (Stutzer
et al., 2016).

Histone tail interactions with DNA can tuned by the chemical
properties of specific PTMs. H4 lysine 20 trimethylation (H4
K20me3), for example, is a hydrophobic modification thought to
increase the compaction of nucleosome arrays by altering the
adjacent residue side-chain interactions with DNA (Lu et al.,
2008). Shoaib et al. used MAS NMR to show that H4 K20 mono-
and tri-methylation differentially dictate tail conformation and
lead to either open or closed chromatin states, respectively
(Shoaib et al., 2021). These conclusions were based on
genomic accessibility studies, Mg2+ precipitation experiments
and 2D 1H-13C INEPT correlations that focused on Val 21, a
residue that is, adjacent to the modification site. Surprisingly, the
Val 21 Hα-Cα correlation was split into two peaks for the non-
and tri-methylated samples but only one peak was visible for the
monomethylated H4 tail. While it is not yet clear how these
changes in H4 tail dynamics and structure bring about open or
closed chromatin states, this study exemplifies the power of MAS
NMR to monitor tail dynamics in the context of nucleosome
arrays where the inter-nucleosome contacts are essential to the
structural hypothesis.

MAS NMR has also revealed that histone tails can sense their
local environment and drive chromatin compaction while
remaining dynamic and potentially accessible to regulatory
proteins. A recent study by le Paige et al. confirmed that the
dynamic tails sustain accessibility within dense sedimented
samples (le Paige et al., 2021). In this case, the interactions of
the histone reader domain PHD2with histone H3 were compared
by INEPT-based experiments in nucleosome sediments and
under dilute conditions. For MAS NMR, PHD2 was co-
sedimented with nucleosomes during ultracentrifugation, while
the dilute samples could be analyzed by solution NMR. The fast
MAS rate of 50 kHz afforded 1H-detection and generated highly
resolved spectra of the histone tail backbone. Crucially, the
spectral quality provided residue-specific assignments to
directly compare the isotropic chemical shifts with solution
NMR experiments. PHD2 binding produced comparable 1H-
15N resonance broadening of residues 3–10 in both conditions.
While the weak affinity of PHD2 complicated quantitative
comparison of binding interactions, this study confirmed the

permeability of dense chromatin environments to histone
readers. This strategy will undoubtedly prove useful in future
experiments aimed to dissect the interactions between histone
readers and their nucleosome binding sites.

MAS NMR OF THE NUCLEOSOME CORE

While the dynamic histone tails are a major target for
modification and binding, sequence variations, PTMs and
disease-related mutations also embroider the nucleosome core
and can disturb fundamental processes like nucleosome sliding,
histone exchange, and DNA wrapping (Bowman and Poirier,
2015; Fenley et al., 2018; Bryant et al., 2020; Bagert et al., 2021). In
addition, many chromatin readers interact with the nucleosome
core which provides additional interaction surfaces through the
H2A/H2B acidic patch and the histone/DNA interface. Solution
NMR, and in particular methyl-TROSY spectroscopy, has
illuminated nucleosome core motions resulting from histone
mutations (Kitevski-LeBlanc et al., 2018), DNA methylation
(Abramov et al., 2020), and interacting proteins (Kato et al.,
2011; Sanulli et al., 2019). However, only a few amino acid types
are typically detectable due to the necessary methyl-labeling
scheme. A major advantage of MAS NMR is the ability to
characterize the entire nucleosome core in the same samples
and conditions as those used to analyze the dynamic histone tails.
The Nordenskiöld lab has pioneered MAS NMR of the
nucleosome core by extensively assigning the highly resolved
histone H3 and H4 spectra obtained with CP-based 15N-13C-13C
three-dimensional experiments (Shi et al., 2018; Shi et al., 2020a).
In the first of several studies, histone H4-labeled
mononucleosomes and 12-mer arrays were Mg2+-precipitated
and subjected to CANCO and quantitative DIPSHIFT
experiments which capture motion on a wide ns-ms timescale
(Munowitz et al., 1982; Shi et al., 2018). Motions at the ns-scale
involve side-chain fluctuations and μs-ms motions correspond to
larger domain movements (Lewandowski, 2013). The array and
mononucleosome samples were consistent in overall structure
and dynamics. Small signal intensity differences were observed
for residues adjacent to the N-terminal H4 tail, suggesting that the
base of the tail is more rigid in the chromatin fiber. The
mononucleosome samples in this study were precipitated with
20 mMMg2+ which generates columnar stacked assemblies that
may dictate histone dynamics and influence interpretation
(Berezhnoy et al., 2016). Nonetheless, the precedent of
quantitative dynamic parameters for each histone residue
created a platform for probing other histones and DNA
sequences.

Histone H3 spectra soon followed, illustrating that both H3
andH4 experience some ns-μs motions and have regional clusters
of moderately altered μs-ms motions and highly dynamic termini
(Shi et al., 2018; Shi et al., 2020b). Together, these results suggest
histone H3 and H4 form stable folds but can undergo local
intermediate motions. When these motions are mapped on the
nucleosome structure, small neighboring clusters of dynamic sites
connect from the nucleosome core to the DNA-bound periphery.
Correlative motions of residues that contact DNA may be
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important for regulating biological processes like DNA wrapping,
sliding, and nucleosome assembly (Bowman and Poirier, 2015;
Sinha et al., 2017; Sanulli et al., 2019; Bagert et al., 2021). The
connection between histone and DNA dynamics was supported
by comparing nucleosomes formed with the 601 sequence to
those prepared with a tandem-repeat (TTAGGG) telomere
sequence. The TTAGGG nucleosomes displayed a greater
range of motions in the cluster network compared to the 601
nucleosomes consistent with previous experiments which showed
that telomeric nucleosomes are less stable and wrap DNA less
tightly (Shi et al., 2020b; Soman et al., 2020). Reduced nucleosome
stability may translate into more flexible chromatin fibers that in
turn enhance the potential for phase separation at telomeres
(Sanulli et al., 2019; Farr et al., 2021). Here, MAS NMR greatly
contributed to establishing a connection between histone core
dynamics and the compaction of chromatin fibers. Further
broadening the scope of DNA to include other genetic
sequences and DNA modifications will allow MAS NMR to
bridge the vast expanse of genomic data with nucleosome-
specific dynamics.

MAS NMR has also been used to detect interactions between
the nucleosome core and regulatory proteins. The Baldus and van
Ingen labs have demonstrated the sensitivity of MAS NMR to
chemical environment changes when the H2A/H2B acidic patch
is bound by a peptide segment of the viral LANA protein (Xiang
et al., 2018). In this study, LANA and mononucleosomes were co-
sedimented with 2 mMMg2+. 1H-detected CP experiments were
used to assign 93% of the H2A core backbone, locate the LANA
binding site, and independently model the binding conformation
in agreement to the crystal structure. 1H-detection was crucial to
observe significant chemical shift perturbations (CSPs) that were
diminished in the 13C and 15N dimensions. Importantly, the
absence of peak-splitting suggests that the LANA peptide bound
both sides of the nucleosome simultaneously. Such an
observation is important because the LANA peptide affects
chromatin compaction by shielding the acidic patch
(Chodaparambil et al., 2007). Detection of acidic patch
interactions by 1H-detected MAS NMR holds promise for
studying the myriad of chromatin modulators that use basic
disordered segments to bind the nucleosome (Mashtalir et al.,
2020; Teles et al., 2020).

MAS NMR OF CHROMATIN MODULATORS

Almost all MASNMR studies of chromatin so far have focused on
the nucleosome perspective, while the structure, dynamics, and
interactions of chromatin modulators have largely remained
unexplored. Here, MAS NMR can offer unique advantages as
often chromatin modulators are too large to study by solution
NMR or they form dynamic, viscous and heterogenous phase
separated states that cannot be dissected by single particle
techniques such as cryo-EM. Most importantly, however, such
studies can be performed in the presence of mononucleosomes or
nucleosome arrays where isotopic labeling of each protein one at
a time can provide an opportunity to analyze a single component
at high resolution in the complex chromatin-modulator

assembly. A study from our lab used MAS NMR to illuminate
the liquid-liquid phase separation of phosphorylated
heterochromatin protein 1α (pHP1α) in the presence and
absence of nucleosome arrays (Ackermann and Debelouchina,
2019). HP1α is a key chromatin modulator responsible for the
formation of heterochromatin domains in the nucleus where
silenced genes are sequestered (Cheutin, 2003). N-terminal serine
phosphorylation was previously found to enhance the phase
separation behavior of HP1α and to promote the transition
from dynamic liquid to an arrested gel state (Larson et al.,
2017). To measure the phenomenon in a more physiological
chromatin environment, phase separated and isotopically labeled
pHP1α was packaged into MAS rotors with and without H3
lysine 9 trimethylated nucleosome arrays, the native binding
partner for pHP1α. Both INEPT and CP experiments were
employed to measure the sample dynamics during gelation.
The addition of chromatin appeared to disrupt the pHP1α-
pHP1α gel network as detected by the lower overall CP signal
for pHP1α. In addition, 2D INEPT-TOBSY and CP-based DARR
13C-13C correlations revealed changes in the dynamics of specific
serine residues as pHP1α transitioned from the liquid to the gel
state. In this case, MAS NMR provided an opportunity to observe
in real time molecular interactions that underlie the formation of
phase separated chromatin environments. As many chromatin
modulators are now known to undergo phase separation (Weber,
2019), these unique capabilities of MAS NMR can no doubt be
exploited further to provide amuch neededmolecular view of this
complex biological process.

CHEMICAL BIOLOGY TOOLS FOR MAS
NMROFMODIFIEDCHROMATINSAMPLES

So far, MAS NMR studies of chromatin have largely used samples
prepared with recombinant histones that are devoid of PTMs.
Considering the importance of histone modifications in defining
chromatin structure, dynamics and function, it is necessary to
consider efficient and specific modification strategies that are
compatible with isotopic labeling. In some serendipitous cases,
enzymatic modification during expression in E. coli or after
purification may produce homogeneously modified proteins.
For example, we have used co-expression with the kinase CK2
to prepare isotopically labeled and well-defined phosphorylated
HP1α samples with high yields (Ackermann and Debelouchina,
2019). More often, however, enzymatic approaches result in
incomplete or off target modifications. Therefore, chemical
approaches that introduce PTMs in a well-defined and
controlled manner are highly desirable (Debelouchina and
Muir, 2017).

Chromatin templates have long served as an expansive and
challenging canvas for the development of chemical biology
methods for protein modification (Allis and Muir, 2011). The
histone proteins are relatively small (ranging in size from 100 to
150 amino acids) and practically devoid of cysteine residues (the
lone Cys110 on H3.2 can easily be replaced with an alanine or
serine residue without loss of structure or function). This makes
the application of cysteine-based modification approaches
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relatively straightforward (Chalker et al., 2009; Boutureira and
Bernardes, 2015). Cysteine modification, for example, has been
widely used to introduce spectroscopic probes, including
fluorescent labels and paramagnetic relaxation enhancement
(PRE) tags. More importantly, however, cysteine alkylation
provides a convenient and efficient strategy to prepare lysine
methylation mimics (Simon et al., 2007). In this case, the targeted
lysine residue is replaced with a cysteine, and the cysteine is
modified with mono-, di-, or trimethyl containing alkylating
reagents (Figure 3A). The reaction is usually performed with
the purified protein under denaturing conditions and is
compatible with isotopic labeling provided that the protein
can be refolded. While the resulting mimic contains a sulfur
instead of a carbon atom at the c position of the side chain,
in vitro biochemical studies have shown that this mimic can
faithfully reproduce the functional consequences of lysine
methylation (Simon et al., 2007). We have successfully used
this strategy to prepare large amounts of nucleosome array
samples that contained H3 K9me3 (Ackermann and
Debelouchina, 2019), the relevant modification for HP1α
binding and heterochromatin formation. This strategy was also
used to explore the effects of K20 methylation on the dynamics of
the H4 tail (Shoaib et al., 2021).

Multiple PTMs can be introduced with a technique called
native chemical ligation (NCL) (Dawson and Kent, 2000). In this

case, the N-terminal segment of the protein (typically the first 10
to 50 residues) is made by solid-phase peptide synthesis and post-
translationally modified amino acids can be introduced at specific
positions in the sequence as desired (Figure 3B). The peptide
ends with a C-terminal thioester necessary for the subsequent
ligation step. At the same time, the remaining C-terminal
segment of the protein can be prepared recombinantly in
E.coli with or without isotopic labeling (Muir et al., 1998).
This segment requires an N-terminal cysteine for ligation.
Upon mixing, the synthetic peptide and the recombinant piece
undergo a set of thio-esterification steps that result in a native
peptide bond at the ligation junction. If necessary, the cysteine
residue at the junction can be converted to an alanine by
desulfurization (Yan and Dawson, 2001). It is also possible to
adapt this technique to perform three-piece ligations and to
introduce modifications in the middle or the C-terminal
segment of the histone protein (Hackeng et al., 1999). The
unprecedented chemical control and versatility of NCL has
been used to construct large libraries (with more than 100
members) of uniquely modified nucleosomes and to elucidate
the mechanisms of chromatin remodeling and multivalent PTM
readout (Nguyen et al., 2014; Dann et al., 2017). While NCL has
not yet been applied for MAS NMR of chromatin, it has been
impactful in numerous solution and MAS NMR studies of other
proteins (Kwon et al., 2015; Zoukimian et al., 2019).

FIGURE 3 | Chemical biology toolbox for chromatin studies. (A) Lysine trimethylation (me3) can be installed enzymatically or by cysteine alkylation to yield a
methylated lysine analog. (B) In native chemical ligation, a synthetic peptide containing a C-terminal thioester (1) is linked to a second polypeptide bearing an N-terminal
cysteine (2). (C) In unnatural amino acid incorporation, the UAA is loaded onto the corresponding tRNA by an engineered tRNA synthetase. The tRNA recognizes the
amber stop codon UAG, allowing the ribosome to install the UAA at the desired position in the protein sequence. (D) Segmental isotopic labeling is mediated by
intein splicing of an isotopically labeled protein segment with a segment at natural abundance, producing the full-length protein.
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Bypassing the need for cysteines and synthesis, single PTMs
can be introduced into proteins using unnatural amino acid
(UAA) incorporation by genetic means (amber suppression)
(Lang and Chin, 2014) (Figure 3C). Typically, the amber stop
codon (TAG/UAG) is used to signal the position where the
unnatural amino acid will be placed. To interpret this message
correctly, the ribosome requires an engineered tRNA that can
recognize this codon and is loaded with the UAA. The tRNA and
the gene for an appropriately engineered matching tRNA
synthetase that loads the UAA onto the tRNA are typically
encoded onto a separate plasmid. E. coli cultures are then
transformed with the tRNA/tRNA synthetase plasmid and a
plasmid that contains the gene for the protein of interest with
the TAG mutation. The unnatural amino acid is added to the
media, and expression and purification of the modified protein
can be performed as usual. While amber suppression systems
have been engineered for the introduction of more than 100
UAAs (Liu and Schultz, 2010), the UAAs of particular interest to
the chromatin structural biologist are acetylated lysine,
phosphorylated serine and UAA precursors that can be
converted into methylated amino acids (Neumann et al., 2008;
Pirman et al., 2015; Wang and Liu, 2017). The major drawback of
amber suppression for MAS NMR studies of chromatin is that it
results in much lower yields of the desired protein, a situation that
can be severely exacerbated under isotopic labeling conditions.
Nevertheless, we have successfully used this technique to
introduce UAAs in different isotopically labeled proteins,
including some that are relevant for chromatin studies (Lim
et al., 2020).

Finally, it is important to mention intein-mediated segmental
labeling (Muir et al., 1998; Shah and Muir, 2014), a useful tool for
proteins with congested NMR spectra (Züger and Iwai, 2005;
Schubeis et al., 2015; Frederick et al., 2017; Gupta and Tycko,
2018;Wiegand et al., 2018; Ciragan et al., 2020) (Figure 3D). Split
inteins are a class of proteins found in unicellular organisms that
can “stitch” together other protein segments with a native peptide
bond. To prepare segmentally labeled samples for NMR
spectroscopy, the desired protein is split into two segments.
The N-terminal segment is attached to an N-terminal split
intein while the C-terminal segment is attached to the
matching C-terminal intein piece. The N- and C-segments can
be prepared independently in different cultures, for example, one
using 13C, 15N labeling and the other at natural abundance. Once
the segments are purified, mixing of the segments results in an
interaction between the intein pieces which adopt a functional
intein fold. The intein mediates the formation of a native peptide
bond between the two protein segments while excising itself in the
process. This process requires a cysteine residue at the ligation
junction. The result is a full-length protein with only a segment of
the sequence visible by NMR, thereby simplifying the acquired
spectra. This can aid assignment protocols (Iwai and Züger, 2007)
and provide the opportunity to probe specific inter- or intra-
molecular interactions (Frederick et al., 2017). There is now a

large variety of efficient split intein pairs that can be used for this
purpose (Pinto et al., 2020), including some that work well under
denaturing conditions (Stevens et al., 2016). We envision that this
technique will be extremely valuable in the resonance assignment
and MAS NMR analysis of chromatin interacting proteins.

DISCUSSION

While still few in number, the recent applications of MAS NMR
have demonstrated its versatile capabilities in the structural
analysis of chromatin samples. Uniquely capable of
characterizing both the rigid and dynamic components of
mononucleosome and array preparations, precipitated,
sedimented, and concentrated samples, chromatin MAS NMR
has illuminated fundamental aspects of nucleosome dynamics,
histone tail recognition, acidic patch docking, and
heterochromatin phase separation. Most chromatin
experiments so far have relied on dipolar and scalar based
experiments performed at moderate spinning frequencies
(10–20 kHz) and the detection and analysis of 13C and 15N
signals. We expect that 1H-detection and fast MAS (at
100 kHz and beyond) will continue to improve signal
sensitivity and facilitate the resolution of chemical shift
perturbations and chromatin interactions (Andreas et al., 2016;
Struppe et al., 2017). Since chromatin assemblies contain multiple
proteins and DNA, the preparation of large amounts of
isotopically labeled samples can be time consuming and
challenging, especially if chromatin interacting proteins or
PTMs are included. We therefore expect that such samples
will benefit tremendously from sensitivity-enhancement
developments such as dynamic nuclear polarization and cryo-
MAS probes (Lilly Thankamony et al., 2017; Hassan et al., 2020).
Chemical biology tools such as cysteine alkylation, native
chemical ligation and amber suppression enable the
preparation of specifically decorated chromatin, while inteins
allow the simplification of crowded histone or chromatin reader
spectra. We envision that the combination of chemical biology
tools andMAS NMR will provide the unprecedented opportunity
to construct and dissect complex chromatin environments where
dynamic multifaceted interactions can be interrogated one at
a time.
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Magic angle spinning (MAS) solid-state NMR (ssNMR) is an established tool that can be
applied to non-soluble or non-crystalline biomolecules of any size or complexity. The
ssNMR method advances rapidly due to technical improvements and the development of
advanced isotope labeling schemes. While ssNMR has shown significant progress in
structural studies of proteins, the number of RNA studies remains limited due to ssNMR
methodology that is still underdeveloped. Resonance assignment is the most critical and
limiting step in the structure determination protocol that defines the feasibility of NMR
studies. In this review, we summarize the recent progress in RNA resonance assignment
methods and approaches for secondary structure determination by ssNMR. We critically
discuss advantages and limitations of conventional 13C- and 15N-detected experiments
and novel 1H-detected methods, identify optimal regimes for RNA studies by ssNMR, and
provide our view on future ssNMR studies of RNA in large RNP complexes.

Keywords: RNA, solid-state NMR, assignment, resonances, MAS

INTRODUCTION

In the last 2 decades, biomolecular solid-state NMR (ssNMR) spectroscopy has obtained a massive
boost both from the progress in technical development, particularly with the advent of ultrafast
magic angle spinning (MAS) probes, and from the introduction of novel isotope labeling techniques
(Lu et al., 2010; Atreya, 2012; Marchanka et al., 2018a). New ssNMR studies of challenging
biomolecular systems using cutting-edge technologies are being reported at an increased pace
with most recent datasets having been acquired using spectrometers at the highest possible field
strengths (1.2 GHz) (Callon et al., 2021; Nimerovsky et al., 2021) and under ultrafast MAS rates
(111 kHz and, most recently, 150 kHz) (Penzel et al., 2019; Schledorn et al., 2020). ssNMR, in
contrast to solution-state NMR, does not suffer from molecular weight (MW) limitations and
therefore can be applied to various biomolecules, including membrane proteins, amyloid fibrils,
and protein–protein assemblies (Castellani et al., 2002; Shi et al., 2011; Andreas et al., 2016; Quinn
and Polenova, 2017). While structural ssNMR studies on proteins are well established, similar studies
on free nucleic acids and nucleic acid parts of biomolecular complexes have been initiated
significantly later and remain scarce due to as yet underdeveloped methodology and challenges
arising from the significant spectral overlap of nucleic acid resonances (Marchanka and Carlomagno,
2014; Sreemantula and Marchanka, 2020). Nevertheless, a few impressive studies on nucleic acids
have been performed in the last 2 decades. ssNMR studies of RNAs were pioneered by the Görlach
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group, who have not only contributed to the methodological
development but also provided important insights into the
structure of the ∼100 kDa (CUG)97 RNA repeat involved in
the neuromuscular disease myotonic dystrophy (Leppert et al.,
2004; Riedel et al., 2005b; a; Riedel et al., 2006). The Drobny
laboratory has used ssNMR to study the structure and dynamics
of 29mer HIV TAR RNA bound to an 11mer Tat peptide using
site-specific 19F RNA labeling (Olsen et al., 2005; Huang et al.,
2010; Olsen et al., 2010).

The first complete assignment of RNA resonances along with
the first 3D structure of RNA in a protein–RNA complex
established solely by ssNMR spectroscopy was obtained by the
Carlomagno laboratory and was a major milestone in the
development of ssNMR for RNAs (Marchanka et al., 2013;
Marchanka et al., 2015). Our and Carlomagno’s laboratories
have also been active in the characterization of protein–RNA
interfaces, and we have recently determined the structure of the
same protein–RNA complex by a combination of paramagnetic
relaxation enhancement (PRE)-aided ssNMR and chemical shift
perturbation (CSP) analysis (Ahmed et al., 2020). Finally, the first
studies on RNA at 40 kHz MAS (Yang et al., 2017; Zhao et al.,
2019) and MAS ≥ 100 kHz (Marchanka et al., 2018b; Aguion
et al., 2021) have been performed, reporting both assignment of
resonances and identification of base pairs by sensitive
1H-detected ssNMR spectroscopy. In the research field of
phage viruses, the Goldbourt laboratory has obtained

nucleotide-type assignment for very large native DNA
(Sergeyev et al., 2011; Morag et al., 2014; Goldbourt, 2019)
and has recently identified base pairs in native 1.2 MDa RNA
from the bacteriophage MS2 (Lusky et al., 2021).

Structural determination of RNA by ssNMR comprises several
steps that include sample preparation, spin system–specific
(assignment of resonances within a nucleotide spin system)
and site-specific/sequential (assignment of defined spin
systems to a specific residue within the RNA) assignment of
resonances, and the collection of distance and angular restraints
which are then used in structural calculations (Marchanka and
Carlomagno, 2019) (Figure 1). While in some studies,
unambiguous assignment of RNA resonances is not necessary
to obtain valuable structural information (Olsen et al., 2005;
Huang et al., 2010, 2011; Yang et al., 2017; Lusky et al., 2021), in
most cases, site-specific assignment of resonances is the main
limiting and crucial step in structure determination by NMR.

In this review, we describe the methods for the resonance
assignment of RNA by ssNMR and compare them with solution-
state NMR approaches. We provide a comprehensive description
of ssNMR experiments suitable for the spin system–specific
assignment of riboses and nucleobases and identification of
the base-pairing pattern in RNA. Furthermore, we briefly
discuss ssNMR experiments for the sequential assignment of
RNA. We examine conventional 13C-detected and novel
1H-detected ssNMR methods, critically assess their strengths

FIGURE 1 | Strategies for RNA resonance assignment by ssNMR. Nucleobase and ribose structures are shown. 13C/15N-detected and 1H-detected experiments
utilized for the different steps of the assignment protocol are shown in blue and red boxes, respectively.
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and limitations at different MAS frequencies, and discuss optimal
MAS regimes for ssNMR studies of RNA.

Can RNA Resonances Always Be Assigned
by ssNMR?
RNAs for NMR studies are typically prepared by in vitro
transcription (Milligan et al., 1987; Milligan and Uhlenbeck,
1989) or chemical synthesis (Beaucage and Reese, 2009). While
chemical synthesis can produce RNA with sophisticated site-
specific labeling, this method is limited to RNA of ∼70 nt in
length and is not available in most laboratories. On the other
hand, in vitro transcription can deliver RNA of any length
labeled uniformly or selectively by nucleotide type and is
potentially accessible to any laboratory. In this review, we
will mostly discuss experiments suitable for the assignment of
RNA that is either uniformly labeled or selectively labeled by
nucleotide type.

Solution-state NMR studies of RNA have an intrinsic MW
limit of ∼40 kDa (120–150 nt) and larger RNA can be assigned
only partially; advanced structural studies on large RNA use
many differently labeled samples and sophisticated experiments
(Lu et al., 2010; Keane et al., 2015; Brown et al., 2020). While
ssNMR can, in principle, be applied to RNA of any size, the
feasibility of ssNMR studies is determined by the quality of
sample preparation, which has a direct impact on the spectral
linewidth and therefore on spectral crowding. It is commonly
accepted that 13C linewidths smaller than 1 ppm are necessary to
perform resonance assignment and obtain structural data on
non–site-specific labeled samples. Due to the limited number of
ssNMR RNA studies, statistics on the quality of different sample
preparation techniques are very scarce; nevertheless, some
patterns have been identified. Typical linewidths of lyophilized
sample preparations are significantly larger than 1 ppm (Olsen
et al., 2005; Huang et al., 2011) since insufficient hydration
ultimately leads to large inhomogeneous broadening. As
stated, linewidths greater than 1 ppm are not sufficient for the
resonance assignment, which is, however, not necessary in studies
utilizing site-specifically labeled RNAs (Olsen et al., 2005).

Themost commonly used sample preparationmethod of RNA
labeled uniformly or selectively by nucleotide type for both
13C-detected and 1H-detected ssNMR studies is micro (nano)-
crystallization. This technique was developed for ssNMR studies
of proteins (McDermott et al., 2000; Franks et al., 2005; Bertini
et al., 2010) and has been successfully applied to study RNA
(Huang et al., 2012; Marchanka et al., 2013; Yang et al., 2017).
This method provides typical 13C linewidths of 1 ppm (29mer
HIV TAR RNA) (Huang et al., 2012) or even 0.5 ppm for the
26mer box C/D RNA in complex with L7Ae protein (Marchanka
et al., 2013; Marchanka et al., 2015). The same complex shows an
1H linewidth of separated C1′-H1′ resonances in the protonated
ribose of 150 Hz (0.15 ppm) by 1H-detection at 100 kHz MAS on
a 1 GHz spectrometer, while the 1H linewidth of imino
resonances on an 850 MHz spectrometer estimates to
200–300 Hz (0.23–0.35 ppm) (Aguion et al., 2021). In the
1H-detected imino spectrum of 26mer DIS-HIV-1 RNA
acquired at 40 kHz MAS, the linewidths of the 1H and 15N

dimensions are equal to 500 Hz (0.9 ppm) and 70 Hz (1 ppm),
respectively (Yang et al., 2017).

A novel ethanol precipitation method introduced by theWang
group (Zhao et al., 2019) utilizing 75% D2O/25% H2O-based
buffer yields a promising 15N linewidth of 80 Hz (1.3 ppm) and
70 Hz (1.2 ppm) for imino resonances of 26mer DIS-HIV-1 RNA
and 71mer RiboA71 domain of add adenine riboswitch,
respectively. The 1H linewidth of imino resonances in these
two RNAs was generously estimated to 230 Hz (0.38 ppm) and
132 Hz (0.22 ppm), respectively. While RiboA71 showed a good
chemical shift dispersion so that different spin systems could be
identified and even tentatively assigned based on the known
solution-state chemical shifts (Zhao et al., 2019), the chemical
shift range for DIS-HIV-1 was very narrow and no identification
of individual spin systems was possible. It can be speculated that
for the isolated 26mer DIS-HIV-1 RNA, the tertiary structure and
the local order are partially lost upon EtOH precipitation, while
for the well-folded riboswitch RiboA71, the tertiary structure is
preserved. Further investigations into this matter are required,
but this approach undoubtedly added a new technique to the
repertoire of ssNMR RNA sample preparations. Unfortunately,
this method cannot be applied toward protein–RNA complexes
due to the instant precipitation of most proteins under such
conditions.

While both microcrystallization and ethanol precipitation
methods demonstrate the general feasibility of RNA resonance
assignment by ssNMR, the typically obtained linewidths are
significantly worse than those in solution-state NMR (< 0.1 ppm
for 1H). It implies that nucleotide-type selective labeling is necessary
to perform 13C-detected ssNMR studies even on short (< 30 nt) RNA
(Marchanka et al., 2018a), while 1H-detection at MAS > 60 kHz
allows us to study such RNA using a single uniformly labeled sample
(Marchanka et al., 2018b). For larger RNA, site-specific or segmental
labeling of short (< 30 nt) RNA stretches should be utilized to make
both 13C-detected and 1H-detected ssNMR studies feasible
(Marchanka et al., 2018a).

Is There Always a Need for Complete
Resonance Assignment of RNA?
Solution-state NMR spectroscopy provides rapid information
about the secondary structure of RNA and identifies canonical
Watson–Crick (WC) and non-WC base pairs by observation of
characteristic chemical shifts of immobilized amino (NH2) and
imino (NH) groups (Wacker et al., 2020). In solution-state NMR,
site-specific assignment of 13C resonances is typically not
necessary to site-specifically assign imino resonances and
identify the RNA secondary structure. 2D 1H,1H imino
NOESY/3D 1H,15N HMQC-1H,1H NOESY (Nikonowicz and
Pardi, 1993) coupled with HNN-COSY (Dingley and Grzesiek,
1998; Pervushin et al., 1998) and 1H,15N-TROSY (Favier and
Brutscher, 2011) experiments provide imino assignment and
allow imino–imino sequential walk for the nucleotides in the
base-paired and/or stacked regions. However, if complete
sequential assignment and, especially, determination of the
three-dimensional structure of RNA are aimed at, full
assignment of RNA resonances is necessary. This task
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comprises several steps and includes spin system–specific
assignment of all ribose atoms, determination of ribose–base
connections, and assignment of base resonances, followed by
sequential assignment via 13C-edited/filtered 1H,1H NOEs
(Zwahlen et al., 1997; Breeze, 2000). Detailed description of
solution-state NMR methods for the RNA assignment can be
obtained from the classic work by the Schwalbe group (Fürtig
et al., 2003) and from a few recent reviews (Scott and Hennig,
2008; Barnwal et al., 2017).

Since dipolar couplings are preserved in solid-state NMR, they
can be utilized to provide rapid insights into the secondary
structure of RNA by direct observation of base–base
correlations. In contrast to solution-state NMR, ssNMR
spectra not only show resonances from the base-paired
nucleotides but also from any other immobilized nucleotides,
so that observation of amino or imino resonances is not
necessarily indicative of a base pairing.

In conventional 13C/15N-detected ssNMR spectroscopy at
MAS < 20 kHz, base pair information can be obtained directly
by measuring 15N–15N correlations between base-paired
nucleotides, either through direct dipolar transfers via
radiofrequency-driven dipolar recoupling (RFDR) (Bennett
et al., 1992) or proton-assisted recoupling (PAR)
(Lewandowski et al., 2009), or via spin diffusion (SD)-based

experiments, for example, proton-driven SD (PDSD)
(Szeverenyi et al., 1982) and dipolar-assisted rotational
resonance (DARR) (Takegoshi et al., 2001), or via proton
spin diffusion (PSD) NHHN/NHHC experiments (Lange
et al., 2002; Riedel et al., 2005a; Herbst et al., 2008). The
Görlach laboratory has directly observed canonical WC G:C
base pairs in (CUG)97 RNA (Figure 2A), employing both
15N,15N RFDR (Leppert et al., 2004) (Figure 2B) and
NHHN (Riedel et al., 2005a) experiments (Figure 2C). In
our study on 26mer box C/D RNA, we have acquired both
RFDR and NHHN spectra that were sufficient for the detection
of WC G:C (Figures 2D,E) and A:U base pairs. Site-specific
assignment via imino–imino sequential walk was not possible
in 15N-detected spectra due to poor 15N chemical shift
dispersion and typical 15N linewidths ≥ 1 ppm. Recently,
the Goldbourt laboratory has employed 15N,15N PDSD and
15N,15N PDSD·RFDR experiments to identify the presence of
WC G:C and wobble G:U base pairs in native 1 MDa-sized
bacteriophage MS2 RNA and obtained nucleotide-
type–specific assignments (Lusky et al., 2021). In all
15N-detected experiments described above, after the initial
1H-15N cross-polarization (CP), magnetization is evolved on
15N during t1. Following that, 15N magnetization is spread to
nearby nitrogens, either directly by various 15N–15N

FIGURE 2 | Base pair identification and spin system–specific assignment of imino nitrogens by ssNMR. (A) Identification of WC G:C base pair in (CUG)97 RNA
repeat by 15N,15N RFDR experiment (Leppert et al., 2004). Magnetization transfer schemes for (B) 15N,15N recoupling (RFDR, PAR) experiment and (C) NHHN
experiment shown on the example of WC G:C base pair. (D) 2D 15N,15N RFDR and (E) 2D NHHN spectra of G,Clab 26mer box C/D RNA showing three assigned WC
G:C base pairs (Marchanka et al., 2015). Magnetization transfer schemes for (F) 2D hCN(PAR)NH (Yang et al., 2017) and (G) 3D (H)N(HH)CH (Aguion et al., 2021)
experiments (H)Representative 2D plane from the 3D (H)N(HH)CH spectrum showsWC base pair A15:U8 in 26mer Box C/D RNA. 15N frequency of N3 nitrogen in uracil
is indicated. In magnetization transfer schemes, solid arrows indicate CP transfers, dotted arrows indicate homonuclear RFDR recoupling, the dashed arrow indicates
PSD transfer, and the dash-dotted arrow indicates PAR transfer; Roman numbers indicate CP transfers; Arabic numbers correspond to the spectral dimensions (t1–t3).
Figure (A) is reproduced from J. Leppert, C. R. Urbinati, S. Häfner, O. Ohlenschläger, M. S. Swanson, M. Görlach, and R. Ramachandran, Identification of NH...N
hydrogen bonds bymagic angle spinning solid state NMR in a double stranded RNA associated with myotonic dystrophy. Nucleic Acids Res., 2004, 32, 3, 1,177–1,183,
by permission of Oxford University Press. Spectrum in (D) is adapted from (Marchanka et al., 2015). Spectrum in (E) is reprinted from (Marchanka and Carlomagno,
2019) with permission from Elsevier.
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recoupling schemes (Figure 2B) or indirectly through protons
via the N→H-PSD-H→N scheme (Figure 2C). Finally, the 15N
magnetization is recorded during t2.

1H-detected ssNMR on RNA amino and imino groups is
possible in two different regimes depending on the MAS
frequency used. Since imino and amino protons are
exchangeable, high level of deuteration will reduce the
network of 1H, 1H dipolar couplings and therefore make 1H
resonances observable even at MAS frequencies of ∼20 kHz.
The Reif and Carlomagno groups used this approach to acquire
an 1H-15N dipolar-based CP-HSQC (Zhou et al., 2007)
spectrum of deuterated 26mer box C/D RNA in complex
with L7Ae protein at 24 kHz MAS in 90% D2O buffer
(Asami et al., 2013). Although the recorded spectrum
showed disperse imino resonances of several nucleotides,
sequence-specific assignment via sequential walk has not
been attempted due to low sensitivity. Recently, the Wang
laboratory (Yang et al., 2017) has acquired proton-detected
15N,15N PAR correlations at 40 kHz MAS to obtain
information about WC G:C and A:U base pairs. In their
hCN(PAR)NH experiment, after initial CP transfer from 1H
to 13C, a specific 13C-15N CP step is used to transfer
magnetization to nitrogen atoms, whose chemical shifts are
recorded in t1. Magnetization transfer across the base pair is
achieved by 15N–15N PAR transfer with a contact time of 7 ms.
A final CP transfer brings the magnetization back to 1H for
detection (Figure 2F). Their approach was successful as they
were able to confirm the presence of WC G:C and A:U base
pairs in the 26mer DIS-HIV-1. Unfortunately, the low
resolution in the 1H dimension (∼500 Hz for imino protons)
did not allow the identification of different spin systems and
thus the unambiguous assignment of hydrogen bonds. In our
recent study at 100 kHz MAS, in view of good linewidths in the
proton dimension (200–300 Hz), spin system–specific
detection of base pairs was possible (Aguion et al., 2021),
allowing rapid identification of almost all base pairs present
in 26mer box C/D RNA. While the 2D/3D (H)N(HH)NH
experiment detects WC G:C and non-WC U:U base pairs,
the 2D/3D (H)N(HH)CH experiment identifies WC A:U
and non-WC G:A base pairs. In the 2D/3D (H)N(HH)CH
experiment (Figure 2G), after initial 1H-15N CP transfer, 15N
chemical shifts are evolved during t1. After the second CP has
transferred magnetization back to the protons, a 1H,1H RFDR
of 0.48–0.96 ms spreads magnetization to all nearby protons
within a distance of 3–4 Å. The third CP transfers
magnetization to 13C for an optional evolution (in 3D
experiment). Finally, a short read-out CP step transfers
magnetization back to the protons for detection during t2 (t3
in 3D). In the 2D/3D (H)N(HH)NH experiment, the third CP
step transfers magnetization to the directly attached nitrogens,
where their chemical shifts evolve during t2 (in the optional 3D
experiment). The final short 15N-1H CP read-out step transfers
magnetization back to the protons for detection during t2 (t3 in
3D). Despite efficient identification of both WC and non-WC
base pairs (Figure 2H), sequential imino–imino walk as
performed in solution-state NMR was not feasible due to 1)
low sensitivity and 2) strong signal overlap.

Presented case studies show that ssNMR allows rapid
identification of the type and number of base pairs present in
the RNA. However, sequence-specific assignment of base pairs
and therefore RNA secondary structure determination based on
amino and imino fingerprints alone are not possible and, hence,
complete assignment of RNA resonances is necessary. The above
will require their correlation with the well-resolved nucleobase
carbons C6/C8 (C6-H6/C8-H8 groups) and then with the ribose
C1′ (C1′-H1′ groups). Finally, nucleotides should be connected
sequentially through 1H–1H and/or 13C–13C correlations
(Figure 1).

In the following sections, we will discuss in detail experimental
strategies for the resonance assignment of different RNAmoieties
by ssNMR.

Ribose Assignment
Spin system–specific assignment of ribose resonances by
conventional 13C-detected ssNMR at MAS frequencies < 20 kHz
can be achieved using a multitude of correlation schemes provided
a satisfactory spectral linewidth is obtained. In the pioneering study
by the Görlach group, mostly intra-ribose and partially ribose–base
correlations were obtained using symmetry-based adiabatic ZQ
recoupling experiments (Riedel et al., 2004). However, due to the
low chemical shift resolution arising from limitations in sample
preparation, spin system–specific assignment was not possible
despite only three different nucleotides being present in the
(CUG)97 RNA. The Drobny group (Huang et al., 2012)
acquired 13C,13C PDSD (Szeverenyi et al., 1982) experiments on
the selectively uracil-labeled TAR RNA. Also, there, very narrow
carbon chemical shift dispersion together with poor resolution
impeded any spin system–specific resonance assignments. In our
study on 26mer box C/D RNA, we have exploited 2D 13C,13C
PDSD (Figure 3A) to correlate intra-ribose resonances and even to
obtain ribose–base correlations (Marchanka et al., 2013). While
100 ms PDSD mixing was sufficient to obtain a full set of intra-
ribose correlations (Figure 3B), 500 ms mixing additionally
provided not only intra-base correlations but also an almost
complete set of ribose–base and several inter-nucleotide
correlations (s. below). Despite good 13C linewidths of 0.5 ppm
and usage of nucleotide-type selective labeling (Marchanka et al.,
2013; Marchanka et al., 2018a), homonuclear 13C,13C spectra
yielded the assignment of less than half of the nucleotides of
26mer box C/D RNA. The assignment process is hampered
particularly by significant spectral crowding of C2′/C3′ carbons,
and furthermore, the lack of a proton dimension does not help to
lift the ambiguity.

A MAS regime of 20 kHz < ωR < 60 kHz is less suitable for the
ribose assignment in RNA labeled uniformly or selectively by
nucleotide type. First, since ribose protons are not exchangeable,
acquisition of NMR spectra in deuterated buffer does not bear
any advantage. Coherence lifetimes of ribose protons are
unfavorable at MAS frequencies < 60 kHz (Marchanka et al.,
2018b), so that 13C-detected ssNMR must be applied. While
3.2 mm probes (maximum MAS frequency � 24 kHz) have
optimal 13C sensitivity, the smaller rotor size in 2.5 and
1.7 mm probes attenuates 13C sensitivity due to a smaller
sample volume. Second, pure SD-based experiments (PDSD
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and DARR) cannot work well at MAS > 20 kHz; therefore,
advanced recoupling schemes must be utilized to correlate
ribose resonances in this regime. These mixing schemes may
include finite-pulse (fp) RFDR (Bennett et al., 1992; Nishiyama
et al., 2014), R-symmetry–driven SD (Hou et al., 2011), mixed
rotational and rotary resonance (MIRROR) (Scholz et al., 2008),
phase-alternated recoupling irradiation (PARIS) (Weingarth
et al., 2009), combined R2-symmetry–driven sequences
(CORD) (Hou et al., 2013), and many others. A recent review
by the Hou group provides a comprehensive description of
different recoupling techniques at fast MAS (Ji et al., 2021).
Many first-order homonuclear dipolar recoupling sequences
(e.g., fpRFDR) suffer from dipolar truncation (Bayro et al.,
2009), which may impair observation of long-range
correlations, whereas second-order sequences (SD-based, RF-
assisted SD, and PAR) are free from this effect (Ji et al., 2021).
Regardless of the chosen type of homonuclear recoupling, all
13C,13C correlation experiments have a similar form. After an
initial short CP transfer from 1H to 13C, magnetization is evolved
on the starting 13C during t1. Subsequently, carbons are
connected by one of the recoupling schemes. Finally, 13C
chemical shifts are recorded during t2 (Figure 3A).

Since N1 and N9 nitrogens in pyrimidines and purines,
respectively, have very distinct chemical shifts, the 15N dimension
can be added to improve assignment by separation of ribose
resonances of different nucleotide types. Optimal separation can

be achieved by acquisition of, for example, 13C,15N TEDOR
(Jaroniec et al., 2002) or 13C,15N TEDOR-13C,13C PDSD (Riedel
et al., 2005b; Daviso et al., 2013) experiments. In the TEDOR-PDSD
experiment, the 13C magnetization (C1′) is prepared via a short
1H,13C CP step. During a short 13C,15N TEDOR transfer, the
magnetization is propagated to nearby nitrogens (N1 and N9 in
pyrimidines and purines, respectively). After t1 evolution on

15N, the
magnetization is transferred back to 13C. A subsequent 13C,13C
PDSD or DARR step spreads the magnetization into 13C spins of
ribose (C2′-C5′), whose chemical shifts are recorded during t2 (t3 in
3D) (Figure 3C). An optional 13C evolution step before PDSD
(DARR) yields the 3D TEDOR-PDSD experiment which improves
resolution at the cost of sensitivity. In addition to improving ribose
assignment (Figure 3D), TEDOR-PDSD provides ribose–base
connections and improves the assignment of nucleobase carbons
(vide infra).

1H-detected ssNMR at MAS frequencies > 60 kHz and in
particularly ≥ 100 kHz opens new avenues for structural
characterization of biomolecules, significantly improving resolution
and increasing the sensitivity per unit of the sample. Such probeheads
operate with significantly smaller rotors that ultimately reduce the
sample volume/number of spins packed into the ssNMR rotor and
therefore attenuate sensitivity. Due to the optimized coil sensitivity,
increased fill factor, and narrowed lines, overall sensitivity is not
reduced as a cube of the rotor diameter (Schledorn et al., 2020);
nevertheless, exclusively 1H detectionwith the sensitivity increased by
a factor of (cH/cC)

3/2 � 8 can compensate for the smaller rotor size.
In our experience, a MAS regime where ωR ≥ 100 kHz is optimal for
RNA studies by 1H-detected ssNMR.Coherence lifetimes of bothH1′
andH2′-H5′ protons increase significantly atMAS frequencies above
60 kHz and reach 4.2 and 1.7 ms, respectively, at 109 kHz MAS
(Marchanka et al., 2018b). In addition to many dipolar mixing
schemes that can be used at MAS ≥ 100 kHz, scalar 13C
couplings can be utilized to correlate all carbons in the ribose
with each other in a manner typically utilized in solution-state
NMR (Hu et al., 1998). J-coupling–based correlation spectroscopy
becomes possible due to the long 13C T1ρ relaxation times of 50ms at
≥ 100 kHz MAS (Marchanka et al., 2018b). In our study, we have
implemented a 4D HCCH-TOCSY experiment utilizing low-power
20 kHz WALTZ-16 (Shaka et al., 1983) mixing of a length of 25ms,
which allows us to fully correlate all CH groups in the ribose ring
(Figures 4A,B). In the 4D HCCH-TOCSY, after t1 evolution on the
starting proton, magnetization is transferred by a short CP to directly
attached 13C. After t2 evolution on this starting carbon,magnetization
is transferred to all carbons in the ribose byWALTZ-16mixing. After
evolution during t3 on the final carbon, magnetization is transferred
by a short CP to 1H for detection during t4 (Figure 4A). This
experiment has been acquired utilizing non-uniform sampling (NUS)
(Paramasivam et al., 2012; Sergeyev et al., 2017) and required 68 h of
measurement time. To explore the feasibility of dipolar
coupling–based transfer in the ribose at 100 kHz MAS, we have
acquired 13C,13C fpRFDR spectra with 8 and 16ms ofmixing time. A
full set of intra-ribose correlations has been obtained from both 3D
(H)CCH spectra acquired with high sensitivity using uniform
sampling within 40 h.

Despite good resolution in 1H-detected 4D HCCH-TOCSY or
3D (H)CCH-fpRFDR spectra, three nucleotides in the helical

FIGURE 3 | Ribose assignment by 13C-detected ssNMR. (A)
Magnetization transfer in homonuclear 13C,13C recoupling experiment (PDSD,
DARR, and PAR) for the spin system–specific assignment of carbon
resonances in nucleotides shown on the example of an adenosine. (B)
Zoom in on the ribose region of 13C,13C PDSD spectra of the Alab-26mer box
C/D RNAmeasured at themixing time of 100 ms. (C)Magnetization transfer in
heteronuclear 13C,15N-TEDOR-13C,13C PDSD experiment shown on the
example of an adenosine. (D) Ribose region of the 13C,15N-TEDOR-13C,13C
PDSD spectrum of the A,Ulab-26mer box C/D RNA measured at TEDOR and
PDSD mixing times of 3.2 and 100 ms, respectively. In magnetization transfer
schemes, solid arrows indicate CP transfers, dashed arrows indicated TEDOR
transfer, and dotted arrows indicate homonuclear 13C,13C recoupling; Arabic
numbers correspond to the spectral dimensions (t1–t3). The spectrum in (B) is
adapted with permission from (Marchanka et al., 2013), © John Wiley and
Sons, 2013. The spectrum in (D) is adapted from (Marchanka et al., 2015).
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regions were not assigned due to low dispersion of the C1′ and
H1′ chemical shifts (Marchanka et al., 2018b). Similar to
13C-detected experiments, the N1/N9 dimension can be
introduced to resolve spectral crowding at the price of
sensitivity. In the 4D (H)NCCH-TOCSY experiment
(Figure 4C), after a long 1H-15N CP transfer, magnetization is
evolved on N1 and N9 during t1. Subsequently, magnetization is
transferred by a specific 13C-15N CP step to the C1′ carbon in the
ribose. From here on, the magnetization path follows one of the
HCCH-TOCSY experiments and delivers a set of well-resolved
N1/N9-C1′-CX′-HX′ correlations after 100 h of measurement
time, albeit with low sensitivity (Figure 4D).

Ribose–Nucleobase Connection
The next step of the resonance assignment protocol is the
connection of riboses to the nucleobases, which can, in
principle, be obtained in ssNMR by long-range carbon–carbon
correlations utilizing previously discussed homonuclear

recoupling schemes, for example, PDSD (Szeverenyi et al.,
1982), DARR (Takegoshi et al., 2001), RFDR/fpRFDR (Bennett
et al., 1992), PAR (De Paëpe et al., 2008), and others (Ji et al.,
2021) (Figure 5A). Due to the two-bond distance between ribose
C1′ and nucleobase C2/C6 and C4/C8 carbons, dipolar
truncation (Bayro et al., 2009) can impair the efficiency of
first-order recoupling schemes, so second-order dipolar
recoupling (e.g., PDSD, DARR, PAR, and CORD) should be
preferred depending on the MAS frequency. While in our studies,
we have used the PDSD scheme at MAS < 20 kHz (Marchanka
et al., 2013) and have employed fpRFDR at 100 kHz, various
recoupling schemes (Ji et al., 2021) can be utilized for this
purpose. Their efficacies toward RNA have to be evaluated in
future studies.

As discussed previously in the ribose assignment section,
spectral resolution in 13C (and 1H) dimensions might not be
enough for the spin system assignment using homonuclear
recoupling schemes. As for ribose assignment experiments,
acquisition of 15N-edited spectra resolves nucleotides by their
N1/N9 chemical shifts and facilitates unambiguous ribose–base
correlation.

In 13C-detected ssNMR spectroscopy, ribose and base
resonances can be connected by the CNC-type experiment
(Franks et al., 2005; Schuetz et al., 2010) (Figure 5B), which is
similar to the HCNCH (Sklenar et al., 1993) experiment in liquids.
After initial CP from H1′ to C1′, magnetization is evolved on C1′
during t1. Next, a long SPECIFIC-CP step (Baldus et al., 1998)
transfers magnetization to N1 and N9 in pyrimidines and purines,
respectively, where it evolves during t2. Finally, during a last
SPECIFIC-CP step, magnetization is transferred to C2/C6 and
C4/C8 in pyrimidines and purines, respectively, for the detection
during t3 (Marchanka et al., 2013). 13C detection atMAS < 20 kHz
allows straightforward acquisition of 13C signals of both
protonated and non-protonated carbons and provides well-
separated C1′-N1-C2/C4 and C1′-N9-C4/C8 chemical shifts for
pyrimidines and purines, respectively (Figure 5C). Due to the very
distinct chemical shifts of N1 and N9 nitrogens, just two
differently double nucleotide-type selectively labeled samples
are sufficient to obtain such correlations for all nucleotides in
RNA. This experiment can be acquired in the ribose-to-base or
base-to-ribose direction. In our experience, ribose-to-base transfer
was more efficient. Moreover, C1′ → N1/N9 → C2/C4
correlations were more intense than C1′ → N1/N9 → C6/C8
due to a shorter coherence lifetime caused by the increased dipolar
relaxation in the latter case. Due to the two low-γ specific CP
transfers and the intrinsically low sensitivity of 13C detection, a
single good-quality 3D CNC spectrum required more than 120 h
of experimental time on a 700MHz Bruker spectrometer.
However, this experiment provides assignment for C4 and C2
carbons in purines and pyrimidines, respectively, whose assigned
chemical shifts are very rarely reported in the BMRB database
(Ulrich et al., 2007) (s. below). The same experiment can be
acquired at a MAS regime of 20 kHz < ωR < 60 kHz; however, its
sensitivity will be compromised due to the necessity of
13C-detection at decreased sample volume (see previous section).

Ribose–nucleobase correlations can be obtained by
1H-detected experiments at MAS > 60 kHz on a single

FIGURE 4 | Ribose assignment by 1H-detected ssNMR. (A,C)
Magnetization transfer for (A) 4D HCCH-TOCSY and (C) 4D (H)NCCH-
TOCSY experiments. Solid arrows indicate CP transfers and dotted arrows
indicate homonuclear 13C,13C TOCSY/RFDR recoupling; Arabic
numbers indicate spectral dimensions (t1–t4); Roman numbers indicate CP
transfers. Assignment of ribose spin systems with (B) 4D HCCH-TOCSY and
(D) 4D (H)NCCH-TOCSY experiments. In (B) representative 2D planes from
the 4D experiment show the spin systems of G6 and A18. 1H and 13C
frequencies are indicated in each panel. In (D) representative 2D planes from
the 4D experiment show the spin systems of U8 and C17. 13C and 15N
frequencies are indicated in each panel. For reference, the red contours of
either HCCH-TOCSY or 4D (H)NCCH-TOCSY spectra are overlaid onto 2D
CP-HSQC spectra (in gray). The HCCH-TOCSY spectrum was recorded on
an 800 MHz spectrometer at a MAS frequency of 100 kHz, while the (H)
NCCH-TOCSY spectrum was recorded on a 1 GHz spectrometer and at
100 kHz MAS. Figures (B) and (D) are reproduced from (Marchanka et al.,
2018b) with permission from the Royal Society of Chemistry.
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uniformly labeled 13C,15N RNA sample (Marchanka et al.,
2018b). In the 1H-detected (H)NCH experiment, after long
1H-15N CP transfer and evolution on 15N during t1, either
ribose- or base-tuned band-selective CP transfers the
magnetization either to C1′ or to C6/C8 for the evolution
during t2. A final short CP transfers magnetization to directly

bound H1′ or H6/H8 protons for the detection during t3
(Figure 5D). This experiment provides a set of either
ribose-specific N1/N9–C1′–H1′ or base-specific N1–C6–H6/
N9–C8–H8 correlations in pyrimidines/purines, respectively
(Figures 5E,F). Due to the high sensitivity of 1H detection,
good quality ribose- and base-specific spectra have been
obtained in 12 and 19 h, respectively (Marchanka et al.,
2018b). While the (H)NCH experiment provides
unambiguous correlation of ribose and base CH groups
with their corresponding N1/N9 nitrogens, ribose–base
correlations obtained by these two experiments might be
ambiguous, since they share only N1/N9 chemical shifts.
The narrow chemical shift range of N1/N9 nitrogens is
exacerbated by intrinsically worse linewidths in ssNMR
compared to solution-state. To lift the ambiguity, an
additional 1H evolution period can be added before the first
1H-15N CP step, yielding the 4D HNCH experiment. In such a
spectrum, chemical shifts in the indirect proton dimension
(H6 or H8) and N1/N9 represent the nucleobase, while N1/N9,
C1′ and H1′ chemical shifts correspond to the ribose.

Nucleobase Assignment
After resonances of riboses are assigned and correlated with the
nucleobase C6-H6/C8-H8 groups, assignment of resonances in
the nucleobase is performed. This is not a trivial task, particularly
in 1H-detected NMR spectroscopy, due to the low density of
protons in RNA nucleobases. The majority of reported assigned
carbons and nitrogen RNA chemical shifts in the BMRB database
belong to either protonated nuclei or nuclei directly attached to
the protonated carbons. The fraction of assigned chemical shifts
for C4 and C5 carbons in purines is very low and estimates to only
1.8% (72/3,921) and 2.0% (79/3,921), respectively, of all assigned
base carbon chemical shifts in the BMRB database. Sensitive
dipolar coupling–based transfer in ssNMR provides an
unprecedented opportunity for the assignment of these
otherwise not-easy-to-access carbons.

C2/C6 and C4/C8 carbons in pyrimidines and purines,
respectively, are assigned by the 3D CNC experiment acquired
at MAS < 20 kHz, as described in the section above. H6-C6 and
H8-C8 groups are assigned by the (H)NCH experiment at
ultrafast MAS.

Strategies for the assignment of the remaining carbons and
nitrogens in the nucleobase depend strongly on if either 13C- or
1H-detection is utilized.

At MAS frequencies < 20 kHz, using 13C-detection, 13C,13C
recoupling schemes discussed above for the ribose assignment
can be used to obtain carbon assignment in the nucleobase.
500ms PDSD recoupling (Figure 5A) or 8–16ms PAR
(Figure 6A) were found to be sufficient to obtain many,
although overlapping, correlations in the nucleobases of RNA
selectively labeled by nucleotide type. As for ribose assignment,
inclusion of the nitrogen dimension can reduce spectral crowding.
The previously described 13C,15N TEDOR-13C,13C PDSD
experiment (Riedel et al., 2005b; Daviso et al., 2013) can provide
assignment of carbon resonances in nucleobases by connecting their
chemical shifts to the chemical shifts of assigned carbons in the
nucleobase (C6/C8) and the ribose (C1′) (Figure 6B).

FIGURE 5 | Experiments for the ribose–nucleobase correlations. (A)
13C,13C PDSD spectrum of the Alab-26mer box C/D RNA measured at
500 ms PDSD mixing time. Ribose–base cross-peaks are highlighted by
rectangles. (B,C) 13C-detected 3D CNC experiment. (B) Magnetization
transfer in CNC experiment shown on the example of a purine; (C) 2D
Cribose–Cbase projection of the 3D CNC spectrum of G,Clab 26mer box C/D
RNA. Spectra in figures (A,C) were acquired on a 700 MHz spectrometer at
13 kHz MAS. (D–F) 1H-detected 3D (H)NCH experiment. (D) Magnetization
transfer shown on the example of a purine. (E,F) Representative 13C–1H
cross-sections from the (H)NCH spectra show either ribose N1/N9–C1′–H1′
(E) or base N1–C6–H6/N9–C8–H8 (F) correlations. 15N frequencies are
indicated in each panel. (H)NCH spectra were recorded on a 1 GHz
spectrometer at 111 kHz MAS. In magnetization transfer schemes, solid
arrows indicate CP transfers; Arabic numbers correspond to the spectral
dimensions (t1–t3); Roman numbers indicate CP transfers. Figures (A,C) are
adapted with permission from (Marchanka et al., 2013), © John Wiley and
Sons, 2013. Figures (E,F) are reproduced from (Marchanka et al., 2018b) with
permission from the Royal Society of Chemistry.
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The NCC experiment (Pauli et al., 2001; Igumenova et al.,
2004; Franks et al., 2005) is employed to connect amino and
imino nitrogens with nucleobase and (partially) ribose carbons
(Marchanka et al., 2013). After an initial short CP from 1H to 15N,
15N chemical shifts evolve during t1 and yield the frequencies of
N6 (A), N4 (C), N1, N2 (G), and N3 (U). Following this, the
magnetization is transferred by SPECIFIC-CP to the nearby
carbons, N6→C6 (A), N4→C4 (C), N1→C2/C6 and N2→C2
(G), and N3→C2/C4 (U). Here, magnetization can be optionally
evolved during t2 or spread directly by PDSD to all base carbons
and C1′ for the detection during t2 or t3 (in the 3D version)
(Figures 6C,D). Needless to say, diverse 13C,13C recoupling
schemes can be utilized instead of PDSD. The NCC
experiment can, in theory, provide unambiguous assignment
for all protonated nitrogens and all carbons in the nucleobase
if protonated nitrogens can be uniquely correlated with well-
resolved carbons in the nucleobase (C2/C6, C4/C8) or C1′.
However, the poor chemical shift dispersion of 15N amino and
imino resonances usually renders assignment inconclusive,
especially in helical regions.

Assignment of the remaining non-protonated nitrogens in
the base is important for characterization of non-WC base
pairs, especially G:A and U:U. Assignment of N7 nitrogen in
adenosines and guanosines can be readily obtained from the
13C,15N TEDOR (Jaroniec et al., 2002) experiment that
provides (H8)C8-N7 correlations. Assignment of N1 and
N3 nitrogens in adenosines is obtained from the same-type
TEDOR experiment by acquisition of (H2)C2-N1/N3
correlations (Figure 6E). To obtain site-specific assignment
of these N1/N3 nitrogens, C2 carbons have to be correlated
with C6/C8 carbons by any of the 13C,13C correlation schemes
discussed above.

The assignment of non-protonated nitrogens (N3) in both
cytidines and guanosines is the most challenging task, due to the
absence of any protons in their close vicinity. It could, in
principle, be obtained from a modified NCC experiment,
where a long initial 1H-15N CP transfers the magnetization
from the distant (r � 2.4 Å) amino protons H41/H42 (C) or
H21/H22 (G) to the N3 nitrogen. 15N chemical shifts evolve
during t1, and then magnetization is transferred to the C2 and C4
carbons, where it is recorded during t2 (Figure 6F). It is uncertain
if 1) T1ρ during the H41/H42→N3 and H21/H22→N3 transfer is
long enough to allow for the efficient long-range magnetization
transfer and 2) resolution of 15N and 13C resonances are good
enough to allow for the spin system–specific assignment.
However, N3 of cytidine can be easily assigned indirectly
through base-paired guanosine in the WC G:C base pair.
Here, the cross-strand N–N distance of ∼2.0 Å allows the
straightforward connection of N3 in cytidine with N1 in
guanosine using, for example, 15N,15N RFDR or 15N,15N PAR
correlations (Figure 2B).

While 13C-detected ssNMR allows almost complete assignment
of carbons and nitrogens in the nucleobases using only two different
types of experiments, namely, CNC and NCC, 1H-detected ssNMR
on RNA nucleobases is more challenging. Despite the significant
advantages of 1) additional spectral dimensions and 2) higher
sensitivity, 1H detection obviously requires that the magnetization

transfer pathway ends on a proton. As is known from solution-state
NMR, many different types of experiments are necessary to assign
RNA nucleobases (Fürtig et al., 2003).

Very recently, we have addressed this challenge and have
published the set of ssNMR experiments that allow assignment of
nucleobase resonances (Aguion et al., 2021).

In the first step, all nucleobase carbons are correlated with the
previously assignedC6-H6 (pyrimidines) or C8-H8 (purines) groups
using 13C,13C fpRFDR recoupling. This step is accomplished by the
3D (H)CCH experiment, which starts with a long 1H-13C CP step to
gain sufficient 13C magnetization on both protonated and non-
protonated carbons. After t1 evolution on 13C, a phase-cycled
selective inversion pulse cancels the signals of the ribose ring.
Following this, 8 ms-long 13C,13C fpRFDR recoupling transfers
magnetization to nearby carbons, whose chemical shifts are
recorded during t2. Finally, the

13C magnetization is transferred
by a short read-out CP to directly attached protons for the detection
during t3 (Figure 7A). This experiment correlates all nucleobase
carbons with the protonated C5-H5 and C6-H6 groups in
pyrimidines, C8-H8 groups in purines, and C2-H2 groups in
adenosines (Figure 7B).

In the second step, 15N-1H imino and amino resonances are
correlated with the assigned carbons and C-H groups using two
different experiments. The 3D (H)CNH experiment (Figure 7C)
starts with a long 1H-13C CP step to transfer proton magnetization
to non-protonated carbons. After t1 evolution on

13C, magnetization is
transferred to directly attached amino or imino nitrogens via a 13C,15N
CP step. After t2 evolution on nitrogens, a phase-cycled selective
inversion pulse selects either amino or imino magnetization that is
subsequently transferred by a short read-out CP to 1H for the detection
during t3. This experiment yields C6-H6-H61/H62 correlations for A,
C4-H4-H41/H42 for C, C2/C6-N1-H1 and C2-N2-H21/H22 for G,
and C2/C4-N3-H3 for U (Figure 7D). The correlation of C2/C4
resonances in uridines andC2/C6 resonances in guanosineswith imino
groups is sufficient for site-specific assignment of imino resonances if
chemical shift dispersion exists in at least one of the correlated carbons.
Amino groups, on the other hand, have only one adjacent carbon (C6
in A, C4 in C, and C2 in G) with a very narrow chemical shift range,
which often prevents unambiguous assignment of amino resonances.
This is aggravated by the poor resolution of amino resonances
compared to imino resonances. To resolve the ambiguity in these
cases, we have combined the two experiments reported above to
develop 3D 1) (H)N(C)CH and 2) H(NC)CH experiments. In
experiment 1) (Figure 7E), after an initial short 1H-15N CP step,
the chemical shifts of amino and imino nitrogens are recorded during
t1. Subsequently, magnetization is transferred to directly attached
carbons by a 15N, 13C CP step. The phase-cycled selective inversion
pulse selects nucleobase carbon magnetization at ∼ 160 ppm, which is
then spread to all nearby carbons by a 14ms RDFR mixing step.
Following this, 13C magnetization is evolved during t2 and finally
transferred from protonated carbons by a short read-out CP to directly
attached protons for the detection during t3 (Figure 7E). Despite the
low sensitivity of this experiment due to the modest efficiency of both
low-γ 13C,15N CP and 13C,13C RFDR transfers, it provides important
information by correlating imino and aminonitrogens directlywith the
well-resolved C6-H6 andC5-H5 groups in pyrimidines, C8-H8 groups
in pyrimidines, and C2-H2 groups in adenosines (Figure 7F). In
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experiment 2), chemical shifts of amino and imino protons are evolved
instead of nitrogens and should provide better spin system separation
due to better resolution in the proton dimension. Unfortunately, its
sensitivity was poor due to the short coherence lifetimes of imino
(∼4ms) and especially amino (∼1ms) protons at 100 kHz MAS.
Relaxation behavior of RNA amino/imino groups could be
improved by 1) increasing the MAS frequency and 2) performing
experiments in partial deuterated buffer (∼25–50%), whereas the
overall sensitivity of the experiment can be improved by utilizing
optimized 13C,13C recoupling schemes.

While 13C,13C recoupling-based experiments were successfully
utilized for the assignment of most nucleobase resonances, some
nuclei can be more efficiently assigned through 1H,1H recoupling
schemes. Thus, amino groups of guanosines were assigned through

correlation with well-resolved imino groups through the 3D (H)
N(HH)NH experiment described above (Figures 7G,H). Similarly,
amino groups of cytidines were assigned through the previously
described 3D (H)N(HH)CH experiment (Figure 7I). This
experiment provides N4–C5–H5 correlations for all four
cytidines in the structured region of 26mer box C/D RNA
(Figure 7J) and, moreover, provides assignment of WC A:U
(Figures 2G,H) and non-WC G:A base pairs.

In the third step, assignment of non-protonated nitrogen
resonances is performed. In 1H-detected ssNMR, it can be
obtained from a modified version of the 3D (H)NCH experiment
described above (Figure 7K). For effective excitation of N1, N3, and
N7 resonances, the 15N carrier frequency should be shifted to a
higher ppm (e.g., ∼190 ppm). Moreover, a selective 13C refocusing
pulse applied after t2 eliminates unwanted signals of the ribose ring.
The experiment correlates N7 resonances with protonated C8-H8
groups in purines and N1 and N3 resonances with protonated C2-
H2 groups in adenosines. N3 resonances in guanosines, however, do
not have any adjacent CH group and can therefore not be assigned in
this experiment. The same applies to N3 resonances in cytidines. As
in 13C-detected ssNMR, assignment of these resonances remains
challenging, but N3 resonances of cytidines can likewise be obtained
indirectly through base-paired guanosines. Here, the close
distance of cytidine N3 and H1 resonances in the base-
paired guanosine (r � 2.0 Å) can be exploited in a simple
2D 1H-15N-HSQC experiment with long-range 1H-15N/15N-
1H CP transfer times of 8 ms (Aguion et al., 2021).

At intermediate MAS rates, nucleobase assignment can be
performed either by acquisition of 13C-detected NC-type
experiments (Marchanka et al., 2013; Zhao et al., 2019), taking
into account attenuated 13C sensitivity, or using 1H detection of
amino/imino protons employing 3D (H)CNH and 3D (H)N(HH)
NH experiments. 1H-detection of nucleobase H6/H8/H2 protons
would be unfavorable due to their short coherence lifetimes at
MAS < 60 kHz (Marchanka et al., 2018b).

Sequential Assignment
After spin system–specific assignment is achieved, nucleotides are
sequentially connected with each other to obtain site-specific
assignments. In solution-state NMR, this task is accomplished by
measurement of either through-space internucleotide H6/H8(i)-
H2′,H1′(i−1) NOEs or through detection of overlapped Cribose–P
correlations (Fürtig et al., 2003). A similar approach has been
utilized in ssNMR; however, due to the preservation of direct
dipolar couplings, accessible distances are significantly longer and
are not limited to 1H,1H restraints. The first ever sequential RNA
correlations by ssNMRwere obtained by the Görlach group. They
have utilized a CHHC-type experiment (Lange et al., 2002) and
have measured sequential H2′,H3′(i-1)-H6/H8(i) contacts in the
(CUG)97 repeat (Figures 8A,B) (Riedel et al., 2006). In our 13C-
and 15N-detected study on 26mer box C/D RNA, we have utilized
13C,13C and 13C,31P correlations to obtain sequential assignments
(Marchanka et al., 2015). Due to severe resonance overlap, eight
different double nucleotide-type selective labeled samples were
prepared and an 15N-editing TEDOR step was coupled to the
long-range 13C,13C PDSD recoupling (Figure 8C). Long-range
correlations up to 9 Å were obtained at 700 ms of PDSD mixing

FIGURE 6 |Nucleobase assignment by 13C-detected ssNMR. (A) Zoom
in on the ribose–base region of the 13C,13C PAR spectrum of the A,Ulab-26mer
box C/D RNA acquired at 10 ms PAR mixing time. (B) Zoom in on the base
region of the 13C,15N-TEDOR-13C,13C PDSD spectrum of the G,Clab

26mer box C/D RNA. Intra- and inter-nucleotide correlations are labeled in
green and red, respectively. (C,D) NCC experiment for the assignment of
nitrogen and carbon resonances in the nucleobases. (C) Magnetization
transfer in NCC experiment shown on the example of a guanosine. (D) 2D
NCC spectrum of G,Clab 26mer box C/D RNA acquired at 150 ms PDSD
mixing time. Magnetization transfer in (E) 13C,15N TEDOR experiment for the
assignment of N7 nitrogens in purines and N1/N3 nitrogens in adenosines and
(F) in the modified NCC experiment for the assignment of N3 nitrogens in
cytidines and guanosines. In magnetization transfer schemes, solid arrows
indicate CP transfers, dotted arrows indicate PDSD transfers, and dashed
arrows indicate TEDOR transfers; Arabic numbers correspond to spectral
dimensions (t1–t2); Roman numbers indicate CP transfers. Spectra in figures
(A,B) and (D) were acquired on a 700 MHz spectrometer at 16 kHz MAS and
13 kHz MAS, respectively. The spectrum in (B) is adapted from (Marchanka
et al., 2015). The spectrum in (D) is adapted with permission from (Marchanka
et al., 2013) © John Wiley and Sons, 2013.
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time. While 13C,31P correlations acquired by the 13C,31P TEDOR
experiment (Figure 8D) provided important sequential contacts
in the non-canonical region of RNA (kink-turn) and
corroborated sequential assignments obtained by 13C,13C
correlation experiments, their value for correlating nucleotides
in the helical regions was limited due to strong resonance overlap.
Additional 1H,1H sequential contacts have been obtained from

CHHC and NHHC experiments acquired at 200 us of mixing
time (Figure 8E). 13C,31P and CHHC/NHHC correlation
experiments were essential to distinguish sequential contacts
from the long-distance inter-strand correlations.

While 1H-detected ssNMR allows spin system–specific assignment
of both riboses and nucleobases from single, uniformly 13C,15N labeled
RNA samples (Marchanka et al., 2018b; Aguion et al., 2021), no

FIGURE 7 | Nucleobase assignment by 1H-detected ssNMR. (A,C,E,G,I,K)Magnetization transfers for (A) 3D (H)CCH, (C) 3D (H)CNH, (E) 3D (H)N(C)CH, (G) 3D
(H)N(HH)NH, (I) 3D (H)N(HH)CH experiments, and (K) 3D(H)NCH experiments, shown on the example of adenosine (A,E,K), guanosine (C,G), and cytidine (I). Solid
arrows indicate CP transfers and dotted arrows indicated RFDR transfers; Arabic numbers indicate spectral dimensions (t1–t3); Roman numbers indicate CP transfers.
(B,D,F,H,J,L) Assignment of base spin systems in the 26mer Box C/D RNA with (B) 3D (H)CCH, (D) 3D (H)CNH, (F) 3D (H)N(C)CH, (H) 3D (H)N(HH)NH, (J) 3D (H)
N(HH)CH, and (L) (H)NCH experiments. In (B) representative 2D 13C–13C planes extracted from the 3D (H)CCH spectrum show correlations of all intra-nucleotide
nucleobase carbons for the nucleotides U20, A19, and G21. In (D) representative 2D planes extracted from the 3D (H)CNH experiment show correlations of imino
nitrogens with distinct nucleobase carbon resonances for the nucleotides U3, U20, G4, G16, G21, G6, and G14. In (F) representative 2D planes extracted from the 3D
(H)N(C)CH experiment show correlations of imino and amino nitrogens with protonated nucleobase carbons for the nucleotides U20, G21, A5, and A22. In (H)
representative 2D planes extracted from the 3D (H)N(HH)NH experiment show correlations of amino and imino nitrogens of guanosines for the nucleotides G16, G6,
G14, G21, and G4. In (J) representative 2D planes extracted from the 3D (H)N(HH)CH experiment show correlations of amino nitrogens with protonated carbons of
cytidines for the nucleotides C7, C17, C9, and C2. In (L) representative 2D planes extracted from the 3D (H)NCH experiment show correlations of non-protonated
nitrogens with protonated carbons for the nucleotides A19 and A5. 13C or 15N frequencies are indicated in each panel. Peaks labeled in gray indicate that the peak
maximum is not in the plane shown here. For reference in panels (D,F,H,J,L), the red contours of 3D H(C)NH and (H)N(HH)NH spectra (D,H) are overlaid onto 2D 1H-15N
CP-HSQC spectra (in gray), while red contours of 3D (H)N(C)CH, (H)N(HH)CH and (H)NCH spectra are overlaid onto 2D 1H-13C CP-HSQC spectra (in gray), tailored
either for the C2-H2/C6-H6/C8-H8 (F,L) or the ribose/C5-H5 spectral regions (J). All spectra were recorded on an 850 MHz spectrometer at a MAS frequency of
100 kHz (Aguion et al., 2021). All spectra are adapted from (Aguion et al., 2021).
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sequence-specific assignment of RNA by 1H-detected ssNMR has
been reported to date. This objective can be achieved by utilizing, for
example, 1H,1H recoupling coupled with 13C-editing either on one
(3D) or both sides (4D) to overcome resonance overlap. Furthermore,
13C-31P and 1H-31P correlation experiments may be beneficial at fast
MAS due to effective averaging of CSA. Our group is currently
working in this direction, and we hope to present procedures for
the sequential assignment and measurement of structural restraints
based on 1H-detected ssNMR in the near future.

DISCUSSION AND OUTLOOK

Feasibility of ssNMR approaches for RNA studies largely depends on
the quality of sample preparation. While nano/microcrystalline
crystallization of rigid RNAs or RNA in RNP complexes
(Marchanka et al., 2013) and EtOH precipitation of rigid well-
folded RNAs (Zhao et al., 2019) yield well-dispersed spectra, these
methods might be less suitable for small RNAs without a well-

defined structure, as they provide spectra with narrow chemical shift
dispersion (Huang et al., 2012; Yang et al., 2017). This can be an
indication of partial loss of the tertiary structure upon PEG or EtOH
precipitation, which may limit the advantages of ssNMR methods.
Complementary methods of sample preparation, for example,
sedimentation of the dissolved sample directly into the ssNMR
rotor by ultracentrifugation (Bertini et al., 2011; Wiegand et al.,
2020), should be evaluated for their feasibility toward RNA.

Access to narrow RNA resonances makes ssNMR assignment
feasible both by 13C/15N-detected and 1H-detected experiments.
While conventional 13C- and 15N-detected studies at MAS <
20 kHz require preparation of many different samples, 1H-detected
ssNMR atMAS ≥ 100 kHz allows straightforward assignment of small
(< 30 nt) RNA using a single uniformly 13C,15N-labeled sample. We
find the intermediate MAS regime of 20 kHz < ωR < 60 kHz
suboptimal for RNA studies due to the decreased sensitivity from
using 13C-detection and the broad 1H lines caused by the short
coherence lifetime from using 1H-detection. Coherence
lifetimes of RNA protons increase nearly linearly in the

FIGURE 8 | Sequential assignment of RNA by ssNMR. (A) CHHC spectra of (CUG)97 RNA acquired at different mixing times. The assignments of the different
resonances are indicated on the spectral projection shown. Sequential correlations are highlighted. (B) Intra- and internucleotide 1H–1H correlations in a double-stranded
A-form helical RNA (Riedel et al., 2006). (C–E)Magnetization transfer in (C) 13C,15N-TEDOR-13C,13C PDSD, (D) 13C,31P TEDOR, and (E) CHHC experiments shown on
the example of sequential guanosine and adenosine (Marchanka et al., 2015). Solid arrows indicate CP transfers, dotted arrows indicate homonuclear 13C,13C
PDSD transfer, densely dashed arrows indicate PSD transfer, and dashed arrows indicated TEDOR transfer; Arabic numbers correspond to the spectral dimensions
(t1–t2); Roman numbers indicate CP transfers. Panels (A) and (B) are reprinted with permission from (Riedel et al., 2006) © John Wiley and Sons, 2006.
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20–110 kHz MAS range (Marchanka et al., 2018b), and recent
protein studies indicate that such a linear regime continues up
to at least 150 kHz MAS (Schledorn et al., 2020). 1H-detected
ssNMR studies at MAS frequencies beyond 110 kHz will further
improve spectral quality due to better effective averaging of
dipolar 1H–1H interactions and improved homogeneous
linewidth.

Most of the reported ssNMR RNA studies were performed on
protonated, nucleotide-type selective or uniformly 13C,15N labeled
RNA. High hydrogen density in the RNA ribose leads to crowded
H2′-H5′/H5″ resonances, which are additionally broadened by
strong 1H–1H dipolar couplings. As protein deuteration is
beneficial for 1H-detected ssNMR studies (Andreas et al., 2015),
particularly at MAS < 100 kHz (Cala-De Paepe et al., 2017), selective
ribose deuteration as implemented by theWilliamson group (Tolbert
and Williamson, 1996; Tolbert and Williamson, 1997) can be
advantageous for the spectral quality of RNA ribose resonances in
ssNMR due to reduction of their spectral overlap and dilution of the
1H–1H couplings network. Furthermore, sparse labeling of ribose
carbons can remove spectral overlap in C2′/C3′ carbons and reduce
the dense network of 13C,13C dipolar- and J-couplings, consequently
improving linewidths (Tolbert and Williamson, 1997; Davis et al.,
2005) and eliminating dipolar truncation (Bayro et al., 2009). In
addition to selective labeling of ribose, specific 13C and 2H labeling of
nucleobases can be beneficial for ssNMR studies. Selective nucleobase
deuteration can reduce spectral crowding and improve linewidth of
H6 pyrimidine resonances by specific deuteration of H5 protons.
Furthermore, atom-specific 13C/15N labeling of nucleobases, though
tedious to synthesize, can remove resonance overlap and facilitate
sequential assignment and acquisition of long-range distance
restraints (Wunderlich et al., 2012; Juen et al., 2016). Increasing
commercial availability of phosphoramidites with different labeling
patterns together with the availability of RNA chemical synthesis
machinery will allow wide usage of ssNMR RNA studies on atom-
specific labeled RNA in the near future.

So far, the presented studies were mostly limited to small
RNAs < 30 nt in length with only a few examples of larger RNA,
for example, 72 nt long guide RNA in box C/D complex
(Marchanka et al., 2018a) or 71 nt long riboA71 (Zhao et al.,
2019). While ssNMR can, in principle, be applied to RNA of any
size, ssNMR spectra of longer RNA will ultimately have extreme
spectral crowding even if nucleotide-type selective labeling is
utilized. For such RNAs, nucleotide-type selective labeling
should be coupled with segmental labeling (Tzakos et al.,
2007; Nelissen et al., 2008; Duss et al., 2010), which will
reduce spectral crowding and make complete assignment and
structural studies of RNA feasible. This strategy can report on
short isotope-labeled RNA stretches exclusively in large RNA or
protein–RNA complexes, thereby providing valuable structural
information that may be out of reach for other structural biology
techniques.
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Biomolecular Perturbations in In-Cell
Dynamic Nuclear Polarization
Experiments
Sarah A. Overall * and Alexander B. Barnes*

Laboratory of Physical Chemistry, ETH Zürich, Zürich, Switzerland

In-cell DNP is a growing application of NMR to the study of biomolecular structure and
function within intact cells. An important unresolved question for in-cell DNP spectroscopy
is the integrity of cellular samples under the cryogenic conditions of DNP. Despite the rich
literature around cryopreservation of cells in the fields of stem cell/embryonic cell
therapeutics, cell line preservation and in cryo-EM applications, the effect of
cryopreservation procedures on DNP parameters is unclear. In this report we
investigate cell survival and apoptosis in the presence of cryopreserving agents and
DNP radicals. We also assess the effects of these reagents on cellular enhancements. We
show that the DNP radical AMUPol has no effect on membrane permeability and does not
induce apoptosis. Furthermore, the standard aqueous glass forming reagent, comprised
of 60/30/10 d8-glycerol/D2O/H2O (DNP juice), rapidly dehydrates cells and induces
apoptosis prior to freezing, reducing structural integrity of the sample prior to DNP
analysis. Preservation with d6-DMSO at 10% v/v provided similar DNP enhancements
per √unit time compared to glycerol preservation with superior maintenance of cell size
and membrane integrity prior to freezing. DMSO preservation also greatly enhanced post-
thaw survival of cells slow-frozen at 1°C/min. We therefore demonstrate that in-cell DNP-
NMR studies should be done with d6-DMSO as cryoprotectant and raise important
considerations for the progression of in-cell DNP-NMR towards the goal of high quality
structural studies.

Keywords: in-cell NMR, dynamic nuclear polarization, in-cell DNP-NMR, cryopreservation, apoptosis, cell viability

INTRODUCTION

In-cell NMR is the only technique that can provide structural, dynamic, and composition
information of biomolecules in their native, intracellular context and at atomic resolution.
However, cellular heterogeneity leads to spectral complexity and reduced sensitivity to spins of
interest. These challenges are at the forefront of driving NMR method development. To date, in-cell
NMR has yielded de novo in-cell structures of GB1 in eukaryotic cells (Muntener et al., 2016; Pan
et al., 2016) and TTHA1718 in E. coli (Sakakibara et al., 2009), established interactions between
α-synuclein and cellular chaperones (Burmann et al., 2020) and monitored structural maturation of
SOD1 during protein folding in situ (Banci et al., 2013). Much of this work was pioneered by the
work of Selenko and co-workers who demonstrated the transfer of high concentrations of uniformly
labelled proteins into cells using electroporation and microinjection (Selenko et al., 2006). This
circumvents some of the spectral complexity observed in in-cell NMR spectra. However, this requires
very high concentrations of exogenously produced soluble proteins, which is not applicable to

Edited by:
Józef Romuald Lewandowski,

University of Warwick,
United Kingdom

Reviewed by:
Henrike Heise,

Heinrich Heine University of
Düsseldorf, Germany

Moreno Lelli,
University of Florence, Italy

*Correspondence:
Sarah A. Overall

sarah.overall@phys.chem.ethz.ch
Alexander B. Barnes
alexander.barnes@
phys.chem.ethz.ch

Specialty section:
This article was submitted to

Structural Biology,
a section of the journal

Frontiers in Molecular Biosciences

Received: 19 July 2021
Accepted: 06 October 2021
Published: 21 October 2021

Citation:
Overall SA and Barnes AB (2021)

Biomolecular Perturbations in In-Cell
Dynamic Nuclear

Polarization Experiments.
Front. Mol. Biosci. 8:743829.

doi: 10.3389/fmolb.2021.743829

Frontiers in Molecular Biosciences | www.frontiersin.org October 2021 | Volume 8 | Article 7438291

ORIGINAL RESEARCH
published: 21 October 2021

doi: 10.3389/fmolb.2021.743829

76

http://crossmark.crossref.org/dialog/?doi=10.3389/fmolb.2021.743829&domain=pdf&date_stamp=2021-10-21
https://www.frontiersin.org/articles/10.3389/fmolb.2021.743829/full
https://www.frontiersin.org/articles/10.3389/fmolb.2021.743829/full
https://www.frontiersin.org/articles/10.3389/fmolb.2021.743829/full
http://creativecommons.org/licenses/by/4.0/
mailto:sarah.overall@phys.chem.ethz.ch
mailto:alexander.barnes@phys.chem.ethz.ch
mailto:alexander.barnes@phys.chem.ethz.ch
https://doi.org/10.3389/fmolb.2021.743829
https://www.frontiersin.org/journals/molecular-biosciences
www.frontiersin.org
https://www.frontiersin.org/journals/molecular-biosciences#articles
https://www.frontiersin.org/journals/molecular-biosciences
https://www.frontiersin.org/journals/molecular-biosciences#editorial-board
https://doi.org/10.3389/fmolb.2021.743829


membrane proteins, transient protein complexes, proteins which
can’t be concentrated or recombinantly produced. In addition,
highly elevated cellular concentrations of the protein of interest
are established, which for most proteins is non-physiological. The
detection of physiologically relevant protein systems requires
significant improvements in NMR sensitivity. Dynamic nuclear
polarization (DNP) is one such technology. In-cell Dynamic
Nuclear Polarization Nuclear Magnetic Resonance (DNP-
NMR) holds great promise for physiologically relevant
biomolecular structure determination, particularly for
membrane bound proteins but also for the study of a wide
range of cellular phenomena at the atomic level as
demonstrated by in-cell NMR studies in both solution and
solid state (Theillet et al., 2016; Thongsomboon et al., 2018;
Overall et al., 2019; Luchinat et al., 2020). The sensitivity gains
from DNP give access to many dilute biomolecular systems that
are otherwise inaccessible to structural and compositional studies
within the physiological context of an intact cell. The first
demonstration of in-cell DNP within intact mammalian cells
showed that significant enhancements could be achieved in the
context of intact cells with a range of polarizing agents (Albert
et al., 2019), with an added benefit that the DNP enhancement
can be targeted to subcellular compartments. Subsequent studies
used DNP-NMR to observe exogenously labelled ubiquitin
electroporated into HeLa cells (Narasimhan et al., 2019), drug
mediated expression of HIV particles (Overall et al., 2020) and
antisense RNA drug complexes in HEK 293T cells (Schlagnitweit
et al., 2019). However, this potential remains largely untapped.
Optimization of sample preparation and an understanding of the
cellular effects of DNP preparation are lacking.

The study of cryopreservation is a rich and active field of
research that has extensively explored many different
cryopreserving reagents and formulations since the birth of
cryobiology in the 1950s. Cooling methods have also been
explored to improve the storage of cells and tissue for research
and therapeutic purposes (Raju et al., 2021) (Hornberger et al.,
2019). Much of the reported work is centered around reducing
intracellular ice crystal growth, considered to be the most
damaging effect of cryogenic preservation (Mazur 2004).
Vitrification, the formation of a non-crystalline amorphous
glass, is an effective method for limiting ice crystal formation
and maintaining high cell viability (Fahy and Wowk 2020).
Vitrification is generally achieved through rapid cooling and
provides the highest resolution of cellular structures by cryo-
electron microscopy as well as being the method of choice for
blastocyst and embryo preservation in IVF clinics (Sekhon et al.,
2018) (Valjerdi et al., 2009). Thus, vitrification is an important
method for the cryopreservation of mammalian cells. In reality,
cooling rates required to vitrify cellular samples can be difficult or
impossible to achieve for samples larger than a few nano liters
(Berejnov et al., 2006). As a result, slow-cooling at 1°C/min is
commonly used for the long-term storage of cell lines and
primary cells for its ease of use (Baust et al., 2009).

Significant dehydration is observed among slow-cooled
cryopreserved cells caused by the extraction of water from the
intracellular compartment (Mazur 1984). Some have suggested
that this dehydration event enhances cell survival by removing

water that might otherwise nucleate ice crystals intracellularly
(Meneghel et al., 2019). However, cryoprotecting media that
maintains cell size by reducing dehydration proves much more
effective at preserving cell viability (Huebinger et al., 2016).
Molecular adaptations during slow-freezing or through
interactions with cryoprotectants are thought to contribute to
the ability of cells to withstand and recover from ice crystal
growth (Mazur 2004; Meneghel et al., 2019). Dimethyl sulfoxide
(DMSO) is an important and widely used cryopreserving agent
for mammalian cells, which readily diffuses through cell
membranes and appears to particularly enhance the
adaptability of cell membranes to ice damage (Shi et al., 2001;
Huebinger 2018) in addition to reducing lethal intracellular ice
formation (Baust et al., 2009).

Despite this research, in-cell DNP studies have often utilized
glycerol based preservation (60:30:10 d8-glycerol:D2O:H2O) and
liquid nitrogen flash-freezing for sample preparation. Flash-
freezing, typically not adequate to vitrify large sample
volumes, has been implemented for in-cell studies due to the
reported instability of DNP radicals to the reducing environment
of the intracellular compartment by us and others (Giotta and
Wang 1972; Albert et al., 2019; McCoy et al., 2019). The use of
DNP juice was established by Hall and co-workers, who showed
that DNP of biomolecular samples could be greatly improved
using high concentrations of glycerol to promote the formation of
a homogenous glass (Hall et al., 1997). Ice crystal formation is
associated with lower DNP enhancements due to increased
paramagnetic quenching as the local concentration of radicals
outside of ice crystals increases (Corzilius et al., 2014) further
supporting the importance of glass forming reagents. Further
studies revealed that heterogenous imperfections of the glassy
matrix reduce polarization transfer, even at glycerol
concentrations of <55% (Leavesley et al., 2018b). As a result,
net DNP enhancements are maximized in homogenous glasses
promoted by glycerol in aqueous samples.

Cellular samples are very different. High concentrations of any
one molecule are often greatly detrimental to cellular
homeostasis, even over short periods of time, creating osmotic
imbalances that impose significant stress onto cells as well as
other toxic effects (Baust et al., 2009). Furthermore, the
distribution of cryopreserving reagents will inherently be
heterogenous due to the heterogenous distribution of cellular
structures with differing solvent accessibilities. This raises
questions about the uniformity of in-cell enhancements and
the appropriateness of glycerol based protecting reagents for
in-cell studies. Here we perform a study of cellular integrity
before and after DNP analysis and assess the effects of different
cryoprotecting agents on DNP parameters and spectral quality of
Jurkat T cells at natural abundance.

MATERIALS AND METHODS

Cell Culture
Jurkat T cells and a variant of the Jurkat T cell line JLat9.2 cells
(containing a genomically integrated HIV genome that is basally
inactive (Jordan et al., 2001)) were cultured at 37°C with 5% CO2
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atmosphere in unlabeled complete RPMI (2 mM L-Glutamine,
10% v/v Fetal Bovine Serum (FBS) (Gibco), 100 U/ml penicillin-
100 μg/ml streptomycin (Gibco) and 10 mM sodium pyruvate
(Gibco). Cells were counted using a hemocytometer and trypan
blue (sigma-aldrich) staining by preparing a ½ dilution of 0.4%
trypan blue with cells and observing under a light microscope.
Blue cells were counted as dead and non-blue refractive cells were
counted as viable.

Flow Cytometry
1 × 106 total cells were transferred to 3 ml flow cytometry tubes
and washed with 1 ml FACS buffer (phosphate buffered saline
(PBS), 1% Bovine serum albumin (BSA), 2 mM EDTA). Cells
were then incubated with 1:100 diluted BioTracker NucView
Caspase-3-405 (Biotium) for 15 min on ice then washed with 1 ml
FACS buffer and resuspended in 500 μl FACS buffer prior to
analysis. 1 min before analysis 10 μl of 10 μM propidium iodide
(PI) was added and the sample analyzed on an LSR Fortessa flow
cytometer (BD Biosciences). Data was analyzed with FlowJo
software (treestar). All events were analyzed and reported. The
only gating used was to remove doublets as shown in
Supplementary Figure S1.

Annexin-V Staining
Annexin-V staining was done after caspase-3 staining. The cells
were washed with Annexin-V binding buffer (0.01 M HEPES pH
7.4, 0.14 mM NaCl, 2.5 mM CaCl2). Then resuspended in 100 μl
Annexin-V binding buffer and 5 μl Annexin-V-488 (Sigma)
added to each sample and incubated on ice for 10 min then
diluted with 1 ml of Annexin-V binding buffer before
immediately analyzing without washing.

Pre-Freeze Analysis
10 × 106 total cells were transferred to FACS tubes and washed
with 2 ml FACS buffer by centrifugation. Cell pellets were then
resuspended in 10 μl of cryopreservative as described in the
sample preparation section but in the absence of radical. The
cells were then incubated on ice for 10 min followed by washing
with 1 ml of FACS buffer, resuspended in 100 μl of FACS buffer
and stained for caspase-3 and Annexin-V as described above.

Post-Thaw Cell Culture
Frozen sapphire rotors containing cells were thawed in a 37°C
water bath for no more than 5 s. Zirconia caps were immediately
removed and the cells were collected by centrifugation upside down
in a 15ml conical tube for 1 min at 1,500 rpm at 4°C. The cells were
immediately and gently resuspended in 3 ml prewarmed complete
RPMI then transferred to six well plates and cultured for 24 h at
37°C prior to FACS analysis and trypan blue counting.

DNP-NMR Sample Preparation
Cell samples were prepared by washing 40 × 106 total JLat 9.2 or
Jurkat T cells with 5 ml ice cold phosphate buffered saline (PBS)
and gently pelleted at 1,500 rpm for 5 min at 4°C to remove
culture media. The cell pellet (approximately 40 μl) was
resuspended in 1 ml of deuterated PBS and incubated on ice
for 10 min to allow exchange of intracellular water with D2O. The

cells were then pelleted again and resuspended in an equal
volume of 2 fold concentrated cryopreserving reagent with
DNP radicals. (20% DMSO with 20 mM AMUPol, 60/30/10
glycerol/D2O/H2O with 20 mM AMUPol or PBS with 20 mM
AMUPol), to give a final AMUPol concentration of 10 mM
(Sauvee et al., 2013). The cells were then incubated for the
indicated times before packing into 3.2 mm sapphire
cylindrical rotors (Bruker Biospin) using custom made Teflon
filling tools (Overall et al., 2020) by centrifugation for 1 min at
1,500 rpm. Rotors were plunge frozen in liquid nitrogen for
10 min before capping with zirconia drive caps. Rotors were
stored in liquid nitrogen prior to DNP analysis.

Slow-frozen cells were prepared as above but after filling, the
rotors were immediately capped with zirconia drive caps and
slow-cooled in a Mr. Frosty (Nalgene) at −80°C overnight before
plunge freezing in liquid nitrogen for storage.

Solid-State DNP-NMR
Solid-state DNP-NMR was conducted on a 14 T Bruker DNP
spectrometer operating at 600 MHz 1H Larmor frequency and
equipped with a second harmonic 365 GHz gyrotron and a
3.2 mm HX or HXY LTMAS probe. Samples were spun at
9 kHz with a sample temperature of ∼104–108 K (microwaves
off) and ∼110–114 K (microwaves on). 13C spectra were acquired
using a cross polarization (CP) scheme with typical 1H spin-
locking amplitude of 100 kHz over a 1 ms tangential ramp
centered at 50 kHz. Data was acquired under spinal64 1H
decoupling at 100 kHz with 512 transients and recycle delay
1.26*T1. Enhancements were calculated as both:

The peak intensity ratio: εon/off � Ion
Ioff and enhancement per

√unit time: ( ε��
TB

√ ). Effective enhancement per √unit time was
calculated by: ( ε��

TB
√ ) × ξ

The quenching factor ξ was calculated as: ξ � 1 − I
I0
.

Polarization build up times (TB) were measured using a
saturation recovery CP-sequence with 20 × 5 μs saturating
pulses prior to the recovery delay.

Data Analysis
1D NMR data was processed in Topspin 4.07 using 50 Hz line
broadening. Cellular components were assigned using data from
the BMRB. TB was calculated from peak intensities and fit to the
equation:

Mz(t) � Mz(1 − e−
t
TB)

Only fits with an R2 value of >0.97 are reported and used for
further analysis. Statistical data was plotted and processed using
GraphPad Prism 9. Statistical significance was determined using a
parametric unpaired t test.

RESULTS

Pre-Freeze Viability of Cells Prepared
for DNP
In order to characterize the effect DNP preparation has on cell
integrity and its relationship to DNP enhancements and spectral

Frontiers in Molecular Biosciences | www.frontiersin.org October 2021 | Volume 8 | Article 7438293

Overall and Barnes Biomolecular Perturbations in In-Cell DNP-NMR

78

https://www.frontiersin.org/journals/molecular-biosciences
www.frontiersin.org
https://www.frontiersin.org/journals/molecular-biosciences#articles


quality, we first assessed the cellular effects of DNP radicals and
cryoprotecting reagents prior to cryogenic freezing. Comparison
of the effects of AMUPol on cell size and viability by flow
cytometry were carried out by incubating Jurkat T cells with
10 mM AMUPol for up to 1 h at 4°C. Cell viability was assessed
using flow cytometry to measure forward light scatter (cell size),
propidium iodide (PI) uptake (which reports on membrane
permeability as the negatively charged PI can-not cross an
intact plasma membrane) and caspase-3 cleavage (a marker of
apoptosis). AMUPol had no effect on cell viability as determined
by no change in the proportion of cells uptaking propidium
iodide (PI) or exhibiting active caspase-3 cleavage (Figure 1A).
Furthermore, there was no change in cell size [forward scatter
intensity (FSC)] or cell density [side scatter intensity (SSC)],

collectively indicating 10 mM AMUPol has no effect on
membrane integrity or cellular homeostasis (Figure 1A).

The effects of cryopreserving media were then assessed after
preparing cells for DNP in the absence of radical since the
presence of 10 mM AMUPol had no effect on cell phenotypes.
Cells were then incubated on ice for 10 min before staining for
Annexin-V, caspase-3, and PI. Prior to the addition of
cryoprotecting agent, cells were washed with PBS in D2O
which has been demonstrated to increase radical T2e and is
correlated with increased DNP enhancements (Martorana
et al., 2014; Sauvee et al., 2013). Exposing cells to D2O for
short periods of time (within 24 h) has previously been shown
to have no effect on cell morphology or viability (Martorana et al.,
2014; Siegel et al., 1960). Incubation with 10% dimethyl sulfoxide

FIGURE 1 | Cellular integrity and apoptosis in the presence of AMUPol and cryoprotecting agents. (A) Flow cytometric analysis of AMUPol treated cells. Flow
cytometry plots are representative of three samples treated for 1 h. Percentages are determined based on the gates shown in the plots. Data is from a single experiment.
(B) Representative flow cytometry plots of the effect of cryopreserving agents (in the absence of radical) on cell phenotypes and apoptosis. Percentages indicate the
proportion of total cells within the indicated gates. Gates are set based on control (PBS treated) fluorescence intensities. All plots show total events. (C)
Quantification of viable cells determined by FSChiSSClo cells (top panels in B). (D) Quantification of PI positive cells as determined by gates shown in Supplementary
Figure S1. (E)Quantification of late apoptotic cells determined by positive staining for PI and Annexin-V as shown in the upper right quadrant of the middle panels of (B,
F) Quantification of caspase-3 positive cells determined by the gate shown in the bottom panels of (B). Data is pooled from 2 independent experiments.
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(DMSO) had no observable effect on cell size or density with
comparable FSC vs SSC profiles to control cells, which were
treated with PBS (Figure 1B top panels and Figure 1C). PI uptake
was not increased (Figure 1D) but there was a slight increase in
late apoptotic cells compared to PBS treated cells, increasing from
an average of 11–14% but as high as 20% in some samples
(Figure 1B middle panels and Figure 1E) indicative of
apoptosis activation. However, this was not accompanied by
caspase-3 cleavage (Figure 1B bottom panels and Figure 1F),
which shows the apoptotic phenotype induced by DMSO to be
reversible (Kroemer et al., 2009).

The effects of glycerol preservation were tested by adding
equal volumes of DNP matrix (60/30/10 glycerol/D2O/H2O) to
the cell pellet, resulting in a final glycerol concentration of 30%
v/v. Cells incubated with the glycerol mixture underwent
significant dehydration in which cell size decreased by 50%
and cell density increased by 50% (Figures 1B,C).
Furthermore, glycerol induced significant late-stage apoptosis
with 42% of cells staining for Annexin-V concomitant with a
large increase in PI uptake and caspase-3 cleavage by cells
exhibiting a dehydrated profile (Figures 1B–F), indicative of
extensive dehydration and apoptosis prior to freezing. This
establishes a significantly altered cellular phenotype and
possibly structure of glycerol treated cells, prior to DNP
analysis. On the other hand, DMSO induced significantly
fewer perturbations prior to freezing.

DNP Analysis of Cells Preserved With
Different Cryoprotecting Formulations
Following analysis of pre-freeze viability, we prepared unlabeled
Jurkat T cells for DNP in cryopreservation media and a final

radical concentration of 10 mM AMUPol. Samples were then
flash-frozen in liquid nitrogen and the effects of different
cryopreserving reagents on DNP enhancements were
assessed. Throughout this work, a single sample refers to a
single rotor containing ∼22 million cells. Comparison of
polarization build up times (TB) of carbonyl resonances
revealed cells preserved with glycerol exhibited a 2.9-fold
longer TB value of 4.9 s ± 1.5 compared to DMSO preserved
cells at 1.7 s ± 0.7 and 8 s ± 1.4 for PBS preserved cells.
(Figure 2A; Table 1). Initial comparison of cellular
enhancements (determined by Ion/Ioff � εon/off) showed
glycerol preservation provided 2.6-fold greater εon/off of
both solvent and cellular carbonyl (CO) signals compared
to DMSO preserved cells (Figure 2B) and was mirrored in
signal-to-noise ratios. However, taking into account TB

reveals glycerol preservation provides only a slightly larger
enhancement per √unit time giving an average carbonyl
enhancement of 18.1/√unit time ± 10 compared to 15.8/
√unit time ± 6 for DMSO preserved cells and 16/unit time ±
7.8 for PBS preserved cells (Figure 2C). Interestingly, there
was no correlation between TB values and enhancements
(Supplementary Figure S2) on a per sample basis,
accounting for the spread in ε/√unit time. However,
average values more closely resemble the linear
relationship between εon/off and TB predicted by
simulations and observed experimentally by others
(Mentink-Vigier et al., 2017). This is further emphasized
by the sample variation in εon/off values observed for all
cryopreservatives used. This could be reflective of
heterogeneity in glass formation which may be a function
of sample temperature history as glass homogeneity
significantly contributes to DNP enhancements (Hall et al.,

FIGURE 2 | 13C enhancements of Jurkat T cells. (A) TB build up curves for carbonyl resonances with different cryoprotecting media. Error bars indicate the SD. (B)
13C enhancements (calculated as Ion/Ioff � εon/off) in different cryoprotecting media across various cellular components as determined using data from the BMRB. (C)
Enhancements calculated per √unit time using paired data from B and Supplementary Table I. Each symbol represents a single sample. Horizontal bars indicate
the mean.
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1997; Corzilius et al., 2014; Leavesley et al., 2018b). For frozen
samples, significant unintentional temperature changes could
be experienced during insertion/ejection from the probe and
during capping (in the case of flash-frozen samples).
Especially when using sapphire rotors due to the high
thermal conductivity of sapphire. It is also likely that the
εon/off values were additionally affected by variation in
instrumentation performance such as microwave output
and temperature regulation. We also measured quenching
effects of AMUPol by acquiring in-cell spectra in the absence
of radical. We found that in the presence of DMSO, 10 mM
AMUPol results in a 50% reduction in the signal intensity of
microwave off spectra, giving a quenching factor (ξ) of 0.5. In
the presence of glycerol, the microwave off signal was

quenched by 75% upon addition of AMUPol
(Supplementary Figure S3), resulting in ξ of 0.25. If we
take into account these measured quenching effects, then
glycerol clearly performs poorly compared to 10% DMSO,
giving an effective enhancement/√unit time of 4.5 s ± 2.5 and
7.9 s ± 3, respectively.

We observed relatively uniform enhancements over various
cellular components from CO, Cα, aromatics and lipids after
incubating cells with 10 mMAMUPol for 10 min prior to freezing
(Figure 3A; Supplementary Figure S4; Supplementary Table I)
suggesting an even distribution of AMUPol with respect to
different cellular components. Due to the dominance of the
glycerol peak and its spinning side bands we were not able to
identify differences in the enhancement of sugars, or Cα

TABLE 1 | TB for different cellular resonances preserved under various preservation methods.

Resonance Chemical shift DMSO Glycerol PBS

Carbonyl (CO) 176 ppm 1.7 s ± 0.7 4.9 ± 1.5 8 s ± 1.4
Aromatic/Nucleic Acids 133 ppm ND ND ND
Carbon α (Protein) 56 ppm 1.7 s ± 0.7 ND 6.6 s ± 0.6
Solvent 39.5 ppm (DMSO) 1.3 s ± 0.7 NA NA

65.2 ppm (Glycerol) NA 3.2 s ± 1.0 NA
Lipid 34.5 ppm ND ND 6.6 s ± 0.6
Aliphatic 28 ppm 1.7 s ± 0.7 5 s ± 1.2 6.1 s ± 1.6
Number of samples 6 5 3

FIGURE 3 | Cellular penetration of AMUPol in Jurkat T cells. (A) Comparison of 1H-13C CP spectra of 10% DMSO, glycerol, and PBS protected Jurkat T cells.
Cellular components and their average enhancements are indicated. Enhancements are given as peak intensity ratios as not all signals could have the ε/√unit time
determined. * indicates spinning side bands. (B) Enhancements obtained after 2 and 10 min incubations with AMUPol prior to flash-freezing for CO and solvent peaks.
Statistical significance was determined using a parametric t-test where * � p < 0.05, ** � p < 0.01 and *** � p < 0.001, NS � not significant. DNP experiments were
carried out at 600 MHz 1H larmor frequency at 9 kHz MAS.
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components in glycerol preserved cells but observed no difference
in the enhancements of carbonyl and aliphatic components
(Figure 3A). The exception was solvent εon/off values
suggestive of increased radical concentration extracellularly.
Consistent with this hypothesis, TB values for solvent
resonances was generally lower compared to cellular signals
(Table 1). In addition, we also observed a time dependent

component to the enhancements in DMSO treated cells but
not glycerol treated cells. Incubating cells for 10 min prior to
flash-freezing increased the enhancement of cellular signals by
about 3-fold compared to those frozen after 2 min (Figure 3B).
Concurrently, the solvent (DMSO) enhancement decreased from
an average enhancement of εon/off � 52 after 2 min incubation to
εon/off � 32 after 10 min, suggesting that diffusion of AMUPol into

FIGURE4 | Post DNP cellular integrity and apoptosis induction with flash-freezing (FF). (A) Post-thaw viability as determined by FSC fluorescence, PI, and capsase-
3 staining. Each symbol represents a single rotor. (B) Representative flow cytometry plots of samples treated with various cryoprotecting reagents followed by flash-
freezing (FF). Top panels show the gating strategy used to determine FSChi cells. Middle panels showPI uptake of FSChi cells (red gate) and FSClo cells (orange gate) cells
Bottom panels show the gating strategy used to determine caspase-3+ cells.
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cells is delayed and solvent enhancements can be attributed to
increased radical concentration outside the cell. This also
implies that the concentration of AMUPol could be
significantly increased to improve both εon/off and ε/√unit
time values. The difference in time dependency of
enhancements in DMSO prepared samples, compared to
cells preserved with glycerol may be due to the effects of
DMSO on membrane surfaces (Schrader et al., 2016).

Accumulation of DMSO at the interfacial layer of the
membrane may reduce membrane permeability to
AMUPol. Certainly, the difference in dehydration effects of
glycerol compared to DMSO would support this hypothesis.
We did not observe an increase in enhancement after 10 min
which may represent the time period required for the bulk
cellular distribution of AMUPol (Supplementary Figure S5).
This was also observed by Baldus and colleagues by

FIGURE 5 | Post thaw cellular integrity and apoptosis induction with slow-freezing (SF). (A) Quantification of cell viability by flow cytometry through FSC
fluorescence, PI, and caspase-3 staining. Each symbol represents a single sample/rotor. (B) Representative flow cytometry plots show the gating strategy used to
determine the percentages in (A). All plots show total events. Top panels show the gating strategy used to determine FSChi cells. Middle panels show PI uptake of FSChi

cells (red gate) and FSClo cells (orange gate) cells. Bottom panels show the gating strategy used to determine caspase-3+ cells.
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microscopy using PyPol, a fluorescent variant of AMUPol
(Narasimhan et al., 2019) where cellular fluorescence with
PyPol peaked after 10–15 min.

Post-DNP Cell Viability of Jurkat T Cells
Following in-cell DNP, sample rotors were thawed by rapid
warming in a 37°C water bath for 5 s and the cells immediately
placed in culture for 24 h and assessed for viability. We
observed low cell survival of flash-frozen cells, indicating
poor vitrification across the ∼22 μL volume. Assessment of
viability by trypan blue staining varied greatly between
samples and also over-estimated the viability compared to
the percentage of PI + cells detected by flow cytometry
(Figure 4A; Supplementary Figure S6). Significant cell
shrinkage and PI staining was observed with few to no
viable PI- cells (Figure 4B). A significant population of
PIloFSClo cells were observed in frozen samples but not
unfrozen samples (Figure 4B orange gates). These cells
were predominantly caspase-3+, indicating that they are
apoptotic and unlikely to be viable. Furthermore, viability
was uncorrelated with cryoprotecting media as viability was
equivalent to unprotected cells. Thus, the data clearly
demonstrates poor cell viability of flash-frozen cells in
3.2 mm rotors. This would suggest significant intracellular
ice crystal growth with this procedure.

For comparison, we assessed cells prepared the same way but
that were control frozen with an approximate cooling rate of 1°C/
min. Upon thawing only DMSO preserved cells benefited from
slow-freezing with a significant increase in FSChi cells and
reduced PI uptake (Figures 5A,B). Cell size and density was
comparable to unfrozen cells and which generally correlates with
increased viability. Glycerol and PBS preserved cells failed to
recover from slow-freezing and exhibited equivalent FSC and SSC
profiles to flash-frozen cells. In the case of glycerol preservation,
PI fluorescence was lower, with most cells appearing as PIlo

compared to flash-frozen cells (Figure 5B orange gates). This
was in contrast to PBS frozen cells which exhibited a
predominantly PIhi phenotype. Again, the viability of PIlo cells
is expected to be negligible at least 24 h post-thaw indicated by the
low FSC fluorescence and high caspase-3 cleavage. However, the
lower PI staining does indicate reduced membrane damage in the
presence of glycerol, even if it is insufficient to preserve cell
viability. Again, trypan blue staining over-estimated cell viability
(Supplementary Figure S6). This could be due to cells faintly
staining for trypan blue but remaining refractive under a light
microscope. These cells likely take up PI and could form the PIlo

population we observed by flow cytometry. In addition, extreme
dehydration caused by freezing results in a large reduction in cell
size which could render cells too small to be recognized as cells by
microscopy and are instead ignored as debris (both manually and
with automated cell counters). This can be particularly
challenging with a small cell type such as Jurkat T cells whose
average size is 10 μm. These cells would shrink to <5 μm as
indicated by flow cytometry, which is at or below the size limit for
most automated cells counters and certainly likely to be difficult
to distinguish by manual counting.

DNP Analysis of Slow-Frozen Jurkat T Cells
Slow-frozen cells were also analyzed by DNP-NMR.We observed
no significant spectral differences between slow-frozen and flash-
frozen cells in 1D spectra. This was expected given the 1D spectra
represent an average chemical shift of all cellular components and
thus reports on chemical composition more so than structural
features. (Figures 6A,B). The relative intensity of the DMSO peak
was reduced compared to cellular signals in slow-frozen samples
(Figure 6B). We think this reflects the accumulation of DMSO at
the interfacial region of membranes reducing its accessibility to
AMUPol, reducing net enhancements of DMSO (Liao et al., 2016;
Schrader et al., 2016). Enhancements by peak intensity ratios were
lower in slow-frozen cells compared to flash-frozen cells,
although this was highly variable (Table 2). The calculated TB

time was increased in slow-frozen cells by an order of magnitude
and consistent between the two samples assessed, averaging
17.3 s ± 1.4 for carbonyl resonances (Table 2). The calculated
ε/√unit time was very low in slow-frozen cells, averaging 2.7/
√unit time ± 0.3 compared to 12.7/√unit time ± 0.8 for flash-
frozen cells. This data would be consistent with a lower radical
concentration. It is unclear whether this is due to reduction of the
radical during slow-freezing or a more even distribution of
AMUPol resulting in reduced quenching effects but it is likely
to be a combination of both.

Certainly, the DNP performance of slow-frozen Jurkat T cells
was markedly poorer compared to flash-frozen Jurkat T cells,
despite their improved viability and raises the possibility that
AMUPol may not be the optimal radical for in-cell DNP-NMR
studies at least in Jurkat T cells or that significantly higher
AMUPol concentrations are required, though this must be
balanced with paramagnetic quenching effects. Alternatively, a
move towards improved vitrification methods may prove more
valuable.

DISCUSSION

In-cell DNP NMR is an impactful new Frontier in biomolecular
NMR. The promise of physiologically relevant biomolecular
structures and interactions is heavily complicated by the
heterogeneity and compositional complexity of cellular
samples. This poses an extreme challenge to atomic scale
analyses such as NMR. The strong dependence of sample
quality on the quality of subsequent NMR data highlights the
need for rigorous studies of cell preparation methods for in-cell
DNP-NMR and especially given the added complication of
cryogenic temperatures. The work presented here provides a
significant contribution to this analysis and highlights key
considerations when performing in-cell DNP-NMR towards
improved in situ structural studies.

The goal of in-cell NMR is to capture native biomolecular
conformations at the time of analysis. This is under the
reasonable assumption that conformational relevance can
be linked with cell viability. Cell viability after cryogenic
freezing is affected in two independent ways. The first is
damage done during freezing or by cryoprotectants (prior to
analysis) and the second is damage done during warming
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(after analysis). Of most relevance to in-cell DNP is damage
done prior to or during freezing as this establishes the
conformational landscape of the sample at the time of
analysis. Our study of pre-freeze viability demonstrates
30% glycerol (mimicking the use of DNP matrix for
sample preparation) to be highly detrimental to cell
viability and membrane integrity. Cells became extremely
dehydrated and apoptotic within 10 min of glycerol exposure
and thus significant damage occurs prior to freezing. Under
the conditions tested here, glycerol preservation significantly
alters the molecular state of cells analyzed by DNP. We
detected apoptosis by Annexin-V staining in which
fluorophore labelled Annexin-V binds to
phosphotidylserine on the outer leaflet of the plasma
membrane (Lakshmanan and Batra 2013).
Phosphotidylserine does not localize to the outer leaflet of
healthy mammalian cells but begins to accumulate in the
outer leaflet of apoptotic cells. The induction of apoptosis and
alterations to the lipid composition of the plasma membrane
should be an important consideration when choosing a DNP
preparation method. This is a crucial consideration for the
study of proteins with charge-charge interactions or lipid
interactions, as this may create a population of proteins
whose interactions are biologically irrelevant or only
relevant to apoptotic processes.

Following freezing, we found survivability to be poor in
flash-frozen cells. Viability was largely uncorrelated with the
presence of cryopreserving reagents under flash-freezing

methods. This clearly indicates a lack of vitrification of
flash-frozen 3.2 mm rotors. Cooling rates of 10°C/s have
been measured for liquid nitrogen flash-frozen 3.2 mm
rotors (Hu et al., 2009). Estimated cooling rates required
to obtain perfect vitrification are in excess of 10,000°C/s
depending on the concentration of cryoprotectant and as
high as 106°C/s for pure water (Berejnov et al., 2006), which is
difficult to achieve with a 3.2 mm rotor of ∼22 μl. High
concentrations of protein or cryoprotectant can increase
the glass transition temperature, which reduces the cooling
rate required to achieve vitrification. Intracellular ice crystal
growth is thought to be the greatest contributor to cell death
by cryogenic damage and which occurs above the glass
transition temperature (Mazur 2004). Studies using
differential scanning calorimetry (DSC) suggest that liquid
nitrogen freezing of samples above the intracellular glass
transition results in poor cell survival, as was also
observed in our study (Meneghel et al., 2019). The authors
provide evidence for an intracellular transition of around
−50°C (Meneghel et al., 2019). Thus, vitrification of the
intracellular compartment requires fast cooling rates down
to −50°C. On the other hand, significantly improved post-
thaw cell viability was achieved with slow-freezing at the
typical 1°C/min but only for DMSO preserved cells. Glycerol
preserved cells did not survive slow or flash-freezing with
recovery of viable cells comparable to cells frozen in the
absence of cryoprotectant. Presumably, the poor viability
of glycerol preserved cells in this case is due to the

FIGURE 6 | DNP enhancements of slow-frozen cells. (A) 1H-13C CP spectra of slow-frozen Jurkat T cells preserved with 10% DMSO. The enhancement given is
the peak intensity ratio of the carbonyl resonance. (B) Comparison of microwave on spectra from slow-frozen cells in 10% DMSO (dark teal line) to flash-frozen cells in
10% DMSO (green line). DNP experiments were carried out at 600 MHz 1H larmor frequency at 9 kHz MAS.

TABLE 2 | Average TB values and enhancements (εon/off) of slow-frozen Jurkat T cells compared to flash-frozen Jurkat T cells.

Slow-frozen Flash-frozen

Resonance Chemical shift (ppm) TB εon/off TB εon/off

Carbonyl (CO) 176 17.3 s ± 1.4 11 ± 6 1.75 s ± 0.2 17 ± 1.7
Aromatic/Nucleic Acids 133 17.1 s ± 1.1 ND ND ND
Carbon a (Cα) 56 17.7 s ± 0.4 12 ± 4 1.6 s ± 0.03 19 ± 3.3
Solvent (DMSO) 39.5 15.9 s ± 0.8 ND 1.1 s ± 0.1 27 ± 16
Lipid 34.5 15 s ± 0.6 ND 1.4 s ± 0.2 12 ± 1.2
Aliphatic 28 16.8 s ± 0.5 9 ± 2 1.5 s ± 0.2 20 ± 10
Number of Samples 2 3
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dehydrating and apoptotic effects prior to cells entering the
frozen state. Thus, for increased viability, in-cell DNP
samples require slow-cooling methods and DMSO as
cryoprotectant.

But is cell viability correlated with structural relevance? DMSO
is known to have effects on membrane phase behavior and
hydration, having been demonstrated to out complete
water for hydrogen bonding of lipid head-groups, at least
in model membrane systems (Schrader et al., 2015).
Furthermore, room temperature studies of model
membrane systems suggest that DMSO improves protein
conformational homogeneity for structural studies,
however this also implies non-physiological
conformational selection (Liao et al., 2016) and could be
due to the effects of DMSO on lipid chain melting
temperature and interfacial hydration. Thus, while DMSO
greatly improves cell viability, it may not necessarily lead to
physiological structures. On the other hand, glycerol has not
been documented to affect the biophysical properties of
model membrane systems. Despite this, we observed
compositional changes of the plasma membrane in the
presence of glycerol in addition to severe dehydration
effects. Dehydration is problematic for protein structural
studies as the loss of water can greatly affect protein
conformation due to the critical role played by solvent
water in driving protein folding (Dill 1990; Wolkers et al.,
2019). The dysregulation of electrolyte and small molecule
concentrations should also be considered when performing
in-cell structural studies and the effects of dehydration on
ligand interactions and charge-charge interactions. These
effects would be particularly problematic for drug
interaction studies. Cellular dehydration is also significant
in cells frozen slowly (Meneghel et al., 2019) as described
earlier. This gives rise to freeze concentration of intracellular
solutes and has been shown to enhance ROS production (Len
et al., 2019), and activation of apoptotic pathways during the
freezing process until the intracellular glass transition
temperature is reached (Bissoyi and Pramanik 2014).
These effects could be minimized with vitrification.

Vitrification may be achievable in smaller rotors such as
1.3 mm (2.5 μl volume) or 0.7 mm (0.56 μl volume) outer
diameter rotors, particularly as higher spinning frequencies
can now be reached under DNP conditions (Chaudhari et al.,
2016; Berruyer et al., 2020). Given the widespread use of pulled
straws of 1.7–0.8 mm in the vitrification of human embryonic
stem cells and blastocytes in liquid nitrogen (with excellent post-
thaw viability) this appears eminently possible (Chen et al., 2001).
Thus, for high resolution structural studies, slow-cooling or
cryoprotectants may not be suitable for the preservation of
native membrane structures or transiently assembled signaling
complexes for DNP analysis, despite improved viability post-
DNP. It may be that like in situ cryo-EM, where the use of
vitrification methods that obtain higher resolution images are
favored over higher viability methods, so to structural studies by
in-cell DNP-NMR might also have to balance the need for
resolution and structural relevance with viability. Therefore,
given the effects of cryopreserving reagents and slow-freezing

on molecular structure and composition documented in this
study and by others, it seems prudent to develop methods
towards sample vitrification and cryoprotecting reagent free
in-cell DNP-NMR.

We also observed distinctions between cryoprotectants in
DNP parameters. Enhancements per √unit time were only
slightly better in glycerol protected cells compared to DMSO
preservation. This is attributable to the longer polarization build
up time of glycerol preserved cells, despite exhibiting a 2.6-
fold larger εon/off compared to DMSO prepared cells. Shorter
TB times with d6-DMSO is an interesting observation and it is
unclear whether additional cell specific factors are
contributing to such a short TB time or whether the
distribution of DMSO compared to glycerol influences this
value or its effect on ice formation. The use of d6-DMSO
precludes the contribution of methyl mediated cross-
relaxation to the short TB time. The effect of fast
polarization build up with lower enhancement factors in
the presence of DMSO has also been reported in model
membrane systems (Liao et al., 2016) and so it is unclear
whether this is a property of AMUPol-DMSO interactions or
a specific property of d6-DMSO glasses. The variation in
enhancement factors of glycerol mixtures <55% v/v in
model systems are thought to be due to increased water-
water interactions, presumably manifesting as increased ice
formation (Leavesley et al., 2018b). Ice crystalization is also
thought to increase paramagnetic quenching of nuclei by
freeze concentrating DNP radicals outside of growing ice
crystals which are extracting water from the surrounding
space to feed crystal growth (Corzilius et al., 2014). The
resulting increase in e-e-n polarization transfer at higher
radical concentrations leads to reduced enhancement
factors and shorter polarization build up times (Leavesley
et al., 2018a). While the lower TB time of DMSO preserved
samples would be consistent with increased radical
concentration, possibly due to ice formation, we would
expect this phenomenon to be greater in PBS preserved
cells in which ice crystal formation would be expected to
be greatest. Since polarization build up times in PBS treated
samples were consistently longer than that observed in
DMSO preserved cells it suggests ice crystalization is not
driving this phenomenon. The greatly increased TB time of
slow-frozen cells suggest that longer TB times are reflective of
lower cellular radical concentrations. While differences in ice
formation can-not be ruled out, it seems much more likely
that slow-frozen cells have lower AMUPol concentrations
due to reduction of AMUPol by the intracellular environment
and/or improved distribution of AMUPol throughout the
cells. In line with this hypothesis, net enhancements were
generally lower in slow-frozen cells, suggestive of reduced
radical concentration, although the measured values were too
variable to make a convincing conclusion and requires
further investigation. Consistent with this hypothesis,
solvent signals consistently exhibited shorter TB times and
higher enhancements in flash-frozen samples, which could be
explained by a higher concentration of AMUPol and DMSO
outside the cell compared to inside the cell. Although this
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does not necessarily provide a clear demarcation between
intracellular and extracellular signals. One might expect that
TB times of cellular signals to exhibit a wider range in values if
this was the case. However, the ambiguity of intracellular
verses extracellular signals makes such an assertion difficult.
The TB of extracellular glyco-proteins and plasma membrane
signals could account for much of the cellular signal observed
at earlier time points and longer relaxing intracellular signals
may be hidden within the bulk build up curves.

CONCLUSION

The use of glycerol and its perturbation of cellular integrity and
apoptosis induction makes glycerol not optimal for in-cell DNP.
In addition, the enhancements per √unit time are only
marginally greater than those achieved through using d6-
DMSO. Overall, we greatly favor the use of DMSO. A slow-
freeze (1°C/min) protocol for the preparation of Jurkat T cells for
DNP analysis is preferable when viability is a priority. However,
the optimal cooling rate is likely dependent on cell type and
intracellular localization of molecules of interest. Furthermore,
the impact of cooling rates and cryoprotectants on protein/
membrane structures remains to be determined. It is likely
that the benefits of slow-freeze protocols will be diminished
with smaller rotors if sufficiently fast cooling rates can be
achieved with flash-freezing to reduce cellular dehydration
through improved vitrification, potentially in the absence of
cryoprotecting agents. These challenges highlight the need for
ongoing studies in this area and the investigation of vitrification
methods for in-cell DNP.
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Model-Free or Not?
Kai Zumpfe and Albert A. Smith*

Institute for Medical Physics and Biophysics, Medical Faculty, Leipzig University, Leipzig, Germany

Relaxation in nuclear magnetic resonance is a powerful method for obtaining spatially
resolved, timescale-specific dynamics information about molecular systems. However,
dynamics in biomolecular systems are generally too complex to be fully characterized
based on NMR data alone. This is a familiar problem, addressed by the Lipari-Szabo
model-free analysis, a method that captures the full information content of NMR relaxation
data in case all internal motion of a molecule in solution is sufficiently fast. We investigate
model-free analysis, as well as several other approaches, and find that model-free, spectral
density mapping, LeMaster’s approach, and our detector analysis form a class of analysis
methods, for which behavior of the fitted parameters has a well-defined relationship to the
distribution of correlation times of motion, independent of the specific form of that
distribution. In a sense, they are all “model-free.” Of these methods, only detectors are
generally applicable to solid-state NMR relaxation data. We further discuss how detectors
may be used for comparison of experimental data to data extracted from molecular
dynamics simulation, and how simulation may be used to extract details of the dynamics
that are not accessible via NMR, where detector analysis can be used to connect those
details to experiments. We expect that combined methodology can eventually provide
enough insight into complex dynamics to provide highly accurate models of motion, thus
lending deeper insight into the nature of biomolecular dynamics.

Keywords: solid-state NMR, dynamics detectors, model-free analysis, NMR relaxation, molecular dynamics
simulation

INTRODUCTION

Study of biomolecular function requires understanding the dynamics of the biological system.
Nuclear magnetic resonance (NMR), despite many recent technological advances in other
techniques, remains a premier method for detailed dynamics characterization. In NMR, one
may measure a variety of site-specific relaxation experiments, which provide timescale sensitive
information about the motion. By varying the type of experiment (T1, T1ρ, NOE, etc.) or
experimental conditions (external magnetic field, applied field strength, magic-angle spinning
(MAS) frequency, etc.), the timescale sensitivity of the measurement is modified. Then, one may
resolve the dynamics both in space, via site resolution, and in timescale, via multiple experiments
(Palmer, 2004; Schanda and Ernst, 2016).

However, is it possible to fully characterize the motions leading to the observed relaxation
behavior? Many relaxation experiments in NMR are sensitive to the reorientational motion of
anisotropic NMR interaction tensors (NMR relaxation can also be sensitive to change in scalar terms,
e.g., isotropic chemical shift). For a given spin, relaxation is usually dominated by only one to two
interactions. For example, relaxation of 15N in a protein backbone is determined almost entirely by
the reorientation of the one-bond 1H–15N dipole coupling and the 15N chemical shift anisotropy
(CSA). But, multiple sources of motion lead to reorientation of the bond. For example, if we suppose
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the H–N bond to be in a protein, within a helix, then we would
have local distortion of the peptide plane (one-bond libration),
motion of the peptide plane within the helix, motion of the helix
within the protein, andmotion of the protein either in solution, in
a crystal, a fibril, a membrane, etc.

This degree of complexity is illustrated in Figure 1. For a
given bond in a molecule, and a given motion acting on that
bond, a distribution of orientations is sampled as illustrated in
Figure 1A. The orientational distribution determines the
contribution of that motion to the total order parameter, S2.
However, not only are there many orientations sampled by a
bond due to a motion, but those orientations are sampled at
some rate, such that the motion has an associated correlation

time or distribution of correlation times (denoted
(1 − S2)θ(z)). We illustrate this in Figure 1B; note that not
only is the width of such a distribution variable, but also the
functional form of the distribution itself. This results in a
correlation function that decays from 1 to S2, where integrating
over the distribution of correlation times yields the total
amplitude of the decay. Already, a single bond with just one
motion acting on it yields potentially a high degree of
complexity; however, we must still consider that multiple
motions act on each bond, where the total correlation
function is the product of the correlation functions of each
individual motion (if those motions are independent from one
another, Figure 1C). Finally, motion varies throughout a

FIGURE 1 | Complexity of reorientational dynamics. For each bond in a molecule, multiple types of motion result in orientational sampling, where the distribution of
angles for each motion result in a generalized order parameter, S2. Therefore, in (A)we plot a possible distribution of Euler angles for a single type of motion (population is
plotted as a function of angles β and c, where α is not required for a symmetric interaction tensor). A single motion is furthermore described by a correlation time, andmay
be distributed over a range of correlation times. In (B) we plot a possible distribution of correlation times (1 − S2)θ(z), that is, amplitude of motion as a function of
the log-correlation time, z � log10(τc/s). Each distribution is characterized by an amplitude, center, and width. Note that the integral of the distribution is (1 − S2), S2

being determined by the distribution of angles in (A). While (A,B) illustrate aspects of a single motion, multiple motions influence a given bond, where the total correlation
function is the product of individual correlation functions. In (C), we plot four distributions of motion (color). Above each motion, we plot the distribution resulting from the
product of that motion and all motions below it (black), eventually resulting in the total distribution seen at the top. Finally, we note that the total distribution varies as a
function of position in the molecule, resulting in the 3D plot of the distribution as a function of correlation time and position in the molecule observed in (D). While this is just
an illustration, one could imagine that motion in (D) results from three α-helices in a protein, each having a slightly different behavior, and varying dynamics as one
approaches the end of each helix.
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molecule, as a function of position, resulting in a complex,
multi-dimensional description as illustrated in Figure 1D.

While NMR is powerful, obtaining a complete description of
the complex dynamics stretches beyond the limit of what is

possible based on experimental data alone, especially for large
molecules such as proteins. This problem is a familiar one,
addressed almost 40 years ago by Lipari and Szabo (Lipari and
Szabo, 1982a), who developed a method known as the model-free
approach. While we will discuss the details of this approach
below, the name tells us a critical advantage of such an approach:
model-free analysis allows the extraction of dynamics
information from NMR relaxation data without having
knowledge of the specific model of motion. Furthermore, the
resulting parameters have a well-defined relationship to the
distribution of orientations sampled and the distribution of
correlation times.

Lipari and Szabo described the internal motion of a molecule
with just two parameters: a generalized order parameter related to
the amplitude of motion, S2, and a mean effective correlation
time, 〈τe〉 (a third parameter, τM, gives the correlation time of the
molecule tumbling in solution). While only two parameters
suggests a simple analysis, it is important to note that Lipari
and Szabo did not intend to only describe simple motions having
just a single correlation time and amplitude: theoretical tests of
their model were performed on a wobbling-on-a-cone model
(Kinosita et al., 1977) that results in a weighted sum of correlation
times, and experimental work was performed on methyl groups
in a protein, for which the total motion is determined by the
product of methyl rotation and by reorientation of the methyl
group’s C–C bond. Rather, the two parameters contain the
aggregated information describing all motions that is available
from the set of relaxation experiments alone.

The advantage of model-free analysis is that it does not require
knowing the model of motion. For example, for relatively low
fields (∼90 MHz, as used by Lipari and Szabo), all distributions of
orientations and correlation times shown in Figure 2 should yield
identical relaxation rate constants for the set of experiments. If we
do not know which model is the correct model, the best we can do
is to parameterize the results in a way that does not depend on the
model of motion, as can be done with the model-free parameters
S2 and 〈τe〉.

When analyzing data, a model provides a framework for
understanding the data, and by using a model we are always
adding some information to the experimental data. In some cases,
we add further information depending on how we interpret a
model. A model is advantageous if that information is correct,
and disadvantageous if that information is wrong. Suppose, for
example, we know that the correct model in Figure 2 is a
symmetric two-site hop, shown in Figure 2C; then we may
extract the hop angle and exchange rates from S2 and 〈τe〉,
resulting in θhop � 39° and k1→2

ex � k2→1
ex � 5 × 109/s. However, if

the true model is an asymmetric two-site hop, shown in
Figure 2D, the true angle and exchange rates may be
significantly different (for Figure 2D, these are θhop � 70° with
k1→2
ex � 1.3 × 109/s and k2→1

ex � 8.7 × 109/s). Then, a model-free
approach is the more reliable method when the correct model
cannot be independently determined.

In this review, we will first discuss the original model-free
approach, and then examine methods descended from it,
including discussion of our own detector analysis, a relatively
new approach that also provides a model-free analysis in the spirit

FIGURE 2 | Five distributions of orientations and correlation times that
yield the samemodel-free parameters ((1 − S2) � 0.3, 〈τe〉 � 0.1 ns). In (A–E),
we plot a distribution of orientations (sphere, right); on the axes, we plot the
distribution of correlation times resulting from exchange among that set
of orientations. Models of motion are wobbling-on-a-cone (θcone � 19°),
wobbling-in-a-cone (θcone � 28°), symmetric two-site hop (θhop � 39°),
asymmetric two-site hop (θhop � 70°), and 6-site asymmetric exchange. Insets
in (A,B) show correlation times with small amplitudes. S2

resid. refers to the order
parameter from residual couplings (see Supplementary Section S3), which
deviates from the generalized order parameter for asymmetric motion.
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of the original Lipari-Szabo approach, but can extract the full
information content of relaxation data sets in instances where the
model-free approach cannot. We discuss analysis of microsecond
motions using R1ρ relaxation, and finally consider how other
methods, in particular molecular dynamics (MD) simulation,
may be used to supply the information that NMR lacks, thus
improving the interpretation of NMR parameters.

MODEL-FREE

While dynamics analysis methods have existed for application to
solid-state NMR for some years now (Chevelkov et al., 2009b;
Schanda et al., 2010; Zinkevich et al., 2013; Lamley et al., 2015a;
Smith et al., 2016; Lakomek et al., 2017; Kurauskas et al., 2017),
most of the approaches applied have evolved from methodology
first developed for solution-state NMR. Probably the most
important advance in solution-state analysis was the
development of the model-free approach (Lipari and Szabo,
1982a; Lipari and Szabo, 1982b), and related two-step
techniques (Wennerström et al., 1979; Halle and
Wennerström, 1981; Brown, 1982). Then, we begin by
reviewing some of the existing methodology, to understand
advantages and disadvantages to various approaches.

Model-Free Theory
Typical solution-state NMR data sets consist of relaxation rate
constants for R1 (1/T1), R2 (1/T2), and nuclear Overhauser effect
(NOE, σIS), acquired at one or more magnetic fields. The rate
constants describe the signal decay (I(t) � I0e−Rζ t) or recovery
(I(t) � Ieq + (I0 − Ieq)e−Rζ t). In solid-state NMR, this behavior
can be multi-exponential, whereas we use the rate constant that
describes the powder-averaged value (Krushelnitsky et al., 2018).
Relaxation is often driven by reorientation of a few anisotropic
interactions, for example, for backbone 15N relaxation, a one-
bond H–N dipole coupling and CSA are responsible for
relaxation. For these experiments, the relaxation rate constants
may be calculated from the spectral density, J(ω):

RI
1 � (δIS

4
)

2

(J(ωI − ωS) + 3J(ωI) + 6J(ωI + ωS))︸�������������������︷︷�������������������︸
dipolar relaxation

+ 1
3
(ωIΔσI)2 J(ωI)︸������︷︷������︸

CSA relaxation

RI
2 �

1
2
RI
1 + (δIS

4
)

2

(3J(ωS) + 2J(0))︸����������︷︷����������︸
dipolar relaxation

+ 2
9
(ωIΔσI)2J(0)︸������︷︷������︸
CSA relaxation

σIS � (δIS
4
)

2

(− J(ωI − ωS) + 6J(ωI − ωS))︸���������������︷︷���������������︸
dipolar relaxation

(1)

Here, ωI is the Larmor frequency (in radians/s) of the nucleus
being relaxed, ωS the Larmor frequency of the coupled spin
(usually 1H), and δIS and ΔσIωI are the anisotropies of the
dipolar coupling and CSA, respectively (δIS � −2μ04π hcIcS

r2IS
, with

μ0 the vacuum permeability in T2m3/J, cI, cS the gyromagnetic

ratios of the two spins in radians/s, h is Planck’s constant in J·s,
and rIS the distance between the spins in meters, resulting in δIS,
which is the full breadth of the dipolar powder pattern in radians/s.
ΔσIωI is similarly the full breadth (ΔσI�3

2(σzz−σ iso)) of the CSA powder
pattern in radians/s when the Larmor frequency of spin I is given by
ωI, also in radians/s (Schanda and Ernst, 2016)). The spectral density
may be obtained from the Fourier transform of the correlation
function of motion. The correlation function itself is the rank-2
tensor correlation function, and describes the reorientational
behavior of an NMR interaction tensor in time. If we assume the
correlation function is symmetric in time, we may replace eiωt with
cos(ωt) in the Fourier transform.We can also change the integration
bounds from (−∞,∞) to (0,∞), andmust multiply the integral by
two in order to compensate for only integrating over half the space.

J(ω) � ∫
∞

−∞
C(t)eiωtdt

� ∫
∞

−∞
C(t) cos(ωt)︸�����︷︷�����︸
symmetric in time

dt + i∫
∞

−∞
C(t) sin(ωt)︸�����︷︷�����︸

antisymmetric in time→ 0

dt

J(ω) � 2∫
∞

0

C(t) cos(ωt)dt (2)

Then, model-free analysis makes a few assumptions about the
correlation function:

1) The total motion of a given bond is the result of overall
tumbling of the molecule in solution and internal motion of
the bond within the molecule, and these two motions are
statistically independent.

2) Decay of the correlation function due to internal motion
is fast compared to all ω sampled by the set of
experimental relaxation rate constants (i.e., the extreme
narrowing limit).

The decay of the correlation due to internal motion does not
need to be mono-exponential (or even multi-exponential,
although we will later apply this assumption). Instead of the
second assumption, we may assume that the correlation
function due to internal motion is mono-exponential, in
which case we do not require its decay to be fast (we will
visit this case only briefly, as it is less likely to occur in
practice). We also assume tumbling is isotropic, although
this is not necessarily required. Note that separate methods
exist in case overall tumbling and internal motion are coupled
(Tugarinov et al., 2001), although we will not consider these
here. As a set of equations, this yields

C(t) � Cintern.(t) · Crot.(t)
Crot.(t) � 1

5
e−t/τM

Cintern.(t) � S2 + (1 − S2)G(t)
G(0) � 1, lim

t→∞
G(t) � 0

(3)
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The first equation is the result of statistical independence of
internal and overall motion, such that we may write the total
correlation function, C(t), as a product of a correlation function
resulting from the internal motion (Cintern.(t)), and a correlation
function resulting from the overall rotational tumbling (Crot.(t)).
The overall motion may be described by a single decaying
exponential, with correlation time τM if that overall motion is
isotropic (occurring if the molecule is approximately spherical).
For internal motion, Cintern.(t) has an initial value of 1, and
equilibrates at S2. S2 is referred to as the generalized order
parameter, and is related to, but not always equal to order
parameters that may be extracted from measurement of
residual couplings, as will be discussed in Determining S2. G(t)
is simply the decaying part of Cintern.(t), normalized such that its
initial value is 1, and final value is 0. If the second assumption, fast
decay of the correlation function due to internal motion is
fulfilled, we may calculate J(ω) using the parameters τM, S2,
and 〈τe〉, where

〈τe〉 � ∫
∞

0

e−t/τMG(t)dt (4)

We calculate J(ω) in order to see how it is a function of the
parameters τM, S2, and 〈τe〉.

J(ω) � 2
5
∫
∞

0

[S2e−t/τM + (1 − S2)e−t/τMG(t)] cos(ωt)dt

� 2
5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ S2τM
1 + (ωτM)2 + (1 − S2) ∫

∞

0

e−t/τMG(t) cos(ωt)︸���︷︷���︸
≈1

dt
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� 2
5
[ S2τM
1 + (ωτM)2 + (1 − S2)〈τe〉]

(5)

We see that if e−t/τMG(t) decays quickly compared to ω, then
we may replace cos(ωt) with 1, since the exponential approaches
zero more quickly than the cosine term can evolve away from 1.
Then, regardless of the precise form of G(t), J(ω)may always be
calculated from the parameters S2, 〈τe〉, and τM. Furthermore, if
τM is known (usually from the analysis of R1 and R2 throughout a
molecule (Kay et al., 1989)), J(ω) becomes a linear function of the
parameters S2 and (1 − S2)〈τe〉.

Instead of assuming fast decay of G(t), one may alternatively
assume that it is mono-exponential (G(t) � e−t/τ), yielding

J(ω) � 2
5
∫
∞

0

[S2e−t/τM + (1 − S2)e−t/τMe−t/τ] cos(ωt)dt
〈τe〉−1 � τ−1M + τ−1

J(ω) � 2
5
[ S2τM
1 + (ωτM)2 + (1 − S2) 〈τe〉

1 + (ω〈τe〉)2]
(6)

In the extreme narrowing limit, where decay of the correlation
function is fast, we have ω〈τe〉≪ 1 such that this result equals the
result in Eq. 5. The expression in Eq. 6 is equivalent to Eq. 1 in

(Lipari and Szabo, 1982a), and is valid either in the case of mono-
exponential decay or fast decay of the internal correlation
function. However, we find the case of fast, multi-exponential
decay the more likely scenario, and so focus on this assumption.

The notation 〈τe〉 is used to indicate the average of the
effective correlation time. To understand how the integral of
e−t/τMG(t) is related to this average, we must assume that G(t) is
the sum of decaying exponentials. This may be achieved with a
sum over a discrete number of correlation times, weighted with
Ai, or a continuous distribution, defined by the function θ(z).

G(t) � ∑
i

Aie
−t/τi

whereΣiAi � 1

–or–

G(t) � ∫
∞

−∞
θ(z)e−t/(10z ·1 s)dz

where ∫
∞

−∞
θ(z)dz � 1

(7)

SinceG(0) � 1, it is clear that the sum of amplitudes (Ai) must
be 1. For the former equation, we take a simple sum, and for the
latter form, we use a distribution of correlation times, θ(z), given
on a logarithmic scale, such that z � log10(τc/s). The distribution
must similarly integrate to 1. The two forms can be treated
equivalently. We have recently re-introduced the latter form
(Smith et al., 2018), which was previously used to describe a
variety of continuous correlation time distributions, e.g., see
Beckmann (1988). We may insert this expression for G(t)
(Eq. 7) into Eq. 4 in order to obtain the relationship between
θ(z) and 〈τe〉.

〈τe〉 � ∫
∞

0

e−t/τM ∫
∞

−∞
θ(z)e−t/(10z ·1 s)dz

︸��������︷︷��������︸
G(t)

dt

� ∫
∞

0

∫
∞

−∞
θ(z)e−t(τ−1M +(10z ·1 s)−1)dzdt

(τe(z))−1 � τ−1M + (10z · 1 s)−1

〈τe〉 � ∫
∞

0

∫
∞

−∞
θ(z)e−t/τe(z)dzdt � ∫

∞

−∞
θ(z)(−τe(z)e−t/τe(z))∣∣∣∣∞t�0dz

〈τe〉 � ∫
∞

−∞
θ(z)τe(z)dz

equivalently: 〈τe〉 � ∑
i

Aiτ
i
e, for(τ ie)−1 � τ−1M + τ−1i (8)

(τie)−1 � τ−1M + (10z · 1 s)−1 is the effective correlation time,
resulting from decay of both the correlation function due to
the internal correlation time, z � log10(τc/s) and correlation time
of the overall motion, τM. Since θ(z) integrates to 1,∫∞
−∞ θ(z)τe(z)dz yields the weighted average of the effective

correlation time, 〈τe〉. Then, one fits experimental data to a
correlation function having the following model:
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C(t) � 1
5
(S2e−t/τM + (1 − S2)e−t/〈τe〉) (9)

Applying this model does not require that the true correlation
function has exactly this form, but rather, the model correlation
function simply must have the same values of S2 and 〈τe〉 as the
true correlation function. In this sense, the analysis itself remains
model-free, although equating 〈τe〉 with the averaged effective
correlation time requires the true correlation function to be a sum
of decaying exponentials, as in Eq. 7.

A Few Notes on Linearity
We will later note that many of the methods used for
analyzing relaxation rate constants result in parameters
that are linear functions of the distribution of correlation
times, (1 − S2)θ(z). Specifically, we mean that any parameter,
Pm, is linear to (1 − S2)θ(z) if it can be written as

Pm � (1 − S2) ∫
∞

−∞
θ(z)pm(z)dz (10)

That is, for every correlation time, z � log10(τc/s), P increases
proportionally to (1 − S2)θ(z) at that correlation time, where the
proportionality is defined by pm(z). Furthermore, any linear
combination of parameters, Pm, is then also linear to
(1 − S2)θ(z), as we can see by integrating a sum of parameters,
Pm, and swapping the order of the integration and the summation.

∑
m
amPm � ∑

m
am(1 − S2) ∫

∞

−∞
pm(z)θ(z)dz

� (1 − S2) ∫
∞

−∞

⎡⎣∑
m

ampm(z)⎤⎦︸������︷︷������︸
�Σ(z)

θ(z)dz

� (1 − S2) ∫
∞

−∞
Σ(z)θ(z)dz (11)

We define the function Σ(z) to be the weighted sum of the
sensitivities, pm(z), which then defines the linear relationship of the
sum of the Pm to (1 − S2)θ(z). This principle is one of the basic
tenants of linear algebra.What can be less obvious is that a linear fit of
parameters,Pm, defined by amatrix,M, to a new set of parameters,Qn

is also linear to (1 − S2)θ(z). This is only the case if restrictions on the
fit parameters,Qn, are not applied (no priors are used). In this case, the
parameters Qn should minimize the following equation.

min[∑
m

∣∣∣∣Pm − [M]m,nQn

∣∣∣∣2⎤⎦
Qn � ∑

m

[M−1]n,mPm

(12)

Onemay determine theQn by computing the pseudoinverse of
M (denoted M−1) and multiplying by the Pm. Linearity of the Qn

to (1 − S2)θ(z) results from the fact that linear combinations
defined by M−1 remain unchanged regardless of the value of

the parameters being fit, Pm. However, if the allowed values
of the Qn are restricted with priors, then it can be that some
values of Pm will result in the latter formula in Eq. 12 yielding
Qn outside of the allowed range. In this case, a linear least
squares algorithm will search for a different solution than that
given by Eq. 12, such that the Qn are no longer defined byM−1,
and no longer have a consistent linear relationship to
(1 − S2)θ(z). Note that if priors are used, but Eq. 12 does
not yield Qn outside of the bounds defined by the priors, then
Eq. 12 still remains the best solution and linearity is
maintained. In general, we will find analysis methods that
rely on linear combination of data have more predictable
behavior than those that do not.

FIGURE 3 |Model-free fit parameters as a function of input parameters.
For each plot, a data set is calculated, using the experiments found in from
Table I of Lipari and Szabo (1982b), and the resulting rate constants are fit
using the model-free approach, with the resulting 〈τe〉fit and (1 − S2)
shown on the left and right, respectively. For all plots, the tumbling correlation
time is τM � 4 ns and (1 − S2) � 0.3. One correlation time of the internal motion
is varied, and we plot 〈τe〉in on the x-axis. In each plot, we fit using the full
spectral density (blue, solid, see Eq. 6) and using a linear approximation (red,
dashed, see Eq. 5). In (A), the input correlation function only has a single
correlation time. In (B), one correlation time is fixed to 10 ps, and the second
correlation time is swept. In (C), a log-Gaussian distribution (μ � 10 ps, σ �
0.75 order of magnitude) is combined with a correlation time that is varied (with
total amplitude equal). On the left plots, black dotted lines indicate where the
input value, 〈τe〉in, matches the fit, 〈τe〉fit. In all plots, vertical black dotted lines
indicate where ω〈τe〉in � 0.5 for ω/2π � 90 MHz, where this frequency
corresponds to the highest field used for the data set.
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Then, the model-free parameters S2 and (1 − S2)〈τe〉 are
linear to (1 − S2)θ(z), because one can fit experimental
relaxation rate constants with S2 and (1 − S2)〈τe〉 (see Eq. 5),
where the relaxation rate constants themselves are linear to the
spectral density (Eq. 1), the spectral density is linear to the
correlation function (via Fourier transform, Eq. 2), and the
correlation function is linear to the distribution of correlation
times, (1 − S2)θ(z) (Eqs. 3, 7)). Assuming the correlation
function decays quickly, this linear relationship is given by the
following, where τe(z) is defined in Eq. 8.

S2 � 1 − ⎡⎢⎢⎢⎢⎢⎣(1 − S2) ∫
∞

−∞
θ(z)dz⎤⎥⎥⎥⎥⎥⎦

(1 − S2)〈τe〉 � (1 − S2) ∫
∞

−∞
τe(z)θ(z)dz

(13)

Note that 〈τe〉 is not itself linear to (1 − S2)θ(z), but is easily
obtained from the above parameters.

Fitting With Model-Free
In Figure 3, we test the performance of model-free fitting under a
number of conditions. In Figure 3A, we calculate a number of
relaxation rate constants from motion having a single internal
correlation time and overall tumbling with τM � 4 ns, and then fit
the results, assuming the model-free correlation function (Eq. 9).
We may calculate the spectral density exactly, or we may assume
that the correlation function decays quickly, by using the spectral
density given in Eq. 5, resulting in a linear fit. The former method
is shown as a blue, solid line, where the input parameters always
exactly match the fit parameters, whereas using a linear fit (red,
dashed line) results in disagreement of input and fit parameters
when the correlation function does not decay quickly compared
to the frequencies sampled (ωτe ≪ 1); in this case, Eq. 5 is no
longer a good estimate of the spectral density whereas Eq. 6 has
the correct form.

In Figure 3B, we include two correlation times in the input,
each with equal amplitude, where one correlation time is fixed
(10 ps), and a second correlation time is swept. We calculate the
mean effective correlation time directly on the x-axis (〈τe〉in), and
compare this to the fitted parameters on the y-axis (〈τe〉fit, left
plot, 1 − S2, right plot). As expected, if the assumption that
ωτe ≪ 1 holds for all frequencies sampled and all correlation
times present, the fit parameters are in good agreement with their
input values, but when ωτe ≪/ 1, 〈τe〉fit and S2 no longer reproduce
the correct values. Note that performing this fit with the full
spectral density (blue, solid line) and using just a linear fit (red,
dashed line) produces very similar results. In Figure 3C, we
perform the same tests, but instead of fixing a correlation time
to 10 ps, we have a log-Gaussian distribution of correlation times,
centered at 10 ps, with a standard deviation of 0.75 orders of
magnitude. Results are similar to those found in Figure 3B.

Determining S2

For model-free analysis, 〈τe〉 is the average effective correlation
time, and can be calculated from the distribution of correlation
times. S2, on the other hand, is determined from the distribution

of orientations sampled by internal motion. By definition, it is
equal to the correlation function of internal motion, taken as the
limit of t goes to infinity. We may obtain S2 by first considering
the formula for the correlation function.

Cintern.(t) � 〈P2( �μ(τ) · �μ(t + τ))〉
τ

(14)

P2(x) is the second Legendre polynomial (P2(x) � (3x2 − 1)/2),
and �μ(τ) is a normalized vector that gives the direction of the
principal component of an NMR interaction as a function of time,
due to internal motion only (without tumbling). The dot product
( �μ(τ) · �μ(t + τ)) yields the cosine of the angle between the two
vectors. The correlation function itself may take on a variety of
complex forms, depending on the correlation times present, but
S2, its value as t→∞, depends only on the distribution of
orientations sampled by the internal motion. This may be
obtained by taking a weighted average over all possible
starting orientations (p) and all possible final orientations (q),
and calculating P2( �μp · �μq) for each pair. Defining peq( �μp) to be
the fraction of orientation �μp at thermal equilibrium, we obtain

S2 � ∑
p

∑
q

peq( �μp)peq( �μq)P2( �μp · �μq) (15)

Then, if we have a precise description of the internal dynamics, we
may calculate parameters 〈τe〉 and S2 using Eqs. 8, 15. We may not
easily go backwards, to obtain a precise description of the dynamics
from only these parameters. However, this is not a limitation of the
method of analysis, but rather of the information content of the data.

In solid-state NMR, we no longer have overall tumbling
motion, so the term e−t/τM vanishes from the correlation
function and Eq. 5 becomes simply

J(ω) � 2
5
(1 − S2)〈τ〉 (16)

This prevents us from separating S2 and 〈τ〉 via relaxation
data alone (we drop the subscript e from τ, since it is no longer an
effective correlation time); however, one may measure the size of
residual couplings in NMR (Chevelkov et al., 2009a; Schanda
et al., 2011), often via DIPSHIFT (Munowitz et al., 1981) or
REDOR (Gullion and Schaefer, 1989). In this case, the ratio of the
anisotropies of the rigid interaction (δrigid.) to the motionally
averaged interaction (δresid.) defines Sresid..

Sresid. � δresid./δrigid (17)

One usually equates S2 and S2resid., although for motion that does
not have at least a three-fold symmetry axis, these terms are not
necessarily equal (Supplementary Section S3). Examples are found
in Figures 2C-E, although we see the deviation is actually quite small
(e.g., S2resid. � 0.69, vs. S2 � 0.7), so that this approach may be used to
obtain good separation of S2 and 〈τ〉.

ALTERNATIVE METHODS

In the case that all internal motion is fast, such that the correlation
function decays quickly, model-free analysis is an ideal approach
for extracting dynamics information from relaxation data: the full
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information content of the relaxation data is captured in the
parameters S2 and 〈τe〉, where these parameters have simple
relationships to the distribution of correlation times,
(1 − S2)θ(z) (parameters S2 and (1 − S2)〈τe〉 are furthermore
linearly related to (1 − S2)θ(z)). In case the correlation function
does not decay quickly compared to the sampled frequencies, our
formula for the spectral density becomes significantly more
complex. To obtain it, we begin from Eq. 5 (first expression),
and insert the assumed form of G(t), found in Eq. 7, yielding the
equation for the solution-state spectral density.

J(ω) � 2
5
∫
∞

0

⎡⎢⎢⎢⎢⎢⎣S2e−t/τM + (1 − S2)e−t/τM ∫
∞

−∞
θ(z)e−t/(10z ·1 s)dz⎤⎥⎥⎥⎥⎥⎦ cos(ωt)dt

(τe(z))−1 � τ−1M + (10z · 1 s)−1
ze(z) � log10(τe(z)/s)

J(ω) � 2
5
∫
∞

0

⎡⎢⎢⎢⎢⎢⎣S2e−t/τM + (1 − S2) ∫
∞

−∞
θ(z)e−t/(10ze(z) ·1 s)dz⎤⎥⎥⎥⎥⎥⎦ cos(ωt)dt

� 2
5
⎡⎢⎢⎢⎢⎢⎣ S2τM
1 + (ωτM)2 + (1 − S2) ∫

∞

−∞
θ(z) 10ze(z) · 1 s

1 + (ω · 10ze(z) · 1 s)2 dz
⎤⎥⎥⎥⎥⎥⎦

(18)

The first step is to combine the two exponential terms, where
we define the log-effective correlation time, ze(z), as a function of
the log-internal correlation time, z, and also the rotational
correlation time, τM. Subsequently, each exponential term is
Fourier transformed to yield the familiar Lorentzian function.
The spectral density for solid-state NMR can be similarly
calculated, where the overall motion is omitted.

J(ω) � 2
5
∫
∞

0

(1 − S2) ∫
∞

−∞
θ(z)e−t/(10z ·1 s) dz cos(ωt)dt

� 2
5
(1 − S2) ∫

∞

−∞
θ(z) 10z · 1 s

1 + (ω · 10z · 1 s)2 dz (19)

The integral has a complex dependence on ω, and depends on
the specific form of (1 − S2)θ(z), so that by using multiple
relaxation experiments, we can extract more than two
parameters describing the internal motion. However, we
require a different approach to extract that information. We
discuss four approaches developed for treating this case: the
extended model-free approach (EMF), spectral density
mapping (SDM), LeMaster’s approach, and IMPACT. Another
approach that bears mentioning is the slowly relaxing local
structure model (SRLS), which accounts for coupling of local
motional modes to overall motion of a molecule in solution
(Polimeno and Freed, 1992; Tugarinov et al., 2001; Mendelman
and Meirovitch, 2021; Shapiro and Meirovitch, 2012). SRLS
reduces to the model-free approach as coupling between local
and overall motion vanishes. However, we do not include further
comparison to the analytically simpler methods discussed here.

Extended Model-Free
Clore and coworkers found that when measuring relaxation data
at higher fields (up to 600 MHz) that not all backbone motion
could be well fit using the model-free approach for staphylococcal

nuclease and interleukin-1β (Clore et al., 1990). They found that
the simplest correlation function that could fit the data was
obtained by adding another decaying exponential term,
yielding the EMF correlation function.

Cintern.(t) � (1 − S2f)e−t/τf + S2f(1 − S2s )e−t/τs + S2fS
2
s (20)

In this correlation function, the total internal motion is
separated into fast and slow components, with order
parameters S2f and S2s , and effective correlation times, τf and
τs, respectively. The product S2fS

2
s should yield the total order

parameter, S2. Also note that the faster motion’s order parameter
scales the influence of the slower motion, as seen in the term
S2f(1 − S2s )e−t/τs . Data analysis with EMF in solid- and solution-
state NMR involves simply varying the parameters, S2f, S

2
s , τf, and

FIGURE 4 | EMFparameters as a function of input correlation time (solution-
state). For each plot, a data set is calculated, using the set of experiments from
Clore et al. (1990), and the resulting rate constants are fitted using the EMF
approach. For all plots, τM � 8.3 ns, and the input (1 − S2) � 0.3. In each
subplot, the fitted correlation times (left) and amplitudes (right) are shown, as a
function of an input correlation time (x-axis). In (A), the input correlation function
has two correlation times (with equal amplitudes), with one fixed at 10 ps, and
the other swept. In (B), the input correlation function has three correlation times,
two fixed at 10 ps and 1 ns, and the third is swept. In (C), a log-Gaussian
distribution of correlation times is used (μ � 100 ps, σ � 0.75 orders of
magnitude), and a single correlation time is swept. Black dotted lines show the
input correlation times (left plots).
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τs, to find an optimal fit to experimental data. Often, one also
performs a model selection step, where one may determine how
many parameters should be included in the fit (Mandel et al.,
1995; d’Auvergne and Gooley, 2003; Zinkevich et al., 2013; Gill
et al., 2016). In Figure 4, the behavior of EMF parameters is
shown for several correlation functions. In each subplot, all terms
except one correlation time are fixed, and we observe the model
behavior as we sweep through the variable correlation time. In
Figure 4A, two correlation times are used, so that the input
correlation function has the same form as the correlation function
used for fitting; as expected, the fitted parameters perfectly match
the input parameters, since the input and fit models match. In
Figure 4B, three correlation times are input, where the fast and
slow correlation times are fixed at 10 ps and 1 ns, and the
intermediate correlation time is swept. In this case, when the

intermediate correlation time is fast, the fitted τf falls in
between the fast and intermediate correlation times, and the
fitted amplitude for the fast motion is the sum of the input
amplitudes for the fast and intermediate motions. However,
for longer correlation times, the fitted τf again gets shorter,
eventually equaling 10 ps, so that the fitted τs takes over the
role of fitting the intermediate correlation time. This is
especially well illustrated in Figure 4(B, right), where the
amplitude corresponding to the slow motion increases from
0.1 to 0.2, indicating that the slow motion in the model fits
both the input intermediate and slow motions. Similar
behavior is observed in Figure 4C, where a distribution of
correlation times is combined with a single correlation time
that is swept.

To the best of our knowledge, the behavior of the fit
parameters has no well-defined relationship to the distribution
of correlation times, (1 − S2)θ(z): if we know (1 − S2)θ(z)
precisely, our only way to obtain the EMF parameters from it
would be to explicitly calculate a set of relaxation rate constants,
and then fit the results to Eq. 20. This is in sharp contrast to the
original model-free parameters. Similar limitations arise for the
EMF approach in solid-state NMR, as seen in Figure 5. Note that
typical solution-state data sets are fairly continuous in their
sensitivity to motion as a function of correlation time (Smith
et al., 2019a), whereas solid-state NMR has a “blind-spot” in
sensitivity centered around ∼100 ns (Schanda, 2019), which
results in some of the more unusual behavior for EMF in
solids (see Case 1: Extended Model-Free for a detailed
discussion of the behavior of typical model-free parameters in
solid-state NMR).

Spectral Density Mapping
In contrast to EMF, SDM is achieved by simple linear
combination of sets of relaxation data at a single magnetic
field (Peng and Wagner, 1992; Ishima et al., 1999). From a set
of R1, R2, and NOE relaxation rate constants, one calculates

J(0) � R2 − R1/2 − 0.454σIS
δ2IS/2 + 2(Δσ IωI)2

J(ωI) � R1 − 1.249σIS

3(δIS/4)2 + (ΔσIωI)2/3
J(0.870ωS) � 16σ IS/(5δ2IS)

(21)

The above expressions yield very close approximations of the
spectral density at specific frequencies: 0, ωI, and 0.870ωS, where
ωI is the nuclear Larmor frequency of the spin being relaxed, and
ωS is a spin which is dipole coupled to that spin (usually a directly
bonded 1H). Differences in the representations of the anisotropies
(δIS, ΔσIωI) result in the different appearances of the
normalization factors (denominators). These terms may be
interpreted as being proportional to the amount of motion
near the given frequency (which corresponds to the
correlation time τ � 1/ω), but otherwise they do not provide a
more physical interpretation of the motion. One may
subsequently fit the spectral densities to model-free parameters
for better interpretation (Gill et al., 2016). If we have a precise

FIGURE5 | EMF parameters as a function of input correlation time (solid-
state). For each plot, a data set is calculated, including direct measurement of
Sresid. via residual couplings (Eq. 17),

15N T1 at 400, 500, and 850 MHz, and T2
with MAS of 60 kHz. The resulting rate constants are fitted using the
EMF approach. For all plots, (1 − S2) � 0.3. In each subplot, the fitted
correlation times (left) and amplitudes (right) are shown, as a function of an
input correlation time (x-axis). In (A), the input correlation function has two
correlation times (with equal amplitudes), with one fixed at 3.2 ps, and the
other swept. In (B), the input correlation function has three correlation times,
two fixed at 3.2 ps and 32 ns, and the third is swept. In (C), a log-Gaussian
distribution of correlation times is used (μ � 100 ps, σ � 0.75 orders of
magnitude), and a single correlation time is swept. Black dotted lines show the
input correlation times (left plots).
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description of the motion (e.g., (1 − S2)θ(z)), the terms J(ω) are
easily obtained:

J(ω) � 2
5
(1 − S2) ∫

∞

−∞
θ(z) 10z · 1 s

1 + (ω · 10z · 1 s)2 dz (22)

The parameters resulting from SDM always behave the same way
in response to a given correlation time, regardless of other correlation
times present, and is the consequence of properties of linearity
discussed in A Few Notes on Linearity. This is seen in Figure 6A,
where we calculate relaxation rate constants resulting from a single
correlation time and analyze with SDM. In Figure 6B, we split motion

over two correlation times, and observe how the terms respond to
sweeping one of them, and in Figure 6C, we split motion into a
distribution and a single, swept correlation time and determine how
the terms respond to the swept correlation time. The result is always
identical (scaling by 0.5 results from dividing the total amplitude into
two parts), a very useful property occurring when data is analyzed
strictly by linear combination of data. Unlike EMF analysis, behavior
of SDM is independent of the form of the distribution of
correlation times.

Note that this approach describes the total motion, and does
not separate out tumbling from internal motion in the case of
solution-state NMR, which has an especially strong influence on
J(0). The original approach only incorporates data from one
field, whereas later work has extended the method to include data

FIGURE 6 | Behavior of SDM as a function of correlation time. In each
subplot, we calculate 15N T1, T2, and σNH at 600 MHz, and analyze the results
using Eq. 21. In (A), the input total correlation function consists of a single
decaying exponential term (with amplitude 1), where the terms J(ω) are
plotted as the correlation time is varied (results are normalized). Black dotted
lines show the spectral densities, J(0), J(ωI), J(0.870ωS), calculated with Eq.
22, and colored lines show the results of the data analysis, yielding an almost
exact correspondence. In (B), the total correlation function now uses two
correlation times (equal amplitudes), with one fixed at 10 ps, and the second
swept (x-axis). On the y-axis, we plot contribution to the terms, ΔJ(ω), from
the correlation time being varied. The resulting behavior is identical to that in
(A), except that the amplitude is half as large, since we have split the total
amplitude between the fixed and variable correlation time (dashed line marks
0.5). In (C), the same information is plotted, but the total correlation function
includes a log-Gaussian distribution (μ � 630 ps, σ � 1 order of magnitude),
and a single, variable correlation time.

FIGURE 7 |Behavior of LeMaster’s approach as a function of correlation
time. In each subplot, we calculate 15N T1, T2, and σNH at 600 MHz for motion
with (1 − S2) � 0.3 and tumbling correlation time of τM � 4 ns, and analyze the
results using Eq. 24. In (A) the internal correlation function consists of a
single decaying exponential term (with amplitude 0.3), where the fitted
amplitudes are plotted as the correlation time is varied. In (B) the internal
correlation function uses two correlation times (both amplitudes are 0.15), with
one correlation time fixed at 10 ps, and the second swept (x-axis). On the
y-axis, we plot contributions to the terms from the correlation time being
varied. The resulting behavior is identical to that in (A), except that the
amplitude is half, since we have split the total amplitude between the fixed and
variable correlation time (dashed line marks 0.15). In (C), the same information
is plotted, but the total correlation function includes a log-Gaussian
distribution (μ � 630 ps, σ � 1 order of magnitude), and a single, variable
correlation time.
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from more than one field, although one still requires specific sets
of experiments (Skrynnikov et al., 2002; Hsu et al., 2018).

LeMaster’s Approach
LeMaster proposed an alternative to SDM analysis of R1, R2,
and NOE data from one field, in order to separate overall
tumbling from internal motion (LeMaster, 1995). In this case,
LeMaster proposed fitting data to the following correlation
function:

C(t) � S2fS
2
HS

2
Ne

−t/τM + S2f(1 − S2H)e−t/τH + S2fS
2
H(1 − S2N)e−t/τN

+ (1 − Sf)2e−t/τf
τH � (ωH + ωN)−1, τN � ∣∣∣∣ωN

∣∣∣∣−1 (23)

It is assumed that τf is very short so that the term (1 − S2f)e−t/τf
makes only negligible contributions to the spectral density, resulting in
the following formula:

J(ω) � 2
5
S2f[S2HS2N τM

1 + (ωτM)2 + (1 − S2H) τH
1 + (ωτ2H) + S2H(1 − S2N) τN

1 + (ωτ2N)]

� 2
5
[ τM
1 + (ωτM)2 + (1 − S2f)( − τM

1 + (ωτM)2)
+ S2f(1 − S2H)( τH

1 + (ωτ2H) −
τM

1 + (ωτM)2) + S2fS
2
H(1 − S2N)( τN

1 + (ωτ2N) −
τM

1 + (ωτM)2)]
(24)

In the latter formulation, we find that the spectral density
becomes a linear combination of terms, weighted by (1 − S2f),
S2f(1 − S2H), and S2fS

2
H(1 − S2N). Then, one must fit these terms to

the experimental relaxation rate constants. We do so in Figure 7
for calculated relaxation rate constants. Like SDM, responses as a
function of correlation time are always identical (again, excepting
a scaling factor of 0.5 resulting from splitting the total motion into
components), although the functions themselves are different:
this results from the fact that LeMaster’s approach characterizes
the internal motion, and not the total motion, so that we obtain
one amplitude, (1 − S2f), which captures information about the
fastest correlation times (<30 ps), one amplitude, S2f(1 − S2H),
which captures information for correlation times near to τH, and
one amplitude, S2fS

2
H(1 − S2N), which captures information for

correlation times near to τN.
LeMaster’s approach is a linear fit, without priors; as discussed

in A Few Notes on Linearity, this means that the fitted parameters
may also be obtained by a linear combination of the experimental
relaxation rate constants. Therefore, the parameters (1 − S2f),
S2f(1 − S2H), and S2fS

S
H(1 − S2N) are linear to (1 − S2)θ(z). The

parameters S2H and S2N themselves are not linear to (1 − S2)θ(z),
but may be obtained by simple arithmetic from the linear
parameters. Like SDM, LeMaster’s approach is limited to data
acquired at a single field.

Interpretation of Motions by a Projection
onto an Array of Correlation Times
Approach
Limitations of the approaches above have led Ferrage and
coworkers to develop the interpretation of motions by a
projection onto an array of correlation times (IMPACT)

approach (Khan et al., 2015), which was applied to a protein
with intrinsically disordered regions (IDR). A challenge of IDRs is
that the lack of structure potentially yields a large number of
distinct motions and therefore many correlation times, so that
EMF approach is not appropriate for data analysis, but the limited
number of parameters obtained with SDM fails to provide a
complete description of the dynamics. Then, the IMPACT
approach allows analysis of large, multi-field data sets, by
taking the total correlation function to be a sum of several
fixed correlation times, τk, such that

C(t) � ∑
k

Ake
−t/τk (25)

Because C(0) � 1 and decays to 0, the Ak must sum to 1. For
the Engrailed 2 protein, 15N T1, NOE (σNH), and transverse and

FIGURE 8 | Behavior of the IMPACT approach as a function of
correlation time. In each plot, we fit calculated relaxation rate constants, and fit
the amplitudes in Eq. 25 according to the IMPACT procedure, using the set of
experiments from Khan et al. (2015). In (A), the input total correlation
function consists of a single decaying exponential term (with amplitude 1),
where the amplitudes are plotted as the correlation time is varied. In (B), the
total correlation function uses two correlation times (equal amplitudes), with
one fixed at 1 ns, and the second swept (x-axis). On the y-axis, we plot
contributions to the Ak from the correlation time being varied. In (C), the same
information is plotted, but the total correlation function includes a log-
Gaussian distribution (μ � 630 ps, σ � 1 order of magnitude), and a single,
variable correlation time.
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longitudinal cross-relaxation rate constants at five fields (400,
500, 600, 800, 1,000 MHz) could be fit to an array of six
correlation times, log-spaced between 21 ps and 21 ns. When
fitting to Eq. 25, one restricts the amplitudes to remain between
zero and one, and the sum of amplitudes must be set to one.

Following our procedures for SDM and LeMaster’s approach,
we also examine the behavior of the IMPACT approach in
Figure 8. When fitting a correlation function having a single
correlation time in Figure 8A, we obtain ideal behavior from the
IMPACT approach. When the input correlation time matches
one of the correlation times in the IMPACT array, the
corresponding amplitude is one, and all other amplitudes are
zero. When the input correlation time is in between correlation
times in the IMPACT array, then only the two nearest correlation
times to the input value have non-zero amplitudes, and those two
amplitudes sum to one (a minor deviation from this behavior
occurs at 10 ns). However, if we input two correlation times in
Figure 8B, or one correlation time and one distribution in
Figure 8C, with motion split equally between the two
correlation times or correlation time and distribution, the fit
parameters’ response to the swept correlation time is not an exact
reproduction of the behavior in Figure 8A, in contrast to SDM
and LeMaster’s approach. While SDM and LeMaster’s approach
are both linear combinations of relaxation rate constants,
IMPACT is a linear fit for which its behavior depends heavily
on restricting the values of the fit parameters (priors), which as
discussed in A Few Notes on Linearity, means that the fit
parameters are no longer linear to (1 − S2)θ(z). The result is

that the response of the parameters Ak to a given correlation time
do depend weakly on other motions present, thus not fully
obtaining the ideal, linear behavior of SDM and LeMaster’s
approach. However, IMPACT provides a good approximation
to this behavior, and is more generally applicable than SDM and
LeMaster’s approach.

IMPACT has not been developed for application to solid-state
NMR, but it is worth investigating how such a method could
work. In Figure 9A, we use an IMPACT-type approach to fitting
R1 at three fields and S

2, using an array of three correlation times.
We restrict the fitted amplitudes (Ak) to fall between zero and
one, but it does not make sense to require the Ak to sum to one,
since the correlation function in solid-state NMR does not usually
decay to zero. Here, we assume a motion with just one correlation
time, and (1 − S2) � 0.3. Then, we find that IMPACT in solids is
similar to its solution-state behavior. Note that the amplitudes
corresponding to 1.4 and 5 ns capture motion near those
correlation times, whereas the amplitude corresponding to 1 ps
captures all motion not in proximity to 1.4 and 5 ns, including
very slow motions. As with solution-state NMR, if we split the
motion over two correlation times, and determine the response to
one of the two correlation times Figure 9B, the response changes
compared to fitting just the single correlation time. However, as
discussed in A Few Notes on Linearity, and demonstrated with
SDM and LeMaster’s approach, this dependence on other
motions present vanishes if we eliminate restrictions on the fit
parameters. Then, in Figure 9C, we repeat the fit from Figure 9A,
without restrictions on the fit parameters, yielding reasonable

FIGURE 9 | IMPACT behavior in solids. In each plot, we test the behavior of the amplitudes, Ak , using calculated solid-state NMR data (S2, 15N R1,
15N R1ρ, with

experimental conditions taken from Smith et al. (2016)). (A) plots the behavior of fitting S2 and three R1 rate constants to three correlation times (1 ps, 1.4 ns, 5 ns), where
the input correlation function has a single correlation time ((1 − S2)�0.3), while restricting theAk to fall between 0 and 1. (B) shows fits under the same conditions, but
includes two correlation times, with one fixed at 1 ns, and the other swept (x-axis). The y-axis plots the change in the Ak due to the swept correlation time. (C) shows
fits under the same conditions as (A), without restricting the values of the Ak . (D) also removes restrictions on the Ak , but fits S

2 and R1ρ data, using correlation times of
(1 ps, 2.5 μs, and 17.8 μs). (E) fits all data (S2, R1, R1ρ) simultaneously without restrictions on the Ak , with correlation times of 1 ps, 1.4 ns, 5 ns, 2.5 μs, and 17.8 μs (F)
fits R1 data, but uses one very short correlation time (32 ps), and one very long correlation time (100 ns).
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behavior, excepting some negative amplitudes in the Ak.
Figure 9D shows similar results, when fitting S2 and R1ρ,
although the fitted correlation times must be in the sensitive
range of the R1ρ rate constants. Unfortunately, when we attempt
to fit R1 and R1ρ simultaneously in Figure 9E, using the same
correlation times as in Figures 9C,D, we find extremely unstable
behavior. Apparently, we cannot simultaneously fit data on both
sides of the solid-state NMR blind spot.

In Figures 9C,D, we have fairly good performance, excepting
that some of the amplitudes become slightly negative.
Interestingly, these negative amplitudes may be eliminated by
placing two correlation times further away from each other. Then,
in Figure 9F, we fit only R1 data, using correlation times of 32 ps
and 100 ns. The fitted correlation times no longer correspond to
the center of the sensitive range of the Ak (750 ps, 6.2 ns), and the
amplitudes also far exceed the input value for (1 − S2). Fitting
while also including S2 data allows using an additional correlation
time (1 ps), but the corresponding Ak becomes large and negative
(not shown). From this final result, we could simply renormalize
the amplitudes to have a maximum of one, and report the center
of the sensitive range instead of the correlation times to which we
actually fitted. The result would still be a linear combination of
the experimental data, and therefore linear to (1 − S2)θ(z), but
the result would have very little to do with the correlation times
chosen to obtain that linear combination.

A NEW APPROACH FOR SOLID-STATE
NUCLEAR MAGNETIC RESONANCE

In the previous section, we investigated the behavior of a number
of approaches to processing relaxation data. Of those approaches,
model-free, SDM, and LeMaster’s approach provide parameters
which are linear to the distribution of correlation times,
(1 − S2)θ(z) (in some cases, some additional arithmetic
operations are required to obtain the reported parameters, e.g.,
〈τe〉 is calculated from S2 and (1 − S2)〈τe〉). IMPACT
approximates this behavior, although heavy reliance on priors
prevents perfect linearity. However, each approach is limited in
its application to solid-state NMR data. Therefore, we have
developed the detector analysis (Smith et al., 2018), which is a
general method for processing relaxation data that maintains a
linear relationship between fit parameters and the distribution of
correlation times.

Linear Combination of Data
As we have emphasized for the above examples, one may obtain
parameters that have a well-defined (linear) relationship to the
distribution of correlation times by taking linear combinations of
relaxation rate constants. Thus far, we have limited ourselves to
very specific linear combinations: combinations that yield the
spectral density, or combinations that are related to specific
correlation times. However, why shouldn’t we use any linear
combination that is optimized to give an ideal linear relationship
to the distribution of correlation times, (1 − S2)θ(z)? We first
recall that the correlation function has been defined here as being
a linear combination of decaying exponentials, defined by

(1 − S2)θ(z), and its Fourier transform (also a series of linear
combinations) must then also be linear to (1 − S2)θ(z).

C(t) � S2 + (1 − S2) ∫
∞

−∞
θ(z)e−t/(10z ·1 s)dz

J(θ,S)(ω) � 2
5
(1 − S2) ∫

∞

−∞
θ(z) 10z · 1 s

1 + (ω · 10z · 1 s)2 dz
(26)

Here, we take J(θ,S)(ω) to be the spectral density resulting from
(1 − S2)θ(z). Then, any relaxation rate constant is a weighted
sum of terms from the spectral density.

R(θ,S)
ζ � ∑

p

aζpJ
(θ,S)(ωp)

� ∑
p
aζp(1 − S2) ∫

∞

−∞
θ(z) 10z · 1 s

1 + (ω · 10z · 1 s)2 dz

� (1 − S2) ∫
∞

−∞
θ(z)∑

p

ap
10z · 1 s

1 + (ω · 10z · 1 s)2︸���������︷︷���������︸
�Rζ(z)

dz

R(θ,S)
ζ � (1 − S2) ∫

∞

−∞
θ(z)Rζ(z)dz (27)

R(θ,S)
ζ is the relaxation rate constant for an experiment, indexed

ζ , resulting from the distribution of correlation times,
(1 − S2)θ(z). Coefficients aζp indicate the weightings of the
spectral density for experiment ζ , sampled at frequencies ωp.
Insertion of J(θ,S)(ω) into this linear combination allows us to
express R(θ,S)

ζ as a linear function of (1 − S2)θ(z), where Rζ(z)
defines the linear relationship (we refer to this as the sensitivity).

Then, as is the case formodel-free, SDM, and LeMaster’s approach,
any sum of relaxation constants maintains linearity. Following our
previous convention (Smith et al., 2018), we denote the sum as ρ(θ,S)n .

ρ(θ,S)n � ∑
ζ

bζR
(θ,S)
ζ

� ∑
ζ

bζ(1 − S2) ∫
∞

−∞
θ(z)Rζ(z)dz

� (1 − S2) ∫
∞

−∞
θ(z)∑

ζ

bζRζ(z)
︸����︷︷����︸

�ρn(z)

dz

ρ(θ,S)n � (1 − S2) ∫
∞

−∞
θ(z)ρn(z)dz (28)

Then, ρn(z) defines the linear relationship between (1 − S2)θ(z)
and ρ(θ,S)n . The subsequent question is, how dowe find the best linear
combinations of the experimental relaxation rate constants for
analyzing our relaxation data?

Optimizing Detectors: The Relaxation-Rate
Space Approach
While any linear combination of experimental relaxation rate
constants yields a linear relationship between (1 − S2)θ(z) and
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the resulting ρ(θ,S)n , not all combinations are equally good
choices. A few guidelines are, first, non-negativity of ρn(z);
we would like ρ(θ,S)n to always increase when amplitude of
motion increases, whereas negative regions of ρn(z) could
cause ρ(θ,S)n to decrease with increasing amplitudes. Second,
narrowness: we would like each ρ(θ,S)n to report on a specific
range of correlation times. Third, when the full set of
relaxation data is analyzed, one should be able to back-
calculate the experimental data (within some tolerance)
from the parameters ρ(θ,S)n . This ensures that one captures
all information in the experimental data (clearly, if the ρ(θ,S)n
can reproduce the experimental data, then the ρ(θ,S)n must have
retained the information in the experiments).

The question, then, is how to obtain optimized linear
combinations satisfying the above requirements. Our initial
answer to this question is the result of identifying a similar
problem in a completely different field: When one sees the
color of an object, its appearance depends on the distribution
of wavelengths reflected (or emitted) by the object. The
distribution of wavelengths is given by the spectral power
distribution, S(λ). Whereas S(λ) is an infinite-dimensional
description of the spectral power vs. wavelength, what is
“seen” is a projection of that distribution onto a three
dimensional space, corresponding to the three cones that
detect color in the eye. This 3D space is often described
using the CIE (Commission internationale de l’Eclairage)

XYZ color space (Smith and Guild, 1931; Judd, 1951; Vos,
1978).

X � ∫
∞

0

S(λ)x(λ)dλ

Y � ∫
∞

0

S(λ)y(λ)dλ

Z � ∫
∞

0

S(λ)z(λ)dλ

(29)

The functions x(λ), y(λ), and z(λ) are plotted in Figure 10B.
Based on the color one sees, one cannot define S(λ) precisely, but
certainly we learn something about the distribution of
wavelengths. In the same way, based on a set of relaxation
rate constants, we cannot fully define (1 − S2)θ(z), but
certainly we can learn something about the dynamics. The
matching forms of Eqs. 27, 29 further highlight the
relationship between these problems.

The XYZ color space can be represented as a 2D space, shown
in Figure 10A. Only x and y are shown, and z is selected so that
x + y + z � 1 (then, a third dimension would vary this sum,
corresponding to brightness). By marking points in the color
space, one can indicate how the color space may be represented in
another basis. Here, we have marked points corresponding to red,

FIGURE 10 | Similarity between the CIE XYZ colorspace and the relaxation rate constant space. (A) plots the XYZ colorspace, black lines indicate where single
wavelengths fall in the colorspace (z not shown, space is normalized such that x + y + z � 1). Points connected by a triangle indicate the definition of red, green, and blue
colors as defined by the sRGB standard (Anderson et al., 1996). (B) plots the sensitivity of the x(λ), y(λ), and z(λ) color matching functions as a function of wavelength
(λ). (C) plots sRGB sensitivities resulting from transformation from the XYZ to sRGB spaces. Points connected by triangles correspond to definitions of �r1, �r2, and �r3
that define the detector space. (D) shows the normalized relaxation rate space for 13C R1 at 300 and 800 MHz and H–C NOE at 800 MHz. (E) shows the sensitivities of
each of these experiments a function of correlation time. (F) shows detector sensitivities resulting from transformation from the relaxation rate constant space to detector
space (defined by the points in (D)).
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green, and blue of the sRGB standard (Anderson et al., 1996).
Colors within the resulting triangle may be obtained with positive
linear combinations of the red, green, and blue of sRGB, so that
this triangle is a good estimate of colors that may be obtained with
a color monitor (which creates color by combining red, green and
blue pixels–this means that in Figure 10A, colors outside the
triangle are not correctly represented on your screen). These
points also define a transformation from the XYZ color matching
functions (Figure 10B) to the sRGB functions (Figure 10C). Note
that any color may be represented in the sRGB space, but only
those where S(λ) results in positive R, G, and B values can
actually be reproduced by a typical monitor.

Realizing that the mathematics of relaxation rate constants
was essentially equivalent to color spaces, we created analogous
relaxation rate constant spaces, replacing the X, Y, and Z values
with normalized rate constants. However, instead of placing
points within the relaxation rate space, we surrounded the
space in Figure 10D, since we wanted to describe all points in
the space with positive parameters. Interestingly, by surrounding
the space as closely as possible, without crossing into the space, we
obtained a transformation to functions with well-separated and
non-negative sensitivities, see Figure 10F. In the example here,
we use three points to transform the three experimental
sensitivities into detector sensitivities, resulting in three
detectors. However, redundancy in the information of larger
data sets often results in the space becoming narrow in a
given dimension, so that the full space may also be
approximately described using fewer points, resulting in fewer
detectors than experimental data points, but better signal-to-
noise in the resulting parameters. Full details of this approach are
described in Smith et al. (2018).

Optimizing Detector Sensitivities:
Automated Approach
Investigating the relaxation rate space is a powerful way to
grasp the information content of a relaxation data set,
however, detector optimization using this method requires
manual selection of points in the space. This quickly became
excessively tedious for large data sets, as is the case for analysis
of relaxometry data (Smith A. A. et al., 2021), so that we have
also automated the optimization of linear combination (Smith
et al., 2019a).

For automation, one still has the requirements that we capture
the information in the experiments (that is, we can fit the data),
while minimizing the number of parameters to describe that data,
and second, that we obtain detector sensitivities that are narrow
and non-negative. The first requirement may be met using
singular value decomposition (Golub and Kahan, 1965).
Suppose we have a matrix, M, for which each row is a
sensitivity of one of our experiments (Rζ(z)), where we
perform a normalization to prioritize fitting of higher quality
data (procedure: first, we normalize all sensitivities to a maximum
of one, second we multiply the sensitivity by the median of the
experimental rate constants, and third we divide by the median
standard deviation of those rate constants). Each column then
corresponds to a correlation time. For N experiments, we obtain

the best approximation of M that can be achieved with a linear
combination of t vectors, defined by

M ≈ M̃ � Ut · Σt · Vt′
Vt′ � Σ−1

t · Ut′ ·M (30)

The t rows ofVt′ are linear combinations of the rows ofM, with
recombination defined by the product Σ−1

t · Ut′ ·M (Ut, Vt′ are
unitary matrices, and Σt is diagonal, with the largest n singular
values along the diagonal). Linear combination of the rows of Vt′
to yield the rows of M is an approximate relationship, but the
inverse, recombination of the rows of M to yield Vt′ , is exact.
Then, the closer M̃ is toM, the better the data can be fit, but this
requires t to be larger, and thus more noise is also present in the
final analysis. In principle, this linear recombination could be
directly applied to the experimental data, to obtain detectors with
sensitivities given by the rows of the Vt′ . The result would capture
(approximately) the maximum amount of information possible
from the experiment with t parameters. However, the sensitivities
found in the rows of Vt′ are not narrow, and usually have large
negative regions. On the other hand, a linear recombination of the
vectors in Vt′ would maintain the information content and fit
quality, but allows one to optimize the detector sensitivities to be
separated and non-negative.

⎡⎢⎢⎢⎢⎢⎣ ρ1(z)ρ2(z)
«

⎤⎥⎥⎥⎥⎥⎦ � T · Vt′ � T · Σ−1
t · Ut′ ·M (31)

Then, T defines the linear recombination of the Vt′ to yield
the ρn(z), where T is a square matrix. The product of a row of
T with Vt′ defines one of the detectors sensitivities, ρn(z). A
row of T is determined in order to optimize a detector
sensitivity, first by choosing a single correlation time,
zmax � log10(τc/s), for which we optimize a linear
combination of the rows of Vt′ such that ρn(zmax) � 1,
while simultaneously minimizing ρn(z) for all other
correlation times, and requiring that all ρn(z) remain non-
negative. This can be quickly solved using a linear
programming algorithm (Kantorovich, 1960; Dantzig,
1982; Virtanen, 2020). However, if we sweep through an
array of correlation times, performing this optimization at
each correlation time, we find that we are only successful at t
correlation times (we consider the minimization as having
failed if for some z, we find that ρn(z) exceeds 1). Currently,
we find the best t detectors by sweeping over a large array of
correlation times (200), although this algorithm could be
improved to reduce the number of optimizations required
(spaces method and automated method both implemented in
MATLAB, download from https://difrate.sourceforge.io).

In the detector analysis, once we have optimized the detectors,
we apply the same linear combination to the experimental
relaxation rate constants as were applied to the sensitivities in
order to obtain optimized detector responses. Note in practice
that this is implemented as a fit, allowing one to prioritize fitting
relaxation rate constants with lower measurement error.
Furthermore, we place bounds on the fitted detector responses,
ρ(θ,S)n . In A Few Notes on Linearity, we noted that bounds (priors)
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on the fit parameters can cause the fit parameters to not be linear
to (1 − S2)θ(z). This is only the case if the priors exclude the
best fit. Detectors are constructed such that any allowed set of
relaxation rate constants will not result in parameters that
violate the priors. Allowed rate constants are any set that
may occur for an arbitrary form of (1 − S2)θ(z). If, due to
noise or measurement error, a dis-allowed set of relaxation rate
constants is measured, then the priors will force the fitted
relaxation rate constants to fall in the allowed space.

MODEL-FREE, OR NOT?

We see that the original model-free approach, SDM, LeMaster’s
approach, and detector analysis all belong to a family of methods
that yield parameters with well-defined relationships to the
distribution of correlation times, here defined by (1 − S2)θ(z).
For SDM and detectors, the final parameters (J(ω), ρ(θ,S)n ) are
linearly related to (1 − S2)θ(z); for model-free, S2 and
(1 − S2)〈τe〉 are linear, and for LeMaster’s approach, (1 − S2f),
S2f(1 − S2H), and S2fS

2
H(1 − S2N) are linear, whereas the final

parameters (S2, 〈τe〉, S2f, S2H, and S2N) must be obtained via

additional arithmetic operations. Response of EMF parameters,
on the other hand, may react to changes in one motion
differently, depending on other motions in the system. Still, its
simplicity in analysis and interpretation—one to three pairs of
correlation times and amplitudes—makes it an attractive choice
for relaxation data analysis. Should we then compromise in some
cases, and sacrifice well-defined parameters for more easily
interpreted parameters?

Case 1: Extended Model-Free
Using detectors, we may better understand how EMF parameters
in solid-state NMR depend on amplitudes of motion for particular
windows of correlation times. We re-analyze relaxation data of
HET-s (218–289) fibrils (Smith et al., 2016), by first performing a
detector analysis on the data, shown in Figure 11A and then
iteratively fitting detector responses to correlation times and
amplitudes in Figure 11B, resulting in the EMF analysis in
Figure 11C.

Using the following procedure, we are able to reproduce our
previous model-free results, illustrated in Figure 11B for residue
273Ser. The procedure is given below as a set of simple equations,
where results are a good reproduction of our previous direct fit
using the model-free approach.

Step 1: zi

ρ(θ,S)2

ρ(θ,S)3

� ρ2(zi)
ρ3(zi)

Step 2: Ai

Ai � ρ(θ,S)2

ρ2(zi)
� ρ(θ,S)3

ρ3(zi)

Step 3: zi

ρ(θ,S)0 − Aiρ0(zi)
ρ(θ,S)1 − Aiρ1(zi)

� ρ0(zf )
ρ1(zf )

Step 4: Af

Af � ρ(θ,S)0 − Aiρ0(zi)
ρ0(zf )

� ρ(θ,S)1 − Aiρ1(zi)
ρ1(zf )

Step 5: As

Af � ρ(θ,S)4 − Aiρ4(zi) − Afρ4(zf )
ρ4(zs)

S2f � 1 − Af

S2i � 1 − Ai/S
2
f

S2s � 1 − As/(S2f S2i )

τf � 10zf · 1 s
τi � 10zi · 1 s
τs � 10zs · 1 s

(32)

FIGURE 11 |Model-free analysis fromdetectors. (A) shows a detector analysis of HET-s (218–289) fibrils (Smith et al., 2016), with sensitivities shown in (B) (amplitude scale
not shown; sensitivities have a maximum of 1). (B) illustrates the procedure to convert 273Ser detector responses into model-free parameters. Bars give the detector responses
(y-axis), plotted at the center of the corresponding detector’s sensitivity (x-axis, note that ρ0, blue, does not have a well-defined center). At top, we find the ratio of ρ(θ,S)3 /ρ(θ,S)2 is
consistent with a correlation time of 34 ns, with corresponding amplitude of 0.075 (intermediate motion). After subtracting the contribution of this correlation time to ρ(θ,S)0

(middle), we find the ratio ρ(θ,S)1 /ρ(θ,S)0 is consistent with a correlation time of 49 ps, and amplitude of 0.12 (fast motion). Using a fixed correlation time of 14.7 μs, we find an
amplitude for the slow motion of 1.8 × 10−3 (bottom). (C) shows the results of EMF analysis for all residues using the procedure in (B).
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In the first and second steps, we find a correlation time
for which the ratio of sensitivities of ρ2 and ρ3 matches the
ratio of the detector responses, and then subsequently find
the correct amplitude to reproduce these correlation times.
With ρ(θ,S)2 � 2.0 × 10−2, and ρ(θ,S)3 � 2.2 × 10−3, we find τi � 34
ns. Our first concern with this fit is that the intermediate
correlation time, zi � log10(τi/s), is a compromise between a
detector sensitive to motions around 6 ns and a second
sensitive around 2 μs. It seems unlikely that the same
motion can really explain these two detector responses,
which have sensitivities separated by three orders of
magnitude. The second problem is because we use a
compromise correlation time, both detector sensitivities are
very low at this correlation time, which must be
counterbalanced by using a large amplitude (Ai) in the
model-free fit. Then, in our example, Ai � 0.075 is
significantly larger than the detector responses, ρ(θ,S)2 and
ρ(θ,S)3 , from which it results, so that we are very likely
overestimating the amplitude of this motion.

In the third and fourth steps, we subtract the contributions
from zi and Ai from ρ(θ,S)0 and ρ(θ,S)1 , and similarly use the
ratios of the remainder of the detector responses to obtain
zf , and their amplitudes to obtain Af . Again, it is not clear
if these detectors should be treated as if they describe a
single motion. In particular, the relatively uniform behavior
of ρ(θ,S)0 likely is a result of primarily local librational
motion, which will not be described by the same
amplitudes and correlation times of motions leading to
greater variation in ρ(θ,S)1 . Interestingly, because the
amplitudes do not vary in the same way, the variation in
amplitude of ρ(θ,S)1 cannot be reproduced in the trends for
Af , but instead has to be fitted by variation in correlation
time (τf ). The result is that amplitude trends in S2i � 1 − Ai/S2f ,
shown in Figure 11(C, middle) correlate well with trends in τf ,
especially near breaks between the β-sheets of HET-s (near
235Glu, 271Gly). However, this correlation is actually
coming from similar amplitude trends observed for ρ(θ,S)1
and ρ(θ,S)2 . The corresponding detector sensitivities
are centered at 760 ps and 6.1 ns, and in fact overlap,
suggesting that they may describe the same or at least
related motions. EMF attributes these detector responses to
different motions, having median correlation times of 22 ps and
42 ns (taken over all residues), thus being separated by three
orders of magnitude.

In the final step, one fixes the slow correlation time to 14.7 μs
(based on a fit optimization over the whole data set). In this case,
the amplitude of ρ(θ,S)4 determines As alone; the proximity of
14.7 μs to the center of ρ4 (24 μs) results in fairly reasonable
amplitudes (for 273Ser, ρ(θ,S)4 and As fall within rounding error,
yielding 1.8 × 10−3).

Then, the major problems with this EMF analysis are
intermediate correlation times falling within the NMR blind
spot (∼20–600 ns), along with correspondingly inflated
amplitudes, as well as similar problems due to fitting fast
correlation times to ρ(θ,S)0 and ρ(θ,S)1 , which requires a
compromise correlation time between librational motions
(∼ps) with nanosecond motions. Furthermore, this behavior

prevented comparison of EMF parameters for HET-s to
MD results, whereas detectors yielded reasonable agreement
(Smith et al., 2019b). As we have previously pointed out
(Smith et al., 2017), the model-free parameters in HET-s
fibrils are far from being atypical, in fact they are fairly
consistent across multiple protein systems, likely due
most studies utilizing similar data sets and analysis
methodology (Chevelkov et al., 2009b; Schanda et al., 2010;
Haller and Schanda, 2013; Zinkevich et al., 2013; Lamley et al.,
2015a).

Case 2: Model-Free Analysis of μs-Motion
Microsecond motion is the result of processes having higher
free-energy cost than nanosecond and picosecond dynamics.
We suggest dividing these motions into local and collective
motions, where the free energy cost of local motions
comes from higher amplitude motions (∼10°) that require
traversing a large energy barrier. In contrast, collective
motions tend to be very low amplitude motion, where the
high free-energy cost of the motion is not due to large
amplitude dynamics or a significant energy barrier, but
rather diffusive dynamics involving large numbers of atoms.
Such dynamics are characterized by modes of motion, where
a continuum of possible correlation lengths leads to a
distribution of correlation times. In contrast, some local
microsecond dynamics can be reasonably well approximated
as a hopping motion between two orientations, and therefore
described with a single correlation time (although effort should
be made to determine whether relaxation might be due to
multi-site exchange, and understand how this changes the
interpretation of data analysis).

Local Dynamics
The availability of R1ρ data, including formulas for its analysis
(Trott and Palmer, 2002; Abergel and Palmer, 2003; Miloushev
and Palmer, 2005; Kurbanov et al., 2011; Rovo and Linser,
2017) and improving methods for its collection (Kurauskas
et al., 2017; Lakomek et al., 2017; Keeler et al., 2018;
Krushelnitsky et al., 2018) has recently resulted in
considerable improvement in the ability to characterize local
micro- to millisecond motions (Rovó, 2020). We consider two
categories of R1ρ experiments: the first is Bloch-McConnell
relaxation dispersion experiments (BMRD), for which R1ρ

relaxation is the result of motion modulating the isotropic
chemical shift, and the NEar Rotary-resonance Relaxation
Dispersion (NERRD, (Kurauskas et al., 2017)), for which
orientational changes in anisotropic tensors leads to R1ρ

relaxation. For two-site exchange, BMRD R1ρ relaxation rate
constants depend on exchange rate (kex � 1/τc), the change in
isotropic chemical shift due to exchange (Δω12), and the
population (p1, p2 � 1 − p1). Rate constants further depend
on the effective field strengths corresponding to each of the
two chemical shifts, ωe1 and ωe2, as well as the effective field for
the average chemical shift. Palmer and coworkers provide us
with the following expression (Trott and Palmer, 2002; Trott
et al., 2003; Miloushev and Palmer, 2005), which is valid in the
fast or intermediate exchange regimes:
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The total R1ρ relaxation has contributions from longitudinal
relaxation (R1), transverse relaxation from dipole and CSA
tensors (RDD,CSA

1ρ ), and from chemical exchange (RDD,CSA
1ρ ).

(Kurbanov et al., 2011) give the formula for RDD,CSA
1ρ .

RDD,CSA
1ρ � sin 2βe × [(δ

4
)

2

(J(ωS) + 1
3
J(2ωr − ωe) + 2

3
J(ωr − ωe)

+ 2
3
J(ωr + ωe) + 1

3
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(ωIΔσI)2(12 J(2ωr − ωe)

+ J(ωr − ωe) + J(ωr + ωe) + 1
2
J(2ωr + ωe))] (34)

ωr is the magic angle spinning frequency, and ωe is the effective
field as defined above. If one assumes the microsecond dynamics
are dominated by two-site hoping, the spectral density is given
simply by

J(ω) � 2
5
3p1p2(1 − cos2 θ) kex

k2ex + ω2
� 2
5
(1 − S2) τc

1 + (ωτc)2
(35)

Then, the question is, how may we most efficiently extract the
exchange rate (kex � 1/τc), populations (p1, p2), chemical shift
changes (Δω12), and angle changes (θ). Fitting of kex has been
fairly well established using both NERDD or BMRD (Trott et al.,
2003; Ma et al., 2014; Rovo and Linser, 2017; Marion et al., 2019),
and combining both methods should improve the accuracy of the
resulting kex. However, separation of populations from either θ
(NERDD) or Δω12 (BMRD) is non-trivial. Supposing we already
know kex, a given experiment’s relaxation rate constant then
depends on the populations and either θ or Δω12 (at sufficiently
fast MAS, a given effective field usually results in either RDD,CSA

1ρ or
Rex
1ρ being dominant, although in principle both terms are active

in the same experiments). Inspecting Eqs. 34, 35 we note that
terms p1, p2, and θ, only appear once as a product of terms,
3p1p1(1 − cos2 θ). Then, based on NERRD data alone, these
parameters are inseparable. This is seen in Figure 12, where
we plot R1ρ as a function of p1 and θ. We also calculate RDD,CSA

1ρ
specifically for p1 � 0.25 and θ � 16°, and then indicate all other
positions resulting in the same value of RDD,CSA

1ρ Figures 12A,B
as a black contour. In Figures 12E,F, we only show contours
where RDD,CSA

1ρ matches the value obtained for p1 � 0.25 and
θ � 16°, but show several different experimental conditions
(varying the field strength, ]1 � ω1/2π). Because this results
in identical contours, we are unable to disentangle these

parameters based on NERRD experiments under different
conditions.

In contrast, R1ρ relaxation resulting from chemical exchange
has a more complex dependence on the various parameters. In
particular, effective fields for each of the two states in exchange,
ωe1 and ωe2 depend on the different offsets, Ω1, Ω2, but do not
depend on the populations, in principle making the terms
separable. Indeed, several plots in Figure 12 show that
different experimental conditions lead to different contours for
p1 vs. Δω12 (contours correspond to R1ρ that is equal to R1ρ

obtained for p1 � 0.25 and Δω12 � 500 Hz, where contour
intersections yield the input values). We are then able to
identify the critical conditions required for separating
population from chemical shift change. First, we see that if
kex ≫Δω12, contours are fully overlapped so that we are not
able to separate the terms, shown in Figure 12G. This is because,
in Eq. 33, k2ex must be much larger than the last term in the
denominator. If it is also larger than ω2

e1ω
2
e2/ω

2
e , then the critical

dependence of the R1ρ on ωe1 orωe2 is lost. In case k2ex is not larger
than ω2

e1ω
2
e2/ω

2
e , then the effective field must be much larger than

Δω12, so that this term converges on ω2
e , again losing dependence

on ωe1 and ωe2 (i.e. the denominator simplifies to ω2
e + k2ex (Trott

and Palmer, 2002)). In any case, if the effective fields become
large, ωe1 →ωe, ωe2 →ωe, similarly preventing separation in
terms. For example, see Figures 12J,K, where a large offset or
large field strength on the spin-locking field results in overlapping
contours. Finally, note that we require a frequency offset to be
applied in order to obtain the sign of Δω12. If no frequency offset
is applied, then all contours are symmetric as in Figure 12H.

Separability occurs only when kex, Δω12, and ωe are of similar
size. Restricting ωe is particularly challenging in solid-state NMR,
where coherent effects may contribute to relaxation when the
spin-locking field becomes too small (Öster et al., 2019). One
approach would be to use increasing spinning frequencies (Penzel
et al., 2015; Lakomek et al., 2017), although we note that some of
the most clear improvements in Figure 12 occur in Figure 12L,
where the field strength is only a few times bigger than the H–N
J-couplings, which cannot be averaged by spinning.

In case we are in the fast exchange limit for BMRD
experiments, we are left only with the terms p1p2(1 − cos2 θ)
from NERRD experiments and p1p2Δω2

12 from BMRD
experiments. In this case, there is little to be done to fully
separate population from the other parameters. If values of
Δω12 may be bounded, it is then possible to also bound p1p2,
and therefore one finds a restricted range for possible values of θ
(the reverse approach also works). However, if we are in the range
of intermediate exchange, then wemay separate populations from
Δω12, and use the result to also obtain θ (note that inclusion of
NERDD data should additionally improve the accuracy of kex,
which in turn improves separation of Δω12 from populations
based on the BMRD data). Note that Marion et al. have recently
presented similar arguments (Marion et al., 2019), although
separation of terms was apparently achieved by combining
NERRD and BMRD data for fairly fast exchange
(kex�18,000 s−1, Δω12/2π � 240 Hz). While we agree that using
both data sets together is beneficial, the information to separate
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population must come from the BMRD data and this is only
possible in the intermediate exchange regime (Marion et al.
calculated R1ρ for a set of conditions, and via a coarse grid
search, were able to find the initial conditions, however, other
solutions along contours as in our Figure 12 likely were
overlooked in the grid search).

A final consideration when analyzing BMRD and NERRD
data is whether a two-site exchange model is reasonable. In a true
two-site exchange, all moving residues should have identical
exchange rates and populations, but differing Δω12 and θ
values. Then, validation of the two-site model could be
achieved by independently analyzing all residues and
establishing that all fits have approximately the same p1, p2,
and kex (or just the same kex if populations cannot be
determined). In case the true behavior is, for example, three-
site exchange, fitting to the two-site exchange model will yield
exchange rates that are a weighted average of the two non-zero
eigenvalues of the 3 × 3 exchange matrix, where weighting will
depend on the chemical shifts of the three sites and/or the angles
sampled. In this case, it may be appropriate to apply a three-site

exchange model, while jointly fitting all residues using a common
set of rate constants (four to six independent parameters,
depending on the model chosen). Such an approach has been
demonstrated using CPMG relaxation in solution-state NMR
(Korzhnev et al., 2005; Neudecker et al., 2006), with the general
equations solved for CPMG (Koss et al., 2018).

Collective Dynamics
NERDD relaxation also appears throughout the whole protein in
the absence of BMRD relaxation, depending on sample
conditions, and is attributed to low amplitude rocking of the
whole protein. This is observed very weakly in GB1 crystals
(Krushelnitsky et al., 2018), and strongly in GB1 complexed
with IgG (Lamley et al., 2015b), HET-s (218–289) (Smith
et al., 2016), ubiquitin crystals with amplitude depending
heavily on crystal form (Ma et al., 2015; Kurauskas et al.,
2017; Lakomek et al., 2017), and SH3 (Krushelnitsky et al.,
2018). The apparent global nature of this motion led all of
these studies, with the exception of Lakomek et al., to fit R1ρ
relaxation using a slow motion with a single correlation time for

FIGURE 12 | Separating population from hop angle and change in chemical shift in NERRD and BMRD experiments. Relevant parameters are shown as insets
(ωr /2π�40 kHz for NERDD plots). In (A–D), contour plots are shown for NERDD and BMRD relaxation rate constants under various conditions, and in each plot, a
contour shows all values of p1 and θ or Δω1 that yield R1ρ equal to the value obtained for p1 � 0.25 and θ � 16° or ΔωI � 500 Hz (marked as a cross on each plot). In (E–L),
we only show the contour, but for a range of experimental conditions (five experiments, linearly spaced, with range indicated in the plot). In some cases, this yields
nearly identical contours, such that we only see one of the five contours.
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all residues. In our HET-s analysis, we proposed fitting R1ρ data
using a global, slow correlation time, where the corresponding
order parameter could vary, and additionally an offset term that
would account for faster motion that could not be fully
parameterized from R1ρ data alone. Kurauskas et al. also
followed this procedure, whereas Krushelnitsky and coworkers
included explicit fitting of an additional fast motion with a
distribution of correlation times. By including an offset term,
and using a single correlation time globally, we again have a
linear fit.

R1ρ � R0
1ρ︸�︷︷�︸

nsmotions

+ (1 − S2s ) R1ρ(τs)︸���︷︷���︸
μsmotion,fixed

(36)

Then, for each residue, R0
1ρ and (1 − S2s ) are varied, where R0

1ρ
in principle compensates for relaxation due to fast, nanosecond
motion, and (1 − S2s ) should determine the effective amplitude of
the global motion, with correlation time τs, on the given residue.
Practically, what happens is that the R1ρ rate constants measured
for a given residue have certain ratios. If those ratios match the
ratios calculated for τs, then R0

1ρ � 0 and the relaxation rate
constants are fitted only with (1–S2s ). In contrast, if all rate
constants are approximately equal, then (1 − S2s ) � 0 and R0

1ρ
accounts for the full relaxation. However, in most cases, the ratios
are closer to one than predicted by τs, but not exactly one and so
by including contributions from R0

1ρ and (1 − S2s )R1ρ(τs), the
data may be fit. One may investigate in more detail how the two
terms vary as a function of correlation time (as in Figures 6–8).
We show the behavior for the 15N and 13Cα R1ρ data sets found in
Smith et al. (2016) in Figure 13.

In Figure 13A, we calculate R1ρ relaxation rate constants for
15N relaxation, and fit to Eq. 36. (1 − S2s ) reaches a maximum of
approximately one at 19 μs, so that this parameter describes
motion at and around the fixed correlation time of τs �
18.5 μs. On the other hand, the offset term, R0

1ρ, actually is
most sensitive at 2.5 μs, far from fitting primarily fast,
nanosecond motion. We see that the functional forms are
similar to detector sensitivities optimized from the same data
set, Figure 13B. In Figure 13C, the behavior is less ideal: (1 − S2s )
reaches a maximum of 1.28 at 13 μs, somewhat removed from the
fixed correlation time of 7.0 μs, and the offset term becomes
negative for correlation times around 18 μs.

The sensitivity of the offset term in Figure 13A to motion near
2.5 μs as opposed to faster motions may be surprising, although
perhaps it should not be. NERRD experiments are most sensitive
in the μs-range of correlation times, and rate constants under
different experimental conditions have nearly converged to the
same value at 1.9 μs (all rate constants within 5% of each other)–
only slightly faster than the 2.5 μs where we find the maximum.
Then, we would expect the offset term to be sensitive both near
where R1ρ is most sensitive, but also near where it converges,
which is roughly what we find.

It is then important to note that fitting R1ρ to contributions
from an offset term and a fixed correlation time results in an offset
term that is most sensitive not to fast (nanosecond) motions, but
rather to slower (microsecond) motions. In some cases, (1 − S2s )
may be overly sensitive to some correlation times, with sensitivity
exceeding one at positions that are removed from τs. Detectors
are also a better choice for characterizing broad distributions of
correlation times, if one does not know the form of the
distribution. In fact, we suspect that global rocking motion is
the result of collective dynamics over varying length scales, where
increasing the correlation length also increases the correlation
time, and therefore yields a broad distribution of correlation
times. We demonstrated the relationship between correlation
length and correlation time window for HET-s fibrils on the
nanosecond timescale using a combination of NMR and MD
simulation (Smith et al., 2019b), however, the question remains
whether similar behavior can fully explain rocking motion of
crystalline proteins; for example, Schanda and coworkers argue
that a coupling between overall rocking motion and local loop
motion may exist in crystalline ubiquitin (Kurauskas et al., 2017).

OUTLOOK: COMBINING METHODS

We have seen that relaxation data in NMR may be processed by a
variety of different methods, however, only some of these methods
can really be thought of as “model-free,” such that we can establish
a well-defined (linear) behavior for each parameter as a function of
correlation time, independent of the actualmodel of the correlation
function. These methods are the original model-free analysis,
under the assumption that ωτi ≪ 1, spectral density mapping,
LeMaster’s approach, and detector analysis. Of these, only
detector analysis is generally applicable to solid-state NMR.

So, are detectors the last word in NMR dynamics analysis? We
certainly hope not. Each detector response provides a “window”

FIGURE 13 | Behavior of fitting R1ρ data to an offset and a fixed
correlation time. (A) shows the offset term,R0

1ρ, divided by 2000, and the order
parameter for the slow correlation time, (1 − S2

s ) resulting from fitting
calculated relaxation rate constants as a function of correlation time to
Eq. 36. Experiments are 15N R1ρ acquired with MAS frequency of 60 kHz and
spin-lock strengths of 11, 16, 25, 38, and 51 kHz, and τs is fixed at 18.5 μs.
(B) shows detector sensitivities optimized using the same data set. (C) shows
R0
1ρ divided by 2000 and (1 − S2

s ) for 13C R1ρ acquired with MAS frequency of
60 kHz and spin-lock strengths of 9, 18, 35, and 48 kHz, as well as an
additional experiment with MAS frequency of 40 kHz and spin-lock strength of
25 kHz τs is fixed at 7.0 μs. (D) shows detector sensitivities optimized using
the same data set.
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into the total reorientational motion of some NMR tensor, with
the window width and center defined by ρn(z). Still, such a
description is not very precise: a moderate detector response
could result from a low amplitude motion near where ρn(z)
reaches its maximum, it could result from a high amplitude
motion where ρn(z) is small, or (and we suspect this is often the
case), it characterizes a distribution of correlation times that
overlaps the range of sensitivity of that detector. A collection of
detectors, and their behavior as a function of position in a
molecule gives further hints at the dynamics of a molecule,
but leaves much to be desired in terms of details of motion.
What we would rather have is better models of motion. If we use a
good model, based on knowledge of the dynamics obtained from
other methods, the information added to our experimental data
should improve our interpretation of the experiment.

Molecular dynamics simulation is particularly powerful as a
complimentary method to NMR. One obtains positions of all
atoms as a function of time, allowing first, the direct calculation of
the NMR-relevant correlation functions, and second, in principle
allowing one to connect those correlation functions to specific
motion in the molecule. C(t) is explicitly calculated as

C(tn) � 1
N

∑N−n−1

i�0
P2( �μ(τi) · �μ(τ i+n))

≈ S2 + (1 − S2) ∫
∞

−∞
θ(z) e−tn/(10z ·1 s)︸����︷︷����︸

RC(tn)(z)
dz

(37)

This is the discrete form of Eq. 14, as would be applied to an
MD trajectory. To obtain the nth time point in the correlation
function, C(tn), we simply average over all pairs of frames
separated by n frames. The latter equation is our assumed
form for the correlation function, where we note that a given
time point of the correlation function, C(tn), is related to the
distribution of correlation times with the same functional form as
the relaxation rate constants (excepting the offset, S2, see Eq. 27).
This allows one to calculate detectors from the collection of time
points in MD-derived correlation functions using a procedure
nearly identical to that described in Optimizing Detector
Sensitivities: Automated Approach, where the sensitivity, Rζ(z)
(Eq. 27), is replaced by the termRC(tn)(z) � exp( − tn/(10z · 1 s)).
In fact, not onlymay detector analysis be easily modified to analyze
MD-derived data, but it is a general approach to numerically
solving the inverse Laplace transform, which avoids some of the
pitfalls of more common regularization approaches (Tikhonov and
Arsenin, 1977).

When analyzing MD with detectors, one has two options:
find the optimal set of detectors for describing correlation time
distributions found with MD (that is, as many as possible with
good signal-to-noise, and as narrow/non-overlapping as
possible), or optimize the detectors to match some or all of
the NMR-derived detectors. The latter approach is shown in
Figure 14, where sensitivities of seven NMR experiments in
Figure 14A are optimized to yield five detectors in Figure 14C,
and the linear combination used to yield ρ2(z) is explicitly
illustrated in Figure 14B. From MD, time points in the

correlation function may also be linearly combined
(sensitivities for 11 time points shown in Figure 14D), to
match the NMR-derived detectors Figures 14E,F. Note that in
Figure 14F, the linear combination is a very good match for ρ1
and ρ2, with moderate success for ρ0, but detector sensitivities
in the microsecond range are badly reproduced. The detector
optimization indicates (correctly) that a 1 μs trajectory cannot
reasonably predict dynamics in the range of several
microseconds (ρ3, ρ4 in red, violet), thus providing a means
for determining what information can and cannot be
compared across methods. Where sensitivities agree,
quantitative comparison of dynamics in MD and NMR is
possible. Note that in Figures 14D–F, we only show
11 time points for illustrative purposes, but this procedure
is equally valid for ∼106 time points (for such a long correlation
function, calculating Eq. 37 takes much longer than evaluating
its result with detectors).

The detector analysis then provides a very reliable means of
comparing NMR results to MD simulation. The ability to easily
compare results across multiple methods is one of the primary
advantages of detector analysis. We should note that carefully
executed fitting of MD-derived correlation functions, followed by
calculation of relaxation rate constants should yield similarly
reliable rate constants, if the trajectory is sufficiently long (Mollica
et al., 2012). However, the rate constants themselves are sensitive
to a broader range of correlation times than detectors, so that the
comparison has lower timescale resolution than detectors.

With MD and NMR data sets, one may then use NMR data via
detectors (or relaxation rate constants) as a means of validating
the MD, and potentially refining it; methods include selecting
sections of trajectories that best reproduce experiment (Salvi
et al., 2016), selecting the best force fields for a system (Antila
et al., 2021), or validating the refinement of a force-field itself
(Hoffmann et al., 2018a; Hoffmann et al., 2018b). One may also
use NMR data (specifically order parameters) as a means of
directing the simulation, so that the simulation returns
parameters matching the experiment (Hansen et al., 2014).
One should note that a major challenge of combining NMR
and MD data is that, while NMR is highly sensitive to
microsecond motions, for example, via R1ρ measurements, it is
challenging to obtain accurate dynamics on the microsecond
timescale from MD simulations. Although MD simulations now
regularly extend for multiple microseconds, or longer via
enhanced sampling (Bernardi et al., 2015), one still lacks
sufficient statistics to obtain reliable dynamics behavior.
Consider, if we investigate a 1 μs motion, using a 10 μs
trajectory, we should observe 10 events, but the variance in
number of events is also 10 (assuming Poisson statistics), so
that large errors easily occur. Additionally, correct replication of
slower motions requires all the faster motion leading up to the
slow motion to occur at approximately the correct rates, so that
the slower motions are more susceptible to influences like force
field inaccuracies, starting structure of the system, etc. This
remains a significant challenge for combining experiment in
simulation, requiring creative solutions to take advantage of
simulation where reproduction of experimental observables
is poor.
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With experimental validation or refinement of an MD
simulation, one may analyze the simulation further, with
improved confidence of the accuracy of the simulation.
However, we want to use the simulation specifically to
improve our interpretation of the experimental parameters.
For example, we recently showed that it was possible to
calculate the spatial correlation of motions within a given
detector window between different residues in HET-s
(218–289) fibrils (Smith et al., 2019b), using a modified
iRED analysis (Prompers and Brüschweiler, 2001; Prompers
and Brüschweiler, 2002). The result is that we could see that

detector windows corresponding to longer correlation times
tended to result in correlation over longer distances, providing
at least some explanation for the presence of slow, low
amplitude motion in fibrils. A similar correlation analysis is
shown in Figure 14G, in this case for residues in an α-helix,
where similarly, detector windows corresponding to longer
correlation times yield longer correlation lengths. We suspect
this behavior to be nearly universal: even in well-defined
structures, there is always some residual flexibility. Then,
both short- and long-range modes of motion should be
thermally populated (in terms of modes, these are more

FIGURE 14 |Combining NMR andMD. (A) plots normalized NMR sensitivities for a selection of experiments (S2, 15NR1 at 400, 500, 850 MHz, 15NR1ρ at 850 MHz,
60 kHz MAS, ]1 at 10, 25, and 45 kHz). (B) shows a linear combination of the normalized sensitivities (x, y positions shifted to reduce plot overlap), which yields the
sensitivity of ρ2, shown in (C) (green, bold). In color are the weighted contributions from each rate constant, and grey shows the cumulative sum (summing all sensitivities
at and below the grey line). (C) shows the five sensitivities optimized from NMR data. (D) plots sensitivities of time points fromMD-derived correlation functions (0 s,
10 points log-spaced from 50 ps to 1 μs). (E) shows a linear combination of those sensitivities, optimized tomatch the sensitivity of ρ2 (x, y positions shifted to reduce plot
overlap). (F) shows detectors optimized to match the NMR-derived detectors in (C). (G) shows spatial correlation of motion in a helix as a function of correlation time
(windows for <20, ∼20, ∼100, ∼800 ns). Color intensity and bond radii indicate the correlation coefficient between that residue’s H–Nmotion and the motion of the black
residue. (H) illustrates frames used to separate transformation from the PAS to the lab frame into four steps: a peptide plane frame, a helix frame, and a molecule frame
(illustration inspired by Brown (1996), molecule plots created with ChimeraX (Pettersen et al., 2021)).
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accurately described as having short and long wavelengths).
However, the longer-range modes usually have longer
correlation times, resulting in the trends in Figure 14G.
Note that this implies that there should almost always be
distributions of correlation times due to varying correlation
length, further complicating the interpretation of the two to
three correlation times provided by the EMF approach.

For fairly rigid regions of a molecule, we expect detector-
specific correlation analysis to help explain dynamic trends.
However, what should we do for regions that are more
mobile, with multiple types of motion contributing?
Having all of the atom positions in an MD simulation
should provide the detail that would allow us to separate
different motions. Then, we could define the total motion of a
bond as resulting from the product of these motions. For
example, for an H–N dipole coupling in an α-helix, the total
rotation of the dipole is the result of the reorientation of the
principal axis system (PAS) of the dipole within the peptide
plane (PP), the peptide plane reorienting within the helix, the
helix reorienting with the molecule, and the molecule
reorienting within the lab frame.

�v(t+ τ) �R(Ωτ,t+τ) · �v(τ)
�R(Ωmol.→lab

τ,t+τ ) ·R(Ωhelix→mol.
τ,t+τ ) ·R(ΩPP→helix

τ,t+τ ) ·R(ΩPAS→PP
τ,t+τ ) · �v(τ)

(38)

This concept is illustrated in Figure 14H. In the case that it
is possible to derive a correlation function from each rotation,
one then may effectively achieve an in silico model-free type
separation of the correlation functions motion. A similar
approach for the specific separation of librations, φ/ψ
reorientation, and peptide plane tumbling in intrinsically
disorded proteins has been demonstrated by Salvi et al.
(2017), however we find that it is possible to fully
generalize this concept for separation of arbitrary
definitions of independent motions (manuscript under
revision, (Smith et al., 2021b)). Then, separated motions
may also be analyzed with detectors, to determine how both
experimental and simulated detector responses depend on
both timescale and position in the molecule. Separation of
motions could also be coupled with mode analyses such as
iRED (Prompers and Brüschweiler, 2001, 2002) or principal
component analysis (Amadei et al., 1993; Altis et al., 2007),
providing a method to better characterize distributions of
correlation times arising from different motions and
complex mode-like dynamics. In each proposed case,
comparison of the different MD analyses is possible via the
detector analysis. Our eventual goal is that one may extract
enough detail from the MD to build explicit models of motion
for direct application to the NMR experimental results, so that
the final characterizations are no longer model-free at all, but
rather yield highly detailed models based on the combined
information from experiment and simulation.

CONCLUSION

We show that the original model-free approach, SDM, LeMaster’s
approach, and detectors all belong to a class of methods where fit
parameters are resulting from a linear combination of experimental
relaxation rate constants (potentially requiring an additional
arithmetic step to yield the final parameters). IMPACT is a
close approximation to this behavior, whereas EMF parameters
exhibit significantly different behavior. Analysis methods
belonging to this class are particularly useful because it is
straightforward to estimate the resulting parameters if the
distribution of correlation times, (1 − S2)θ(z), is known. This is
particularly advantageous when determining if a model is
consistent with experimentally determined parameters, and also
allows easy comparison of multiple methods.

The detector analysis is the most general of these approaches,
being applicable to any collection of NMR relaxation experiments
probing reorientational motion, and can be generalized for other
methods such as MD simulation, requiring very little
modification of the analysis. Then, the resulting detector
responses from NMR and MD are easily compared. With
experimental validation of MD, one may then use the wealth
of detail in MD simulation to better understand how
experimentally derived parameters are related to specific
motion, via correlation of motion, separation of motion, and
other existing and yet-to-be developed techniques. This has the
potential to lead to improvedmodels of motion for NMR analysis,
which in turn can help obtain a more fundamental understand of
dynamics in biomolecular systems.
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Tauopathies, including Alzheimer’s disease (AD), are the most troublesome of all age-
related chronic conditions, as there are no well-established disease-modifying therapies
for their prevention and treatment. Spatio-temporal distribution of tau protein pathology
correlates with cognitive decline and severity of the disease, therefore, tau protein has
become an appealing target for therapy. Current knowledge of the pathological effects and
significance of specific species in the tau aggregation pathway is incomplete although
more and more structural and mechanistic insights are being gained using biophysical
techniques. Here, we review the application of NMR to structural studies of various tau
forms that appear in its aggregation process, focusing on results obtained from solid-state
NMR. Furthermore, we discuss implications from these studies and their prospective
contribution to the development of new tauopathy therapies.

Keywords: tau, nuclear magnetic resonance, protein structure, Alzheimer’s disease, filaments

INTRODUCTION

Neurodegenerative tauopathies form a large group of heterogeneous incurable diseases characterised
by deposits of abnormal forms of tau protein in specific parts of the brain (Kovacs., 2015). The most
frequent tauopathy is Alzheimer’s disease (AD). The number of patients with AD is estimated to be
more than 30 million worldwide and is expected to increase dramatically (World Health
Organisation, 2020). AD and other tauopathies lead to severe personality changes, decline of
thinking skills and loss of patients’ ability to carry out everyday tasks, leaving them fully dependent
on medical care until death, which usually occurs 5–10 years after the clinical diagnosis (Reitz et al.,
2011). The socioeconomic burden of the disease is enormous due to the protracted disease course and
dependence on care of AD patients (Wimo et al., 2010).

Hitherto efforts to develop a therapy for AD or tauopathies in general have had an extremely low
success rate in comparison with other chronic conditions (Cummings et al., 2014). Only one new AD
treatment (Aducanumab) has been approved since 2003 despite hundreds of clinical trials in the last
two decades (Cavazzoni, 2021). Aducanumab is a passive immunotherapy which can remove
aggregated forms of amyloid-beta peptide, one of the two hallmarks of AD (Sevigny et al., 2016);
however, its ability to slow cognitive decline of patients was not ascertained yet. Other potential
therapies in clinical research focus on the protein tau, which forms intracellular neurofibrillary
tangles in neurons and is ubiquitous in tauopathies. The tau protein neurofibrillary pathology may
appear early in the pre-symptomatic phase of disease and its spatio-temporal distribution correlates
with cognitive decline and disease severity (Braak and Braak, 1991; Braak et al., 2011). For these
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reasons, tau has become an appealing target for various
therapeutic strategies including small-molecule inhibition of
tau aggregation and phosphorylation, anti-sense
oligonucleotide therapy, passive and active immunotherapy (Li
and Götz, 2017; Novak et al., 2018b; Congdon and Sigurdsson,
2018; Jadhav et al., 2019). Particularly, the recently completed
Phase 2 clinical trial of AADvac1, an active immunotherapy
targeting tau mid-region indicated that therapy may
potentially slow cognitive decline in a subgroup of patients
with ascertained tau pathology (Novak et al., 2021).

In the brain, tau is expressed as six different isoforms
comprising 352–441 residues. The isoforms are generated via
alternative splicing of the MAPT gene and contain either zero,
one, or two 29-residue inserts at the N-terminal part (0, 1 or 2N
isoforms, respectively) and three to four repeat sequences at the
C-terminal part (3R or 4R isoforms) (Figure 1). Compared to
some other fibril-forming proteins, tau is a very soluble protein
due to its high content of charged and hydrophilic amino acids
(Sibille et al., 2006). Structurally, tau belongs to the class of
intrinsically disordered proteins (IDPs), which do not form a
stable tertiary fold or secondary structure elements and exist as an
ensemble of interconverting conformations (conformational
ensemble). Nevertheless, tau has many binding sites that are
specific for different partners (Melkova et al., 2019). The protein
can additionally undergo a large variety of posttranslational
modifications, mostly phosphorylations, glycations and
truncations, which modulate its physiological and
pathophysiological functions (Zilka et al., 2012). The primary
function of tau is to promote assembly and maintain stability of
axonal microtubules, however, it has also been implicated in
cellular signaling and regulation of other cellular processes
(Habchi et al., 2014; Sotiropoulos et al., 2017). Self-assembly
of tau is associated with tauopathies. Under normal conditions,
tau has a low propensity to form aggregates. However, upon
hyperphosphorylation (Alonso et al., 2001), metal ion binding

(Jiji et al., 2017; Ahmadi et al., 2019) or truncation (Al-Hilaly
et al., 2017; Novak et al., 2018a) tau self-assembles into insoluble
paired helical (PHF) or straight filaments (SF), which can
contribute to the pathogenesis. Repeat sequences present in
the microtubule binding domain of all six isoforms are
involved in the filament assembly (Goedert et al., 1988). Thus,
the formation of filaments is linked to a reduced ability to bind
microtubules.

A major bottleneck for development of new anti-tau therapies
is the identification of the most relevant biological target
(isoform, posttranslational modification, and aggregation state)
to tackle. Understanding the structural and dynamic basis of tau
assembly leading to disease is therefore crucial for developing new
strategies for the treatment of AD and other tauopathies. The
structure of tau filaments from AD patient-isolated material has
been recently elucidated by cryo-EM (Fitzpatrick et al., 2017;
Falcon et al., 2018). However, the filament structures fail to
explain what is the exact basis for tauopathy-specific and
structurally different filaments (Zhang et al., 2019). This
points to a necessity for integrative structural and mechanistic
studies addressing the interplay between truncation,
phosphorylation, and aggregation of tau with respect to
progression of pathology. NMR spectroscopy is unique in this
sense as it can provide structural and functional information on
tau’s disordered conformational ensembles, aggregated and
filamentous states as well as directly probe phosphorylation
and its effects.

In this paper, we review solution and solid-state NMR
structural and interaction studies of tau in monomeric,
oligomeric and filamentous forms. We start by reviewing the
wide efforts to characterize secondary structure propensities of
monomeric tau by solution NMR, and how it is influenced by
phosphorylation or interaction with different partners. The
following section describes the few studies of tau aggregation
intermediates including oligomers. The last section is devoted to
tau filament studies using solid-state NMR, which includes most
recent results on in vitro tau fibrils generated without any inducer.
Finally, we discuss the implications and perspectives of NMR
studies to decipher the complex mechanisms of tau aggregation.

MONOMERIC STATE AS THE STARTING
POINT OF TAU SELF-ASSEMBLY

Until now, it has been unclear whether aggregation or
phosphorylation is the leading event in the process of tau self-
assembly into filaments (Lippens et al., 2003; Wegmann et al.,
2021). However, for both of these events, the initial object of interest
is a protein in the monomeric state. Protein aggregation is driven by
a transition from α-helix or random coil to β-sheet structures (von
Bergen et al., 2005; Ding et al., 2003; Bibow et al., 2011). Therefore, it
is crucial to identify sites in proteins with a propensity to form
β-strands, polyproline II helices or other extended structures
amenable to self-association (Sillen et al., 2005a).

On the other hand, it is also necessary to explore whether any
phosphorylation site may trigger the aggregation of tau. Hence,
solution NMR studies of tau in the monomeric state have been

FIGURE 1 | Six major tau isoforms generated by alternative splicing of
the MAPT gene. N1 and N2 indicate N-terminal inserts (green). The presence
of inserts is encoded by exon 2 and 3. P1 and P2 indicate proline-rich domains
(blue). R1 to R4 indicate repeat domains (pink). The R2 is encoded by
exon 10. The K18, K19, and K32 represent the most studied truncated
constructs of tau both by solution and solid-state NMR. Locations of PHF6*,
PHF6, C291, and C322 are shown on the 2N4R isoform.
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performed with the aim to determine secondary structure
propensities of the different tau protein regions and to
measure the effects of phosphorylation at specific sites
(Mukrasch et al., 2009; Smet et al., 2004; Bibow et al., 2011;
Sibille et al., 2012).

NMR Assignment
Assignment of backbone resonances is the first step towards any
site-specific studies by NMR. However, a complete assignment of
the backbone resonances of tau monomer in solution has been a
major bottleneck due to its large molecular size and IDP
character. Therefore, initial studies were performed on short
peptides comprising fragments of the repeat sequences.
Lippens and colleagues were among the first who tried to
assign full-length tau. Their motivation was to use the
assignment to study the impact of phosphorylation on tau.
Unfortunately, using conventional assignment schemes, they
were able to assign only a limited set of resonances (Lippens
et al., 2003; Smet et al., 2004). Protein size, particular amino acid
composition, repetitive regions, all together cause an immense
overlap of signals, which makes assignment complicated (Lippens
et al., 2006). The following attempts using higher magnetic fields
and a 3D heteronuclear experiment setup were more successful,
and Mukrasch and co-workers, whose primary motivation was to
study structural propensities of tau and its interactions with
microtubules and polyanions, presented the backbone
assignment (except prolines) of full-length tau (Mukrasch
et al., 2009). Later, other groups also succeeded in providing
full-length tau assignments by implementing various non-
uniform sampling (NUS)-NMR strategies allowing for higher
dimensionality experiments (typically 4-7D) (Narayanan et al.,
2010; Harbison et al., 2012) and analysis based on comparison
with shorter constructs (Harbison et al., 2012). Some of these
NUS-NMR strategies also succeeded to assign proline residues, in
contrast to the conventional NMR assignment approaches. This
is of particular importance for determination of the preferred
trans/cis conformational states of individual prolines within tau
in non-phosphorylated and a variety of phosphorylated states
(Ahuja et al., 2016).

Secondary Structure Propensities
In contrast to other methods such as CD spectroscopy which
describe the overall populations of secondary structure elements
within the studied protein, solution NMR allows to determine
secondary structure propensities (SSP) at the individual residue
level by mostly using the chemical shifts of Hα, Cα and Cβ atoms
and their differences with respect to random coil values (Marsch
et al., 2006).

More than two decades ago, von Bergen and colleagues
reported that V306-K311 sequence (PHF6) in the R3 repeat
(Figure 1) is a minimal tau self-interaction motif supporting
the formation of filaments (von Bergen et al., 2000). This
observation served as a motivation to study tau R3 by 1H
NMR. Analysis of NOESY cross-peak pattern and 3JHNHα
coupling data in 2,2,2-trifluoroethanol (TFE) suggested that
the hexapeptide V306-K311 exhibits an extended structure,
L315-L325 exhibits α-helix character, while the remaining part

of the repeat remains unstructured. In addition, a possible model
for the self-assembly via the helical structure was proposed, where
the dimer formation and aggregation are promoted by
hydrophilic and hydrophobic interactions, respectively.
Contrary to previous findings, the sequence L315-L325 in H2O
did not exhibit α-helix, but L315-S320 adopted an extended
structure as V306-K311 (Minoura et al., 2002; Minoura et al.,
2003). The possible reason for such a difference could be the
tendency of TFE to stabilize α-helices (Shiraki et al., 1995). Unlike
the R3, other repeats (R1, R2, and R4) in TFE do not exhibit any
β-sheet propensity (Minoura et al., 2004; Tomoo et al., 2005).
Deviations of Cα chemical shifts, which serve as sensitive probes
for identifying local secondary structures, also identified a 6-
residue region Q307-P312 with a β-sheet propensity in the
cysteine-free K19 construct, which lacks R2 (Figure 2).
(Eliezer et al., 2005). Mukrasch and colleagues expanded their
interest and studied the K18 construct in addition to K19. Their
data suggested that the beginning of each repeat except R1 has a
stretch of 10–11 residues with a high β-structure propensity
(Figure 2). The highest propensity was observed for K274-
L284 and S305-L315, enclosing PHF6* and PHF6 hexapeptides
(Mukrasch et al., 2005), which have been identified as seeds of
filament formation (von Bergen et al., 2000). Moreover, a weak
propensity for β-structures was observed in the ends of repeats R2
and R4 (Mukrasch et al., 2005). A later study on full-length tau
supported the findings mentioned above (Figure 2). Additionally,
several stretches with polyproline II helix propensity in the
proline-rich regions P1 and P2 were observed, and a random
coil character for 343 of 441 residues was confirmed (Mukrasch
et al., 2009). Detailed comparison of SSP along the chain of tau
and its homologue Map2c protein was also reviewed by Melkova
et al. (Melkova et al., 2019).

Phosphorylation Effects
Hyperphosphorylation has been suggested to be sufficient for the
induction of tau filament formation (Alonso et al., 2001; Despres
et al., 2019). Phosphate groups have the potential to impact the
local and global structure of tau and alter its interaction
preferences from microtubules to itself. Serines, threonines,
and tyrosines, which are potential sites for phosphorylation,
comprise nearly one-fifth of tau residues making it an ideal
substrate for kinases (Lippens et al., 2003). Over the last two
decades NMR has been used to decipher the pattern of tau
phosphorylation in both qualitative and quantitative manner
(Lippens et al., 2003; Landrieu et al., 2006; Amniai et al., 2009;
Amniai et al., 2011; Qi et al., 2016; Despres et al., 2017). The NMR
studies were focused on the phosphorylation of residues in the
proline-rich domains and repeat regions of the protein
(Figure 3). Solution NMR has also allowed monitoring the
phosphorylation kinetics of multiple residues by multiple
kinases. Recent advances in the use of non-uniformly sampled
NMR have offered superior time resolution of such processes
(Mayzel et al., 2014; Louša et al., 2017). This resulted not only in
the efficient comparison of different phosphorylation rates at
several sites but also allowed to determine whether any
phosphorylation is pre-conditioned by a previous
phosphorylation at a different site.
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According to Hα chemical shift deviations, in a short peptide
(residues K224-K240) from the proline-rich domain double
phosphorylation at T231 and S235 induced β-turn propensity
for residues V229–T231 (Daly et al., 2000), while multiple-site
phosphorylation induced a structural change to polyproline II
helix in engineered proline-rich domain peptides. Moreover, the
data derived from 3JHαHN suggested that these changes may be
involved in the global structural transition of phosphorylated
tau to the aggregated form (Bielska and Zondlo, 2006). Likewise,
an enhanced propensity for β-turn formation of V229–T231 was
also observed in a case where phosphorylation was mimicked by
mutations T231E and S235E. In addition, a transient helix
between S238 and R242 was found, which does not depend

on phosphorylation of T231 but is stabilized by phosphorylation
of S235, S237, and S238 (Sibille et al., 2012; Schwalbe et al.,
2015). Based on NOE and molecular dynamics (MD) data, a
turn conformation was hypothesised as a response to
phosphorylation at S202 and T205. The turn is stabilized by
a hydrogen bond between the phosphorylated T205 and the
amide proton of G207 (Gandhi et al., 2015). The
phosphorylation of only S202 and T205 has been suggested
to be protective against aggregation. If G209, which forms the
stabilizing hydrogen bond, is mutated to valine and combined
with phosphorylation at S202, T205, and S208, tau forms
filaments without any other aggregation inducer (Despres
et al., 2017).

FIGURE 2 | Schematic representation of tau monomer regions with preference for the β-sheet structure derived from solution NMR data. Pink arrows represent
regions with increased β-sheet propensity.

FIGURE 3 | Locations of phosphorylated residues and tau microtubule-binding sites discussed in this review. Blue rectangles represent tau microtubule-binding
sites with the strongest affinity.
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The impact of phosphorylation in the repeat region of tau has
been also studied. In the R1 peptide (residues V256-G273),
phosphorylation of S262 enhanced the assembly rate of the
peptide in comparison to the non-phosphorylated version. The
different assembly rates can be explained by differences in
conformation between R1 and phospho-R1 (pR1), derived
from chemical shift perturbations of HN and Hα between R1
and pR1 (Zhou et al., 2006). In contrast, other studies suggest that
phosphorylation of S262 inhibits aggregation of tau (Schneider
et al., 1999; Haj-Yahya et al., 2020). The same site was studied in
the K18 construct (Figure 1); instead of introducing genuine
phosphate groups, the phosphorylation effects were mimicked by
mutating serine to glutamic acid in the tau repeats. The mutation
did not significantly influence the secondary structure
propensities of repeats. Although, mutations induced selective
conformational changes in the R1 and R2 (Fischer et al., 2009).
Phosphorylation of another site Y310 in the R3, associated with
the formation of PHFs, was sufficient to delay tau aggregation
(Ait-Bouziad et al., 2020). A possible explanation could be that
the interaction of I308 and non-phosphorylated Y310 is crucial
for forming tau filaments (Naruto et al., 2010; Sogawa et al.,
2014).

Interaction Studies
The primary function of tau is to regulate essential functions of
microtubules (MTs), including polymerization, stabilization, and
modulation of dynamics. Therefore, details about tau binding to
microtubules are highly important for understanding these
functions (Mukrasch et al., 2005). The reduced affinity of tau
to MTs is mediated by genetic mutations or
hyperphosphorylation and leads to axonal transport
perturbation. When it occurs, tau detaches from the MT
complex and tends to aggregate (Kadavath et al., 2015a). On
the other hand, specific tau truncation may result in formation of
abnormal forms of tau-MT complexes (Novak et al., 2018a). Tau
is also able to interact with many other partners, including several
molecules that have been implicated in pathogenesis, such as
polyanions, metal ions and other amyloid proteins. Hub proteins,
for example 14-3-3 proteins, which connect multiple cellular
pathways should also be considered. These interactions have
been extensively studied using solution NMR.

The overlay of 2D 1H-15N HSQC spectra of free and MT-
bound tauF4 (residues S208-S324) revealed the disappearance of
a large fraction of the resonances, which was caused by slow
tumbling in solution upon binding to the microtubules (Sillen
et al., 2007; Kadavath et al., 2015a). The most affected residues
were K224–S237, T245–L253, V275–L284, and V300–K317,
comprising P2, R1, R2, and R3 parts of the protein. Results
were nearly identical for both 3R and 4R tau isoforms, indicating
that they share the same attachment mechanism to the MTs
(Kadavath et al., 2015a). Chemical shift perturbations measured
from 2D 1H-15N HSQC spectra highlighted positively charged
lysine and histidine residues in the repeat sequences preceding
the PGGG motifs as mediators of the microtubule binding
(Mukrasch et al., 2005). The most significant chemical shift
changes, pointing to a strong involvement in the MT-binding
process, were observed for residues K225-T231 in P2 domain,

K240-V248 in R1 domain, V275-S285 and I297-V300 in R2, and
K370-K375 in R’ (Mukrasch et al., 2007). Other studies have
suggested that FTDP-17-associated mutations (ΔK280 and
P301L), phosphorylation of S214, and pseudophosphorylation
of KXGS motifs significantly attenuate the binding to
microtubules (Fischer et al., 2007; Sillen et al., 2007; Fischer
et al., 2009). These results are in agreement with the “jaws”model
of tau binding whereby the regions flanking the repeats are
considered as targeting domains, responsible for positioning
and high affinity tau binding on the MTs surface, and the
repeats act as catalytic domains for microtubule assembly
(Fischer et al., 2007; Kadavath et al., 2018). The results are
also in agreement with atomic models of MT-bound tau
derived from a combination of cryo-EM data and Rosetta
modeling (Kellogg et al., 2018), which indicate that tau
attaches to MTs through repeat sequences. However, slightly
different residues in R1 were found to be involved in the binding
in comparison to NMR results (Kadavath et al., 2015b).

In-cell NMR has over the years evolved into a well-established,
valuable tool to study proteins in close-to-native conditions
(Serber and Dötsch, 2001; Montheith and Pielak., 2014;
Theillet et al., 2016; Luchinat and Banci., 2018). Until now,
only a single study has been published on in-cell NMR
experiments of tau protein, focusing on a shorter fragment
(Zhang et al., 2018). In this work, the authors acquired 2D
HSQC spectra of the 15N-labelled K19 fragment in several
buffer conditions and subsequently, upon electroporating the
protein into HEK-293 cells. The spectrum of K19 under in
situ conditions was most similar to the one where K19 was
incubated in vitro with polymerized MTs, indicating that tau
may primarily interact with MTs in situ. The authors also
highlighted that the most significant change in signal intensity
was observed in the PHF6 region (V306-K311). Additionally, a
MARK2-phosphorylated version of K19 in the HEK-293 cells was
observed to undergo rapid dephosphorylation of residues S262,
S324, S352, S356 shortly after introduction into the cells. The
spectrum of full-length tau showed widespread chemical shift
perturbations, with most significant changes around the PHF6
region, similarly to K19, and with signals of V309, Y310, and
K311 broadened beyond detection. Finally, immunofluorescence-
based co-localization with tubulin in SH-SY5Y cells pointed to
tau interacting withMTs, and NMR suggested the involvement of
the PHF region in this interaction in vivo. These experiments
highlight the potential of in-cell NMR to examine structural
changes of tau in near-native conditions at atomistic
resolution (Zhang et al., 2018).

In most cases, tau aggregation in vitro is initiated by
polyanions, such as heparin, polyglutamic acid, and RNA
(Mukrasch et al., 2005). Several polyanions were also found in
brain-derived tissues of AD patients (Goedert et al., 1996; Paudel
and Li., 1999). Upon polyanion binding tau protein’s highly
positive net charge is partially shielded, which facilitates
formation of β-sheet structures. The polyanions directly
stabilize the regions essential for aggregation (Mukrasch et al.,
2005; Akoury et al., 2016). NMR experiments suggested that tau
binds polyanions via the same interaction sites as MTs. Thus, the
most noticeable changes of backbone amide chemical shifts were
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similarly observed in proximity of lysine and histidine residues
(Mukrasch et al., 2005; Sibille et al., 2006; Fischer et al., 2007;
Mukrasch et al., 2007). Moreover, NMR revealed that the
polyanion binding increases residual β-sheet propensity within
R2 and R3 hexapeptides, which were identified as the seeds of tau
filament formation (Sibille et al., 2006; Akoury et al., 2016). Taken
together, phosphorylation and polyanions diminish tau
interaction with microtubules by blocking the interaction sites
and adapt them for the formation of filaments (Mukrasch et al.,
2005).

Metal ions are essential for normal brain function. However,
during AD pathogenesis these ions accumulate in the brain of
patients (Ahmadi et al., 2019). In vitro studies revealed that metals
like Zn2+ and Cu2+ bind to tau and increase its aggregation rate (Jiji
et al., 2017). The mode of metal-binding to tau was investigated by
NMR titration. The binding site of Cu2+ was located in repeats R2
and R3, in particular, V287-S293 and Y310-S324. Moreover, H299
in R2, H329 and H330 in R3 contributed to the interaction
(Soragni et al., 2008). Another study proposed an alternative
interaction mode of Cu2+ coordinated to H268 in R1 and H363
in R4, which promoted the dimerization of R2 and R3 via C291-
C322 disulfide bond formation (Ahmadi et al., 2019). In the case of
Zn2+, its binding was mapped to the R3 repeat, particularly C322,
and histidines H268, H329/H330, were found to complement the
cysteine in Zn2+ binding (Jiji et al., 2017). These studies show a
slightly different interaction mechanism between Zn2+ and Cu2+,
although in both cases the histidines and cysteines present in the
repeat sequences participate in the coordination of these ions. Such
interactions may result in stabilization of a particular
conformation, particularly β-turn structures.

Another important connection can be found between tau,
phosphorylation and the 14-3-3 protein family. The 14-3-3
protein isoforms are highly expressed in the human brain and
interact with thousands of protein partners (Sluchanko and Bustos,
2019; Gogl et al., 2021). It has been proposed that 14-3-3 proteins
might be in a competitive relationship with tubulin for binding to
tau (Hashiguchi et al., 2000; Qureshi et al., 2013; Chen et al., 2019).
14-3-3 proteins have been found colocalised with tau in NFTs
extracted from AD brains (Layfield et al., 1996; Umahara et al.,
2004), and they were suggested to promote tau protein aggregation
and fibrillization in a phosphorylation-dependent manner
(Hernández et al., 2004; Sadik et al., 2009). As described above,
tau’s interaction with microtubules is heavily influenced by its
phosphorylation status (Lindwall and Cole, 1984; Biernat et al.,
1993). For example, phosphorylation by PKA is known to decrease
tau-tubulin binding, by modifying S214, T231 or S356 (Scott et al.,
1993; Scheider et al., 1999). At the same time, it generates binding
epitopes for the 14-3-3 proteins (Sluchanko et al., 2009; Joo et al.,
2015). This may seriously affect microtubule stability and cell
viability. Indeed, in vivo experiments have shown significantly
retarded axonal development in neuronal cultures overexpressing
14-3-3, via microtubule destabilization (Joo et al., 2015; Li and
Paudel, 2016). The precise role of 14-3-3 in the process of tau
aggregation remains to be elucidated, however, NMR studies have
highlighted their interaction sites.

Using chemical shift perturbation mapping, the binding
region(s) of 14-3-3 on phosphorylated full-length tau have

been described in detail (Joo et al., 2015; Andrei et al., 2018).
High quality 1H-15N HSQC spectra demonstrated a significant
signal reduction of residues throughout the MTBR and proline-
rich regions of tau (mainly in the vicinities of S214 and S324),
while resonances in the projection and C-terminal domains were
nearly unaffected. Notably, this description is strikingly similar to
the regions responsible for tubulin binding (Sillen et al., 2007).

Tau has been shown to form soluble complexes with amyloid
beta that may promote their aggregation into the insoluble forms
observed in AD (Guo et al., 2006; Jin et al., 2011). Similarly, the
presence of monomeric α-synuclein was found to promote
formation of tau co-aggregated fibrils (Lu et al., 2020; Hojjatian
et al., 2021). Therefore, cross-interactions of tau with other proteins
involved in neurodegenerative diseases (α-synuclein and Aβ40)
have been studied by NMR. NMR chemical shift perturbations
revealed that α-synuclein interacts mainly with the PHF6 motif of
tau through its negatively charged C-terminal region (Lu et al.,
2020). α-Synuclein fibrils formed in the presence of tau were
recently characterized by ssNMR experiments revealing that
they share similar conformation with one particular type of
fibrils obtained in the absence of tau (Hojjatian et al., 2021). In
contrast, addition of full-length tau did not induce chemical shift
perturbations in the 1H-15N HSQC spectrum of 15N labeled Aβ40,
although small losses in signal intensity were observed immediately
after addition of tau pointing to weak interaction. As a result of this,
the co-incubation of Aβ and tau induced amorphous aggregates
and inhibited Aβ40 from fibrillization (Wallin et al., 2018). These
examples show that tau cross-interactions also need to be
considered in its aggregation mechanism.

OLIGOMERS AND OTHER
INTERMEDIATES AS A BLACK BOXOF TAU
AGGREGATION
In spite of all gained knowledge of the potential triggers of tau
aggregation, the mechanism of how soluble tau undergoes
assembly into insoluble filaments is not well explored.
Intermediates in this process are oligomers. Over the last
decades, several studies have shown that toxic soluble
oligomers could initiate the neurodegeneration cascade.
Moreover, there is rising evidence that the onset of
Alzheimer’s disease and other tauopathies occurs earlier than
tau filaments are found in the brain. Therefore, it is crucial to
characterize intermediates along the aggregation pathway (Berger
et al., 2007; de Calignon et al., 2010; Lasagna-Revees et al., 2012;
Ghag et al., 2018), which may be the most relevant form to target
with anti-tau therapies.

The contribution of NMR to the characterization of oligomers
remains scarce. Soluble oligomers of tau187 (residues N255-L441),
which comprises all four repeats and the C-terminal domain of tau,
were detected by solution NMR. Backbone resonances of
monomeric tau187 were assigned using conventional 3D triple-
resonance experiments. Further, paramagnetic relaxation
enhancements (PREs) were measured in response to heparin-
induced aggregation of 15N labeled tau, which highlighted two
MTSL-broadened regions, V275-K280 and V306-K311. In line
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with this observation, it was proposed that soluble oligomers are
generated via parallel, in-register and parallel, shifted-register
intermolecular interactions at these regions (Figure 4A).
However, it remained unclear whether these oligomer species
belong to the on-pathway oligomers (Peterson et al., 2008). PRE
NMR was also used to capture the soluble oligomers of tau in
response to interaction with the organic compound pthalocyanine
tetrasulfonate (PcTS), which inhibits tau aggregation. Moreover,
the study results indicated that the formed off-pathway oligomers
are structurally distinct from toxic oligomers of tau (Akoury et al.,
2013).

The ΔK280 deletion mutant, which is known to accelerate tau
aggregation and is associated with the development of
frontotemporal dementia (Wegmann et al., 2011) was studied by
a combination of solid-state NMR, atomic force microscopy,
transmission electron microscopy (TEM) and all-atom explicit
molecular dynamics simulations in the R2 peptide (Raz et al.,
2014). The authors found that this deletion mutation induces the
formation of oligomers and reduces the generation of fibrils. Two
structural models of the oligomers were proposed by ‘shifting’ the
sequence from the C- or the N-terminal end towards the ΔK280

mutation site (Figure 4B). Model M1 is characterized by mostly
hydrophobic contacts, whereas in the model M2, the dominant
interactions are salt bridges. The ssNMR chemical shift assignment
of R2 inΔK280 revealed that labeled residues D283, V287, and K290
are in β-sheet conformation. In the simulated model M1, V286 and
K290 show the β-sheet conformation, while, in the M2model, D283
and V287 show the β-sheet conformation. The molecular dynamics
data illustrated that M1 adopts a relatively well-packed structure
compared with the M2 model. Comparison of the relative
conformational energies and the populations of models shows
that model M1 is more stable and strongly preferred over model
M2. Therefore, the authors proposed that larger populations of the
self-assembled ΔK280 tau R2 repeat oligomers and fibrils are
organized as in the model M1 (Raz et al., 2014).

FILAMENTS AS AGGREGATION
END-PRODUCTS

Until the mid-1990s, studies of tau filaments were limited to
patient-derived material due to the unavailability of well-

FIGURE 4 | (A) Models of possible tau oligomer complexes generated during heparin-induced aggregation (parallel, in-register stacking, and parallel, shifted
stacking). Asterisks show the positions of single MTSL derivatizations in relation to the regions observed to be broadened: 275V-K280 and 306V-K311. Adapted with
permission from Peterson et al. (2008). Copyright 2008 American Chemical Society. (B) Schematic representation of two oligomer structural models of the mutated
ΔK280 tau repeat R2: models M1 and M2. In M1, the deletion mutation was obtained by ‘shifting’ the C-terminal sequence towards K280. In M2, the deletion
mutation was obtained by ‘shifting’ the N-terminal sequence towards K280. Reproduced from Raz et al. (2014) with permission from the PCCP Owner Societies.
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established methods to spontaneously aggregate tau protein
in vitro (Despres et al., 2019). Since the breakthrough
discovery by Goedert et al. that heparin, a polyanionic
cofactor, can trigger the formation of filaments of non-
phosphorylated tau protein, aggregation of tau in vitro has
been done by its addition. Heparin screens electrostatic
interactions, which result in conformational rearrangement of
tau protein, leading to its self-assembly (Goedert et al., 1996;
Fichou et al., 2018). Besides heparin, other polyanionic
compounds such as heparan sulfate (Zhao et al., 2020), RNA,
arachidonic acid (Sibille et al., 2006), polyglutamic acid (Akoury
et al., 2016) can be used for spontaneous aggregation of tau. It has
also been reported that metal (Cu2+, Zn2+) ions can trigger the
aggregation process (Soragni et al., 2008; Jiji et al., 2017; Ahmadi
et al., 2019). This variety of inducers demonstrates that tau
aggregation is rather influenced by electrostatics than by the
specific interactions with the inducer (Sibille et al., 2006).

Recent cryo-EM progress showed that heparin-induced tau
filaments are structurally heterogeneous and distinct from those
in Alzheimer’s and Pick’s disease, questioning the relevance of
such aggregation protocols (Fichou et al., 2018; Zhang et al.,
2019). For this reason, more recently, methods to obtain filaments
without an aggregation inducer are used in the tau scientific
community and latest NMR studies. Usually, truncated
constructs of tau comprising only the repeat sequences are
used in such an approach. For example, tauF4 (residues S208-
S324) (Huvent et al., 2014), dGAE (residues I297-E391) (Al-
Hilaly et al., 2019), R3R4 (residues V306-F378) (Carlomagno
et al., 2021; Jayan et al., 2021) are able to form filaments without
addition of an inducer reagent. Moreover, Carlomagno et al.
showed that R3R4 can serve as a seed and promote the
aggregation of full-length tau (Carlomagno et al., 2021).

Heparin-Induced Aggregates
In electron micrographs, a rigid core of tau filaments appears to
be surrounded by a fuzzy outer coat (Wischik et al., 1988; Sillen
et al., 2005b). Protein regions, which are incorporated in the core
of the filaments of tau, are broadened beyond the detection limits
of solution NMR due to immobilization, while residues in the
outer coat outside the core retain a significant degree of mobility
and should be observable by solution NMR (Sillen et al., 2005a;
Sillen et al., 2005b). The first attempt to study heparin-induced
tau filaments by ssNMRwas made by Sillen and coworkers (Sillen
et al., 2005b). The authors analysed the intensity of backbone
amide peaks in the 1H-15N HSQC spectrum as a function of
primary sequence location, which allowed identification of
protein regions with distinct mobility after assembly into
PHFs. At the flexible N-terminal part of the protein, full
intensity was recovered for the amide peaks up to A77. The
following residues up to the proline-rich region showed a linear
reduction of peak intensity. Most of the proline-rich region
(residues T205-R230) displayed a residual intensity ratio below
30% and was defined as semi-rigid with complex dynamics. The
rigid PHF core was mapped to the region G261-T386 with the
lowest signal intensities. The C-terminal residue peak intensities
were partially recovered indicating that the rigid core does not
extend to the C terminus of tau (Sillen et al., 2005a). Later PRE

measurements were used to probe long-range interactions of the
rigid core and the fuzzy coat of tau filaments. Nitroxide spin label
attached to C322 caused signal broadening in the first 30 residues
of the N-terminus as well as in residue stretches close to Q124,
A152, N167–T212, and S409-A426 at the C-terminal part (Bibow
et al., 2011).

Tau variants intensively studied by ssNMR were the truncated
constructs K18, K19 and K32 (Figure 1) encompassing the core
of native PHFs. In the case of heparin-fibrilized filaments, the K19
is the most studied construct of tau. Despite high sample
heterogeneity causing considerable line broadening in ssNMR
spectra, a complete resonance assignment was obtained for 43
residues in the rigid parts of the construct and 29 residues in the
mobile N- and C-terminal part (Andronesi et al., 2008).
Secondary chemical shifts were derived based on NCA and
NCOCA data sets, which indicated strong β-sheet character
for several residues in R1, R4, and the entire R3 as manifested
by largely negative secondary chemical shift values, and random-
coil or α-helical conformation near the N-and C- termini. The
exact locations of β-strands were determined by analysing the
chemical shifts together with correlations observed in an hNhhC
experiment. These data indicated a short β-strand at the end of R1
(βR1, residues S262–K267), two β-strands in R3 (residues
Q307–I328), and two β-strands in R4 (residues Q336–I354)
(Figure 5). Moreover, the H2O-edited NCA experiment
suggested that βR1 and βR4 strands are more solvent-exposed
in comparison to βR3 strand, which is more likely to be buried in
the filament core. Lack of long-range and intermolecular contacts
hampered the generation of a structural model, however, the
authors proposed the relative arrangement of molecules in
filaments. The burial of the βR3 strand suggested that it may
form the interface within the minimal structural unit of K19
filaments comprising two molecules connected via a disulfide
bridge (Andronesi et al., 2008).

In the following study Daebel and coworkers compared the
dynamics of the repetitive regions (Daebel et al., 2012). Unique
residues in each repeat, A246, Y310 and F346 were used as sentinel
residues for R1, R3 and R4, respectively. Chemical shifts assigned
using an INEPT-CC-TOBSY spectrum probed a random coil
character for A246 and F346, while Y310 resonance was absent.
This indicated that R1 and R4 are muchmore flexible compared to
R3. Additionally, the role of the R2 repeat in the rigid core was
investigated using filaments obtained from the K18 construct,
which showed an overall behavior similar to K19. The R2
repeat was found to be protected from the exchange with
solvent, similarly to R3. In contrast to Andronesi et al., about
80% of K19 resonances were not observed, possibly, due to
increased heterogeneity. Nevertheless, PDSD experiments at
various temperatures revealed that most residues become rigid
at sub-zero temperatures. Using a selectively labeled sample, the
oxidation state of the single cysteine residue (C322) in the K19
sequence was investigated. Two cysteine resonances were detected,
which both exhibited oxidized cysteine chemical shifts, suggesting
the presence of at least two conformations (Figure 5). Upon
cysteine mutation to alanine, a simplified resonance pattern was
observed, thereby confirming the role of the cysteine in producing
structural heterogeneity (Daebel et al., 2012).
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The K19 C322A mutant was studied by Xiang and colleagues.
ssNMR spectra and electron micrographs showed noticeable
heterogeneity with several types of filaments within the sample
although the same aggregation protocol as before was used
implying batch-to-batch variability (Xiang et al., 2017; Daebel
et al., 2012; Andronesi et al., 2008). Despite this heterogeneity, the
authors employed proton-detected experiments with up to four
chemical shift dimensions resulting in extensive chemical shift
assignments for residues G260-E264 and V306-K340 (Figure 5).
The authors concluded that tau filaments inherently exist as an
ensemble of structures with a consistent and well defined
structure only in the hexapeptide motif (Xiang et al., 2017).

On the other hand, Savastano and coworkers studied the
involvement of the P2 region in filaments using the K32
construct that spans residues S198-S400 (Savastano et al.,
2020). Regrettably, the resulting PDSD spectrum displayed
signal overlap, giving just a few isolated peaks. However, the
comparison of K32 and K19 PDSD spectra suggested that the R1
and the R3 repeats are part of the rigid cross-β structure in the
K32 filaments. Evidence of P2 involvement in the rigid core
structures was provided by ssNMR analysis of the model peptides
P2R2 and P2R3. Upon aggregation, the resonances of P2 domain
peptide K225-T231, which resembles the hexapeptides in repeats
R2 and R3, lost their intensities compared to the monomeric state
of the peptides.

An ssNMR structural model of 0N4R tau filaments has been
published by Dregni et al. (Figure 6) (Dregni et al., 2019). For
the first time, homogeneous filaments yielding high-quality
ssNMR data were obtained. Assignment was performed for
residues G270-K340 and the chemical shift–derived torsion
angles indicated six β-strands (β1–β6) starting from the R2
hexapeptide motif 275VQIINK280 and ending with the
336QVEVK340 segment at the beginning of R4 (Figure 5).
Remarkably, the assigned 13C and 15N chemical shifts of the
0N4R construct differed significantly from the truncated K18
and K19 tau constructs as well as showed different locations of
β-strands (Andronesi et al., 2008; Daebel et al., 2012; Xiang
et al., 2017). Therefore, the fibril core of 0N4R tau is distinct
from tau filaments studied previously. 2D CC and 3D NCACX
correlation spectra with a long mixing by 13C–13C CORD (Hou
et al., 2013) spin diffusion were used to determine the overall
fold of the 0N4R fibril core. Cross-peaks indicating close
proximities were observed between the β3 strand (in R2) and
the β4 strand (hexapeptide motif in R3), β1 strand and β5 strand
as well as the β3 and β4 strands. In the model, the rigid β-sheet
core spans residues V275-Q336 and is shaped like a hairpin
(Figure 6), with β1 and β5 marking the approximate beginning
and end. The intermolecular packing corresponds to parallel-in-
register. The authors also noted the presence of a semi-rigid
β-sheet domain flanking the filament core (Dregni et al., 2019).

FIGURE 5 | Schematic representation of β-strand locations (indicated with green arrows) in fibrillar tau derived from solid-state NMR data.
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The previous structural model of 0N4R fibrils included only
R2 and R3 parts of the protein sequence. In order to characterize
the other parts in 0N4R, NMR relaxation and hydration studies
were performed (Dregni et al., 2020). The authors concluded that
the exterior of a β-sheet hairpin formed by R2-R3 is well-
protected from water by other residues. Interestingly, the less
rigid R1 and R4 domains did not exhibit significant differences in
water accessibility compared to R2 and R3 domains, indicating
their limited exposure to water molecules. Water-edited
2D13C–13C and 15N-13C correlation spectra showed that S285
and S316 are the most hydrated residues in the β-sheet core, while
other serine, threonine and cysteine residues are poorly hydrated.
S285 and S316 face each other in a central pocket, which led to the
conclusion that the interior of the R2-R3 hairpin contains a small
water pore. In addition, this water pore is local because the water-
edited S285 signal is significantly more intense than that of the
neighboring S289. The poor hydration of the 0N4R tau fibril core
and small size of the water pore suggest that semi-rigid R1 and R4
domains or flanking regions outside repeat sequences are better
targets of small-molecule drugs and imaging agents than the R2-
R3 region. Although the core of the 0N4R fibril model does not
include the R4 and R′ domains, the authors spotted similarities
with the corticobasal degeneration CBD tau structure comprising
the R2-R′ domains (Zhang et al., 2020). Both models exhibit the
R2-R3 hairpin and a significant kink between the R2 hexapeptide
and S285. Additionally, the hydration and dynamics data
suggested that R4 is rigid and participates in hydrogen
bonding in some units, while R3 is protected from water. The
authors concluded that R3 and R4 are packed together like in the
CBD tau fold and increased dynamics of R4 and R’ is in
agreement with lower resolution in the cryo-EM structure
(Dregni et al., 2020).

Recently, the same group published another ssNMR derived
structural model of homogeneous 0N3R filaments (Figure 6)
(Dregni et al., 2021). A comparison of 2D 1H−15N correlation
INEPT spectra between 0N3R and 0N4R highlighted missing
peaks in the 0N3R spectrum corresponding to residues at the

C-terminus, which indicated that the C-terminal domain is not
isotropically mobile in the 0N3R isoform in contrast to 0N4R.
Furthermore, a larger number of alanine peaks in the NCA
spectrum of 0N3R were observed, which is consistent with the
inclusion of the C-terminus into the β-sheet core since part of R′
and the C-terminus include seven alanines. The site-specific
backbone assignments of the 0N3R tau fibril core were
obtained for 104 out of 149 residues covering the region S262-
L441 confirming the rigidity of the C-terminal residues. The peak
intensities of R3, R4, R′, and C-terminal residues were
comparable in dipolar correlation spectra, whereas the R1
signals were less intense, consistent with the start of the rigid
core from the middle of R1. The proposed model showed that the
0N3R isoform has six β-strands in similar locations to 0N4R
(G261-S262 in R1, V306−Y310 and V313−H330 in R3,
V337−S341, V350−K353, and N359-T361 in R4) and four
additional β-strands K385−S400, V411−S422, A426-A429, and
A434-G440 in R′ and C-terminal part (Figure 5). The model was
created based on 90 medium-range contacts obtained from
spectra with long spin diffusion times, which included four
unambiguous and four ambiguous long-range contacts that
could not be explained by any short-range contacts. These
eight long-range contacts provided explicit constraints on the
tertiary fold of the 0N3R tau core indicating that the R1-R3
stretch is packed against the C-terminal region in an antiparallel
fashion and that the R3 packs against the R4 repeat. In this
filament model, the core has an elongated C-shape resembling an
alligator head (Figure 6), which differs qualitatively from all in
vivo and in vitro tau fibril core structures known to date (Dregni
et al., 2021).

Inducer-free Spontaneously Formed
Aggregates
The observed polymorphism and doubts about the biological
relevance of heparin-induced filaments have recently inspired a
surge in the studies of spontaneously aggregated tau. Stohr and

FIGURE 6 | (A) Structural model of the heparin-fibrillized 0N4R tau core. Schematic arrangement of the β-strands (thick arrows) and long-range correlations (red
lines) measured in the ssNMR spectra. Hypothetical locations of segments outside the R2–R3 core are shown as gray lines. Orange, blue, magenta, and green arrows
highlight the crucial R2 hexapeptide motif, the C291-containing segment, the R3 hexapeptide motif, and the C322-containing segment. Adapted with permission from
Dregni et al. (2019). Copyright 2019 National Academy of Sciences. (B) Structural model of the heparin-fibrillized 0N3R tau. Unambiguous long-range contacts are
shown as red lines while ambiguous contacts are shown as blue lines. The 3D fold of residues 342–411 is indicated by gray arrows and dotted lines. Adapted with
permission from Dregni et al. (2021). Copyright 2021 American Chemical Society.
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colleagues studied a set of different peptides derived from the R3
domain of tau (Stöhr et al., 2017). For ssNMR analysis, filaments
of full-length R3 peptide formed under reducing conditions
(R3SH) were used, chosen for its high biological activity and
macroscopic homogeneity confirmed by TEM and fibre
diffraction. Two peptides with specific labeling schemes were
synthesized for the magic angle spinning (MAS) ssNMR studies,
and 2D13C–13C DARR correlation spectra acquired at 12 kHz
MAS were used for assignment. Single peaks with narrow 13C line
widths were observed for all labelled residues except L315.
Secondary chemical shift analysis indicated that all labelled
residues, except L315 and G326, exhibit β-sheet conformation
(Figure 5). For L315, the major conformer was predicted to be in
the β-sheet conformation, while a minor conformer was in a non-
beta conformation. The authors hypothesized that the proximity
of P312 could break the β-sheet conformation. The ssNMR data
were in excellent agreement with HDX experiments, which
showed increased mobility in proximity to P312. The authors
concluded that the R3 peptides are a small but biologically
relevant system for addressing detailed biophysical questions
regarding tau filament formation. Moreover, the full R3 repeat
could serve as a template for full-length tau aggregation into
filaments (Stöhr et al., 2017).

Previously, it has been shown that short peptides from tau
repeat regions can self-assemble and form fibrils, and that
spontaneous aggregation is less efficient as the length of tau
fragment increases (Schweers et al., 1995; Stohr et al., 2017).
Jayan and coworkers investigated the aggregation of R3R4 tau.
In order to confirm the presence of R4 repeat in the fibril core,
fibrils formed in vitro without heparin were studied using
ssNMR (Jayan et al., 2021). Lack of NMR peaks in the
INEPT-CC-TOBSY experiments suggested the absence of
flexible residues in the R3R4 fibrils. The 13C–13C PDSD
experiments showed slightly increased line widths of the
peaks suggesting that there was still structural polymorphism
in the fibrils. Secondary chemical shift analysis showed that all

assigned residues in the R3 have β-strand conformation. The
PDSD spectra also allowed to assign 13 amino acids of the R4
repeat, which was concluded to be a part of the rigid core, in line
with the various fibril structure models from cryo-EM
(Fitzpatrick et al., 2017; Falcon et al., 2018). Thus, this study
suggests that the R3R4 is a suitable model system for in vivo tau
filaments (Jayan et al., 2021).

Recently, 2N4R isoform filaments prepared in the absence of
heparin were studied by ssNMR (Chakraborty et al., 2021). The
analysis of 1H-15N INEPT spectra, which detects only highly
dynamic residues in solid samples, revealed a complete loss of
signals from residues P270-S400 (Figure 7). This is in contrast to
the case of heparin-fibrilized 2N4R, for which signals from residues
I260-H330 were not detected in the INEPT spectrum (Figure 7).
These data suggest that filaments generated in the absence of
heparin have a similar fibril core length as CBD tau fibrils (Zhang
et al., 2020). Interestingly, 30 residues at the N-terminus could also
not be observed suggesting a transient interaction between fibril
core and the N-terminus. The peak widths in the 2DRFDR and 2D
NCA spectra of the heparin-free 2N4R tau fibrils indicated
structural homogeneity of the rigid core. However, only a few
residues in the fibril core could be assigned due to strong signal
overlap. To gain further insight into the structural properties of
heparin-free 2N4R tau fibrils, dynamic nuclear polarisation
(DNP)-enhanced 2D hChhC and hNhhC spectra of selectively
labeled (13Cγ valine, 13C-ring phenylalanine, 15N histidine) fibrils
were measured. Two cross-peaks observed between the Cγ of
valine and the ring carbons of phenylalanine suggested that the
side chains of one or two valine residues are in proximity to the side
chain of a phenylalanine residue. Another cross-peak between the
Nε1/Nδ2 atoms of histidine side chain and Cγ of valine indicated
that these groups are in ∼4 Å distance in the structure of 2N4R
fibrils. These contacts are in agreement with the cryo-EM structure
of CBD fibrils, which shows that F346 is in proximity of V350, F378
contacts V275 and aromatic ring of H330 is close to Cγ of V318
(Zhang et al., 2020).

FIGURE 7 | Intensity ratio plot of INEPT signal of 2N4R tau fibrils aggregated in the absence (orange) and presence (black) of heparin. The intensity ratio was
calculated by dividing the signal intensity of each residue in the fibril state by the monomeric state. The rigid cross-ß-sheet core of the tau fibril extracted from a CBD
patient brain (PDB code: 6TJO) is marked in light blue. Adapted with permission from Chakraborty et al. (2021). Copyright 2021 Nature Publishing Group.
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CONCLUSION

Solution and solid-state NMR have allowed bridging the gaps in
structural knowledge of tau in the monomeric, oligomeric, and
filamentous states. In comparison to other structural methods,
solution NMR has provided residue specific insights into tau
monomer regions with transient secondary structures,
phosphorylation patterns and interactions with binding
partners. Thus, the hexapeptide sequence motifs present in
R2 and R3 repeats have been identified by several studies as
regions with highest (up to 25%) β-sheet propensity (or
extended conformation). Phosphorylation using site-specific
kinases has been found to increase the β-sheet propensity in
proline-rich regions, which could result in reduced tau binding
to microtubules. The effect of polyanions is similar to
phosphorylation as they were also shown to increase residual
β-sheet propensity within R2 and R3 hexapeptides, thereby
facilitating filament assembly. However, solution NMR
studies on tau were primarily devoted to examining the role
of repeats while regions outside the filament-forming core have
not been characterized to the same extent. Phosphorylation
studies have remained scarce and have mostly addressed
isolated sites, therefore effects of hyperphosphorylation
should be studied in the future, potentially using other
kinases and employing also 31P NMR. Additionally, it would
be important to apply NMR for characterization of tau
interactions with synthetic compounds or peptides that
stabilize the monomeric state, thereby contributing to
development of new AD therapies.

The weakest link in the chain of tau research has been
oligomer characterization despite their high biological
relevance and potential toxicity. NMR studies of tau oligomers
have been hampered mainly because of limited capabilities to
prepare stabilized aggregation intermediates. Soluble oligomers
obtained by heparin-induced aggregation were characterized
using PRE-NMR in solution, which indicated that the
hexapeptides V275-K280 and V306-K311 participate in
parallel, in-register and parallel, shifted-register intermolecular
interactions. However, it remains unclear whether the oligomers
detected in this way are on the aggregation pathway. The ΔK280
deletion mutant of the R2 repeat, which favors formation of
oligomers over fibrils, was studied by solid-state NMR. The
authors proposed a structural model of the ΔK280 oligomers,
which comprised two β-strands (V275-L284 and K290-V300)
assembled in a hairpin structure. Further studies of tau
aggregation intermediates are necessary to elucidate the
aggregation pathway and understand the disease-specificity of
filament folds. The recent discovery of shorter tau constructs,
which can be aggregated spontaneously, may lead to new
approaches for studying oligomers by solution and solid-state
NMR. In particular, sample freezing in solid-state DNP-NMR
experiments could be used to stabilize and detect low-populated
aggregation intermediates with sufficient sensitivity.
Additionally, solution NMR could be used to monitor
monomer depletion and oligomer formation during tau

aggregation in a site-specific manner using selectively labeled
samples.

NMR has played a major role in the initial structural
characterization of tau filaments, obtained by heparin-induced
aggregation. The rigid PHF core was mapped to the repeat region
(residues G261-T386), whereas the proline-rich region (residues
T205-R230) was defined as semi-rigid with complex dynamics. A
major bottleneck for filament structure determination has been
structural heterogeneity, and some studies have even concluded
that tau filaments inherently exist as an ensemble of structures
with a consistent and well-defined structure only in the
hexapeptide motifs. To reduce the sample heterogeneity due to
transient long-range interactions, solid-state NMR experiments
were performed with the truncated tau variants K18, K19, K32
and/or cysteine mutants, since it was determined to play a role in
producing structural heterogeneity. This has allowed
determination of locations of secondary structures, their
involvement in the rigid core and relative protection from
solvent for K19, K18 and K32 filaments. The first structural
model of heparin-induced tau filaments was determined for the
0N4R construct owing to preparation of homogeneous filaments.
The model comprised six β-strands covering the protein region
from R2 hexapeptide to the beginning of R4, which only partially
overlapped with the locations of β-strands in K18 and K19
filaments. The overall fold of the 0N4R fibril resembled a
hairpin and the tau proteins had parallel-in-register
intermolecular packing. Recently, another structural model of
homogeneous tau 0N3R filaments was published. A major
difference with respect to the 0N4R filaments was the
inclusion of the C-terminus in the β-sheet core. In the model,
which has an elongated C-shape, six β-strands show similar
locations to 0N4R and four additional β-strands are located in
the R′ and C-terminal parts. However, the heparin-induced tau
filament models differ qualitatively from the structures of all
patient-derived tau filaments determined by cryo-EM. Therefore,
several recent studies have been performed with shorter
constructs including full-length R3 peptide and R3R4 that
aggregate spontaneously. Such constructs have been suggested
as suitable model systems for in vivo tau filaments and could also
serve as templates for aggregation of full-length tau. Another
example is the solid-state NMR study of 2N4R isoform filaments
prepared in the absence of heparin, which revealed a similar fibril
core length and long-range contacts consistent with CBD patient-
derived tau fibrils studied by cryo-EM. These recent results
suggest that ssNMR should move towards studies of
spontaneously formed aggregates as well as aggregates formed
by seeding with shorter constructs or patient-derived material.
Although cryo-EM has recently made significant progress in the
structural characterization of patient-derived tau filaments, there
are still several fundamental questions unanswered (e.g., what
exactly determines the different tau filament structural signatures
in individual human tauopathies). Recent technological advances
such as proton detection at very fast MAS and DNP-NMR give
additional confidence that some of those questions could be
answered using NMR.
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In conclusion, detailed understanding of the effects and
significance of individual changes in the tau assembly
pathway is required for selecting the best molecular species
to target with new AD therapies. In this review, NMR studies of
various monomeric, oligomeric and filamentous species in
solution and in solids have been considered, which together
allow the sketching of a plausible aggregation pathway.
Nevertheless, further research is required, particularly to
characterize on-pathway intermediate aggregates, which
remain a black box in the mechanism of tau aggregation.
Also, the interplay between tau truncation and
phosphorylation in relation to aggregation behavior and the
final filament structure as well as co-aggregation with (cross)-
interaction partners are unaddressed problems. Many of the
underlying questions are well suited for NMR, thus, we can
expect significant contributions in the tau field from NMR
studies in the future.
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Water Accessibility Refinement of the
Extended Structure of KirBac1.1 in the
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NMR structures of membrane proteins are often hampered by poor chemical shift
dispersion and internal dynamics which limit resolved distance restraints. However, the
ordering and topology of these systems can be defined with site-specific water or lipid
proximity. Membrane protein water accessibility surface area is often investigated as a
topological function via solid-state NMR. Here we leverage water-edited solid-state NMR
measurements in simulated annealing calculations to refine a membrane protein structure.
This is demonstrated on the inward rectifier K+ channel KirBac1.1 found in Burkholderia
pseudomallei. KirBac1.1 is homologous to human Kir channels, sharing a nearly identical
fold. Like many existing Kir channel crystal structures, the 1p7b crystal structure is
incomplete, missing 85 out of 333 residues, including the N-terminus and C-terminus.
We measure solid-state NMR water proximity information and use this for refinement of
KirBac1.1 using the Xplor-NIH structure determination program. Along with predicted
dihedral angles and sparse intra- and inter-subunit distances, we refined the residues
1–300 to atomic resolution. All structural quality metrics indicate these restraints are a
powerful way forward to solve high quality structures of membrane proteins using NMR.

Keywords: solid state NMR, membrane protein, xplor-NIH, water-edited spectroscopy, structure refinement,
potassium channel

INTRODUCTION

Solid-state NMR (SSNMR) is essential to the structural and functional characterization of membrane
proteins (MPs) (Schubeis et al., 2018; Radoicic et al., 2014; Wylie et al., 2016; Mandala et al., 2018;
Tran et al., 2020). SSNMR can studyMPs in native or native-like environments, allowing site-specific
analysis of protein structure and activity. SSNMR is not inherently limited by the size of system, an
issue for liquid-state NMR. SSNMR can thus access proteins in proteoliposomes and cellular
envelopes (Renault et al., 2012). SSNMR does not require high salt concentrations, long-range order,
or cryogenic temperatures, all required for X-ray crystallography. Over the past two decades the
water accessible surface of MPs was actively quantified via SSNMR (Kumashiro et al., 1998; Ader
et al., 2009; Li et al., 2010; Su et al., 2011; Hornig et al., 2013). Over this time, water-edited SSNMR
examined the rearrangement of membrane proteins, molecular motion in deuterated samples, and
determined membrane insertion topology (Najbauer et al., 2019). In pursuit of functional states of K+

channels, Ader et al. used water-edited SSNMR spectroscopy to unambiguously uncover a dramatic
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increase in water-accessible surface area between the closed/
inactivated state and open/activated states of the KcsA-Kv1.3
chimera. Subsequently, Borcik et al. discovered site-specifically
that water accessibly is diminished upon activation of KirBac1.1.
This work proposed a key component of the KirBac1.1 gating
mechanism, where C-terminal domains rotate and form
electrostatic contacts to stabilize the activated state. Thus,
relative solvent accessibility during the K+ channel gating cycle
may not be universal. Despite the utility and wide usage of water-
edited SSNMR spectroscopy, site-specific solvent accessibility has
never been utilized to solve or refine the structure of anMP. Here,
we demonstrate the applicability of water-edited SSNMR
spectroscopy as an experimental restraint to refine the
structure of a MP within Xplor-NIH (Schwieters et al., 2018)
simulated annealing calculations.

KirBac1.1 is a 149.02 kDa homotetrameric membrane protein
native to Burkholderia pseudomallei. Like all inward-rectifier K+

(Kir) channels, it favors inward potassium ion conductance
through the membrane, helping to set the resting membrane
potential (Kuo, 2003; Cheng et al., 2009; Wang et al., 2009; Linder
et al., 2015). KirBac1.1 retains the characteristic TVGYG
selectivity filter motif found in most K+ channels. This
facilitates K+ conduction near the rate of free diffusion and is
impermeable to Na+ and smaller cations. Each KirBac1.1
monomer consists of two transmembrane (TM) helices, a slide
helix, selectivity filter loop, pore helix, and a gating bundle.
KirBac1.1 is activated by the association of anionic lipids to a
large cationic binding pocket rich in arginine residues
(Enkvetchakul et al., 2007; Clarke et al., 2010a; Wang S. et al.,
2012; Borcik et al., 2020; van Aalst et al., 2020). Many regions of
the protein are intimately tied to channel function and activity,
including transmembrane helix 1 (TM1), transmembrane helix 2
(TM2), the slide helix, and the C-terminal gating bundle (Kuo
et al., 2003; Enkvetchakul et al., 2004; Enkvetchakul et al., 2007;
Paynter et al., 2010; Amani et al., 2020; Borcik et al., 2020).
However, to uncover the complete structure-activity relationship
of the gating cycle requires a more complete full-length structure.
Unfortunately, the existing crystal structures 1p7b lacks the
N-terminus (residues 1:35), several turns and coils in the
gating bundle (residues 196:205, 290:295) and the C-terminus
(residues 310:333) and the crystal structure 2wll lacks 5:37, 200:
205, 290:295, 310:333 (Kuo, 2003; Clarke et al., 2010b). Thus, a
full-length structure could provide needed information, including
pivotal inter-subunit contacts between N-termini and the
adjacent cytoplasmic subunit. In addition, it is known the
orientations of these regions may change with lipid
environment and may be sensitive to salt concentration as
they are highly electrostatic. In our previous studies, we
characterized the inactivated (closed) and activated (open)
states of KirBac1.1 in great detail. We assigned the chemical
shifts for both states in activating and inactivating bilayers
(Amani et al., 2020) and identified domain motions
correlating to both states (Borcik et al., 2020). We found that
the water accessible surface of the Kir domain of the closed state
was significantly greater than the activated state. These studies
motivated this work, as we seek to leverage our acquired
knowledge to probe distinct states of the channel structurally.

The closed ground state of the channel is the logical starting point
in the structural mapping of this Kir channel. It has a greater
overall water accessible surface and is the starting point of the
gating and thermodynamic cycle of the channel. Thus, full-length
structures of KirBac1.1, and many other MPs, will benefit from
SSNMR analysis and structure elucidation that recognize their
unique topologies.

We refined the structure of KirBac1.1 from residues 1 to 301
using the following workflow: We first modelled in all missing
regions of the 1p7b crystal structure using a ROSETTA remodel
“quick and dirty” protocol (Huang et al., 2011). Our previously
reported 15N and 13C chemical shift assignments for residues 1 to
301 (Amani et al., 2020; Borcik et al., 2020) for the closed-state of
U-15N,13C-KirBac1.1 reconstituted into zwitterionic 1-palmitoyl-
2-oleoyl-sn-glycero-3-phosphocholine (POPC) lipid bilayers
were used to generate dihedral angles in TALOSN (Shen and
Bax, 2013). We then acquired water-edited SSNMR spectra of U-
15N,13C-KirBac1.1 in POPC proteoliposomes and extensively
site-specifically assigned a spectrum with a short 1Hwater-
1Hprotein mixing time. To provide sparse distance restraints, we
acquired a three-dimensional (3D) dipole-assisted rotational
resonance (DARR) (Takegoshi et al., 2001) spectrum with 50
and 500 ms mixing times during the first and second mixing
periods (Zhou et al., 2006). This spectrum yielded several key
inter- and intra-subunit distances. We then utilized the TALOSN
dihedral angles, sparse distances, and site-specific solvent
accessibility measurements to refine the full-length model of
KirBac1.1 within Xplor-NIH (Schwieters et al., 2018). Water-
based paramagnetic resonance restraints had previously been
used as solvent accessibility restraints. Here, Xplor-NIH’s
PSolPot term was used to fit SSNMR-style solvent accessibility
water-accessible surface area data of KirBac1.1 This work
represents one of the largest protein structures ever refined
using SSNMR solvent accessible surfaces as a restraint.

MATERIALS AND METHODS

SSNMR Sample Preparation
U-15N,13C-labeled KirBac1.1 was expressed and purified as
described previously (Amani et al., 2020; Borcik et al., 2020).
Briefly, the protein was expressed from E. coli in M9 minimum
media enriched with 15NH4Cl,

13C-glucose, and a 10 ml aliquot of
10X concentrated BioExpress (Cambridge Isotopes Laboratories,
Tewksbury, MA 01876) (Bhate et al., 2013; Amani et al., 2020;
Borcik et al., 2020). Protein overexpression was induced at an
OD600 of 0.8 by adding isopropyl β-D-1-thiogalactopyronoside
(IPTG) to a concentration of 1 mM. After 16 h of induction at
18°C, cells were harvested via centrifugation. Cells were lysed via
homogenization at 10–15 kpsi. The protein was extracted by
adding decyl-β-D-maltopyranoside (DM) to a 30 mM
concentration and leaving the lysate on an orbital shaker for
4 h in the presence of PierceTM Protease inhibitors tablets, EDTA-
Free (Thermo Scientific). After extraction, supernatant was spun
in an ultracentrifuge, sterile filtered, and loaded onto a 5 ml
HisTrap (GE Healthcare Life Sciences) column. The sample was
subsequently passed through a HiPrep 26/10 desalting column
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(GE Healthcare Life Sciences), followed by a HiLoad 16/600
Superdex 200 size exclusion column (GE Healthcare Life
Sciences). Purified protein was mixed with CHAPS solubilized
POPC at a 1:1 ratio (w/w). The sample was then stepwise
reconstituted via the slow addition of BioBeads-SM2 (Bio-Rad,
Hercules, CA). BioBeads were then removed and the sample
pelleted via centrifugation and packed into a 3.2 mm limited
speed PENCIL rotor (Revolution NMR, Ft. Collins, CO).

NMR Spectroscopy
All SSNMR spectra were acquired at field strengths of either
17.6 T (750 MHz 1H frequency) or 14.1 T (600 MHz 1H
frequency) on SSNMR spectrometers located at National
Magnetic Resonance Facility at Madison (NMRFAM,
University of Wisconsin, Madison, WI). The CCC 3D DARR
spectrum (Zhou et al., 2006) was acquired with 50 and 500 ms of
DARR mixing in the first and second mixing periods,
respectively, at 750 MHz with a Varian (Fort Collins, CO)
3.2 mm Balun probe in double resonance mode 1H-13C mode.
Magic-angle spinning (MAS) (Andrew et al., 1958; Lowe, 1959)
was performed at 12.5 kHz with a variable temperature (VT) set
point of −30°C and a flow rate of 40 lpm (calibrated to −15 ± 3°C).
This temperature was chosen because it provided the greatest
overall signal for this 3D experiment. 83 kHz of SPINAL-64
(Fung et al., 2000) 1H decoupling was applied during all chemical
shift evolution periods, and hard 90° pulses were 2.4 μs for 1H and
3.05 μs 13C. Polarization transfer was facilitated via adiabatic
cross polarization (CP) (Pines et al., 1972) with a 1 ms contact
time. During CP 1H power was set to 78 kHz and 13C power set to
65 kHz. The recycle delay was set to 1.5 s. The three-dimensional
(3D) data was acquired with non-uniform sampling of the
indirect dimensions, with a 256 × 256 grid of acquired points
with 12.5% points acquired corresponding to 35.4% sampled
points in each dimension.

The water accessibility experiments were performed at a
magnetic field strength of 14.1 T (600 MHz 1H frequency). The
rotor was placed in a 3.2 mm Varian (Fort Collins, CO) T3
HXY probe in double resonance mode, and spun at the magic
angle at a spinning rate of 12.5 kHz. To ensure all water
surrounding the protein was liquid, the VT was set to 10 C
(sample temperature of 25 ± 3°C) for all water edited
experiments with a flow rate of 40 lpm. The cross-peaks in
these spectra were matched to similar 2D spectra acquired at
−5°C and −15°C to confirm no major chemical shift differences.
In our past work, KirBac1.1 was assigned over this temperature
range to facilitate this process. Pulse widths of 2.7 and 2.55−μs
were applied to 1H and 13C, respectively. A 1.5 s recycle delay
was implemented for all water edited experiments. Water-
edited spectra were acquired using an initial 1H T2 filter of
1.5 ms, to eliminate 1H polarization arising from protein and
lipid signals. 1H to 13C transfer was mediated via cross
polarization with spin lock fields of 65 and 84 kHz on 1H
and 13C, respectively, for a contact duration of 1 ms.
Additional parameters for the water edited spectra include a
50 ms DARR mixing followed by 70 kHz of 1H SPINAL-64
decoupling. We assessed the water accessibility with 1H-1H
spin diffusion times of 4 and 16 ms.

Structure Calculation via Xplor-NIH
Throughout all calculations, strict C4 symmetry was maintained
using the symSimulation facility (Schwieters et al., 2018), and
subunit backbone geometry of residues 36–301 was restrained to
that of 1p7b using a non-crystallographic term allowing up to 1 Å
of deviation with zero energy penalty. An additional NCS term
was employed between the centroids of opposite subunits to
prevent overall expansion. Energy terms employed during
structure calculations included 13C-13C intra- and inter-
subunit distances (NOE potential), TALOSN derived dihedral
angles (CDIH) (Bermejo and Schwieters, 2018), the hydrogen
bond potential of mean force (HBPot) (Schwieters et al., 2020),
and either the EEFx (Tian et al., 2014; Tian et al., 2015) or EEFx
with IMMx (Tian et al., 2017) terms which both model realistic
non-bonded interactions within implicit solvent. In their current
implementation the IMMx potential builds upon the EEFx
potential by including terms explicitly defining the
hydrophobic thickness of the bilayer and its dielectric
properties. The bilayer dielectric is adjustable and can be
scaled differently during initial structural solution and the final
refinement. In each calculation, the backbone dihedral angles of
residues 1–35 and 302–333 were randomized then relaxed into
non-clashing conformations employing the repulsion-only
RepelPot term (Schwieters et al., 2018) using gradient
minimization, followed by 40 ps of high-temperature (3500 K)
molecular dynamics. During this initial repulsion-only phase,
EEFx and IMMx not enabled, as they are not stable in the
presence of initial close-contacts. The nonbonded
representation was then switched over to the implicit model
and 30 ps of molecular dynamics was run. This was followed
by annealing to 25 K using EEFx or EEFx with IMMx. Following
initial calculations, refinement was performed including the
PSolPot term (Wang Y. et al., 2012; Gong et al., 2018;
Kooshapur et al., 2018) representing site-specific protein-water
interactions along the other restraints in a procedure identical to
that above with the exception that there is no torsion angle
randomization. We performed three PSolPot calculations. In the
first we only used completely unambiguously assigned solvent-
accessible residues. This generated an ensemble of structures with
improved overall structural resolution. These structures were
then used to aid in assigning ambiguous water-proximal
resonances. The complete set of water-accessible restraints
were then used to refine the ensemble of structures. At the
end we ran another simulated annealing structural refinement
with several Ramachandran outliers deleted from the PSolPot
table. The result of last set of PSolPot calculation showed small
improvement in some cases. Structure quality was assessed by
MolProbity (Williams et al., 2018). All RMSDs were measured via
VMD-XPLOR (Schwieters and Clore, 2001).

RESULTS AND DISCUSSION

SSNMR Data
NMR structures are solved by including distance measurements
and other structural restraints as pseudopotentials into simulated
annealing calculations. However, as proteins grow larger, spectral
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crowding will occur. This is compounded when the protein
structure is dominated by a single type of secondary structure,
as often occurs in α-helical membrane proteins. Thus, as more
distances are measured more peaks appear leading to greater
information at the cost of reduced site-specific resolution.
However, following observations reported by several groups
and within our own laboratory, we found that large domain
motions may be mapped by the observable solvent accessible
surface (Borcik et al., 2020).

Water-edited SSNMR. We measured the solvent-accessible
surface of the closed state of the I131C mutant of KirBac1.1 in
POPC bilayers using water-edited SSNMR. These water-edited
spectra of U-15N,13C-KirBac1.1 are similar to spectra described
previously, but they probe the native closed state rather than the
closed state of the R49/151/153/Q mutant (Borcik et al., 2020).

This technique capitalizes on the great disparity in 1H transverse
relaxation times (T2) between water and protons within the
protein, where 1H signal persists for a much longer time
within the water bath. Thus, using a T2 filter we can actively
select the 1H signal originating from the surrounding water. This
signal is transferred to the protein via spin diffusion. This
polarization transfer follows a characteristic buildup curve
obeying a rate equation we adapted previously (Borcik et al.,
2020; Luo and Hong, 2010; Najbauer et al., 2019). Representative
buildup curves are depicted in Figure 1A. These buildup curves
exhibit a good overall fit to our derived rate equation (Eq. 1)
(Borcik et al., 2020). As depicted in Figure 1B in red, 4 ms of
1Hwater-

1Hprotein mixing is a good representation of solvent-
exposed residues. To better understand the water accessible
surface, we also acquired a spectrum with 16 ms of 1H-1H

FIGURE 1 | (A) buildup curves for different regions of the protein as a function of 1Hwater-
1Hprotein mixing time. (B) 13C-13C DARR spectrum with 4 ms 1Hwater-

1Hprotein mixing (red) overlaid onto a similar spectrum with 16 ms of 1Hwater-
1Hprotein mixing (blue). (C) heat map of individual point intensity in 4 ms 1Hwater-

1Hprotein

spectrum compared to 16 ms spectrum.
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spin diffusion. The contoured difference in these spectra is
depicted in Figure 1C. At 16 ms of 1Hwater-

1Hprotein spin-
diffusion more embedded parts of protein appear in the
spectra, consistent with fit buildup curves presented in
Figure 1A. With 16 ms of 1Hwater-

1Hprotein mixing we observe
most resonances in a standard DARR spectrum without a T2

filter, further indicating large spin-diffusion coverage
(Supplementary Figure S1).

Mp(tm) � Mw( 2Rp

R1p + 2Rp − R1w
)(e−R1wtm − e−(R1p+2Rp)tm) (1)

In Eq. 1 the p index specifies protein and w specifies water. M is
magnetization on the specified chemical species at mixing time
tm, and R is the rate of longitudinal cross relaxation for the
specified species.

In KirBac1.1, we consistently found the best 1Hwater-
1Hprotein

mixing time for surface residues to be 4 ms. We were able to
assign many sites in these spectra (Figure 2). Initially, 51
unambiguous water-edited peaks were assigned based upon
our chemical shift assignments for this state of the protein.
After multiple iterations of structure refinement, the initial
structures helped us to assign an additional 187 ambiguous
peaks for a total of 238 solvent-accessibility restraints
(Supplementary Figure S2) as described below. However,
many solvent accessible peaks, especially methyl groups,

remained too degenerate for reasonable assignment. However,
three- and four-dimensional versions of these pulse sequences
may resolve this ambiguity in even more challenging membrane
protein systems.

13C-13C-13C 3D spectrum. We obtained sparse distance
restraints for tertiary and quaternary structure from a CCC
3D spectrum with 50 and 500 ms of DARR mixing during the
first and second mixing periods. The 3D cross peaks were
assigned based upon our reported 3D chemical shift
assignments. Only completely unambiguous cross peaks were
assigned, providing 54 intra subunit distances and 3 inter subunit
distances. Given that the sample was uniformly 13C enriched, this
limited number of distances was expected. More extensive
distance assignments would require significantly less isotopic
enrichment to provide the needed resolution.

Initial structural calculations. We started our structure
refinement process by generating structures using dihedral
angles and distance information in Xplor-NIH. The protocol
described above in which the PSolPot term was not used in the
initial phase was necessitated by difficulties the term has in
representing the very extended structures obtained during
initial randomization. Using our previously reported 13C
chemical shift assignments, we determined backbone dihedral
angles in TALOSN. The prediction resulted in 502 dihedral angle
restraints (φ, ψ). In the first step of structural refinement, 100
structures were generated using Xplor-NIH version 3.2.9 with 502

FIGURE 2 | (A, (B) assigned regions of 13C-13C water-edited spectrum with 4 ms 1Hwater-
1Hprotein mixing, (C) position of assigned residues on the structure of

KirBac1.1 with relative intensity represented in color and size of spheres.
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FIGURE 3 | Ensemble of ten lowest structure in each step of calculation (A) No water-edited restraints with EEFx potential term, (B) 51 unambiguous water-edited
restraints with EEFx potential, (C) 238 ambiguous and unambiguous water-edited restraints with EEFx potential term, (D)No water-edited restraints with IMMx potential
term, (E) 51 unambiguous water-edited restraints with IMMx potential term, (F) 238 ambiguous and unambiguous water-edited restraints with IMMx potential term.

TABLE 1 | Structural statistics for calculations with EEFx potential.

Structure statistics No PSolPot term 51 PSolPot restraints 238 PSolPot restraints 223 PSolPot restraints

Violations (mean ± σ)

Bond lengths (A°) 0.0101 ± 0.0003 0.009 ± 0.0 0.009 ± 0.0 0.009 ± 0.0
Bond angles (°) 1.21 ± 0.04 1.196 ± 0.008 1.199 ± 0.007 1.195 ± 0.008
Improper (°) 1.21 ± 0.06 1.05 ± 0.01 1.06 ± 0.01 1.06 ± 0.01
Pairwise r.m.s.d. (A°)
Heavy atoms (1–301) 3.1 ± 0.8 2 ± 0.2 2 ± 0.1 1.9 ± 0.1
Backbone (1–301) 2.4 ± 1 0.9 ± 0.2 0.9 ± 0.2 0.8 ± 0.2
Heavy atoms (40–282) 3.1 ± 0.7 1.8 ± 0.2 1.9 ± 0.2 1.8 ± 0.1
Backbone (40–282) 2.2 ± 1 0.7 ± 0.3 0.8 ± 0.2 0.7 ± 0.2
Ensemble backbone to crystal structure 3.1 ± 1.3 1.66 ± 0.05 1.68 ± 0.05 1.66 ± 0.05

TABLE 2 | Structural statistics for IMMx potential.

Structure statistics No PSolPot term 51 PSolPot restraints 238 PSolPot restraints 223 PSolPot restraints

Violations (mean ± σ)

Bond lengths (A°) 0.0101 ± 0.0003 0.009 ± 0.0 0.009 ± 0.0 0.009 ± 0.0
Bond angles (°) 1.23 ± 0.03 1.24 ± 0.01 1.240 ± 0.006 1.241 ± 0.007
Improper (°) 1.16 ± 0.06 1.12 ± 0.04 1.12 ± 0.03 1.10 ± 0.02
Pairwise r.m.s.d. (A°)
Heavy atoms (1–301) 3.1 ± 0.4 2 ± 0.1 2.09 ± 0.09 2.1 ± 0.1
Backbone (1–301) 2.2 ± 0.5 0.9 ± 0.2 1.0 ± 0.1 1.0 ± 0.2
Heavy atoms (40–282) 2.9 ± 0.4 1.80 ± 0.08 1.84 ± 0.09 1.83 ± 0.08
Backbone (40–282) 2.0 ± 0.5 0.7 ± 0.1 0.7 ± 0.1 0.7 ± 0.1
Ensemble backbone to crystal structure 2.1 ± 0.1 1.71 ± 0.05 1.75 ± 0.06 1.75 ± 0.07
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SSNMR dihedral angles, 54 intra- and 3 inter-subunit SSNMR
unambiguous distances, the hydrogen bond potential of mean
force (HBPot), and the EEFx potential adapted from
CHARMM22 (MacKerell et al., 1998; Tian et al., 2015). The
ensemble of the 10 lowest energy structures is presented in
Figure 3A. An additional 100 structures were generated with
identical restraints, but with the addition of the IMMx function to
the EEFx potential with membrane parameters of 27.0 for POPC
membrane thickness, profileN set to 2, and the delectric screening
value or A parameter to 0.85 (calculations that lack the IMMx
function are simply called EEFx and the calculations with IMMx
added to EEFx potential function are called IMMx). This
ensemble is presented in Figure 3D. As shown in Tables 1, 2,
the calculated pairwise RMSD (pwRMSD) via VMD-Xplor for
the first step of this structure calculation without water-edited
restraints, are 2.4 ± 1 Å and 2.2 ± 0.5 Å for backbone residues 1 to
301 of the EEFx and IMMx calculations respectively. The
pwRMSD for the backbone of the well-ordered regions of the
protein (residues 40–282) improves to 2.2 ± 1 and 2 ± 0.5 for the
EEFx and IMMx calculations respectively. Although these
pwRMSD are acceptable for this level of experimental dihedral
angle and distance restraints, there is significant room for
improvement. This improvement in the quality of the
calculated structures shows the importance of water-edited
restraint usage for the structure calculation.

Water-accessibility restraints. Previous applications of
solvent accessibility as a structure refinement tool utilized
solution based paramagnetic relaxation enhancement (sPRE).
Generally, paramagnetic relaxation enhancement (PRE) results
from the coupling between a magnetically active nucleus and an
unpaired electron. The electron may be a stable radical or metal.
This unpaired electronic spin may be bound to the protein or free
in solution. This interaction has r−6 range dependence. Recently,
soluble paramagnetic probes gained popularity. When these
moieties contact the surface of the protein, they introduce the
sPRE which can thus be tied to solvent accessible surface (SAcc).
Surface accessibility restraints were initially incorporated in
Xplor-NIH using an empirical expression involving distances
to neighboring nuclei, and it was shown to qualitatively represent
water-protein interactions in solution and solvent PRE data
(Wang et al., 2012). Wang et al. found that SAcc can be
calculated with a linear equation, where the slope and
intercept is a unique function of a specific protein’s topology.
More recently (Gong et al., 2018; Kooshapur et al., 2018), a more
quantitative representation of solvent PRE data has been
developed, where the observable is represented by Eq. 2. For
sPREs this expression is approximate, with the quantitative
relationship between Eq. 2 and solvent PRE being somewhat
more complicated (Okuno et al., 2020), and yet this formulation
has been employed with some success. In this vein, our residue-
based water-edited SSNMR-derived surface area data are fit to
values computed from molecular structure using Eq. 2. In
keeping with the qualitative nature of the representation, the
corresponding Xplor-NIH energy term depends only on the
correlation between the two quantities (Gong et al., 2018).
Gong et al. and Kooshapur et al proposed a grid search
algorithm to determine the accessible surface. This included a

protein surface integral that can be written in form of a
tessellation composed of triangular patches (Eq. 2). In Eq. 2,
k’ is a constant prefactor, n is the outward-facing distance normal
surface, and r is the distance from this surface to a nucleus:

ΓsPRE � −k′
9
∑

i
aini.

ri
|ri|6 (2)

They incorporated these concepts into sPRE module and
energy potential (PSolPot) to include sPRE data in Xplor-NIH
simulated annealing calculations. This potential was shown to be
quite effective in direct structure refinement (Gong et al., 2018;
Kooshapur et al., 2018).

We now present a new application of the PSolPot potential
function to refine protein structures using water-edited SSNMR
spectroscopy derived restraints. Water-edited SSNMR identifies
the accessible surface of the protein with a similar r−6 distance
dependence. As described above, previous studies found that the
overall surface area of the water-protein interface can be
expressed by Eq. 3

SAcc � VP

������
π

Defftsm

√
(3)

Where SAcc is the surface area of the water-protein interface, tsm is
the time of mixing until saturation, VP is the volume of the
protein, and Deff is the effective diffusion parameter. This
equation provides a global picture rather than a site-specific
view of the water-protein interface. Following Andreas et al.
(Najbauer et al., 2019), we previously found the water-to-
protein polarization transfer could be defined by a longitudinal
cross relaxation-dependent rate equation stated above (Eq. 1).

It has been long known (Bloembergen et al., 1948) that the
relaxation term for longitudinal cross relaxation depends on the
1H-1H dipolar coupling that has the form of equation 4 from
dipolar alphabet.

〈H2
loc〉Av �

1
3
c2Z2I(I + 1)∑

j
(1 − 3 cos2θij)2r−6ij (4)

Thus, because of the similar r−6 dependence, we found the
PSolPot potential could accommodate our restraints after
modification.

As shown in Figure 2, our extensive chemical shift
assignments of water-edited spectra provide restraints for
nearly half the protein (full assignments of the aliphatic region
are shown in Supplementary Figure S2). Because PSolPot is a
correlation function that fits the water accessible surface, the
relative signal intensity of each peak can be used as the data input
for structural refinement. The chemical shift assignments of the
water-edit spectra were performed in two rounds. In the first
round, the integrated intensity of resolved unambiguous peaks
were used for structure refinement. These 51 assignments were
used to refine two sets of 100 structures starting from the 10
lowest energy structures of the EEFx (Figure 3B) and IMMx
(Figure 3E) calculations respectively. In the second round, we
included the integrated intensity of all possible assignments,
corresponding to 238 total PSolPot restraints. This provided
two additional sets of 100 structures starting from the same
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PSolPot-free EEFx (Figure 3C) and IMXx (Figure 3F) ensembles.
We then determined the bbRMSD and judged the quality in
MolProbity. This indicated the overall structural quality slightly
diminished relative to the PSolPot ensemble with only
unambiguous restraints (Table 3 and Figure 4). We then
deleted 6 Ramachandran outliers and their neighboring

residues and repeated the calculations with only 223 PSolPot
restraints. This slightly improved the overall structural quality.

We judged the internal consistency of all four final structural
ensembles using heavy-atom RMSD, and backbone RMSD. We
also judged their objective quality via rotameric, Ramachandran,
and Z-score analysis in MolProbity. The statistical summary of all

FIGURE 4 | Ramachandran space of (A) Crystal structure 1p7b, (B) Initial Rosetta model, (C) Lowest structure of EEFx run, (D) The lowest energy structure of
PSolPot, residues in magenta are the outlier residues in Ramachandran space that has been deleted in the last round of structure calculation via PSolPot. (E) The lowest
energy structure without Ramachandran outlier in PSolPot list with EEFx potential term. (F) The lowest energy structure without Ramachandran outlier in PSolPot list with
IMMx potential term.
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four stages of simulated annealing with EEFx are provided in
Table 1. These calculations include the ensemble with only EEFx,
the addition of 51 unambiguous assignments, 238 assignments
(ambiguous and unambiguous), and finally 223 assignments
(ambiguous and unambiguous without Ramachandran
outliers). In Table 2 the same statistics are listed after IMMx
is included in the calculation. As mentioned above, the addition
of the unambiguous water-edited restraints in structure
calculation improved the structural quality dramatically. Using
the EEFx forcefield and the 51 unambiguous restraints, the
pwRMSD for the protein backbone improved from 2.4 ± 1 Å
to 0.9 ± 0.2 Å (Table 1) for residues 1 to 301. In the well-ordered
regions, residues 40 to 282, the pwRMSD improved from 2.2 ±
1 Å to 0.7 ± 0.3 Å. When the IMMx membrane potential is added
to the calculation the pwRMSD improved from 2.2 ± 0.5 Å to
0.9 ± 0.2 Å for the first 301 residues, and from 2.0 ± 0.5 Å to 0.7 ±
0.1 Å for the well-ordered regions (Table2). In most cases the
utilization of IMMx produces improvements relative to EEFx
within the hydrophobic region of the protein. The addition of
unambiguous water-edited restraints did not result in a
significant improvement in the structure, where the pwRMSD
slightly diminished. Deleting identified Ramachandran violators
only improved the pwRMSD slightly.

Overall, the objective structural quality improved with the
addition of EEFx, IMMx, and PSolPot restraints as judged by
MolProbity. As stated above, the 1p7b crystal structure lacks 75
residues (22.5% of the residues in WT-KirBac1.1 sequence). Our
initial Rosetta model includes all 75 residues missing from 1p7b.
Out of the 75 residues missing in the X-ray crystal structure, we
have experimental SSNMR restraints for 51 residues. The final 24
residues of the protein remain unrestrained. Despite the
incomplete information on end of the C-terminus of protein,
the best structural ensembles possess up to 92.6% favored
rotameric scores and up to 87.6% of residues occupy most
favored regions of Ramachandran space. Ramachandran plots
and the location of Ramachandran outliers is depicted in
Figure 4. As shown in Table 3, the inclusion of EEFx and the
51 unambiguous PSolPot restraints dramatically improved the
structural quality compared to both the 1p7b X-ray structure and
the starting Rosetta model. The population of residues in favored
Ramachandran and rotameric space increases from 66.5 to 74.3%
to 85.2 and 82.9% when EEFx terms are included. The addition of
51 PSolPot restraints further improves these statistics to 87.6 and

88.1% favored occupancy. As further depicted in Table 3 and
Figure 4, the inclusion of all possible PSolPot restraints does
improve upon structural ensembles without these restraints, but
slightly deteriorates, indicating that PSolPot is very capable of
improving structures with a set of high-quality but relatively sparse
restraints, compared to a much longer list of lower-quality
information. However, after fully analyzing the structures solved
with 238 restraints, and comparing Ramachandran violators to
overlapped regions of solvent accessible spectra, we deleted several
Ramachandran space violators. This improved the favored rotamer
percentage and favored Ramachandran percentage to 91.5 and
87.6%. This further indicates that PSolPot is best implemented with
high-quality rather than high-quantity restraints. After significant
data quality control, only marginal improvement over the
unambiguous structure is observed.

CONCLUSION

Structural refinement of KirBac1.1 was performed using
predicted dihedral angles from SSNMR chemical shift
assignments, unambiguous distance restraints, and SSNMR
water-edited spectroscopy. Calculations were carried out using
Xplor-NIH version 3.2.9. The statistical comparison of the 10
lowest energy structures solved with water-edited SSNMR
restraints supplied to the PSolPot potential improved both the
backbone and all heavy-atom RMSDs relative to ensembles
without these restraints. The pair-wise bbRMSD improved
from 2.4 Å to 0.9 Å after including PSolPot in the calculation,
which is a 62.5% improvement. However, it is clear, that given the
nature of the grid search matrix algorithm inherent to PSolPot,
relatively sparse but high-quality restraints can create a significant
improvement in protein quality. However, including of less-
resolved sites in the protein will require significant further
analysis. Yet, it is clear even incomplete water-accessibility,
and perhaps lipid accessibility, can be a powerful means to
structural improvement. Given the difficulty and complexity in
solving the structures of transmembrane proteins by NMR, this
technique provides a new powerful means to solve and refine the
structures of these proteins, which are fundamental to human
health. Given the wide application of water-edited SSNMR, this
technique could soon reach wide acceptance. In addition, it is
clear this method is compatible with the implicit lipid and water

TABLE 3 | Comparison of structure quality performed on MolProbity for the generated structures to initial structures.

Favored rotamers (%) Ramachandran favored (%) Rama distribution Z-score (less than 2 is the goal)

Crystal structure 1p7b 66.2 60.9 −6.7 ± 0.3
Rosetta Model 74.3 66.5 −6.0 ± 0.2
Lowest generated EFFx structure 82.9 85.2 −1.7 ± 0.2
Lowest EEFx-PSolPot 51 assignments 88.1 87.6 −0.8 ± 0.2
Lowest EEFx-PSolPot 238 Assignments 87.0 86.4 −1.4 ± 0.2
Lowest EEFx-PSolPot 223 Assignments 91.5 87.3 −0.8 ± 0.2
Lowest IMMx structure 85.5 84.6 −1.6 ± 0.2
Lowest IMMx-PSolPot 51 assignments 89.6 87.6 −0.7 ± 0.2
Lowest IMMx-PSolPot 238 Assignments 91.1 85.2 −0.5 ± 0.2
Lowest IMMx-PSolPot 223 Assignments 92.6 85.5 −0.7 ± 0.2
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models within Xplor-NIH. It was previously shown that EEFx
(Tian et al., 2014; Tian et al., 2015) and IMMx (Tian et al., 2017)
were powerful means for de novo solution of monomeric
membrane proteins. Based upon our results, these forcefields
are also applicable to membrane protein oligomers provided the
appropriate parameter adjustments during annealing and
refinement respectively. In future studies the application of
this technique for de novo structure determination can be tested.
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Dihedral Angle Measurements for
Structure Determination by
Biomolecular Solid-State NMR
Spectroscopy
Patrick C. A. van der Wel*

Solid-state NMR Group, Zernike Institute for Advanced Materials, University of Groningen, Groningen, Netherlands

In structural studies of immobilized, aggregated and self-assembled biomolecules,
solid-state NMR (ssNMR) spectroscopy can provide valuable high-resolution
structural information. Among the structural restraints provided by magic angle
spinning (MAS) ssNMR the canonical focus is on inter-atomic distance
measurements. In the current review, we examine the utility of ssNMR
measurements of angular constraints, as a complement to distance-based
structure determination. The focus is on direct measurements of angular restraints
via the judicious recoupling of multiple anisotropic ssNMR parameters, such as
dipolar couplings and chemical shift anisotropies. Recent applications are
highlighted, with a focus on studies of nanocrystalline polypeptides, aggregated
peptides and proteins, receptor-substrate interactions, and small molecule
interactions with amyloid protein fibrils. The review also examines considerations
of when and where ssNMR torsion angle experiments are (most) effective, and
discusses challenges and opportunities for future applications.

Keywords: solid-state NMR, structural biology, amyloid, polyglutamine, protein structures

INTRODUCTION

In modern integrative structural biology, complementary structure determination methods
provide insights into different aspects of the structure, dynamics and co-assembly of
biomolecules. Tremendous advances in solid-state NMR (ssNMR) and in particular magic-
angle-spinning (MAS) NMR spectroscopy have widened the contribution of this technique to
our understanding of protein aggregates and assemblies (Van der Wel, 2018). Descriptions of
the process of structure determination via ssNMR spectroscopy often focus on the role of inter-
atomic (or rather inter-nuclear) distances. However, NMR-based insights into the local
geometry of protein backbones, in the form of dihedral angles, can also be a powerful tool
in the NMR-based structural biology arsenal. In this review article we examine MAS ssNMR
techniques that allow direct insights into angular constraints that define the structures of
proteins and other biomolecules. Readers are also referred to earlier reviews in the mid 2000s
(Hong, 2006; Hong and Wi, 2006; Ladizhansky, 2009), and the current review will focus on
more recent applications since 2006. We shall also examine the place of these techniques in
current and future biomolecular MAS ssNMR. Examples show how these restraints can be
effective and even essential tools for structure determination of specific kinds of biological
structures and assemblies.
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TORSION ANGLES IN PROTEINS

By these dihedral or torsion angles we refer to the angle of two
neighboring chemical bonds with each other (Figure 1). In
protein structural biology the torsion angles that define the
backbones of proteins are most commonly discussed, and they
have a standard nomenclature (IUPAC-IUB Commission on
Biochemical Nomenclature., 1970; Markley et al., 1998). These
angles are defined and illustrated in Figures 1A,B. Among these
the ω angle is not very variable, with it typically adopting a value
of ∼180° (trans). The cis configuration is rare, but when it occurs
it can have notable biological consequences, for instance Pro cis/
trans isomerization is implicated in the aggregation process of the
β2-microglobulin protein (Torbeev and Hilvert, 2013;
Mukhopadhyay et al., 2018). Of more common interest are the
ϕ and ψ backbone angles, which are visualized in Ramachandran
plots (Figure 1C) (Ramachandran and Sasisekharan, 1968;
Hovmöller et al., 2002). Only particular regions of
Ramachandran space tend to be accessible, with the highly
populated clusters representing secondary structure elements.
The side chains of amino acids are also defined by named
torsion angles, called χ1, χ2 etc., following an accepted
nomenclature (Figures 1D,E) (IUPAC-IUB Commission on
Biochemical Nomenclature., 1970; Markley et al., 1998; Lovell
et al., 2000). These angles have preferred regions of geometric
space, known as the preferred rotamer states that are nicely
captured in rotamer libraries of evolving sophistication
(Figures 1E,F) (Lovell et al., 2000; Dunbrack, 2002; Hintze
et al., 2016).

SSNMR TORSION ANGLE
MEASUREMENTS—NCCN AS AN
EXAMPLE
Technical Implementation and Analysis
The general principle of torsion angle measurements by
ssNMR is based on the measurement of the relative
orientations of anisotropic ssNMR parameters, which in
turn can be correlated to bond angles or orientations. The
most straightforward and most common example involves the
relative orientations of two different dipolar couplings, since
these dipolar interactions are conveniently aligned with
chemical bonds. For example, one can measure the relative
orientation of the dipolar coupling vector (between 13C and
15N) of one C-N bond to the dipolar vector associated with a
second C-N bond. When these two vectors are associated with
the Cα-N and C′-N bonds in a polypeptide, the angle would be
equivalent to the ψ angle (Figure 1A). This is the approach
behind the “NCCN” torsion angle experiments introduced in
the late 1990s (Feng et al., 1997a; Costa et al., 1997).

The original implementation of NCCN measurements
(Rienstra et al., 2002a, 2002b; Ladizhansky et al., 2003;
Jaroniec et al., 2004; Bajaj et al., 2009; Barnes et al., 2009; van
der Wel et al., 2010; Hoop et al., 2016) is as follows: a double
quantum (DQ) state is generated between the directly bonded Cα
and C′ carbons, e.g., via SPC5 dipolar recoupling (Figure 2A; red
boxes). This DQ state is then submitted to 15N-13C recoupling
(commonly via the REDOR approach; Figure 2A, blue box).
Since each carbon has a directly attached 15N, they both

FIGURE 1 | Torsion angles in proteins. (A) Dihedral angles defining the protein backbone and side chain: ϕ, ψ, and ω, and χ. (B)Newman projections of the ϕ and ψ
angles. The zero degree configuration of each is shown. (C) Ramachandran plot of ϕ and ψ angles. Grey areas indicate the classic secondary structure regions that are
most populated. Note that the ϕ � 0° from panel B is not usually observed due to steric hindrance. (D) Definitions of the χ1 side chain angle. (E) Rotamer states for χ1 and
χ2 for three residue types. Panel A is adapted with permission from (Hong et al., 1997a), (D) is adapted with permission from (Markley et al., 1998), and panel E from
(Hintze et al., 2016).
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experience rapid dephasing in a manner that is dominated by the
directly-bonded 15N. Whilst the orientation dependence of a
single 15N-13C REDOR recoupling experiment is masked in a
typical MAS ssNMR study, these two 15N-13C recoupling curves
display an interference effect that results in behavior that is
sensitive to the N-Cα-C′-N dihedral angle (Figure 2B).

Practically speaking, a typical REDOR approach is used to
measure a relaxation-corrected dephasing curve (Figure 2B). A
series of datasets with varying REDOR mixing times is acquired
(keeping the DQ excitation time fixed). The relaxation correction
involves the measurement (at each REDOR time) for each peak of
interest of a “S” signal (with active 15N REDOR pulses) and “S0”
signal (without 15N REDOR pulses). The S/S0 peak intensity ratio
is then plotted, yielding angle-dependent curves as shown in
Figure 2B. At each time point either a 1D or 2D spectrum is
acquired, with the 2D implementation shown in Figures 2A,C
(Ladizhansky et al., 2003; van der Wel et al., 2010). The main
benefit of the 2D version is that it allows one to resolve many

signals at once (Ladizhansky et al., 2003). Naturally, it comes at
the expense of signal-to-noise (per unit time), which is superior in
the 1D versions. It is worth noting that the signal-to-noise can be
a challenge in these experiments. This stems from the fact that a
clear distinction of the different dihedral angles only occurs in
those time points where already extensive dephasing has occurred
(i.e., much of the signal is lost; see Figure 2B). Moreover, in this
region, the differences between some of the dihedral angles can be
quite small, such that a very good signal to noise may be required
to narrow down a specific angle. Achieving a good signal-to-noise
level is inherently a challenge due to the polarization losses
associated with the multiple recoupling steps (both the 13C
DQ recoupling and filtering, and also the heteronuclear
recoupling), both due to losses inherent in the DQ filtering
and relaxation processes.

Analysis and interpretation of the obtained data is done by
comparing experimental data points (i.e., the S/S0 ratios) to
reference curves such as the data in Figure 2B. The latter can

FIGURE 2 | Measuring backbone angle ψ via NCCN experiments. (A) Pulse sequence for a 2D NCCN experiment, in which 2D 13C-13C (SQ-DQ) spectra are
acquired for varying lengths of 13C-15N dipolar mixing times. (B) Simulated NCCN dephasing curves, showing the S/S0 intensity ratios as a function of the REDOR mix
time. (C) Example 2D SQ-DQ spectrum acquired as part of a NCCN measurement of amyloid-like peptide nanocrystals, along with (D) experimental NCCN curves for
three residues. (E) RMSD fit results of the experimental data, showing the minima. The X-ray and TALOS results are marked as well. (F) Bar graph of the NCCN
best-fit results compared to the TALOS chemical shift analysis and the known X-ray structure data. The NCCN data match the X-ray data, with a better accuracy than
TALOS analysis alone. (G) 2D NCO spectra for nanocrystalline and fibrillar GNNQQNY peptide (uniformly 13C,15N-labeled in the first four residues, marked as residues
G7 through Q10 of the parent Sup35p protein). Lines show how each residue gives one signal in the crystals, but three peaks in the fibrils, which complicates distance
measurements. (H) A NCCN experiment results probing the backbone angle ψ for Asn-9 in the three co-existing fibril conformers. Two conformers have similar
dephasing curves, but conformer #2 diverges. (I) RMSD curves between simulation and experiment for the full range of ψ angles, for each conformer. Note that the
minima occur at multiple angles, and sometimes are broad, providing ambiguous constraints. (J) To resolve this one can combine chemical shift analysis (TALOS) with
the NCCN constraints. In this example the 10 best TALOS “solutions” are not self-consistent, but by considering the NCCN angle, we pinpoint the optimal result in the
β-sheet region near ψ � 150°. Panels C-J are reprinted with permission from ref. (van der Wel et al., 2010) copyright 2010 American Chemical Society.
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be derived from analytical descriptions of the experiment. In our
own analyses we typically employ primarily numerical
simulations to generate the curves. A relevant spin system is
modelled for the range of candidate dihedral angles (or molecular
structures), resulting in a library of reference curves. For some
types of torsion angle experiments it may also be necessary to
incorporate in this “library” relaxation effects, the impact of the
chemical shift anisotropy (CSA), and dynamic modulation (van
derWel et al., 2009; Hou et al., 2010; Hoop et al., 2014). Naturally,
these additional free parameters increase the complexity of the
analysis and reduce the expected precision of obtained results.

Additionally, it is worth noting that a dipolar recoupling
experiment like REDOR reflects a through-space interaction
and can therefore invoke multispin interactions in extensively
or fully isotope-labeled samples. Such multispin interactions
would not invalidate the dihedral angle experiment, as it is
essentially based on seeing a dependence of the observed
signal on the dihedral angle in question. This dependency
would be modulated, but not be negated by multispin
interactions, unless non-local interactions would dominate
over the local interactions which are supposed to be
recoupled. However, in this case the effect of “dipolar
truncation”, in which strong dipolar interactions suppress or
truncate the contributions from longer range interactions (Bayro
et al., 2009), is actually beneficial. Directly-bonded 13C-15N
interactions will effectively truncate the effect of long-range
inter-residue and inter-molecular interactions. It is also worth
noting that we benefit here from the relatively low density of 15N

sites in polypeptides, which allows for the trains of 15N REDOR
pulses without detrimental 15N-15N recoupling (illustrated in
Figure 2A). Another important observation is that these
experiments can be applied to polypeptides outfitted with
uniform 13C and 15N labeling, without need for site- or
residue-specific isotope labeling as may be needed for certain
other types of torsion angle experiments. The examples in
Figures 2, 3 are obtained with synthetic peptides where short
stretches of residues were labeled, but the same experiments can
be applied to fully labeled proteins (Ladizhansky et al., 2003).

Example Application to Nanocrystalline
Peptides With Known Structures
The data in Figures 2C–F represent validation experiments in an
amyloid-like, but nanocrystalline, peptide assembly. Integrated
peak volumes from the SQ-DQ 2D spectrum (Figure 2C) are
plotted as S/S0 ratios as a function of the REDOR recoupling
time. The example curves in Figure 2D show the variable
differences between residues, with some of the angles hard to
distinguish (see also Figure 2B for ψ < 130°). Figure 2E shows the
results of fitting the experimental curves, yielding in some cases
multiple minima. This illustrates one common challenge of
torsion angle experiments, which is that they often have
regions of angular space where the obtained dephasing curves
are essentially indistinguishable. As reviewed in earlier work
(Hong, 2006; Hong and Wi, 2006; Ladizhansky, 2009), this
issue can be addressed by combining multiple types of
dihedral angle measurements with complementary sensitivities.
Notably, the NCCN experiment minima are close to both the
X-ray structure angles and the results of NCCN-based chemical
shift analysis. This is illustrated in the bar graphs of Figure 2F.
These results show that the NCCN experiment gives results that
match the structure as known from X-ray microcrystallography
(Nelson et al., 2005; van der Wel et al., 2007, 2010), consistent
with earlier studies (Ladizhansky et al., 2003).

Studies of Unknown Structures in Amyloid
Fibrils
Several studies have deployed NCCN experiments to study
unknown structures of amyloid-like fibrils (Jaroniec et al.,
2004; van der Wel et al., 2010; Hoop et al., 2016). For the
fibrils formed by the abovementioned prion-derived model
peptide GNNQQNY, these experiments detected the
anticipated β-sheet structures typical of amyloids, but also
non-β structure as an integral part of a composite fibril
structure (van der Wel et al., 2010; Lewandowski et al., 2011).
Notably this feature was present in one of three conformers
(monomer structures) that composed the “composite” fiber
architecture (which manifest as three peaks per residue;
Figure 2G). This feature made the reliance on distance
measurements more difficult, due to substantial peak overlap.
Thus, the complementary torsion angle measurements were
particularly helpful and valuable. The three conformers’
distinct structures are clear in the torsion angle data, as
illustrated for residue Asn-9 in Figure 2H. The presence of a

FIGURE 3 | NCCN analysis of polyQ amyloid structure. (A) 2D SQ-DQ
spectrum from a NCCN measurement on polyQ amyloid fibrils, showing the
main peaks of the two conformers called ‘a’ (red) and ‘b’ (blue) that make up
the polyQ amyloid core. (B,C) Comparison of experimental S/S0 values
(horizontal lines) to simulated ψ-dependence S/S0 ratios (black lines) for each
conformer. (D) Ramachandran plot showing the integration of TALOS and
NCCN analysis of the structures of polyQ amyloid conformers a and b. See
also Figure 4 below. Figure adapted with permission from ref. (Hoop et al.,
2016).
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non-β kink or turn was at first surprising, as it is absent from the
nanocrystals. However, nowadays this finding is reminiscent of
the common presence of kinks, turns or bends in amyloid
architectures (between quite short β-strand segments) (van der
Wel, 2017; Sawaya et al., 2021). Figures 2I,J shows how the
experimental ssNMR data were translated to dihedral angles. The
fit between the experimental data and simulated curves was
evaluated as a function of the simulated dihedral angle
(Figure 2I). In some cases this shows consistency (i.e., low
RMSD between the experimental data and simulated data)
with multiple possible angles. One approach to overcome this
ambiguity, shown in Figure 2J, is to combine the optimal NCCN
angles with TALOS-based chemical shift analysis, in order to
obtain a unique solution not accessible through either
approach alone.

A similar structural complexity was subsequently detected in
ssNMR studies of polyglutamine (polyQ) amyloid structure,
which was found to consistently contain two distinct types of
peptide conformations (Figure 3A) (Schneider et al., 2011;
Sivanandam et al., 2011; Hoop et al., 2014, Hoop et al., 2016;
Isas et al., 2015; Matlahov and van der Wel, 2019). Proteins with
expanded polyQ domains are of biomedical interest as they
represent the molecular basis of a series of CAG repeat
expansion disorders, which remain as-yet incurable and
untreatable (Wetzel, 2012). The disease-associated mutant
proteins are prone to aggregation and form toxic aggregates,
which include fibrillar structures with all the hallmarks of typical
amyloid fibrils. Unlike several other amyloid proteins (van der
Wel, 2017; Sawaya et al., 2021), the 3D atomic structure of none
of the pathogenic polyQ protein aggregates is as yet known
(Matlahov and van der Wel, 2019). The degenerate nature of
the primary sequence of these polypeptides greatly complicates
structural analysis by ssNMR, which has made the deployment of
torsion angle measurements valuable and indeed essential.
Structural study by distance measurements is further
complicated by the already noted composite nature of the
amyloid core structure, presenting as two peaks for each
residue (marked “a” and “b” in Figure 3). By combining
NCCN measurements and TALOS-based chemical shift
analysis, it was shown that these two conformers reflect two
types of β-strand structures with distinct backbone
conformations (Figures 3A–D) (Hoop et al., 2016). The origin
of this characteristic doubled-peaks signature stems from the
presence of antiparallel β-sheets in these fibrils, which contain
β-hairpin motifs for the longer polyQ expansion lengths (more
about polyQ structures below) (Matlahov and van derWel, 2019).

BEYOND THE PROTEIN
BACKBONE—HCCH EXPERIMENTS

The first examples of direct MAS ssNMR torsion angle
measurements were the HCCH experiments (Feng et al., 1996;
Feng et al., 1997b), whose principles were also discussed in some
detail in prior reviews (Hong and Wi, 2006; Ladizhansky, 2009).
Briefly, again a DQ state is generated between two directly
bonded 13C carbons, but now it is combined with controlled

recoupling of the C-H dipolar interaction (Figure 4A). Keeping
the DQ excitation time fixed, the C-H recoupling time is varied.
This yields a time-dependent decrease in the DQ signal, with the
shape of the curve dependent on the geometry (i.e., torsion angle)
of the HC-CH spin system (Figure 4B) (Feng et al., 1997b; Bajaj
et al., 2009; Edwards et al., 2010; Hoop et al., 2016). Whilst initial
applications focused on organic molecules and retinal structures,
recent applications have used this technique to probe the side
chain dihedral angles of amino acids (Rienstra et al., 2002b; Bajaj
et al., 2009; Edwards et al., 2010; Hoop et al., 2016). Like the
NCCN experiment, these HCCHmeasurements can be applied to
uniformly 13C labeled residues and polypeptides. In contrast to
backbone torsion angles, the side chain angles are (at this time)
not accessible via the kind of chemical shift analysis applied to
polypeptide backbones (e.g., TALOS; Figure 2).

Polyglutamine Amyloid Steric Zippers
One recent application of the HCCH experiment was also in our
own work on aggregated polyglutamine (polyQ) proteins. As
noted above, these protein aggregates are hard to study by
distance measurements alone, requiring the application of
dihedral angle measurements for structure determination. The
glutamine residues feature an extended aliphatic side chain, with
two methylene (CH2) groups for the Cβ and Cγ atoms. This
permitted the use of HC-CH dihedral angle measurements of the
χ1 and χ2 angles of these amino acids. Figure 4B shows how the χ2
angles of 60 and 180° give clearly different HCCH dephasing
curves, with the dephasing at the mid-point (1/2 rotor period)
varying with the χ2 angle (Figure 4C). For a practical experiment,
measuring up to this mid-point is sufficient, as shown in Figures
4D,E. These results identified the χ2 angle for the glutamine
residues in polyQ amyloid to be near 180°, in contradiction to
certain prior structural models based on (low-resolution) X-ray
diffraction (Sharma et al., 2005; Hoop et al., 2016). Similarly, the
same experiments can be used to probe the χ1 angle (Figure 4F),
adding further structural constraints on the polyQ amyloid core
structure (Figure 4G). As summarized in Figure 4H, one
unfortunate aspect of the χ1 measurements is that they were
able to exclude various conformations, but did not result in a
completely unambiguous single angle value. As noted above, this
is not uncommon for dihedral angle measurements, which can
provide a unique solution in some cases (χ2 ∼ 180°) but only
partially constrain the angle in other cases. The model in
Figure 4G represents a visualization of the best-fit backbone
and side chain angle results. This model shows how the two thus-
obtained conformers (β-strand types a and b) are
conformationally compatible, and explain the co-assembly of
the polyQ amyloid core. Notably, prior structural models
derived from other techniques were not consistent with the
obtained ssNMR results (Hoop et al., 2016).

Receptor-Substrate Interactions
Another notable use of the HCCH experiments is a nice study of a
small molecule substrate (glutamate) bound to a receptor protein,
which predated our work on polyQ (Edwards et al., 2010). An
isotopically labeled substrate was bound to the ionotropic
glutamate receptor 2, which was itself unlabeled (Figure 5).
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Two torsion angles, defining χ1 and χ2 of the Glu (Figure 5B),
were measured with HCCH-type experiments. When combined
with REDOR-based distance constraints, these data defined the
conformation of the receptor-bound substrate. The reliability of
the method was validated by comparison to known crystal
structures (Figure 5A), with the proof-of-principle ssNMR

study being applied to the crystalline receptor-substrate
complex, in which the glutamate substrate is uniformly
labeled. The HCCH measurements represented analogous
experiments to our own subsequent studies of the polyQ
amyloid structure (Figure 4). The individual dihedral angle
measurements were again consistent with multiple distinct

FIGURE 4 | HCCH experiments for measuring side chain angles. (A) Pulse program schematic for a HCCH experiment. (B) Simulated HCCH curves for
measurement of the χ2 angle in glutamine residues (a CβH2-CγH2 spin system), for χ2 � 60 or 180°. (C) Variation of the mid-rotor-period intensity as a function of the χ2
angle. (D,E) Simulated and experimental data measuring the χ2 angle of glutamine residues in the core of polyglutamine amyloid. (F) Application to the χ1 angle in
polyglutamine amyloid. (G) Visualized structural model for how the polyglutamine amyloid core is structured, based on the best-fit dihedral angle solutions. (H)
Overview of the ambiguity in some, but not all, of the measured χ angles. The colored bars indicate those angles that are consistent with the observed torsion angle
curves. The red bars on the left apply to conformer ‘a’, and the blue ones (right) to conformer ‘b’. Figure adapted from ref. (Hoop et al., 2016) with permission.

FIGURE 5 | Receptor-bound substrate studied by torsion angle ssNMRmeasurements. (A) This image shows the structure of the receptor-bound Glu amino acid,
based on X-ray crystallography (PDB 1FTJ) (Armstrong and Gouaux, 2000). Selected residues surrounding the bound substrate are indicated. (B) HCCH ssNMR
analysis of χ1 and χ2 side chain angles enabled themeasurement of the Glu residue structure while it was bound to the crystalline unlabeled protein (Edwards et al., 2010).
This figure was prepared with UCSF ChimeraX (Pettersen et al., 2021).
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solutions, but by combining the different data with a REDOR-
based distance measurement, a unique structural solution was
obtained. The obtained conformation matched X-ray based
structures previously determined, as illustrated in Figure 5
(Armstrong and Gouaux, 2000).

BACK TO THE BACKBONE–ALTERNATIVE
IMPLEMENTATIONS

In our hands, the abovementioned DQ-based approach is
particularly powerful and robust. However, also alternative
implementations of analogous torsion angle measurements
have been demonstrated. This is illustrated via a different
implementation of the NCCN-type measurement (Figures
6A,B) (Ladizhansky et al., 2003). This experiment follows the
general approach shown in panel B: having two distinct
recoupling blocks sandwiching a polarization transfer block. A

key aspect of the pulse sequence is that each of these blocks
should ideally be deployed in a rotor-synchronized (and/or
constant-time) manner, such that individual molecules
(crystallites) are recoupled at the same orientation relative to
the magnetic field. This method has the benefit that it can be quite
flexibly deployed, for example in the form of the HCCN
experiment shown in Figures 6C,D (Ladizhansky et al., 2002).
This HCCN experiment can be used to determine the ψ backbone
angle, especially in α-helical secondary structures, thus
complementing the NCCN experiment in terms of its
applicability.

An illustration of the application of the abovementioned
NCCN experiment from Figure 6A is shown in Figures 6E,F,
from a study on crystalline uniformly 13C,15N-labeled α-spectrin
protein (Figure 6E) (Ladizhansky et al., 2003). Integrating peaks
in a series of 2D N(CO)CA spectra (Figure 6F), the REDOR
dephasing curves for individual residues were measured. The
β-sheet residues 8 and 9 are marked in the spectrum, with their

FIGURE 6 | Transfer-based torsion angle measurements of backbone angle ψ. (A,B) NCCN pulse sequence implemented without 13C DQ generation, using rotor-
synchronized 13C-13C transfer instead (Ladizhansky et al., 2003). Carbonyl (C′) polarization is created via a double CP scheme, followed by REDOR-based 13C-15N
recoupling (time tCN). The residual

13C′ signal is transferred to neighboring 13Cα via a short RFDR block, after which the 13Cα-15N recoupling is done (also for tCN). Finally,
the remaining 13C signal (as a function of tCN) is recorded in a series of 1D or 2DN(CO)CA spectra (see panel F). (C,D)NCCH-typemeasurements of the ϕ backbone
angle based on the same design principle (Ladizhansky et al., 2002). Here, 13C-1H dipolar recoupling occurred during the LGCP period. Note that here the REDOR time
(tCN) and LGCP time (tCH) are both incremented in parallel. Panels B and D illustrate the generic design of these experiments, with color-coding of the dipolar recoupling
blocks. (E) Structure of α-spectrin SH3, with residues L8 and V9 in the first β-strand marked (Musacchio et al., 1992), prepared with UCSF ChimeraX (Pettersen et al.,
2021). (F) 2D N(CO)CA spectrum for uniformly labeled α-spectrin SH3, showing peaks for 13Cαi-15Ni+1 correlations between residues i and i+1. Peaks for the Cα of
residues L8 and V9 are indicated with red ovals. (G) Example N(CO)CA NCCN data curves for L8 and V9, along with matching values of the ψ angle. Panels (F-G) are
adapted from (Ladizhansky et al., 2003) with permission, copyright American Chemical Society 2003.
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NCCN curves shown in Figure 6G. Once again, multiple minima
can be observed, e.g. for residue L8.

To measure the ϕ backbone angle one can use the HNCH
ssNMR experiment (Hong et al., 1997a, Hong et al., 1997b; Hong,
1999; Rienstra et al., 2002a). Also this experiment can be
implemented in different ways (Figure 7), either via coherence
generation or a rotor-synchronized transfer approach (Rienstra
et al., 2002a). The corresponding pulse sequences are illustrated
in Figure 7, along with selected results from the literature. Once
more these data illustrate how a single torsion angle measurement
commonly is consistent with multiple best-fit minima. As noted
above, this ambiguity can be resolved by performing multiple
different torsion angle measurements, integration with chemical-
shift-based analysis, consideration of accessible Ramachandran/
rotamer space, and the measurement of relevant distance
measurements. The reader is referred to prior review articles
for a more in-depth discussion of these techniques (Hong andWi,
2006; Ladizhansky, 2009).

USING CSA TENSORS FOR MEASURING ω
AND MORE

The most intuitive types of dihedral angle measurements are
arguably those in which one recouples dipolar interactions
that align nicely with chemical bonds, as discussed above.
However, also the anisotropy of the chemical shift (CSA) can

be deployed to good effect, either by recoupling two CSAs to
each other, or by combining CSA recoupling with dipolar
recoupling. Examples of these approaches were also
introduced in the late 1990s (Ishii et al., 1996; Weliky and
Tycko, 1996; Bower et al., 1999). The experiment in its
simplest form involved simply slow MAS along with 13C-
13C mixing, but this depended on 13CO-only labeling (Weliky
and Tycko, 1996). It would not work in this form for a
uniformly 13C labeled sample. An interesting recent
application of this experiment was used to examine the
conformation of the amyloid-binding fluorescent dye
congo red, in its fibril-bound state (Figure 8). The CSA-
based torsion angle measurement determined the central
bond in the amyloid-bound dye, complementing other
structural studies on the dye-fibril interactions by the same
research groups (Schütz et al., 2011; Gowda et al., 2017). In
this case, site-selective 13C labeling of the congo red was used
to label two aromatic carbons. These aromatic sites have large
13C CSAs, with a well-understood orientation of the CSA
tensor relative to the molecular frame. Thus, by determining
the relative orientations of the two CSA tensors, one can
determine the rotational angle marked in Figure 8A. Free
rotation around this bond causes the unbound dye to display
low fluorescence. Upon binding to amyloid fiber surfaces, the
immobilization of the dye boost the fluorescence and permits
thereby the selective detection of amyloid-like structures
(Schütz et al., 2011; Yakupova et al., 2019). The

FIGURE 7 | HCNH measurement of the ϕ backbone angle. (A) Pulse sequence for the HCNH experiment, where MREV-8 is used to achieve 1H-13C/15N dipolar
recoupling of 13C-15N correlations. (B) Example dipolar lineshapes for four different ϕ angles, based on simulations. Note that one lineshape often represents two distinct
ϕ angles, as indicated. The figure also lists the matching secondary structures, showing that each type of secondary structure has a characteristic spectral lineshape. (C)
Pulse sequence of a HCNH experiment based on a transfer-like implementation similar to those shown in Figure 6. (D,E) Representative results showing how also
this variant points to multiple minima. Adapted with permission from (A,B) ref. (Hong et al., 1997a) and (C–E) (Rienstra et al., 2002a), Copyright 1997 and 2002 American
Chemical Society.
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experiment was performed with a fairly straightforward pulse
sequence (Figure 8B), that allowed the measurement of a 2D
13C-13C spectrum that at slow MAS rates (here 8 kHz) showed
a spinning side band pattern as illustrated in Figure 8C.
Analysis of the peak pattern allowed the determination of the
abovementioned torsion angle, which could then be used to
refine the structural model of the congo red bound to the fiber
surface grooves (Figure 8D). This represents a nice example
of how one can target a torsion angle measurement to a
particular (biological) question.

Moreover, hybrid methods can also determine the relative
orientations of a CSA tensor and a dipolar coupling (Ishii et al.,

1996; Fujiwara et al., 1997; Hong et al., 1998; Chan and Tycko,
2003; Hou et al., 2010; Mukhopadhyay et al., 2018). In these MAS
ssNMR experiments, different kinds of pulse sequence elements
are used to actively recouple the CSA under medium/fast MAS
(>10 kHz), unlike the slow-MAS (<10 kHz) CSA measurement
mentioned above. For example, recent studies have used either
ROCSA and R-sequence-based CSA recoupling techniques
(Chan and Tycko, 2003; Hou et al., 2010; Mukhopadhyay
et al., 2018). This approach also makes it feasible to apply
these experiments without selective labeling strategies, enabling
studies of fully 13C-labeled proteins. Figure 9 shows a recent
example in which R-sequences were used for both CSA

FIGURE 8 | CSA-recoupling with selective labeling: amyloid dye Congo Red. (A) Chemical structure of congo red, which is widely used to detect amyloid
structures. For the CSA recoupling experiments the 1 and 1′ carbons are 13C labelled (marked red), in order to measure the marked dihedral angle (blue). (B) Pulse
sequence used for the CSA recoupling experiment used by (Gowda et al., 2017) tomeasure the dihedral angle marked in (A). (C) 2D 13C-13C tensor correlation spectrum
at 8 kHz MAS on a 850-MHz (1H) spectrometer, using the indicated pulse sequence with a 50-ms rotor-synchronized 13C-13C transfer time. The sample contained
HET-s amyloid fibrils with the selectively labeled congo red bound. For more details see ref. (Gowda et al., 2017). (D) Structural model of amyloid-bound congo red from
prior ssNMR studies by the same groups, adapted with permission from ref. (Schütz et al., 2011).

FIGURE 9 | Hybrid CSA/dipolar recoupling experiment. (A) Pulse sequence and (B) its building blocks. (C) Chemical structures of test molecules with different
molecular configurations mimicking the cis or trans peptide bond angle ω. (D) 2D CSA-dipolar correlation spectra for the two reference compounds representing the
distinct ω angles. Panel (D) was adapted with permission from ref. (Mukhopadhyay et al., 2018).
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recoupling and dipolar recoupling, in order to enable
measurement of the peptide bond angle ω (Mukhopadhyay
et al., 2018). The figure shows the implementation and results
for two model compounds (Figure 9C), but the original paper
includes application to crystalline and fibrillar protein samples as
well. This experiment and figure also illustrate a few relevant
concepts, common to dihedral angle measurements. Figure 9D
shows a 2D spectrum in which none of the axes show the
(isotropic) chemical shift, but rather the anisotropic
parameters: the 13C CSA and the 1H-15N dipolar coupling
strength. Prior work has proposed the term Relayed
Anisotropy Correlation spectra (RACO) (Ishii et al., 1996). In
this experiment, these CSA and dipolar recoupling periods are
both independently incremented, resulting in these typical 2D
data. This figure illustrates how both of the (recoupling) time
domain periods can be processed (Fourier transformed) in order
to obtain a dipolar or CSA-based 2D lineshape. Although
information-rich, this 2D approach does take considerable
time. In line with prior work, this paper (Mukhopadhyay
et al., 2018) discussed and demonstrated an “accordion”
approach in which multiple distinct recoupling periods are
incremented in synchrony. This yields a faster “1D”
experiment that is must more time efficient than the 2D
RACO spectra on uniformly labeled test compounds in
Figure 9D. For more details, and the application to uniformly
13C,15N-labeled proteins, the reader is referred to the original
work (Mukhopadhyay et al., 2018).

LONGER-RANGE VECTOR ANGLE
MEASUREMENTS

Most of the above examples are based on recoupling anisotropic
interactions of neighboring (directly-bonded) atoms. However,
useful angular constraints can also be derived from non-local
interactions, involving atoms that are not directly bonded. Some
CSA-CSA recoupling experiments fall into this category, but
there are also dipolar based variants. This includes the
recoupling of N-H dipolar vectors for 15N nuclei in
neighboring amino acids, in HNNH-type experiments (Reif
et al., 2000; Rienstra et al., 2002a, Rienstra et al., 2002b;
Franks et al., 2006, Franks et al., 2008). The utility of such
vector angle (VEAN) constraints was nicely demonstrated in
the high-resolution structure determination of the model protein
GB1 (Franks et al., 2006, Franks et al., 2008; Wylie et al., 2011).
The obtained N-H, N-H VEAN depends on several standard
protein dihedral angles, as well as bond lengths and bond angles.
To use these constraints, the authors directly incorporated the
VEAN angle into the structure calculation routine, rather than
attempt to back-calculate the individual ϕ/ψ/χ angles. It is worth
noting that these “remote” angle constraints can also take other
forms, outside the HNNH variant, with any orientational
constraint being potential valuable for structure determination.
For example, the relative orientation (or projection angle θ)
between (N-H)i+1 and (Cα-H)i have been used to constrain
amyloid structure of a fragment of the transthyretin protein
(Jaroniec et al., 2004).

OTHER SSNMR PROBES OF DIHEDRAL
ANGLES

Distance-Based Constraints
Although not a focus of the current review, it is worth noting that
many ssNMR distance measurements directly or indirectly
constrain dihedral angles. In some cases, specific ssNMR
experiments were designed with the explicit goal to determine
dihedral angles via precise measurements of specific internuclear
distances (Sinha and Hong, 2003; Wi and Spano, 2011; Hu et al.,
2012; Pope et al., 2018). This includes for instance the so-called
BARE (Backbone Recoupling) experiments that measure the
distances between backbone nitrogens and carbonyls, with
implications for the intervening backbone torsion angles (Hu
et al., 2012).

Isotropic Chemical Shifts as Torsion Angle
Constraints
From the above it is clear that there is an impressive library of
ssNMR torsion angle measurements, many of which were
developed and demonstrated in the late 1990s and early 2000s.
Nonentheless, since then many ssNMR protein structures were
determined without use of these types of constraints. Instead,
most structural ssNMR studies currently deploy isotropic
chemical shifts to estimate the residue-specific backbone
torsion angles. This is facilitated by the observation that
backbone chemical shifts (along with the Cβ shift) are reliable
indicators of local secondary structure, and can even be used for
quantitative determinations of backbone dihedral angles
(Cornilescu et al., 1999; Shen and Bax, 2007; Shen et al.,
2009). Although developed for (and from) solution NMR
protein structures, these algorithms have been shown to be
similarly effective for ssNMR chemical shifts. These results
have been sufficiently reliable that several papers deploying
explicit torsion angle measurements note the high degree of
consistency between the two approaches (Jaroniec et al., 2004;
van der Wel et al., 2010). That said, both methods have their
strengths and weaknesses, and can used as complementary tools
(van der Wel et al., 2010; Hoop et al., 2016). For example,
chemical shift-based estimates can be used to resolve
ambiguities inherent in direct dihedral angle measurements
(and vice versa).

PROSPECTS FOR TORSION ANGLE
APPLICATIONS

These recent studies give a chance to consider the question of
when and why to deploy torsion angle measurements. These
experiments are in principle powerful, and they been used in
recent years, but clearly not as widely as other structural
ssNMR measurements. There are several reasons of this.
One reason is that protein chemical shifts themselves give a
lot of insight into the backbone torsion angles (i.e. secondary
structure), with programs like TALOS allowing for a semi-
quantitative determination of the backbone torsion angles
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(Shen et al., 2009; van der Wel et al., 2010). Most recent
ssNMR-based structures are based on combinations of
distance measurements along with such chemical-shift-
based backbone angles. Although (typically) neither the
distances nor the angles are extremely precise, their
combination in sufficient numbers can yield good atomic
structures of proteins (Loquet et al., 2008). Dihedral angle
measurements may be used to improve the resolution of a
structure derived from a combination of distance constraints
and chemical shift information. This has been demonstrated
for example in work by the Rienstra group on crystals of the
model protein GB1 (Franks et al., 2008; Wylie et al., 2011).
This enables higher resolution structures than otherwise
accessible, but the question may arise whether the
improvement in the structure quality warrants the amount
of work (NMR time, but also data analysis). One possible
approach would be to deploy these experiments in a targeted
fashion: to enhance our understanding of especially important
parts of protein structures, such as enzyme active sites, ion
channel selectivity pores and similar (van der Wel et al., 2009;
Caulkins et al., 2014; Wylie et al., 2014). Still, the
implementation, execution, and interpretation of torsion
angle measurements can be challenging, more so due to
more limited prior experience with these methods in the
overall ssNMR community (compared to canonical distance
measurements). Thus, it may seem unclear when one would
deploy dihedral angle measurements. We will examine some
considerations or conditions that favor their use.

Extensive Intermolecular Interactions
Distance-based ssNMR structure determination borrows
heavily from methods perfected in solution NMR structural
biology. In dissolved or crystalline globular proteins, or in
membrane-associated proteins, one can assume that most
NMR-detected distance constraints reflect interactions within
an individual protein (Loquet et al., 2008). However, this is not
always a safe assumption, for example when studying amyloid
fibrils in which the predominant residue-residue interactions
may be inter- rather than intra-molecular. SSNMR studies of
amyloid structures have addressed this by diluting labeled
monomers in an excess of unlabeled monomers, prior to the
assembly process. This approach allows for the suppression of
intermolecular interactions among (labeled) atoms, thus
revealing intramolecular interactions that define the
monomer structure within the fibril. Unfortunately, it also
implies a drastic loss of sensitivity, as the sample is now only
partly filled with “visible” labeled monomers. Torsion angle
measurements are designed to probe the very local environment
of the (bond) angle of interest. This means that they deploy
relatively modest dipolar recoupling times and are largely
insensitive to the presence or absence of intermolecular
interactions, and that they can always be used to probe the
monomer structure even in fully labeled samples. Aside from
the already mentioned signal-to-noise benefits, this may also be
important for (biological) assemblies that are difficult or
impossible to (re)assemble in vitro from monomers, and thus
are either fully labeled or fully unlabeled.

Assemblies With Inherent or Internal
Polymorphism
Another challenge faced in our recent studies of amyloid fibrils is
that some fibrils contain the same monomer in two or three
distinct configurations or conformations, as part of a complex or
composite fiber architecture (van der Wel et al., 2010;
Lewandowski et al., 2011; Hoop et al., 2016). This means that
any single atom (or residue) yields multiple signals, which further
complicates distance-based structural measurements (E.g.,
Figures 3, 4 show examples). Extensive signal overlap results
that cannot be resolved by site-specific isotope labeling or spin-
system-based spectroscopic editing. Moreover, the effective signal
to noise is decreased, as you are effectively studying a system that
behaves as if it is twice or thrice as large (in terms of signal to
noise). Yet, unlike a larger protein sequence, this challenge cannot
be resolved by residue-specific labeling, truncation of the
sequence, mutations, or segmental labeling. In such a case,
distance measurements become less powerful, and torsion
angle measurements can become an essential tool.

Cases Where Chemical Shift Analysis Falls
Short
It was noted above that backbone dihedral angles can be probed
via the chemical shift assignments of proteins, with the results
sometimes being not much “worse” than much more time-
consuming torsion angle measurements (Figure 2F). However,
even if the detection of extended β-strands and α-helices is quite
reliable, some non-standard motifs can be more challenging. In
such cases chemical shift-based analysis alone may fail to resolve
a reliable backbone conformation for a combination of observed
shift values (see e.g., Figure 2J). Thus, it may be helpful to deploy
targeted torsion angle measurements in such cases (Franks et al.,
2008; van der Wel et al., 2010). Moreover, chemical shift analysis
is limited to protein backbones, while ssNMR torsion angle
measurements can be applied to side chains and non-protein
biomolecules.

Repetitive Sequences and Structures
Our work on polyQ amyloid structure illustrates one interesting
class of proteins where distance constraints fail to provide a
complete answer. Highly repetitive sequences such as the polyQ
proteins render distance constraints more difficult to obtain, or at
least interpret. Biology features many repetitive protein
sequences. Protein aggregation diseases often feature proteins
with low complexity sequences, which are sometimes defined as
prion-like sequence elements (Franzmann and Alberti, 2019).
Besides several distinct polyQ disease proteins and highly
sequence-repetitive prions, much interest extends also to the
repetitive dipeptide-repeats associated with ALS disease (Odeh
and Shorter, 2020; Schmitz et al., 2021). The aggregated and
phase-separated states of these proteins remain as yet poorly
understood, with studies by ssNMR likely being important to
understanding their structure, dynamics and phase behavior.
However, repetitive sequences go well beyond amyloidogenic
proteins. A different example is collagen, which is an essential
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component of the extracellular matrix (ECM), where it helps
define the structural characteristics of tissues. The (mechanical)
properties of the ECM are of substantial biological interest, for
instance in the context of cancer research and treatments
(Venning et al., 2015). Already a topic of significant ssNMR
studies (Goldberga et al., 2018), collagen’s repetitive structure
yields highly challenging spectra with highly overlapping signals,
akin to the polyQ case study above. Dihedral angle measurements
may be similarly useful for nonetheless probing the local structure
in atomic detail. Similarly, the silk proteins produced by spiders
and other animals are highly repetitive in sequence and have
interesting structural properties that have been studied by ssNMR
(van Beek and Meier, 2006; Holland et al., 2008). Also here
dihedral angle measurements can be useful to probe their
structures and structural transitions (van Beek and Meier, 2006).

Applications Beyond Polypeptides
Mostly we have focused on the study of protein samples.
However, the use of dihedral angle measurements is also of
interest for the study of other biomolecules (or non-biological
samples). Besides repetitive protein structures, we may also
consider applications to non-protein macromolecules of
biological, biomedical and bioengineering interest. For instance
(high-molecular weight) polysaccharides, RNA and DNA are
increasingly studied by ssNMR, but present new challenges in
terms of structure determination (Marchanka et al., 2015; El
Hariri El Nokab and van der Wel, 2020).

However, also in small molecules (or short peptides), it can be
difficult to gain sufficient information from distance constraints
alone. In such a case, dihedral angle measurements can play an
important role. In the context of peptides, this has now been well
demonstrated (Rienstra et al., 2002b; Jaroniec et al., 2004; Bajaj
et al., 2009; Barnes et al., 2009; van der Wel et al., 2010). Nice
examples can also be found in the earlier literature, for example in
studies of the retinal of the membrane protein rhodopsin (Feng
et al., 1997b). The recent literature offers several other interesting
case studies, as we have already seen above, in which torsion angle
measurements probe the structure of small molecules bound to
proteins, rather than the protein itself. This includes the example
of a small molecule substrate bound to a receptor protein
(Figure 5) (Edwards et al., 2010) and the amyloid-specific
fluorescent dye congo red bound to HET-s fibrils (Gowda
et al., 2017). It is likely that further applications like this can
be expected in future work on, e.g., drug-protein, substrate-
enzyme and other such interactions.

TECHNICAL CHALLENGES AND
OPPORTUNITIES

As with any (ssNMR) experiment, the torsion angle
measurements offer both unique strengths and also specific
challenges. This section notes a few specific challenges, but
follows this with perspectives on how they can be overcome
(partly with the help of modern MAS ssNMR equipment). Like
with other structural ssNMR studies reliant on anisotropic
interactions, any dynamics in the molecular system can

interfere with the execution and/or analysis of torsion angles.
Since dynamics modulate both dipolar interactions and CSA
tensors, this would naturally cause problems. These dynamics
can be important and relevant, since biological contexts often
require dynamics (e.g., in enzymes or ion channels) to achieve
proper function. On the one hand, it may be possible to account
for certain types of (anisotropic) motion in the data analysis, as
exemplified in prior studies that characterized such motion by
ssNMR (Hu et al., 2010; Li and Hong, 2011). Another
workaround could be the use of low-temperature experiments,
which are increasingly accessible with the enhanced availability of
low-temperature dynamic nuclear polarization (DNP)
equipment (Lilly Thankamony et al., 2017), and can permit
the execution of dihedral angle measurements at reduced
temperatures where molecular motion is suppressed (Bajaj
et al., 2009).

One challenge independent of motion is the inherently low
sensitivity of the experiments. Whilst applications to crystalline
peptides have been quite effective and convincing, applications to
more complex systems are fairly demanding. As already discussed
above, a combination of factors contribute to this challenge. On
the one hand, the nature of the pulse sequences is such the signals
are purposely decreased, and wemonitor the differential degree of
dephasing to distinguish the differences in structure. Crucially,
for several types of measurements certain ranges of angles are
close together in terms of their dephasing curves. This places
significant demands on the signal to noise. The good news is the
techniques and equipment available for MAS ssNMR have greatly
improved since the dihedral angle measurements were first
developed. On the one hand, we already discussed DNP for its
low temperature capabilities. This technique also offers
substantial signal enhancements, which even permit
applications to natural abundance proteins and materials
within reach. Notably, recent DNP studies of unlabeled
proteins and other organic (bio)molecules (Märker et al., 2017;
Smith et al., 2018) already depend heavily on the kinds of DQ
experiments at the heart of several types of dihedral angle
measurements, as reviewed above.

In addition to DNP technology, we also see the gains in the
application of high field ssNMR and especially also (1H-detected)
fast MAS (>60 kHz). Most of the example data discussed in this
review article were obtained with MAS rates between 10 and
15 kHz (reflecting typically 3.2 and 4 mm MAS rotor diameters).
High MAS rates that exceed even 100 kHz are now available,
permitting 1H detection and other new pulse sequences (Barbet-
Massin et al., 2014; Zhang et al., 2017; Ji et al., 2021). This can
enable new types of experiments and thereby new structural
insights, often with improved sensitivity and time-savings.
However at the same time, some traditional pulse sequence
elements become difficult or impossible to implement, for
instance due to the overly short rotor period lengths or the
high RF power requirements. This for instance means that
REDOR-based methods may not work, requiring the
deployment of new schemes. This has opened up new
developments of various sorts of MAS ssNMR experiments,
such as tailored assignment and relaxation measurements
(Barbet-Massin et al., 2014; Zhang et al., 2017; Ji et al., 2021),
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but the development of (new) dihedral angle experiments has
lagged behind (Hou et al., 2010).

A final practical challenge relates to the implementation and
analysis of torsion angle experiments. Fewer groups have hands-
on experience with dihedral angle experiments, compared to the
more widely used distance measurements. Moreover, the
configuration and implementation of these experiments is
arguably more involved than, e.g., a traditional DARR-based
distance measurement. Also the interpretation of the obtained
results is perhaps less intuitive than looking for the presence or
absence of cross peaks in typical distance measurements. One
helpful development is the availability of various efficient and
flexible numerical simulation packages, which can facilitate both
test simulations to better understand the use of these experiments,
and can also enable efficient analysis and interpretation of
obtained results (Bak et al., 2000; Veshtort and Griffin, 2006).

With all these technical and hardware enhancements, it seems
likely that many new and useful dihedral angle measurements
may be introduced in the future. And it also seems plausible that
existing techniques may find wider adoption and application to
suitable systems, whether biological or non-biological in nature.

DISCUSSION

In this article we have examined several recent applications and
methodologies of ssNMR dihedral angle measurements,
focusing on those techniques based on the recoupling of
anisotropic dipolar and/or CSA tensors. With the advent of
highly productive distance and shift-based structure
determination techniques for ssNMR-based structural
biology, these direct dihedral angle measurements have been
a bit left outside the mainstream. Yet, we have seen how they can
be powerful and essential for tackling various biologically
important questions, ranging from amyloid fiber structure

determination to receptor-substrate interactions. It is
furthermore anticipated that there is significant room for
enhancing the utility of these techniques, as future studies
will surely integrate these techniques with modern MAS
ssNMR techniques such as 1H-detected fast MAS and DNP.
Thus, we foresee an expansion of the role of these methods
toward broader application in the ssNMR community, with
valuable roles in studies of biological and non-biological
systems, both with and without stable-isotope labeling.

AUTHOR CONTRIBUTIONS

PvdW wrote and edited the article.

FUNDING

Our studies of polyglutamine amyloid structure have been funded
by the NIH NIGMS R01 GM112678 (United States) and the
Campagne Team Huntington foundation in Netherlands.

ACKNOWLEDGMENTS

The author thanks members of the Van der Wel group for their
contributions to the discussed work and comments on the article
draft. I also thank Matthias Ernst for kindly providing the data
plotted in Figure 8C. Molecular graphics were made with UCSF
ChimeraX, developed by the Resource for Biocomputing,
Visualization, and Informatics at the University of California,
San Francisco, with support from National Institutes of Health
R01-GM129325 and the Office of Cyber Infrastructure and
Computational Biology, National Institute of Allergy and
Infectious Diseases.

REFERENCES

Armstrong, N., and Gouaux, E. (2000). Mechanisms for Activation and
Antagonism of an AMPA-Sensitive Glutamate Receptor. Neuron 28,
165–181. doi:10.1016/S0896-6273(00)00094-5

Bajaj, V. S., van der Wel, P. C. A., and Griffin, R. G. (2009). Observation of a Low-
Temperature, Dynamically Driven Structural Transition in a Polypeptide by Solid-
State NMR Spectroscopy. J. Am. Chem. Soc. 131, 118–128. doi:10.1021/ja8045926

Bak, M., Rasmussen, J. T., and Nielsen, N. C. (2000). SIMPSON: a General
Simulation Program for Solid-State NMR Spectroscopy. J. Magn. Reson.
147, 296–330. doi:10.1006/jmre.2000.2179

Barbet-Massin, E., Pell, A. J., Retel, J. S., Andreas, L. B., Jaudzems, K., Franks, W. T., et al.
(2014). Rapid Proton-Detected NMR Assignment for Proteins with Fast Magic Angle
Spinning. J. Am. Chem. Soc. 136, 12489–12497. doi:10.1021/ja507382j

Barnes, A. B., Andreas, L. B., Huber, M., Ramachandran, R., van der Wel, P. C. A.,
Veshtort, M., et al. (2009). High-resolution Solid-State NMR Structure of Alanyl-
Prolyl-glycine. J. Magn. Reson. 200, 95–100. doi:10.1016/j.jmr.2009.06.009

Bayro, M. J., Huber, M., Ramachandran, R., Davenport, T. C., Meier, B. H., Ernst,
M., et al. (2009). Dipolar Truncation in Magic-Angle Spinning NMR
Recoupling Experiments. J. Chem. Phys. 130, 114506. doi:10.1063/1.3089370

Bower, P. V., Oyler, N., Mehta, M. A., Long, J. R., Stayton, P. S., and Drobny, G. P.
(1999). Determination of Torsion Angles in Proteins and Peptides Using Solid
State NMR. J. Am. Chem. Soc. 121, 8373–8375. doi:10.1021/ja991330q

Caulkins, B. G., Bastin, B., Yang, C., Neubauer, T. J., Young, R. P., Hilario, E., et al.
(2014). Protonation States of the Tryptophan Synthase Internal Aldimine
Active Site from Solid-State NMR Spectroscopy: Direct Observation of the
Protonated Schiff Base Linkage to Pyridoxal-5′-Phosphate. J. Am. Chem. Soc.
136, 12824–12827. doi:10.1021/ja506267d

Chan, J. C. C., and Tycko, R. (2003). Solid-State NMR Spectroscopy Method for
Determination of the Backbone Torsion Angle ψ in Peptides with Isolated
Uniformly Labeled Residues. J. Am. Chem. Soc. 125, 11828–11829.
doi:10.1021/ja0369820

Cornilescu, G., Delaglio, F., and Bax, A. (1999). Protein Backbone Angle Restraints
from Searching a Database for Chemical Shift and Sequence Homology.
J. Biomol. NMR 13, 289–302. doi:10.1023/a:1008392405740

Costa, P. R., Gross, J. D., Hong, M., and Griffin, R. G. (1997). Solid-state NMR
Measurement of Ψ in Peptides: a NCCN 2Q-Heteronuclear Local Field
experiment. Chem. Phys. Lett. 280, 95–103. doi:10.1016/s0009-2614(97)01107-x

Dunbrack, R. L. (2002). Rotamer Libraries in the 21st century. Curr. Opin. Struct.
Biol. 12, 431–440. doi:10.1016/s0959-440x(02)00344-5

Edwards, R., Madine, J., Fielding, L., and Middleton, D. A. (2010). Measurement of
Multiple Torsional Angles from One-Dimensional Solid-State NMR Spectra:
Application to the Conformational Analysis of a Ligand in its Biological Receptor
Site. Phys. Chem. Chem. Phys. 12, 13999–14008. doi:10.1039/c0cp00326c

El Hariri El Nokab, M., and van der Wel, P. C. A. (2020). Use of Solid-State NMR
Spectroscopy for Investigating Polysaccharide-Based Hydrogels: A Review.
Carbohydr. Polym. 240, 116276. doi:10.1016/j.carbpol.2020.116276

Frontiers in Molecular Biosciences | www.frontiersin.org December 2021 | Volume 8 | Article 79109013

van der Wel Dihedral Angles by ssNMR

154

https://doi.org/10.1016/S0896-6273(00)00094-5
https://doi.org/10.1021/ja8045926
https://doi.org/10.1006/jmre.2000.2179
https://doi.org/10.1021/ja507382j
https://doi.org/10.1016/j.jmr.2009.06.009
https://doi.org/10.1063/1.3089370
https://doi.org/10.1021/ja991330q
https://doi.org/10.1021/ja506267d
https://doi.org/10.1021/ja0369820
https://doi.org/10.1023/a:1008392405740
https://doi.org/10.1016/s0009-2614(97)01107-x
https://doi.org/10.1016/s0959-440x(02)00344-5
https://doi.org/10.1039/c0cp00326c
https://doi.org/10.1016/j.carbpol.2020.116276
https://www.frontiersin.org/journals/molecular-biosciences
www.frontiersin.org
https://www.frontiersin.org/journals/molecular-biosciences#articles


Feng, X., Edén, M., Brinkmann, A., Luthman, H., Eriksson, L., Gräslund, A., et al. (1997a).
Direct Determination of a Peptide Torsional Angleψ byDouble-Quantum Solid-State
NMR. J. Am. Chem. Soc. 119, 12006–12007. doi:10.1021/ja972252e

Feng, X., Lee, Y. K., Sandström, D., Edén, M., Maisel, H., Sebald, A., et al. (1996).
Direct Determination of a Molecular Torsional Angle by Solid-State NMR.
Chem. Phys. Lett. 257, 314–320. doi:10.1016/0009-2614(96)00558-1

Feng, X., Verdegem, P. J. E., Lee, Y. K., Sandström, D., Edén, M., Bovee-Geurts, P.,
et al. (1997b). Direct Determination of a Molecular Torsional Angle in the
Membrane Protein Rhodopsin by Solid-State NMR. J. Am. Chem. Soc. 119,
6853–6857. doi:10.1021/ja970710d

Franks, W. T., Wylie, B. J., Schmidt, H. L. F., Nieuwkoop, A. J., Mayrhofer, R.-M.,
Shah, G. J., et al. (2008). Dipole Tensor-Based Atomic-Resolution Structure
Determination of a Nanocrystalline Protein by Solid-State NMR. Proc. Natl.
Acad. Sci. 105, 4621–4626. doi:10.1073/pnas.0712393105

Franks, W. T., Wylie, B. J., Stellfox, S. A., and Rienstra, C. M. (2006). Backbone
Conformational Constraints in a Microcrystalline U-15n-Labeled Protein by
3D Dipolar-Shift Solid-State NMR Spectroscopy. J. Am. Chem. Soc. 128,
3154–3155. doi:10.1021/ja058292x

Franzmann, T. M., and Alberti, S. (2019). Prion-like Low-Complexity Sequences:
Key Regulators of Protein Solubility and Phase Behavior. J. Biol. Chem. 294,
7128–7136. doi:10.1074/jbc.TM118.001190

Fujiwara, T., Shimomura, T., andAkutsu,H. (1997).Multidimensional Solid-StateNuclear
Magnetic Resonance for Correlating Anisotropic Interactions under Magic-Angle
Spinning Conditions. J. Magn. Reson. 124, 147–153. doi:10.1006/jmre.1996.1022

Goldberga, I., Li, R., and Duer, M. J. (2018). Collagen Structure-Function
Relationships from Solid-State NMR Spectroscopy. Acc. Chem. Res. 51,
1621–1629. doi:10.1021/acs.accounts.8b00092

Gowda, C., Zandomeneghi, G., Zimmermann, H., Schütz, A. K., Böckmann, A.,
Ernst, M., et al. (2017). The Conformation of the Congo-red Ligand Bound to
Amyloid Fibrils HET-S(218-289): a Solid-State NMR Study. J. Biomol. NMR 69,
207–213. doi:10.1007/s10858-017-0148-z

Hintze, B. J., Lewis, S. M., Richardson, J. S., and Richardson, D. C. (2016).
Molprobity’s Ultimate Rotamer-Library Distributions for Model Validation.
Proteins 84, 1177–1189. doi:10.1002/prot.25039

Holland, G. P., Creager, M. S., Jenkins, J. E., Lewis, R. V., and Yarger, J. L. (2008).
Determining Secondary Structure in Spider Dragline Silk by Carbon−Carbon
Correlation Solid-State NMR Spectroscopy. J. Am. Chem. Soc. 130, 9871–9877.
doi:10.1021/ja8021208

Hong, M. (2006). “Torsion Angle Determination by Solid-State NMR,” inModern
Magnetic Resonance (Dordrecht: Springer), 723–729.

Hong, M. (1999). Determination of Multiple φ-Torsion Angles in Proteins by
Selective and Extensive 13C Labeling and Two-Dimensional Solid-State NMR.
J. Magn. Reson. 139, 389–401. doi:10.1006/jmre.1999.1805

Hong, M., Gross, J. D., and Griffin, R. G. (1997a). Site-Resolved Determination of Peptide
TorsionAngleφ from the RelativeOrientations of BackboneN−HandC−HBonds by
Solid-State NMR. J. Phys. Chem. B 101, 5869–5874. doi:10.1021/jp970887u

Hong, M., Gross, J. D., Hu, W., and Griffin, R. G. (1998). Determination of the Peptide
Torsion Angle φ by15N Chemical Shift and13Cα-1HαDipolar Tensor Correlation in
Solid-State MAS NMR. J. Magn. Reson. 135, 169–177. doi:10.1006/jmre.1998.1573

Hong, M., Gross, J. D., Rienstra, C. M., Griffin, R. G., Kumashiro, K. K., and
Schmidt-Rohr, K. (1997b). Coupling Amplification in 2D MAS NMR and its
Application to Torsion Angle Determination in Peptides. J. Magn. Reson. 129,
85–92. doi:10.1006/jmre.1997.1242

Hong, M., andWi, S. (2006). “Torsion Angle Determination in Biological Solids by
Solid-State Nuclear Magnetic Resonance,” in NMR Spectroscopy of Biological
Solids. Editor A. Ramamoorthy (Boca Raton, FL: CRC Press), 88–122.

Hoop, C. L., Lin, H.-K., Kar, K., Hou, Z., Poirier, M. A., Wetzel, R., et al. (2014).
Polyglutamine Amyloid Core Boundaries and Flanking Domain Dynamics in
Huntingtin Fragment Fibrils Determined by Solid-State Nuclear Magnetic
Resonance. Biochemistry 53, 6653–6666. doi:10.1021/bi501010q

Hoop, C. L., Lin, H.-K., Kar, K., Magyarfalvi, G., Lamley, J. M., Boatz, J. C., et al. (2016).
Huntingtin Exon 1 Fibrils Feature an Interdigitated β-hairpin-based Polyglutamine
Core. Proc. Natl. Acad. Sci. USA 113, 1546–1551. doi:10.1073/pnas.1521933113

Hou, G., Paramasivam, S., Byeon, I.-J. L., Gronenborn, A. M., and Polenova, T.
(2010). Determination of Relative Tensor Orientations by γ-encoded Chemical
Shift Anisotropy/heteronuclear Dipolar Coupling 3D NMR Spectroscopy in
Biological Solids. Phys. Chem. Chem. Phys. 12, 14873–14883. doi:10.1039/
c0cp00795a

Hovmöller, S., Zhou, T., and Ohlson, T. (2002). Conformations of Amino Acids in
Proteins.Acta Crystallogr. D Biol. Cryst. 58, 768–776. doi:10.1107/S0907444902003359

Hu, F., Luo, W., and Hong, M. (2010). Mechanisms of Proton Conduction and
Gating in Influenza M2 Proton Channels from Solid-State NMR. Science 330,
505–508. doi:10.1126/science.1191714

Hu, K.-N., Qiang, W., Bermejo, G. A., Schwieters, C. D., and Tycko, R. (2012).
Restraints on Backbone Conformations in Solid State NMR Studies of
Uniformly Labeled Proteins from Quantitative Amide 15N-15N and
Carbonyl 13C-13C Dipolar Recoupling Data. J. Magn. Reson. 218, 115–127.
doi:10.1016/j.jmr.2012.03.001

Isas, J. M., Langen, R., and Siemer, A. B. (2015). Solid-State Nuclear Magnetic
Resonance on the Static and Dynamic Domains of Huntingtin Exon-1 Fibrils.
Biochemistry 54, 3942–3949. doi:10.1021/acs.biochem.5b00281

Ishii, Y., Terao, T., and Kainosho, M. (1996). Relayed Anisotropy Correlation
NMR: Determination of Dihedral Angles in Solids. Chem. Phys. Lett. 256,
133–140. doi:10.1016/0009-2614(96)00426-5

IUPAC-IUB Commission on Biochemical Nomenclature (1970). IUPAC-IUB
Commission on Biochemical Nomenclature. Abbreviations and Symbols for
the Description of the Conformation of Polypeptide Chains. J. Mol. Biol. 52,
1–17. doi:10.1016/0022-2836(70)90173-7

Jaroniec, C. P., MacPhee, C. E., Bajaj, V. S., McMahon, M. T., Dobson, C. M., and
Griffin, R. G. (2004). High-resolution Molecular Structure of a Peptide in an
Amyloid Fibril Determined byMagic Angle Spinning NMR Spectroscopy. Proc.
Natl. Acad. Sci. 101, 711–716. doi:10.1073/pnas.0304849101

Ji, Y., Liang, L., Bao, X., and Hou, G. (2021). Recent Progress in Dipolar Recoupling
Techniques under Fast MAS in Solid-State NMR Spectroscopy. Solid State.
Nucl. Magn. Reson. 112, 101711. doi:10.1016/j.ssnmr.2020.101711

Ladizhansky, V. (2009). “Dipolar-Based Torsion Angle Measurements for Protein
Structure Determination,” in Encyclopedia of Magnetic Resonance. Editors
R. K. Harris and R. Wasylishen (Chichester, United Kingdom: John Wiley).
doi:10.1002/9780470034590.emrstm1153

Ladizhansky, V., Jaroniec, C. P., Diehl, A., Oschkinat, H., and Griffin, R. G. (2003).
Measurement of Multiple ψ Torsion Angles in Uniformly 13C,15N-Labeled
α-Spectrin SH3 Domain Using 3D 15N−13C−13C−15N MAS Dipolar-
Chemical Shift Correlation Spectroscopy. J. Am. Chem. Soc. 125, 6827–6833.
doi:10.1021/ja029082c

Ladizhansky, V., Veshtort, M., and Griffin, R. G. (2002). NMR Determination of the
Torsion AngleΨ in α-Helical Peptides and Proteins: The HCCNDipolar Correlation
Experiment. J. Magn. Reson. 154, 317–324. doi:10.1006/jmre.2001.2488

Lewandowski, J. R., van der Wel, P. C. A., Rigney, M., Grigorieff, N., and Griffin, R.
G. (2011). Structural Complexity of a Composite Amyloid Fibril. J. Am. Chem.
Soc. 133, 14686–14698. doi:10.1021/ja203736z

Li, S., and Hong, M. (2011). Protonation, Tautomerization, and Rotameric
Structure of Histidine: a Comprehensive Study by Magic-Angle-Spinning
Solid-State NMR. J. Am. Chem. Soc. 133, 1534–1544. doi:10.1021/ja108943n

Lilly Thankamony, A. S., Kaushik, M., Corzilius, B., and Corzilius, B. (2017). Dynamic
Nuclear Polarization for Sensitivity Enhancement in Modern Solid-State NMR. Prog.
Nucl. Magn. Reson. Spectrosc. 102-103, 120–195. doi:10.1016/j.pnmrs.2017.06.002

Loquet, A., Bardiaux, B., Gardiennet, C., Blanchet, C., Baldus, M., Nilges, M., et al. (2008).
3D Structure Determination of the Crh Protein from Highly Ambiguous Solid-State
NMR Restraints. J. Am. Chem. Soc. 130, 3579–3589. doi:10.1021/ja078014t

Lovell, S. C., Word, J. M., Richardson, J. S., and Richardson, D. C. (2000). The
Penultimate Rotamer Library. Proteins 40, 389–408. doi:10.1002/1097-
0134(20000815)40:3<389:aid-prot50>3.0.co;2-2

Marchanka, A., Simon, B., Althoff-Ospelt, G., and Carlomagno, T. (2015). RNA
Structure Determination by Solid-State NMR Spectroscopy. Nat. Commun. 6,
7024. doi:10.1038/ncomms8024

Märker, K., Paul, S., Fernández-de-Alba, C., Lee, D., Mouesca, J.-M., Hediger, S.,
et al. (2017). Welcoming Natural Isotopic Abundance in Solid-State NMR:
Probing π-stacking and Supramolecular Structure of Organic Nanoassemblies
Using DNP. Chem. Sci. 8, 974–987. doi:10.1039/C6SC02709A

Markley, J. L., Bax, A., Arata, Y., Hilbers, C. W., Kaptein, R., Sykes, B. D., et al.
(1998). Recommendations for the Presentation of NMR Structures of Proteins
and Nucleic Acids (IUPAC Recommendations 1998). Pure Appl. Chem. 70,
117–142. doi:10.1351/pac199870010117

Matlahov, I., and van der Wel, P. C. (2019). Conformational Studies of Pathogenic
Expanded Polyglutamine Protein Deposits from Huntington’s Disease. Exp.
Biol. Med. (Maywood) 244, 1584–1595. doi:10.1177/1535370219856620

Frontiers in Molecular Biosciences | www.frontiersin.org December 2021 | Volume 8 | Article 79109014

van der Wel Dihedral Angles by ssNMR

155

https://doi.org/10.1021/ja972252e
https://doi.org/10.1016/0009-2614(96)00558-1
https://doi.org/10.1021/ja970710d
https://doi.org/10.1073/pnas.0712393105
https://doi.org/10.1021/ja058292x
https://doi.org/10.1074/jbc.TM118.001190
https://doi.org/10.1006/jmre.1996.1022
https://doi.org/10.1021/acs.accounts.8b00092
https://doi.org/10.1007/s10858-017-0148-z
https://doi.org/10.1002/prot.25039
https://doi.org/10.1021/ja8021208
https://doi.org/10.1006/jmre.1999.1805
https://doi.org/10.1021/jp970887u
https://doi.org/10.1006/jmre.1998.1573
https://doi.org/10.1006/jmre.1997.1242
https://doi.org/10.1021/bi501010q
https://doi.org/10.1073/pnas.1521933113
https://doi.org/10.1039/c0cp00795a
https://doi.org/10.1039/c0cp00795a
https://doi.org/10.1107/S0907444902003359
https://doi.org/10.1126/science.1191714
https://doi.org/10.1016/j.jmr.2012.03.001
https://doi.org/10.1021/acs.biochem.5b00281
https://doi.org/10.1016/0009-2614(96)00426-5
https://doi.org/10.1016/0022-2836(70)90173-7
https://doi.org/10.1073/pnas.0304849101
https://doi.org/10.1016/j.ssnmr.2020.101711
https://doi.org/10.1002/9780470034590.emrstm1153
https://doi.org/10.1021/ja029082c
https://doi.org/10.1006/jmre.2001.2488
https://doi.org/10.1021/ja203736z
https://doi.org/10.1021/ja108943n
https://doi.org/10.1016/j.pnmrs.2017.06.002
https://doi.org/10.1021/ja078014t
https://doi.org/10.1002/1097-0134(20000815)40:3<389:aid-prot50>3.0.co;2-2
https://doi.org/10.1002/1097-0134(20000815)40:3<389:aid-prot50>3.0.co;2-2
https://doi.org/10.1038/ncomms8024
https://doi.org/10.1039/C6SC02709A
https://doi.org/10.1351/pac199870010117
https://doi.org/10.1177/1535370219856620
https://www.frontiersin.org/journals/molecular-biosciences
www.frontiersin.org
https://www.frontiersin.org/journals/molecular-biosciences#articles


Mukhopadhyay, D., Gupta, C., Theint, T., and Jaroniec, C. P. (2018). Peptide Bond
Conformation in Peptides and Proteins Probed by Dipolar Coupling-Chemical
Shift Tensor Correlation Solid-State NMR. J. Magn. Reson. 297, 152–160.
doi:10.1016/j.jmr.2018.10.015

Musacchio, A., Noble, M., Pauptit, R., Wierenga, R., and Saraste, M. (1992). Crystal
Structure of a Src-Homology 3 (SH3) Domain. Nature 359, 851–855.
doi:10.1038/359851a0

Nelson, R., Sawaya, M. R., Balbirnie, M., Madsen, A. Ø., Riekel, C., Grothe, R., et al.
(2005). Structure of the Cross-β Spine of Amyloid-like Fibrils. Nature 435,
773–778. doi:10.1038/nature03680

Odeh, H. M., and Shorter, J. (2020). Arginine-rich Dipeptide-Repeat Proteins as
Phase Disruptors in C9-ALS/FTD. Emerging Top. Life Sci. 4, 293–305.
doi:10.1042/ETLS20190167

Pettersen, E. F., Goddard, T. D., Huang, C. C., Meng, E. C., Couch, G. S., Croll, T. I.,
et al. (2021). UCSF ChimeraX : Structure Visualization for Researchers,
Educators, and Developers. Protein Sci. 30, 70–82. doi:10.1002/pro.3943

Pope, G. M., Hung, I., Gan, Z., Mobarak, H., Widmalm, G., and Harper, J. K.
(2018). Exploiting 13C/14N Solid-State NMR Distance Measurements to
Assign Dihedral Angles and Locate Neighboring Molecules. Chem.
Commun. 54, 6376–6379. doi:10.1039/c8cc02597e

Ramachandran, G. N., and Sasisekharan, V. (1968). “Conformation of
Polypeptides and Proteins,” in Advances in Protein Chemistry (Elsevier),
283–437. doi:10.1016/S0065-3233(08)60402-7

Reif, B., Hohwy, M., Jaroniec, C. P., Rienstra, C. M., and Griffin, R. G. (2000). NH-
NH Vector Correlation in Peptides by Solid-State NMR. J. Magn. Reson. 145,
132–141. doi:10.1006/jmre.2000.2067

Rienstra, C. M., Hohwy, M., Mueller, L. J., Jaroniec, C. P., Reif, B., and Griffin, R. G.
(2002a). Determination of Multiple Torsion-Angle Constraints in U−13C,15N-
Labeled Peptides: 3D 1H−15N−13C−1H Dipolar Chemical Shift NMR
Spectroscopy in Rotating Solids. J. Am. Chem. Soc. 124, 11908–11922.
doi:10.1021/ja020802p

Rienstra, C. M., Tucker-Kellogg, L., Jaroniec, C. P., Hohwy, M., Reif, B., McMahon,
M. T., et al. (2002b). De Novo determination of Peptide Structure with Solid-
State Magic-Angle Spinning NMR Spectroscopy. Proc. Natl. Acad. Sci. 99,
10260–10265. doi:10.1073/pnas.152346599

Sawaya, M. R., Hughes, M. P., Rodriguez, J. A., Riek, R., and Eisenberg, D. S. (2021).
The Expanding Amyloid Family: Structure, Stability, Function, and
Pathogenesis. Cell 184, 4857–4873. doi:10.1016/j.cell.2021.08.013

Schmitz, A., Pinheiro Marques, J., Oertig, I., Maharjan, N., and Saxena, S. (2021).
Emerging Perspectives on Dipeptide Repeat Proteins in C9ORF72 ALS/FTD.
Front. Cel. Neurosci. 15, 637548. doi:10.3389/fncel.2021.637548

Schneider, R., Schumacher, M. C., Mueller, H., Nand, D., Klaukien, V., Heise,
H., et al. (2011). Structural Characterization of Polyglutamine Fibrils by
Solid-State NMR Spectroscopy. J. Mol. Biol. 412, 121–136. doi:10.1016/
j.jmb.2011.06.045

Schütz, A. K., Soragni, A., Hornemann, S., Aguzzi, A., Ernst, M., Böckmann, A.,
et al. (2011). The Amyloid-Congo Red Interface at Atomic Resolution. Angew.
Chem. Int. Ed. 50, 5956–5960. doi:10.1002/anie.201008276

Sharma, D., Shinchuk, L. M., Inouye, H., Wetzel, R., and Kirschner, D. A. (2005).
Polyglutamine Homopolymers Having 8-45 Residues Form Slablike
β-crystallite Assemblies. Proteins 61, 398–411. doi:10.1002/prot.20602

Shen, Y., and Bax, A. (2007). Protein Backbone Chemical Shifts Predicted from
Searching a Database for Torsion Angle and Sequence Homology. J. Biomol.
NMR 38, 289–302. doi:10.1007/s10858-007-9166-6

Shen, Y., Delaglio, F., Cornilescu, G., and Bax, A. (2009). TALOS+: a Hybrid
Method for Predicting Protein Backbone Torsion Angles from NMR Chemical
Shifts. J. Biomol. NMR 44, 213–223. doi:10.1007/s10858-009-9333-z

Sinha, N., and Hong, M. (2003). X-1H Rotational-echo Double-Resonance NMR
for Torsion Angle Determination of Peptides. Chem. Phys. Lett. 380, 742–748.
doi:10.1016/j.cplett.2003.09.088

Sivanandam, V. N., Jayaraman, M., Hoop, C. L., Kodali, R., Wetzel, R., and van der
Wel, P. C. A. (2011). The Aggregation-Enhancing Huntingtin N-Terminus Is
Helical in Amyloid Fibrils. J. Am. Chem. Soc. 133, 4558–4566. doi:10.1021/
ja110715f

Smith, A. N., Märker, K., Piretra, T., Boatz, J. C., Matlahov, I., Kodali, R., et al.
(2018). Structural Fingerprinting of Protein Aggregates by Dynamic Nuclear
Polarization-Enhanced Solid-State NMR at Natural Isotopic Abundance. J. Am.
Chem. Soc. 140, 14576–14580. doi:10.1021/jacs.8b09002

Torbeev, V. Y., and Hilvert, D. (2013). Both the Cis-Trans Equilibrium and
Isomerization Dynamics of a Single Proline Amide Modulate 2-
microglobulin Amyloid Assembly. Proc. Natl. Acad. Sci. 110, 20051–20056.
doi:10.1073/pnas.1310414110

van Beek, J. D., andMeier, B. H. (2006). A DOQSY Approach for the Elucidation of
Torsion Angle Distributions in Biopolymers: Application to Silk. J. Magn.
Reson. 178, 106–120. doi:10.1016/j.jmr.2005.09.004

van der Wel, P. C. A., Eddy, M. T., Ramachandran, R., and Griffin, R. G. (2009).
Targeted13C-13C Distance Measurements in a Microcrystalline Protein via
J-Decoupled Rotational Resonance Width Measurements. ChemPhysChem 10,
1656–1663. doi:10.1002/cphc.200900102

van der Wel, P. C. A. (2017). Insights into Protein Misfolding and Aggregation
Enabled by Solid-State NMR Spectroscopy. Solid State. Nucl. Magn. Reson. 88,
1–14. doi:10.1016/j.ssnmr.2017.10.001

van der Wel, P. C. A., Lewandowski, J. R., and Griffin, R. G. (2007). Solid-state
NMR Study of Amyloid Nanocrystals and Fibrils Formed by the Peptide
GNNQQNY from Yeast Prion Protein Sup35p. J. Am. Chem. Soc. 129,
5117–5130. doi:10.1021/ja068633m

van der Wel, P. C. A., Lewandowski, J. R., and Griffin, R. G. (2010). Structural
Characterization of GNNQQNY Amyloid Fibrils by Magic Angle Spinning
NMR. Biochemistry 49, 9457–9469. doi:10.1021/bi100077x

Van der Wel, P. C. A. (2018). New Applications of Solid-State NMR in Structural
Biology. Emerg. Top. Life Sci. 2, 57–67. doi:10.1042/ETLS20170088

Venning, F. A., Wullkopf, L., and Erler, J. T. (2015). Targeting ECM Disrupts
Cancer Progression. Front. Oncol. 5, 1377. doi:10.3389/fonc.2015.00224

Veshtort, M., and Griffin, R. G. (2006). SPINEVOLUTION: a Powerful Tool for the
Simulation of Solid and Liquid State NMR Experiments. J. Magn. Reson. 178,
248–282. doi:10.1016/j.jmr.2005.07.018

Weliky, D. P., and Tycko, R. (1996). Determination of Peptide Conformations by
Two-Dimensional Magic Angle Spinning NMR Exchange Spectroscopy with
Rotor Synchronization. J. Am. Chem. Soc. 118, 8487–8488. doi:10.1021/
ja960178e

Wetzel, R. (2012). Physical Chemistry of Polyglutamine: Intriguing Tales of a
Monotonous Sequence. J. Mol. Biol. 421, 466–490. doi:10.1016/
j.jmb.2012.01.030

Wi, S., and Spano, J. (2011). Site-specific ϕ- and ψ-torsion Angle Determination in
a Uniformly/extensively 13C- and 15N-Labeled Peptide. J. Magn. Reson. 212,
431–439. doi:10.1016/j.jmr.2011.08.019

Wylie, B. J., Bhate, M. P., and McDermott, A. E. (2014). Transmembrane Allosteric
Coupling of the gates in a Potassium Channel. Proc. Natl. Acad. Sci. USA 111,
185–190. doi:10.1073/pnas.1319577110

Wylie, B. J., Sperling, L. J., Nieuwkoop, A. J., Franks, W. T., Oldfield, E., and
Rienstra, C. M. (2011). Ultrahigh Resolution Protein Structures Using NMR
Chemical Shift Tensors. Proc. Natl. Acad. Sci. 108, 16974–16979. doi:10.1073/
pnas.1103728108

Yakupova, E. I., Bobyleva, L. G., Vikhlyantsev, I. M., and Bobylev, A. G. (2019).
Congo Red and Amyloids: History and Relationship. Biosci. Rep. 39,
BSR20181415. doi:10.1042/BSR20181415

Zhang, R., Mroue, K. H., and Ramamoorthy, A. (2017). Proton-Based Ultrafast
Magic Angle Spinning Solid-State NMR Spectroscopy. Acc. Chem. Res. 50,
1105–1113. doi:10.1021/acs.accounts.7b00082

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated organizations, or those of
the publisher, the editors and the reviewers. Any product that may be evaluated in
this article, or claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Copyright © 2021 van der Wel. This is an open-access article distributed under the
terms of the Creative Commons Attribution License (CC BY). The use, distribution
or reproduction in other forums is permitted, provided the original author(s) and the
copyright owner(s) are credited and that the original publication in this journal is
cited, in accordance with accepted academic practice. No use, distribution or
reproduction is permitted which does not comply with these terms.

Frontiers in Molecular Biosciences | www.frontiersin.org December 2021 | Volume 8 | Article 79109015

van der Wel Dihedral Angles by ssNMR

156

https://doi.org/10.1016/j.jmr.2018.10.015
https://doi.org/10.1038/359851a0
https://doi.org/10.1038/nature03680
https://doi.org/10.1042/ETLS20190167
https://doi.org/10.1002/pro.3943
https://doi.org/10.1039/c8cc02597e
https://doi.org/10.1016/S0065-3233(08)60402-7
https://doi.org/10.1006/jmre.2000.2067
https://doi.org/10.1021/ja020802p
https://doi.org/10.1073/pnas.152346599
https://doi.org/10.1016/j.cell.2021.08.013
https://doi.org/10.3389/fncel.2021.637548
https://doi.org/10.1016/j.jmb.2011.06.045
https://doi.org/10.1016/j.jmb.2011.06.045
https://doi.org/10.1002/anie.201008276
https://doi.org/10.1002/prot.20602
https://doi.org/10.1007/s10858-007-9166-6
https://doi.org/10.1007/s10858-009-9333-z
https://doi.org/10.1016/j.cplett.2003.09.088
https://doi.org/10.1021/ja110715f
https://doi.org/10.1021/ja110715f
https://doi.org/10.1021/jacs.8b09002
https://doi.org/10.1073/pnas.1310414110
https://doi.org/10.1016/j.jmr.2005.09.004
https://doi.org/10.1002/cphc.200900102
https://doi.org/10.1016/j.ssnmr.2017.10.001
https://doi.org/10.1021/ja068633m
https://doi.org/10.1021/bi100077x
https://doi.org/10.1042/ETLS20170088
https://doi.org/10.3389/fonc.2015.00224
https://doi.org/10.1016/j.jmr.2005.07.018
https://doi.org/10.1021/ja960178e
https://doi.org/10.1021/ja960178e
https://doi.org/10.1016/j.jmb.2012.01.030
https://doi.org/10.1016/j.jmb.2012.01.030
https://doi.org/10.1016/j.jmr.2011.08.019
https://doi.org/10.1073/pnas.1319577110
https://doi.org/10.1073/pnas.1103728108
https://doi.org/10.1073/pnas.1103728108
https://doi.org/10.1042/BSR20181415
https://doi.org/10.1021/acs.accounts.7b00082
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/molecular-biosciences
www.frontiersin.org
https://www.frontiersin.org/journals/molecular-biosciences#articles


Dipolar Order Parameters in Large
Systems With Fast Spinning
W. Trent Franks1,2*, Ben P. Tatman1,2, Jonah Trenouth2 and Józef R. Lewandowski2*

1Department of Physics, University of Warwick, Coventry, United Kingdom, 2Department of Chemistry, University of Warwick,
Coventry, United Kingdom

Order parameters are a useful tool for quantifying amplitudes of molecular motions. Here
wemeasure dipolar order parameters by recoupling heteronuclear dipole-dipole couplings
under fast spinning. We apply symmetry based recoupling methods to samples spinning
under magic angle at 60 kHz by employing a variable flip angle compound inversion pulse.
We validate the methods by measuring site-specific 15N-1H order parameters of a
microcrystalline protein over a small temperature range and the same protein in a
large, precipitated complex with antibody. The measurements of the order parameters
in the complex are consistent with the observed protein undergoing overall motion within
the assembly.

Keywords: symmetry, dynamics, fast MAS NMR, recoupling, order parameter, proton detection

INTRODUCTION

The astounding number of structures found in the protein databank speaks to the usefulness of
structural data to provide insights into the structure-function relationship in biology and
biochemistry (Berman et al., 2000; Burley et al., 2021). With advent of powerful computational
structure prediction approaches such as AlphaFold (Jumper et al., 2021) and RoseTTAFold (Baek
et al., 2021) there is an almost exponential increase of systems for which a reasonable quality
structure or models become available. However, a structure is a snapshot that does not necessarily
capture the choreography of the protein it needs to execute in order to perform its function
(Koshland, 1958; Frauenfelder et al., 1991). The motion of a protein is often intrinsic to its activity.
Understanding the dynamics and how structure changes in time is sometimes nearly as important as
knowing a single, even high-resolution, snapshot. An ultimate example of this idea are intrinsically
disordered proteins (IDP) and intrinsically disordered regions (IDR), which are involved in
controlling countless processes in eukaryotic but also prokaryotic organisms, e.g. biosynthetic
steps in production of bioactive natural products (Jenner et al., 2018; Kosol et al., 2019; Fage
et al., 2021).

Nuclear magnetic resonance (NMR), can be used to find molecular motions under near
physiological conditions at atomic resolution over a several orders of magnitude of the time
scale, from as fast as picoseconds, to as slow as months, but will only report on local conditions
and typically over small distance scales (Palmer, 2004; Kovermann et al., 2016; Sekhar and Kay, 2019;
Alderson and Kay, 2021). However, to access such a vast range of dynamics a battery of different tools
reporting on different parameters of motion in different regimes is required. For example, NMR
relaxation is sensitive to both amplitudes and time scales of motions typically in the picoseconds-
nanoseconds range in solution and picoseconds-milliseconds range in the solid state (Lewandowski,
2013), which provides some unique opportunities for characterizing protein motions (Castellani
et al., 2002; Chevelkov et al., 2003; Chevelkov et al., 2006; Lewandowski et al., 2011; Asami and Reif,
2012; Lamley et al., 2014; Lamley et al., 2015a; Lamley et al., 2015b; Sternberg et al., 2018; Öster et al.,
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2019). However, the extended range of time scales of motions,
which influence relaxation in the solid state, comes also at a price:
reliable quantification of motional amplitudes with relaxation
rates alone is challenging and sometimes impossible. Often
reliable quantification of dynamics using relaxation rates
requires them to be combined with measurements of order
parameters (typically dipolar order parameters), which
constrain the overall amplitude of motions (Schanda and
Ernst, 2016).

Order parameters can be obtained by recoupling specific terms
of the NMR Hamiltonian in a separated local field (SLF)
experiment (Hester et al., 1976). SLF techniques use pulses to
create a Hamiltonian where one term of the full Hamiltonian is
recoupled, and the other terms are averaged to zero. Examples of
such methods include C7 (Hohwy et al., 1998), RFDR (Bennett
et al., 1992), REDOR (Gullion and Schaefer, 1989a; Gullion and
Schaefer, 1989b), TMREV (Hohwy et al., 2000; Franks et al., 2005;
Franks et al., 2006a), and many others. The recoupling portion of
SLF experiments have been summarized into a uniform theory
using symmetry principles (Levitt, 2002). The development has
mainly been focused on slowly spinning samples, as fast rotation
was not available at the time. However, fast magic angle spinning
(MAS) NMR experiments, introduced since the main
formulation of this theory, have improved the process of
assignment and structure calculation of large proteins and
complexes that were very difficult to solve using solid-state
NMR otherwise (Zhou et al., 2007a; Barbet-Massin et al.,
2010; Knight et al., 2012; Barbet-Massin et al., 2014). For
example, the membrane protein OMPG had been actively
studied for almost 15 years using carbon detection but the
assignment and structure were finally solved with the use of
fast spinning and proton detection (Hiller et al., 2005; Retel et al.,
2017). Thus, it is desirable to extend symmetry methods to this
attractive new regime. Unfortunately, symmetry sequences
require applied fields that scale linearly with the spinning rate,
and thus the applied field requirements cannot be usually
achieved under fast spinning conditions. The application of
symmetry principles to heteronuclear dipole-dipole recoupling
was previously demonstrated under 40 kHz spinning (Hou et al.,
2011), but did not engender optimism for application at higher
spinning rates. However, spinning rates of ∼60 kHz are routine at
the time of writing of this manuscript, with 100 kHz spinning
becoming more common, and current cutting-edge probes reach
rates on the order of 150 kHz (Penzel et al., 2019; Schledorn et al.,
2020) and even 200 kHz. Consequently, symmetry methods have
not been applied extensively to fast spinning samples (Brinkmann
and Levitt, 2001; Levitt, 2002). SLF experiments undertaken with
spinning frequencies of 60 kHz or greater have been cross-
polarization-based (CP) (Chevelkov et al., 2009; Chevelkov
et al., 2010; Paluch et al., 2013; Paluch et al., 2018) or use
phase modulated rotary resonance pulses (Liang et al., 2021).
Symmetry-based recoupling is comparable to CP based SLF
experiments and has many of the same disadvantages, but
symmetry be advantageous in a few ways. First, the symmetry
sequences can be constructed to be very selective of the terms
allowed, where only a few terms in the NMRHamiltonian are still
active. Second, there is only one channel that has high-power

pulses applied which limits the power deposition, where the CP
methods apply high fields on both channels simultaneously.

In this work, we introduce an approach to generate pulse
sequences with optimized recoupling at fast spinning given probe
performance requirements. Candidate symmetry sequences are
generated, the scaling factor (κ) is optimized in silico using
variable flip angle pulse sequence elements, and then the
highest performing sequences are selected. The most
promising sequences are tested against B1 inhomogeneity and
match condition mis-set. The experimental performance of
several candidate sequences is evaluated on a favorable model
sample, the micro-crystalline protein GB1 (β1 immunoglobulin
binding domain of protein G) which is uniformly labelled with
2H, 13C, 15N, and then back-exchanged with 1H at all
exchangeable sites, and on a more challenging >300 kDa
precipitated complex of GB1 with immunoglobulin G (IgG).
We have previously investigated differences in protein
dynamics for protein GB1 in these two environments. The
analysis of various relaxation and relaxation dispersion
experiments has indicated that while ps-ns motions and some
µs motions appear to be largely similar for GB1 in the two
environments, there appears to be an additional overall
motional mode present only in GB1 in the complex with IgG
(Lamley et al., 2015a; Öster et al., 2019). Thus we decided to
investigate whether we see the presence of this additional
dynamic mode reflected in the measured order parameters. In
addition, we have previously performed variable temperature
dynamics measurements on crystalline GB1 and in the
analysis assumed the observed trends are dominated by
changes to the time scales of the motions rather than changes
in amplitude and assumed a constant order parameter
(Lewandowski et al., 2015; Busi et al., 2018). The initial
variable temperature molecular dynamics simulations
suggested that indeed the 15N-1H order parameter changes
only very slightly with temperature in the explored 30 °C range
but we thought this study to be a good opportunity to begin to
explore validity of such approximation experimentally.
Incidentally, crystalline GB1 and GB1 in the complex with IgG
cover the range of a favorable model sample and a challenging
“real” sample.

Symmetry Based Pulse Sequences
Symmetry-based sequences allow for the selection of portions of
the full NMRHamiltonian (Levitt, 2002). The performance of the
pulse sequence with regards to the extent of the reintroduction for
an interaction is indicated by a scaling factor (κ). The scaling
factor is the magnitude of any coupling when compared to the
static limit, which can vary between 0 and 1, where a larger κ
indicates a more efficient recoupling/reintroduction. The
recoupling performance can be altered in two ways: by using a
different symmetry, or by using a different rotation element. This
work demonstrates a strategy to find high performance
heteronuclear recoupling pulse sequences by exploring the
possible variations of symmetry derived pulse sequences.

The primary limitation for the application of symmetry at high
spinning frequencies is the electronic performance of the probe.
The nutation of the spins which are induced by the applied radio
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frequency field in the probemustmatch the conditions specified by
the symmetry sequence, which is dependent on the spinning rate.
The same symmetry will require higher radio frequency fields with
higher spinning rates. For example, in the well-known R181

7

sequence (Levitt, 2002; Wylie and Rienstra, 2008; Wylie et al.,
2011) the match condition is 9 times the spinning rate, which
means that ν1 � 90 kHz at 10 kHz magic angle spinning (MAS)
rate, but ν1 � 540 kHz at 60 kHz spinning frequency. The
electronics in the probe will likely break down due to the high
voltages needed to generate such strong pulses, or alternatively, the
protein sample will denature when the temperature gets too high
from radiative heating. Most modern probes are specified to work
with an applied 1H field of ∼100 kHz for long pulses
(i.e., decoupling during acquisition), with fields on the order of
250 kHz available for short periods (and nonconductive samples).
Since the prior art does not produce many appropriate choices, a
method to identify and optimize symmetry-based recoupling to
measure the heteronuclear dipole-dipole coupling was devised.

Initially, we intended to apply a series of symmetries identified for
use at 40 kHzMAS (Hou et al., 2011).We simulated these schemes at
60 kHzMAS with a standard π pulse as the R-element (see Figure 1;
Supplementary Figure S1, yellow circles). The curve of scaling factor
against match condition matches the literature well but the scaling
factor is smaller at 60 kHz spinning than at 40 kHz (Hou et al., 2011).
That is, the scaling increases with increasing field, approaching some
upper limit (here, κ ∼ 0.3).We chose the best candidate symmetries to
test experimentally where the criterion for selection was an applied
field ν1 < 130 kHz. After careful calibration of the applied field using
long nutation experiments, the performance of the candidate

sequences was found to be poor, with little to no recoupling
apparent. The disappointing performance was attributed to poor
1H channelB1 homogeneity of the probe. The ratio of theNMR signal
intensity at the 90°, 450° and 810° pulse is used as a proxy of an actual
B1 homogeneitymeasurement. The probes used in this study typically
showed I450/I90 ∼70%, and I810/I90 ∼55% for the 1H channel.

Composite pulses were implemented to compensate for the probe
deficiencies since the standard symmetry recoupling experiments
were unsuccessful. Two composite-π pulses are prominent in the
literature, the [90(0)90(90)90(0)] and [90(0)270(180)] where the flip angle
of a portion of the pulse is denoted by the large number and the phase
of that portion is denoted by the subscripted number in parentheses
(Levitt, 2002). The comparison of the scaling factors determined in
silico by simulations with the SIMPSON program (method described
below) shows a dramatic change in the scaling factor when the
symmetry element is changed. The performance of the [90(0)90(90)
90(0)] composite pulse (Figure 1; Supplementary Figure S1, orange
squares) follows the same general trend as the standard π pulse
(yellow circles), but with worse efficiency and higher applied field.
However, the [90(0)270(180)] composite pulse (Figure 1;
Supplementary Figure S1, red triangles) does not follow the same
trend. The shape of the curve produced by the [90(0)270(180)]
composite pulse has a maximum in the curve, whereas the other
pulses asymptotically rise. The maximum scaling factor is found at a
relatively low field, with performance similar to the π pulse variant.

While it is made clear in the literature that the specifics of the
R-elements contribute to the efficiency of the recoupling by
altering the scaling factor (κ), the magnitude of this
contribution was underappreciated. These preliminary
simulations demonstrate that more symmetries than those
found in the literature should be tried. Those with lower
match conditions can be a viable option with composite pulse
rotation elements. Also, a variety of symmetry elements will be
useful to identify the best candidate sequences given the desired
experimental conditions. To these ends, we present tools to
generate appropriate symmetry lists, tools to test these
symmetries, and experimentally test the best candidates.

Generating Candidate Symmetry
Sequences
An RN]

n or CN
]
n multiple pulse sequence is applied such that “N”

spin-space rotations are contained in “n” sample rotations and
the phase (ϕ) of each element alternates as dictated by “ν” where
ϕ � ±πν/N for R sequences. This averages some terms of the NMR
Hamiltonian to zero, but not others. A brief discussion of the
selection rules can be found in the symmetry selection rules
section of the supporting information, and in depth in Levitt
(2002) and references therein. Each element of the symmetry
sequence is a specific rotation where an R-element is an inversion
(π rotation) and a C-element has a 2π total rotation. Therefore,
the amplitude for the radiofrequency (ν1, B1) match condition is
proportional to the spinning rate and symmetry as

υ1 � kp
ωr

2π
N

2n

where kp is determined by the specifics of the R or C-element.

FIGURE 1 | Heteronuclear dipole-dipole recoupling scaling factor for
symmetries found in Hou et al. (2011). The full range of symmetry match
conditions for standard composite pulses. Yellow circles are for R-symmetries
with a standard rectangular π pulse. Red triangles report the scaling with
a compound R-element of a π/2(0)−π/2(90)−π/2(0) with the equivalent match of a
3π/2 pulse. Orange squares report the scaling with a compound R-element of
a π/2(0)−3π/2(180) with the equivalent match of a 2π pulse. See
Supplementary Figure S1 for full B1 range.
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A custom program was written in Python 3 (see Supplementary
Material: SymmetrySelector/SymSelect.py) to generate new
symmetry sequences that are more relevant to faster spinning
rates. This program reproduces the full list of sequences from
Levitt (2002) (excepting 3 minor book-keeping errors, see
symmetry selection rules section of the Supplementary
Information; Supplementary Tables S2–S4). An arbitrarily large
number of candidate symmetry sequences for application at 60 kHz
spinning frequency is then generated. Symmetries for most terms in
the Hamiltonian can be generated, with the possibility to limit the
output based on experimental considerations. 203 symmetries fit the
selection criteria (Supplementary Table S5); the sequence must
allow heteronuclear dipole-dipole couplings, disallow homonuclear
dipole-dipole coupling, and the base applied field is between 0.1 and
150 kHz. It should be noted that this program can be used to
generate symmetry sequences for most spin ½ Hamiltonians, not
just the heteronuclear dipole-dipole coupling.

Composite Rotation Element Pulses
Complex inversion pulses have been used for R-sequences, such
as adiabatic inversions (Herbst et al., 2011; Herbst et al., 2015),
numerically optimized optimal control pulses (Nielsen et al.,
2009), and composite inversion pulses (Levitt, 1982). However,
the R-element seems to have previously been chosen for some
desirable property of the composite pulse and the expected
shortcomings of the symmetry sequence, not explicitly for the
performance of the sequence.

Since the timing and phase behavior of the multiple-pulse
sequence must still fulfill the symmetry requirements the match
field grows in proportion to the total arc swept out by the
composite pulse. This term is the pulse contribution to the
match condition “kp,” where:

kp � ∑ SweepAngle°
180°

For example, a simple π inversion pulse sweeps an arc of 180°,
so kp � 1. For the composite pulses [90(0)180(90)90(0)] and [90(0)

270(180)] the RF sweeps out 360°, but the result is only an
inversion of the polarization. These specific examples result in
kp � 2. The match field B1 is, likewise, twice that of the
symmetry alone.

It is unclear which composite pulses produce the highest
scaling factor for the smallest applied field. The sweep angles
for compound pulses have previously been constrained to only
use the principal directions, i.e., they only include integer
multiples of 90°, but such a constraint is not enforced in this
study. For example, when we modify the [90(0)270(180)]
composite pulse we trade the initial 90(0) portion for a θ(0)
pulse, and the 270(180) becomes (180 + θ) (180). The portions
of the composite pulse are consecutively numbered τ1,2. . .n.The
field, timing dependencies, and a diagram of this element, named
“1a,” and two others are shown in Table 1. The “2a” element is a
slight variation on 1a, it has an extra “wiggle” before finishing.
The “4a” element is a variation of the 90(0)180(90)90(0) element
where the middle, out of plane, pulse is allowed to vary. It is
possible to change θ continuously, and smoothly for these
compound pulses and the end point (inversion) will not be
changed. In total, 22 R-elements were constructed where the
sweep angle (and thus the applied field) can be varied
continuously, but which always produces a traceable inversion
pulse. A simple inversion occurs when θ is zero for many, but not
all the R-elements. All 22 of the R-elements with their pulse
timings, field match dependence, and a visualization is found in
Supplementary Table S6.

SIMPSON SIMULATIONS

Numerical simulations were conducted to determine the scaling
factor with the SIMPSON NMR calculation software (Bak et al.,
2000). The numerical scaling factor is comparable to the
analytical solution presented in Levitt (2002), but differs in
magnitude by up to 0.05, where the numerical method always
over-estimates the scaling in comparison to the analytical

TABLE 1 |Selected variable flip angleR-elements, with field and timing dependencies. Red arrows represent the first portion of the composite pulse τ1, blue is the second, τ2,
and yellow is the third portion, τ3.

R-element Diagram Name kp (B1 = kpωrN/2n) τ1,2,3 . . .· (2τrn/N)

θ(0) [180 + θ](180) 1a (180 + 2θ)/180 τ1 � θ/(180 + 2θ)
τ2� (180 + θ)/(180 + 2θ)

θ(0) [180 + 2θ](180) θ(0) 2a (180 + 4θ)/180 τ1 � θ/(180 + 4θ)
τ2� (180 + 2θ)/(180 + 4θ)
τ3 � θ/(180 + 4θ)

90(0) θ(90) 90(0) 4a (180 + θ)/180 τ1� (90)/(180 + θ)
τ2� (θ)/(180 + θ)
τ3� (90)/(180 + θ)
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FIGURE 2 | Dipole-dipole recoupling spectra of the R2221
9 symmetry as a function of ν1 match condition for different variable flip angle pulse sequence elements.

FIGURE 3 | Maximum scaling factor for heteronuclear dipole-dipole scaling factor determined in silico of all test symmetries and pulse sequence elements as a
function of (a) applied (B1) field and of additional tilt angle (θ). Blue“+”’s indicate sequences where “m” and “μ” are correlated, and orange “x”s are anti-correlated. Black
circles indicate the position of sequences chosen for experimental verification.
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solution. The spin system for testing the scaling factor is an
isolated two spin (1H-15N) system with the dipole-dipole
coupling defined to be 10 kHz which corresponds to an
internuclear distance of 1.07 Å. The single crystallite crystal
file “alpha0beta90” was used so that the maximum dipole-
dipole coupling will be produced using the method of Hou
et al. (2011) (via personal correspondence).

A series of simulations were performed where the applied field
was varied from the lowest match condition up to 250 kHz for the
composite R-elements to produce dipole recoupling efficiency
curves. These curves are well-defined, as demonstrated by the
simulations of the symmetry sequence R2221

9 in Figure 2. It is
convenient to vary the applied field and back calculate the variable
flip angles and pulse durations to maintain a valid range for the
applied field. The choice of the recoupling element results in
decoupling in a sequence which is supposed to recouple, which
may point to further selection rules for symmetry elements since
there are several instances which result in a coupling of zero. These
zero-coupling points might be useful for other applications such as
decoupling. These zero points are also present with more crystallites,
and thus do not appear to be an artifact of the single crystal
simulations. The shape of the curve is an indication of the
sensitivity to, for example, B1 inhomogeneity or a mis-set match
condition, where a flatter curve shouldmean less sensitive condition.
There is a significant zero-frequency in the simulated spectra
indicating that some fraction of the polarization is not recoupled,
although this component is lost when more crystallites are included
in the calculation when the calculations are repeated with crystal
averaging, as seen in Supplementary Figure S2.

Dipole recoupling efficiency curves are generated for all
22 R-elements with 101 applied fields for each of the 203
symmetries. The highest scaling factor for each symmetry and
element pair are plotted in Figure 3. Here, the recoupling for the
“m” and “μ” (space and spin component) quantum numbers are
either correlated (orange X), or anticorrelated (blue +), where this
correlation indicates a second order dependency on frequency
offset from the carrier (correlated) or on a field mis-set as in B1
inhomogeneity (anticorrelated), where the frequency offset
dependence is the more favorable deficiency.

In Figure 3A, there is a clear limit to the performance as a
function of the applied field, where the maximum scaling rises
quickly up to a maximum of about κ � 0.27 and ω1 � 175 kHz and
then slowly reduces as the applied field increases. There are many
candidates with κ > 0.225 and ω1 < 150 kHz, which are suitable for
further testing. When the scaling is plotted against the flip angle, we
find that there are certain flip angles that are favored. The first local
maximum is at zero, indicating that at least some sequences do not
improve using composite pulses. There are localmaxima at about 15°

and 35°, but the global maximum occurs when there is a flip angle of
about 125°, and then approximately every 90° after.

The SIMPSON input files used to evaluate the pulse sequences
and Python scripts to process the simulated datasets (i.e., find the
maximum in a simple spectrum and report the scaling factor of a
2D simulation) are available online (see Materials and Methods).

The 1a element was found to produce the largest scaling factor (or
is tied for the largest) for any given symmetry sequence.
Additionally, the 1a element has the lowest requirements of any

element that performs similarly. That is, the 1a element consistently
produces the highest scaling factor for a given symmetry for the least
applied field amongst all other competitive R-elements. Therefore,
we only considered the 1a element further. The plot of the scaling
factors for only the 1a elements as a function applied field and flip
angle can be found in Supplementary Figure S3. The intensity of the
applied field during the recoupling period is the largest concern,
however the maximum duration is short so we felt that we could
push the limits of the probe and chose an upper limit of about
150 kHz. Since compensating for poor B1 homogeneity was the
motivation to use compound pulses, we devised a fast test to show
the B1, or mis-set, dependence. The 2-spin simulation is run with the
optimum flip angle, but the applied field is multiplied by 0.9 or 1.1.
About half of the sequences respond strongly andmove by hundreds
of Hz, while the other half move less than ∼50Hz. The 0.9 mis-set
spectra generally shift more than the 1.1. We found that the mis-set
dependence depends on the specific components that are recoupled,
specifically if the space component “m” and the spin component “μ”
are correlated (both positive or both negative within the same
allowed set), the mis-set dependence is typically small. This is
due to a “pulse” term in the second order Hamiltonian which is
allowed in the anticorrelated set of symmetries and disallowed in the
correlated set. The “pulse” term is replaced by a second order
frequency offset term in the correlated set of symmetries, which
can be demonstrated in the simulations by observing the dependence
of the scaling when introducing a frequency offset. This is not an
absolute rule, though, since some anti-correlated symmetries are not
greatly affected by mis-set, such as R148

5.
The criteria to choose a symmetry sequence are to find a

sequence that works and will not damage either the sample or the
hardware. Initially, the criteria were that the maximum applied
field should be less than ∼150 kHz, we should use the “1a”
element for homonuclear recoupling, the scaling factor should
be as large as possible, the spectral width should be large enough
that the spectrum does not fold, and the echo time should be
short. Ideally, the allowed “m” and “μ” components should be the
same sign and the R-element should not stray too far from those
previously devised. On close inspection, one notices a small gap at
around 150 kHz, after which the scaling factors no longer greatly
improve. The sequence immediately after this gap is R209

8(124(0)
304(180)). Reducing the flip angle to 115° [making R209

8(115(0)
295(180))] reduces the applied field to 152 kHz, but does not affect
the scaling factor [the scaling is the same down to a 105° flip angle
(B1 � 145 kHz)]. R209

8(115(0)295(180)) thus fulfills all our desired
traits. There are many candidate sequences with good scaling, and
less demanding match conditions that meet the criteria, but were
not tested experimentally. However, the sequences R2221

9

(300(0),480(180)) and R1422
5 (460(0),640(180)) were chosen to

test the robustness of the simulations approach, since the
unusual flip-angles in the composite pulses change the scaling
factors from almost 0 to above 0.2.

This same in silico analysis can, of course, be made under
100 kHz spinning (Supplementary Figure S4). 310 gamma
encoded candidate symmetry sequences were generated where
N � 10 through 42, n � 1 through 37, and ν ≤ N/2 and the base
match field is limited so that ω1 < 200 kHz. The recoupling is less
efficient at 100 kHz spinning, as the curve equivalent to the one
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shown in Figure 3A is shifted to higher match conditions at
100 kHz spinning (Supplementary Figure S4A). The
dependence on the flip angle is the same as at 60 kHz
spinning, where there are local maxima at ∼15°, 35°, 125°, and
then approximately every 90° afterwards (Supplementary Figure
S4B). Still, there are several candidate sequences with scaling
between κ � 0.15 and κ � 0.20 with relevant match conditions. If
we limit the search to the “1a” element, with a match condition of
less than ω1 � 150 kHz we find 8 candidates, R2216

1(θ � 104),
R2619

1(θ � 105), R3022
1(θ � 106), R3223

2(θ � 103), R3425
1(θ �

104), R3828
1(θ � 102), R4029

2(θ � 104), and R4231
1 (θ � 97).

EXPERIMENTAL VERIFICATION

A cross-polarization-based 1H-detected 1H-15N correlation
experiment was converted into a 3D experiment, where the
third dimension consists of a constant time echo period on
the low-gamma frequency (Figure 4). The recoupling time
increases to create the third, separated local field dimension.
The echo period (τecho) is calculated according to the chosen
symmetry and data sampling by the following equation:

τecho � 2 × nτr × k × (points − 1)
Where “n” is the space winding number from the symmetry

sequence, “τr” is the rotor period, “k” is the number of repeated
symmetry sequences (usually 1) to better fit the spectral width, and
“points-1” is the zero-time-point inclusive number of points. We
have chosen to apply the recoupling sequence only during the first

half of the echo, and a standard decoupling pulse train for the rest
of the echo and chemical shift dimensions. That is, the recoupling
sequence increments up to the echo pulse, and the echo time is
constant throughout the experiment. This is not the ideal case since
the echo period should ideally be as short as possible so as little
signal is lost as possible. However, the logic needed to loop the
symmetry elements before, after and during the π pulse, to properly
invert the phases of the symmetry pulses after the echo, and to
maintain the proper timings in the Bruker scripting language was
too cumbersome, so a simple echo was settled on since the
Nitrogen T2* is quite long for these samples. It might be
possible to use “compound pulse decoupling” pulses to simplify
the logic, but we were unsuccessful in our attempts. Alternatively,
the π pulse could be used for chemical shift evolution in a constant
time evolution experiment, but this will reduce the sensitivity
further.

Three recoupling sequences with good theoretical scaling
factors and appropriate match conditions were chosen to
validate our approach, and to determine which candidate
scheme is the most promising. These sequences: R209

8

(115(0),295(180)); R2221
9 (300(0),480(180)); and R1422

5

(460(0),640(180)) were tested with both their π-pulse version
and the numerically optimized sequence elements
(Supplementary Figure S5). The sequences were chosen
partially because of the diversity of the flip angle, applied field,
and the difference in scaling between standard and optimized
sequences. The in-silico performance of these three sequences,
along with R148

5 (115(0),295(180)) are summarized in Table 2. The
experimental performance closely follows the in-silico

FIGURE 4 | The pulse sequence used for the experiments. Thin lines represent 90° pulses, and thick lines represent 180° pulses, boxes indicate cross polarization
spinlock pulses. The sequence is modified from the usual solid-state NMRCP-HSQC by the addition of an echo period, and the application of the recoupling period. ϕ0 �
1; ϕ1 � 0 0 2 2; ϕ2 � 0*4 2*4; ϕ3 � 1*8 2*8; ϕ4 � 3 1; ϕ5 � 1; ϕ6 � 0; ϕ7 � 1; ϕrec � 1 3 3 1 3 1 1 3 3 1 1 3 1 3 3 1 where X*4 indicates that phase X is repeated 4 times. The
phase shifts for the recoupling experiment are determined by the symmetry sequence and must be adjusted by hand.

TABLE 2 | Scaling factor and match conditions for Selected Symmetry sequences.

Symmetry κ(π) ν1(π) kHz ν1(θ) kHz κ(θ) θ in θ(0)−(θ + 180) (180)

R2221
9 0.0223 31.4 136 0.2567 300°

R1422
5 0.0075 19.1 114 0.2354 460°

R209
8 0.1354 66.7 152 0.2682 115°

R148
5 0.0674 52.5 119.5 0.2314 115°
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performance as demonstrated by strong recoupling with the
variable flip angle pulses which lends credence to the
approach, and the robustness of symmetry theory in general.

While the R209
8 (115(0),295(180)) seems to be a great option, its

match condition is considerable at ν1 � 152 kHz. During the
power calibration with long nutation experiments, the signal
disappeared in a few ms at the fields needed for R209

8

(115(0),295(180)). The probe detuned indicating that such high
match conditions would likely damage the sample or the probe,
however fields up to about 130 kHz were long lived. The R1422

5

(460(0),640(180)) was also tested, but did not produce any
recoupling, so the R2221

9 (300(0),480(180)) sequence was also
thrown out since both have quite long echo times, and quite
large flip angles. Other candidate sequences were identified from
the scaling curve that have more conventional R-elements and
lower match conditions. Amongst a handful of candidate
sequences, the R148

5 (115(0),295(180)) sequence was the first
one that worked (it was also the first one tested). The R148

5

(115(0),295(180)) has a lower match condition than the
R209

8(115(0),295(180)), the R-element is not far from a

canonical R-element, and it seems to have a high tolerance for
field mis-set in numerical simulations. The match condition (ν1 �
119.5 kHz) for R148

5 (115(0),295(180)) is very near the ν1/2p � 2ωr

rotary resonance condition, although this does not seem
detrimental to the quality of the data in the microcrystalline
sample. If the match is a greater concern, the R-element could be
adjusted for a lower match condition as it was for the R209

8

(115(0),295(180)). The scaling factor is the same for all “1a”
R-elements between θ � 100° and θ � 115°, where ν1 ranges
from 111.8 to 119.5 kHz. The ability to turn down the power was
not appreciated at the time the experiment was conducted.

Temperature Dependent Order Parameters
To validate the designed experiments, we have first applied them
to a favorable model sample of crystalline 100% H2O [U-
2H,13C,15N]GB1, which means that the protein is uniformly
13C and 15N labelled and perdeuterated with only
exchangeable protons being reintroduced at 100%. We used
R148

5 (115(0),295(180)) sequence to measure 15N-1H order
parameters at three different temperatures, nominally 263.2,

A

B

C

FIGURE 5 | 15N-1H dipolar couplings as a function of temperature in crystalline GB1. (A) Representative dipole-dipole recoupling spectra using the R148
5

(115(0),295(180)) pulse sequence at ∼302 K, ∼309 and ∼315 K at 60 kHz spinning. (B) S2
NH obtained from the measured dipolar couplings, error bars are drawn at 1σ. (C)

S2
NH obtained from variable temperature molecular dynamics simulations. MD derived order parameters were extracted from 400 nsmolecular dynamics simulations of a

3 × 3 × 3 supercell of GB1 containing 108 monomers.
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273.2, and 283.2 K, which correspond to sample temperatures of
∼302 K, ∼309 and ∼315 K (larger temperature differences are
difficult to obtain on our 1.3 mm probes at 60 kHz spinning; see
Materials and Methods). A representative 1H-15N correlation
spectrum taken from the first plane of the 3D can found in
the Supplementary Figure S9.

The quality of the recoupled line-shapes for all temperatures is
excellent as evidenced in Figure 5A. There is surprisingly little
intensity at the zero-frequency, and the dipole line-shape is clear
and strong. As expected, there is little difference in the
experimentally observed (fitted) coupling over the explored
temperature range and the obtained 15N-1H order parameters
are generally very similar for all three measurements (see
Supplementary Table S7). We only observe a noticeable
change of 15N-1H dipole-dipole coupling (from 11.1 to
10.2 kHz) as a function of temperature for L5, D36, and T49
which are low intensity peaks in the 2D fingerprint spectrum. In
the ∼309 K data, the order parameter for D36 is spuriously low for
reasons which are not clear (See Supplementary Figure S8). The
precision of the experiment is very good: the 1σ standard
deviation in the dipole couplings is around ±220 Hz, with
some down to ±100 Hz, and outliers ranging from ±500 to
1500 Hz. These errors are comparable to previous symmetry-
based methods on the same protein (Franks et al., 2005; Franks
et al., 2006b). However, the precision may be overstated due to
poor noise estimation in the Monte Carlo error analysis. Monte
Carlo error analysis first finds the best fit for the experimental
data to a simulation, here the time-domain dipole-dipole
recoupling curve. Noise is then added to each point of the
experimental data and the best fit is found again, and the
values saved. Noise is added to the original experimental data
several times (here, 5,000 times) to estimate the amount of spread
in the simulation values found in the experimental data. The
method we have used to add the noise could be improved. First,
most peaks have very similar initial intensities, so a constant noise
value was used for all peaks in the Monte Carlo analysis, which
was ±7.5% of the total. All trajectories were normalized to 1
during the integrations, which results in an undesirable loss of
information regarding the intensity. The result is that a resonance
that is 100 intensity units high will have noise ranging from −7.5
to +7.5 added, while a peak that is only 10 Intensity units high will
only have noise added that ranges from −0.75 to +0.75 units. The
noise estimate works well for peaks with a typical intensity, and
may even be larger than necessary, but the error analysis fails for
peaks with poor intensity. A typical Monte Carlo fit is shown for
residue K28 in Supplementary Figure S6. Similar figures for all
fits can be found in their corresponding datasets in the online
materials. Those residues with worse sensitivity will have
spuriously good fits, such as found for the K13 peak in the
GB1+IgG complex (Supplementary Figure S8).

The 15N-1H dipolar order parameters shown in Figure 5B
fit well with those reported previously (Franks et al., 2005;
Franks et al., 2006b). The 15N-1H dipolar order parameters are
generally around 0.9 (order parameters, S2, take values
between 0 and 1, which mean unrestricted motion and no
motion respectively) with an occasional dip to around 0.8 near
the loops. The largest amplitudes of motions are observed for

residue G41, which is in a loop between the alpha helix and
beta strand 3.

We have also compared the experimentally determined 15N-
1H order parameters to those obtained from molecular dynamics
simulations performed in the 280–310 K temperature range
(Figure 5C). The simulated rates are in general good
agreement with the experimental ones (see Supplementary
Figure S7). As before (Busi et al., 2018), the MD simulations
predict that there should be little change in the order parameters
of the expected temperature range.

ORDER PARAMETERS OF THE GB1-IGG
COMPLEX

The complex of 100% H2O [U-2H,13C,15N]GB1 with IgG is a
much more challenging sample compared to crystalline GB1 to
apply the described methods. As a precipitate it is more
heterogenous, >90% of the sample volume is taken by the
antibody resulting in lower sensitivity and GB1 in the
complex exhibits much more pronounced slow motions in
the microsecond range. (Lamley et al., 2014; Lamley et al.,
2015a; Öster et al., 2019). A paramagnetic doping agent,
2 mM Gd (DTPA-BMA), was added to speed up the
measurements by reducing the required relaxation delays
(Linser et al., 2007), although in this particular application
sample heating is a large concern so the recovery delay
remains quite long at 1s. The 1H-15N correlation spectrum
taken from the first plane of the 3D can found in the
Supplementary Figure S9.

Despite the more challenging nature of the sample, the GB1 in
the complex still produces high-quality dipole-recoupling
spectra, as seen in Figure 6A. There is a significant zero-
frequency component in most of these spectra, and the
sensitivity is generally worse (especially for T16). The origin of
the zero-frequency component is possibly due to the larger
amount of 1H atoms in the sample, less efficient 1H-1H homo-
decoupling, increased dynamics, sample heating, and/or probe
detuning. The determined 15N-1H order parameters are generally
lower in the GB1 complex (average S2NH ∼0.7) than in crystalline
GB1 (average S2NH ∼0.9). If one uses expression for order
parameter in diffusion in a cone model this difference
corresponds on average to ∼23° additional motional amplitude
for most residues. This provides further support for presence of a
microsecond range overall motion of GB1 in the complex with
IgG as proposed previously (Lamley et al., 2015a).

CONCLUSION

We have presented a method to apply symmetry-based
recoupling theory to fast MAS experiments using variable flip
angle compound pulses. The method generates many candidate
sequences that have a reasonably high scaling factor and
applicable match conditions. Being able to apply symmetry
principles under fast-MAS makes SLF methods applicable to
faster spinning and the other benefits that usually comes with
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it. The heteronuclear dipole-dipole coupling can be measured
site-specifically in microcrystalline GB1 and in the GB1-IgG
complex. The order parameters found using the variable flip
angle method are consistent with previous datasets and molecular
dynamics in the microcrystalline sample. The GB1 in the complex
shows both localized differences in dynamics and global increase
of cumulative motional amplitudes.

MATERIALS AND METHODS

Sample Preparation
Uniformly (2H, 13C, 15N) GB1 was produced as described
previously (Franks et al., 2005; Zhou et al., 2007b). After
production in 2H buffer with 13C glucose and 15N NH4Cl,
the protein is placed in 1H containing buffer, and heated so
that the exchangeable 1H sites are 1H labelled. The protein is
then either crystallized or incubated with natural abundance
IgG in an equimolar ratio (Lamley et al., 2014). All back-bone
amide sites on the GB1 molecules are thus labeled, but the
strong 1H dipole coupling network is disrupted locally by the
2H labelling of the sidechain carbons. The buffer of the IgG-

GB1 complex contained 2 mM of paramagnetic Gd
(DTPA-BMA).

NMR Spectroscopy
All experiments were performed on either a Bruker Avance III
spectrometer at 700.13 MHz 1H Larmor frequency or a Bruker
Avance II spectrometer or at a 599.4 MHz 1H Larmor frequency.
A Bruker 1.3 mmHCN Probe operating in HCN triple resonance
mode with a sample spinning rate of 60 kHz ± 3 Hz was used with
both instruments. 1,200 L/h of cooling gas was used at the
nominal temperatures of 263.2, 273.2, and 283.2 K. The
nutation frequencies for the 90° pulses were calibrated so that
the hard pulses for 1H were 2.1 μs (]1 � 120 kHz); 13C, 2.5 μs (]1 �
100 kHz); and 15N, 3.25 μs (]1 � 77 kHz). The 1H carrier
radiofrequency (RF) was centred on the H2O signal
(∼4.7 ppm), 15N at 120 ppm, and 13C at 100 ppm.
Heteronuclear 1H decoupling (∼10 kHz SPINAL-16) (Fung
et al., 2000) was used during the indirect chemical shift
dimension, and during the echo period when the recoupling
sequence was not being applied, and approximately 10 kHz
WALTZ-64 (Zhou et al., 2007c) 15N decoupling was used
during 1H acquisition. The States-TPPI method was employed

FIGURE 6 | 15N-1H dipolar order parameter data for GB1 in a crystal (black line) and in a precipitated complex with IgG (red line). (A)Overlay of representative dipole
recoupling spectra. (B) 15N-1H order parameters as a function of residue, error bars are drawn at 1σ. Both data sets were recorded at the nominal temperature of
263.2 K corresponding to sample temperature of ∼302 K at 60 kHz spinning frequency.
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for quadrature detection in the indirect chemical shift dimension
(Marion et al., 1989) and only the real portion of the dipole-
coupling dimension is acquired. The MISSISSIPPI (Zhou and
Rienstra, 2008) solvent suppression scheme was applied with a
spinlock field of ∼30 kHz for four 15 ms intervals before
detection. The symmetry match condition was calibrated to
the theoretical value by varying the applied power in a 2D,
nitrogen edited, 1H nutation experiment until the nutation
experiment is within 1 Hz.

The total experiment time for each temperature point of the
crystalline GB1 was 16 h each 1H free induction decay was
acquired for 40 ms with a spectral width of 30 ppm with 32
coadded transients. The 15N dimension for the microcrystalline
protein were acquired with 80 rows with a dwell of 333.33 µs for a
total of 13.3 ms in the indirect dimensions. The R148

5

(115(0),295(180)) dimension was acquired for 15 real points
with an increment of 8*τr � 133.33 µs for a total of 1.87 ms
(3.73 ms total echo time). The recovery delay was 1.5 s.

The spectrum of the GB1-IgG complex was collected in four
blocks of 34.1 h each which were later summed together, for a
total of 5 days 16.5 h. There was 1,200 L/h of variable temperature
gas flow at the nominal temperature of 263.2 K. Each 1H free
induction decay was acquired for 30 ms with a spectral width of
30 ppm in four blocks of 128 coadded transients (512 total), the
15N dimension for the microcrystalline protein were acquired
with 64 rows with a dwell of 333.33 µs, with a spectral width of
42 ppm (15N) for a total of 10.7 ms in the indirect dimensions, the
R148

5 (115(0),295(180)) dimension was acquired for 15 real points
with an increment of 8*τr � 133.33 µs for a total of 1.87 ms
(3.73 ms total echo time) with a relaxation delay of 1 s All 3D data
was processed using NMRPipe and the four blocks were added
using NMRPipe (Delaglio et al., 1995). The dipole-recoupling
dimension was not Fourier-transformed in NMRPipe so that
peak volumes could be extracted. The Fourier-transform of the
dipole recoupling dimension was performed on the peak volumes
extracted by NMRPipe by a the fast fourier transform routine
found in python’s numpy package. The imaginary components of
the trajectories were filled with zeroes, and the trajectory was zero
filled to 512 points. The 2D datasets with a dipole recoupling
dimension (Supplementary Figure S5) were processed in
Topspin with by performing a Hilbert-transform to fill the
imaginary portion of the dipole trajectory before Fourier
transforming the dipole recoupled dimension. (See
Supplementary Material: BrukerMacros/2DHN).

External KBr (Thurber and Tycko, 2009) and neat methanol
(Ammann et al., 1982) were used as external standards to calibrate
the temperature. The samples did not have adequate resolution to
unambiguously identify the bulk water signal from the isopropanol
and methyl-pentane-diol OH signals, which precluded temperature
calibration by the chemical shift difference between water and DSS
(Hoogen et al., 1988; Wishart et al., 1995). Temperatures derived
using either the chemical shift or the T1 of KBr (Thurber and Tycko,
2009) were not self-consistent on the 700MHz instrument at either
10 or 60 kHz spinning. There is approximately 10°C difference
between the two methods. The T1 method indicates a 20°C
difference across the nominal temperatures, where the chemical
shift method indicates a difference of 13.6°C. Calibrating the

temperature by the chemical shift difference in the 1H spectrum
of methanol (Ammann et al., 1982) indicates temperatures of 301.9
(263.2), 309.0 (273.2), and 314.9 K (283.2) or 28.7, 35.8, and 41.7°C
under the experimental conditions, for a range of 12.9°C.

Data Processing, Fitting and Simulations
The GB1 resonances were identified in the 2D finger-print spectra
from the literature and previous work (Franks et al., 2005; Zhou
et al., 2007a). Peaks were integrated using NMRPipe (Delaglio
et al., 1995), where the peak volumes were converted into dipole
recoupling trajectories. The volume of the peak on the first plane
is used to normalize the rest of the curve, so all curves range
between ±1, and start with an intensity of 1.00. Overlapping
resonances were fit, but these resonances were not included in the
figures or analysis since the resonance could not be
unambiguously identified.

A library of numerical simulations was created in SIMPSON
4.2.1 on an Apple MacBook Pro for use in theMonte-Carlo fitting
routine. The simulation library was created using 251 dipole-
dipole couplings ranging from 7,500 Hz to 12,500 Hz in steps of
20 Hz, the spin rate was 60 kHz, the calculation method was
“direct”, the crystal file was “zcw376,” and 16 gamma angles were
used. The time-domain trajectories and frequency domain
spectra were saved as a 2D SIMPSON file.

5000 Monte Carlo steps were used for error analysis for all
datasets only using the time domain SIMPSON library. The
library was expanded using simple operations on the time-
domain. The DC parameter is used to add a constant is to all
data points (varied between −0.2 and +0.5). The scaling factor
multiplies each point by a constant (varied from 0.9 to 1.1).
Finally, relaxation is simulated by applying line-broadening for
each trajectory, that is, the simulation is multiplied by a time
dependent exponential function (from 0 Hz to 2,500 Hz). To
Fourier transform the dipole trajectories, the imaginary time
portion was filled with zeroes, and the trajectory was zero-
filled to 128 points. For the crystalline GB1, most line shapes
fit with a small, negative DC offset (−0.05), a scaling multiplier of
1.00, and less than 300 Hz of line-broadening. For the IgG-GB1
complex, there is a small positive DC offset (+0.14), a scale of
1.00, and approximately 600 Hz of line-broadening on average.
The rigid limit for the N-H dipolar coupling is taken as
11,477.3 Hz to determine the Order Parameters, which
corresponds to an N-H bond length of 1.02 Å.

Molecular Dynamics Simulations
A molecular dynamics trajectory for a 3 × 3 × 3 supercell of GB1
containing 108 monomers was computed using AMBER MD (Case
et al., 2005; Doshi and Hamelberg, 2009; Maier et al., 2015; Tian
et al., 2019). The coordinates of the X-ray structure of GB1 (PDB:
2gi9 Franks et al., 2006b) were taken as a starting conformation. To
the supercell, 108 PO4

3− counter ions were added. 12,852 explicit
water molecules were added, followed by charge balancing with
sodium ions giving an overall box size of 75.591 Å × 107.152 Å ×
150.822 Å. The ff19SB (Tian et al., 2019) forcefield was used for the
GB1 proteins, with OPC water (Izadi et al., 2014) and GAFF
cocrystallites (Wang et al., 2004). After minimization, the system
was replicated and heated to the temperatures indicated in the
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figures (280, 290, 300, 310 K). The systems were then simulated for
full 400 ns runs. For each, a 2 fs timestep was used with a cut-off of
11 Å for non-bonded interactions. Temperatures were maintained
using a Langevin thermostat, and the SHAKE algorithm (Ryckaert
et al., 1977) was applied to all bond lengths involving a hydrogen
atom. Anisotropic pressure scaling was used with periodic boundary
conditions.

Prior to processing, the Cα carbons between timesteps were
aligned using cpptraj (Roe and Cheatham, 2013). Then, correlation
functions for each N-H vector were calculated according to the
iRED framework using cpptraj (Prompers and Brüschweiler, 2002).
The median was calculated for each residue over all GB1s in the
supercell for which order parameters could be extracted, and the
error taken as twice the median absolute difference.
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Determination of Histidine Protonation
States in Proteins by Fast Magic Angle
Spinning NMR
Roman Zadorozhnyi1,2, Sucharita Sarkar1,2, Caitlin M. Quinn1, Kaneil K. Zadrozny3,
Barbie K. Ganser-Pornillos3, Owen Pornillos3, Angela M. Gronenborn2,4* and
Tatyana Polenova1,2*

1Department of Chemistry and Biochemistry, University of Delaware, Newark, DE, United States, 2Pittsburgh Center for HIV
Protein Interactions, University of Pittsburgh School of Medicine, Pittsburgh, PA, United States, 3Department of Molecular
Physiology and Biological Physics, University of Virginia School of Medicine, Charlottesville, VA, United States, 4Department of
Structural Biology, University of Pittsburgh School of Medicine, Pittsburgh, PA, United States

Histidine residues play important structural and functional roles in proteins, such as serving
as metal-binding ligands, mediating enzyme catalysis, and modulating proton channel
activity. Many of these activities are modulated by the ionization state of the imidazole ring.
Here we present a fast MAS NMR approach for the determination of protonation and
tautomeric states of His at frequencies of 40–62 kHz. The experiments combine 1H
detection with selective magnetization inversion techniques and transferred echo
double resonance (TEDOR)–based filters, in 2D heteronuclear correlation experiments.
We illustrate this approach using microcrystalline assemblies of HIV-1 CACTD-SP1 protein.

Keywords: Magic angle spinning (MAS), nuclear magnetic resonance (NMR) spectroscopy, histidine protonation
state, transferred echo double resonance (TEDOR), Fast MAS NMR, solid-state NMR

INTRODUCTION

Histidines (His) play important structural and functional roles in proteins such as metal binding
(Stryer et al., 1964; Perutz and Mathews, 1966; Adams et al., 1969; Liljas et al., 1972), proton transfer
(Hoffee et al., 1967; Blow et al., 1969; Campbell et al., 1974), and stability (Perutz et al., 1969; Lewis
et al., 1976; Loewenthal et al., 1992). These functions are often correlated with the ionization state of
the histidine sidechain (Figure 1A) (Bachovchin and Roberts, 1978; Kossiakoff and Spencer, 1981;
Lewis et al., 1981). While the pKa of the imidazole ring for free histidine is 6.5 (Blomberg et al., 1977),
in proteins the pKa values vary widely, from 3 to 9, depending on the interactions with neighboring
residues and degree of burial (Zhou et al., 1993; Plesniak et al., 1996). At pH values above the pKa,
anionic τ and π tautomers with hydrogens at either Nε2 or Nδ1 are present, while below the pKa the
protonated imidazole ring possesses hydrogens at both Nε2 and Nδ1. For a protein at intermediate pH
values, it is possible that a fraction of His residues is protonated and the remaining fraction
unprotonated (French and Hammes, 1965; Edwards and Sykes, 1980; Hass et al., 2008).

Methods to determine His ionization states in proteins are solution NMR (Kilmartin et al.,
1973; Markley, 1975; Bachovchin and Roberts, 1978; Perutz et al., 1985; Pelton et al., 1993;
Shimba et al., 1998; Hass et al., 2008; Hansen and Kay, 2014) or neutron diffraction (Kossiakoff
and Spencer, 1980; Maeda et al., 2004; Kovalevsky et al., 2010), with the latter limited to very
large single crystals and requiring a neutron source, both difficult conditions to meet routinely.
Therefore, solid-state magic angle spinning (MAS) NMR constitutes a viable alternative (Wei
et al., 1999). Similar to solution NMR, the tautomeric state of histidines can be unambiguously
determined from a unique combination of 15N sidechain chemical shifts (Munowitz et al., 1982;
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FIGURE 1 | (A) Four states of histidine: left to right, charged state, neutral τ tautomer, anionic τ tautomer, and anionic π tautomer. (B) Pulse sequence for the 1H-detected
TEDOR-based 15N selective filtered experiment. Tr is the MAS rotor period, τmix is the total TEDOR mixing time. The phase on the individual pulses are: φ1 � 16 × (0) 16 ×
(2), φ2 � 1, φ3 � 0,φ4 � 0, φ5 � 0213 2031, φ6 � 2, φ7 � 0, φ8 � 02, φ9 � 1133, φ10 � 4 × (0) 4 × (1) 4 × (2) 4 × (3), φ11 � 4 × (1) 4 × (0), φ12 � 4 × (1) 4 × (0) 4 × (1) 4 × (0) 4
× (3) 4 × (2) 4 × (3) 4 × (2), φrec � 3113 0220 1331 2002, where 0 � x, 1 � y, 2 � –x, and 3 � –y. Δ is set to one rotor period during which 1H rf field of ωr amplitude
is applied for effective Z-filtering. MISSISSIPPI water suppression sequence is applied during Δ′ time period. (C) Synthetic 1H-detected TEDOR-based 15N selective

(Continued )
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Wei et al., 1999; Miao et al., 2014) and the corresponding N-H
distances can be estimated, allowing for hydrogen bonding studies
(Shenderovich et al., 2015). Protonation states for the crystalline
histidine amino acid have been determined by MAS NMR for
different pH values (Li and Hong, 2011) and crystalline short
peptides (Platzer et al., 2014). Using 15N selective filtered,
13C-detected experiments with the inversion pulses at frequencies
of the different tautomers (Miao et al., 2014) permits their
identification. For proteins containing several histidine residues,
the above experiments are challenging due to low sensitivity and
spectral overlap. Therefore, only a handful of such studies have been
reported to date (Hu et al., 2006; Hu et al., 2010; Miao et al., 2015;
Kwon et al., 2019; Maciejko et al., 2019; Vasa et al., 2019; Movellan
et al., 2020). In order to increase resolution, the original pulse
sequence can be reconfigured as a 2D experiment by introducing
a 13C-13C mixing period based on proton-driven spin diffusion
(PDSD) (Bloembergen, 1949) and extending the second Z-filter
(Miao et al., 2014). 2D and 3D proton-based experiments were also
introduced with 1H chemical shifts either recorded in the indirect
dimension (Miao et al., 2015) or detected directly (Shenderovich
et al., 2015; Vasa et al., 2019; Movellan et al., 2020).

Herein, we present an alternative MAS experiment that uses
1H detected transferred-echo double resonance (TEDOR)-
based 15N selectively filtered 2D correlations at fast MAS
frequencies of 40–60 kHz. The advantages of the
1H-detected fast-MAS experiments presented here are: i)
improved sensitivity due to 1H detection, and ii) improved
resolution via the second dimension and selective recoupling
of aromatic resonances directly attached to 15N atoms.
Microcrystalline assemblies of U-13C,15N- and fractionally
deuterated (FD) (Mance et al., 2015) 13C,15N-HIV-1
CACTD-SP1 protein samples, possessing solely a single His
residue, His-226, are ideally suited for pulse sequence
optimization and therefore were selected for illustrating our
current approach. Extension to ultrafast MAS frequencies (up
to 110 kHz), should yield even higher sensitivity and
resolution for proteins with multiple histidines.

MATERIALS AND METHODS

Sample Preparation
U-13C,15N-L-histidine was purchased from Cambridge Isotope
Laboratories, recrystallized from an aqueous solution at pH 6.0,
adjusted by mixing HCl and NaOH. The sample was packed into a
1.3 mm MAS rotor. Microcrystalline assemblies of U-13C,15N- and
FD-13C,15N-HIV-1 CACTD-SP1were prepared in the presence of the
assembly cofactor inositol hexakisphosphate (IP6) as described

previously (Wagner et al., 2016) except for growing
Escherichia coli in M9 medium containing 13C glucose, 15N
NH4Cl, isotopically labeled precursors, and (for the deuterated
sample) D2O. Proteins were assembled with 1.6 mM IP6
(Sigma-Aldrich), for a final reaction volume of 1 ml at pH
8.0. Assemblies were incubated overnight at 20°C and packed
into 3.2 mm (U-13C,15N), 1.9 mm (FD-13C,15N), or 1.3 mm
MAS rotors (U-13C,15N).

MAS NMR Spectroscopy
MAS NMR experiments on U-13C,15N-CACTD-SP1 and
FD-13C,15N-CACTD-SP1 microcrystalline assemblies were
performed on a 20.0 T Bruker AVIII spectrometer outfitted
with 3.2 mm E-Free HCN and 1.9 HCN probes, respectively.
The MAS frequency was 14 and 40 kHz, respectively, controlled
to within ± 10 Hz by a Bruker MAS controller. The actual sample
temperature was maintained at 4 ± 1°C throughout the
experiments using the Bruker temperature controller.

The Larmor frequencies were 850.4MHz (1H), 213.9MHz (13C)
and 86.2MHz (15N). The typical 90° pulse lengths were 2.6–3.0 μs for
1H, 4.3–4.5 μs for 13C, and 4.2–4.7 μs for 15N. The 1H-13C and 1H-15N
cross-polarization employed a linear amplitude ramp of 90–110% on
1H, and the center of the ramp was matched to a Hartmann–Hahn
condition at the first spinning sideband; contact times of 0.7–1.5ms
and 1.0–1.7ms were used, respectively. 50 ms CORD (Hou et al.,
2013) mixing time was applied to facilitate 13C-13C mixing.

MAS NMR experiments on U-13C,15N-L-histidine and
FD-13C,15N-CACTD-SP1 microcrystalline assemblies were
performed on a 14.1 T Bruker AVIII spectrometer outfitted
with 1.3 mm HCN probe. Larmor frequencies were 599.8 MHz
(1H), 150.8 MHz (13C), and 60.7MHz (15N). The MAS frequency
was 60 kHz, controlled to within ± 10Hz by a BrukerMAS controller.
The actual sample temperaturewasmaintained at 40± 1°C throughout
the experiments using the Bruker temperature controller. The typical
90° pulse lengths were 1.4–1.6 μs for 1H, 2.7–3.0 μs for 13C, and
3.3–3.6 μs for 15N. The 1H-13C and 1H-15N cross-polarization
employed a linear amplitude ramp of 90–110% on 1H, center of
the ramp was matched to a Hartmann–Hahn condition at the first
spinning sideband, with contact times of 1.0–5.0ms and 1.3–5.0ms,
respectively. Band-selective 15N-13C SPECIFIC-CP contact time was
5.0–6.0ms. SWFTPPM (Vinod Chandran et al., 2008) decoupling
(15 kHz) was used during the TEDOR block and acquisition periods.
The selective 15N 180° r-SNOB (Kupce et al., 1995) pulse length in the
Z-filtered TEDOR experiments was 500 µs and the bandwidth —
2 kHz; the rf power was 4 kHz. During the Z-filter time period Δ,
60 kHzCWdecoupling was applied for τr on 1H channel, while during
the time period Δ’, MISSISSIPPI (Zhou and Rienstra, 2008) water
suppression was applied. The TEDOR block duration was 1–3ms.

FIGURE 1 | filtered CH HETCOR spectra showing cross peaks expected for each tautomer. Left to right, soft pulse turned off, soft pulse at 170 ppm, soft pulse at
250 ppm. The filtering patterns for neutral and anionic τ tautomers are identical. (D) 15N (top) and 13C (bottom) CPMAS NMR spectra of crystalline histidine. (E)
Aromatic region expansion of 2D NCA spectrum of crystalline histidine. (F) 1D 13C spectra using TEDOR-based 15N selective filtering in the aromatic region. Top to
bottom, soft pulse turned off; soft pulse at 250 ppm; soft pulse at 170 ppm. (G) Three complementary 1H-detected TEDOR-based 15N selective filtered CH HETCOR
spectra. Left to right, soft pulse turned off, soft pulse at 170 ppm, soft pulse at 250 ppm. The MAS frequency was 60 kHz in all experiments. Signals of charged state are
shown in purple, neutral τ tautomer – in magenta, anionic τ tautomer - in grey, and anionic π tautomer – in teal.
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Data Processing
All MAS NMR data were processed using NMRPipe (Delaglio
et al., 1995). The 13C and 15N chemical shifts were referenced with
respect to the external standards adamantane (Morcombe and
Zilm, 2003) and ammonium chloride (Bertani et al., 2014),
respectively. The 2D and 3D data sets were processed by
applying 30, 45, 60, and 90° shifted sine bell apodization
followed by a Lorentzian-to-Gaussian transformation in both
dimensions. Forward linear prediction to twice the number of the
original data points was used in the indirect dimension followed
by zero filling. The processed spectra were analyzed in
NMRFAM-Sparky (Goddard and Kneller, 2004; Lee et al.,
2015) and CCPN (Stevens et al., 2011).

RESULTS

Here, we report on a 2D 1H-detected TEDOR-based Z-filtered
experiment, which incorporates 15N selective filters for the
determination of histidine tautomeric states. The pulse sequence is
shown in Figure 1B. The experiment is well suited for fast MAS
frequencies of 40 kHz and above. The tautomeric states of His
residues are unambiguously determined using a combination of
three CH HETCOR experiments comprising: i) 15N selective
TEDOR filter, containing 13C resonances of all protonation and
tautomeric states present; ii) 15N selective TEDOR filter with a soft
pulse at 170 ppm, removing resonances of the protonated state while
Cε1 andCδ2 atoms of π tautomer andCε1 andCγ atoms of τ tautomer

FIGURE 2 | (A) A hexameric unit of HIV-1 CACTD-SP1 in the microcrystalline assembly (PDB 5I4T) shown as side view (left) and top view (right). (B) 1D 13C MAS NMR
spectra of FD-13C,15N-CACTD-SP1 with TEDOR-based 15N selective filtering in the aromatic region. Top to bottom: CPMAS spectrum; TEDOR-based 15N selectively
filtered spectra with soft pulse turned off, soft pulse at 170 ppm, and soft pulse at 250 ppm. (C) 2D CORD spectrum of FD-13C,15N-CACTD-SP1 (MAS frequency 14 kHz).
(D) Aromatic regions of 1H-detected TEDOR-based 15N selective filtered CHHETCOR spectra in FD-13C,15N-CACTD-SP1: TEDOR filter and soft pulse turned off (top left),
soft pulse turned off (top right), soft pulse at 170 ppm (bottom left), soft pulse at 250 ppm (bottom right). The MAS frequency was 40 kHz in all experiments, unless
indicated otherwise. Signals of τ tautomer are shown in magenta.

Frontiers in Molecular Biosciences | www.frontiersin.org December 2021 | Volume 8 | Article 7670404

Zadorozhnyi et al. Histidine Protonation-States by Fast MAS-NMR

174

https://www.frontiersin.org/journals/molecular-biosciences
www.frontiersin.org
https://www.frontiersin.org/journals/molecular-biosciences#articles


remain; and iii) 15N selective TEDOR filter with a soft pulse at
250 ppm, retaining all signals of the charged state, Cε1 and Cγ of the π
tautomer as well as Cε1 and Cδ2 atoms of the τ tautomer. Cε1 of
anionic tautomers is always present in TEDOR filtered spectra, but
has reduced peak intensity when 15N selective pulse is applied as C-N
dipolar interaction with the non-selectively irradiated nitrogen atom
is recoupled. The sequence was first tested on a crystalline L-histidine
sample prepared at pH 6.0. The 13C and 15N 1D CPMAS and 2D
NCA spectra are shown in Figures 1D, E, respectively. The spectra
clearly indicate the presence of two forms of L-histidine, the charged
monohydrate and the τ tautomer, in approximately 2:1 ratio. As
shown in Figure 1F, conventional 13C-detected TEDOR-based

experiments are well suited for the determination of protonation
states in this sample. To test the 1H-detected sequences proposed
herein, three complementary experiments were performed. As shown
inFigure 1G, 15N selective TEDOR-filteredCHHETCORwithout or
with a soft pulse at 250 ppm (left and right panels, respectively) yield
the sidechain signals of both protonation states, while 15N selective
TEDOR-filtered CH HETCOR with soft pulse at 170 ppm retains
only Cε1 resonance of the τ tautomer (chemical shifts provided in
Supplementary Table S1). Water suppression was incorporated into
the second Z-filter, allowing to record spectra on hydrated samples.

HIV-1 CACTD-SP1 (Figure 2A) contains a single His residue,
His-226. The outstanding high spectral resolution in the

FIGURE 3 | (A) 1D 15N CPMAS and 13C MAS NMR spectra of U-13C,15N-CACTD-SP1 with TEDOR-based 15N selective filtering in the aromatic region (MAS frequency
14 kHz). Top to bottom: 15N CPMAS spectrum; 13C CPMAS spectrum; TEDOR-based 15N selectively filtered spectra with soft pulse turned off, soft pulse at 170 ppm, soft
pulse at 250 ppm, and a reference (S0) experiment. (B) Aromatic regions of 1H-detected TEDOR-based 15N selective filtered CH HETCOR spectra in U-13C,15N-CACTD-
SP1: TEDOR filter and soft pulse turned off (top left), soft pulse turned off (top right), soft pulse at 170 ppm (bottom left), soft pulse at 250 ppm (bottom right). The first
contour was set at 5× the noise rmsd. (C) 1D 1H slices of 1H-detected TEDOR-based 15N selective filtered CH HETCOR spectra in U-13C,15N-CACTD-SP1, extracted at
13C shifts shown as gray dashed lines in panel (B). Left to right: TEDOR filter and soft pulse turned off, soft pulse turned off, soft pulse at 170 ppm, soft pulse at 250 ppm.
The MAS frequency was 60 kHz. Signals of τ tautomer and π tautomer are shown in magenta and teal, respectively.
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microcrystalline FD-13C,15N-CACTD-SP1 sample allows for the
determination of histidine protonation and tautomeric states
even in the 13C-detected mode (Figure 2B). The Cε1 and Cγ

resonances are present in 1D experiments, while the Cδ2

resonance is absent in the 15N selective TEDOR-filtered 13C
CPMAS experiment with the soft pulse at 170 ppm since its
magnetization does not build up during the TEDOR block due to
the very weak dipolar coupling to Nδ1 (chemical shifts provided in
Supplementary Table S2). The 2D 13C-13C CORD spectrum
clearly shows a single set of resonances, indicating the presence of
only one histidine species (Figure 2C), although the protonation
and tautomeric state cannot be determined without additional
experiments. The three complementary 1H-detected TEDOR-
based 15N selective CH HETCOR spectra (Figure 2D) also
indicate the presence of a single species, which is
unambiguously assigned as τ tautomer. These 1H-detected 2D
spectra contain no resonances of aromatic residues other than His
(shown in black in the CH HETCOR spectrum) and Trp (these
are weak or absent in the spectra of the deuterated sample), as
only carbons attached to nitrogens are selected, making
assignment of histidine resonances straightforward.

In contrast to the FD-13C,15N-CACTD-SP1, the His-226
protonation state in U-13C,15N-CACTD-SP1 assemblies cannot
be easily determined using the 1D 13C-detected version of
TEDOR-based 15N selective filtered experiments due to low
resolution and spectral overlap (Figure 3A). In contrast, the
2D 1H-detected TEDOR-based 15N selective filtered spectra
(Figure 3B) suggest the presence of a small fraction of π
tautomer along with the predominant τ tautomer in this
sample (chemical shifts provided in Supplementary Table S2).

In addition to the His signals, the indole ring signals of the
Trp184 residue are also present in the 1H-detected TEDOR-based
experiments when the soft pulse is either turned off or centered at
250 ppm. This is expected due to the nitrogen atom Nε1 in the
indole ring, which allows for magnetization build up on adjacent
carbon atoms (Cδ1 and Cε2) during TEDOR transfer. Tryptophan
sidechain resonances appear much stronger in non-deuterated
protein assemblies compared to the FD-13C,15N -CACTD-SP1 and
can be distinguished from those corresponding to the histidine
based on chemical shift.

CONCLUSION

We demonstrated that 1H-detected 2D Z-filtered TEDOR
experiments incorporating 15N selective filters permit

unambiguous assignment of histidine protonation and
tautomeric states in microcrystalline proteins and protein
assemblies. This approach combines all the advantages of fast
MAS and proton detection. Extending the experiments to MAS
frequencies of 110 kHz and above can further improve the quality
of data sets and allow unambiguous assignment of His protonation
and tautomeric states in larger proteins and protein assemblies.
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In-Cell NMRof IntactMammalian Cells
Preserved with the Cryoprotectants
DMSO and Glycerol Have Similar DNP
Performance
Yiling Xiao1†‡, Rupam Ghosh1†‡ and Kendra K. Frederick1,2*†

1Department of Biophysics, UT Southwestern Medical Center, Dallas, TX, United States, 2Center for Alzheimer’s and
Neurodegenerative Disease, UT Southwestern Medical Center, Dallas, TX, United States

NMR has the resolution and specificity to determine atomic-level protein structures of
isotopically-labeled proteins in complex environments and, with the sensitivity gains
conferred by dynamic nuclear polarization (DNP), NMR has the sensitivity to detect
proteins at their endogenous concentrations. Prior work established that DNP MAS
NMR is compatible with cellular viability. However, in that work, 15% glycerol, rather
than the more commonly used 10% DMSO, was used as the cellular cryoprotectant.
Moreover, incubation of cells cryoprotected 15% glycerol with the polarization agent,
AMUPol, resulted in an inhomogeneous distribution of AMUPol through the cellular
biomass, which resulted in a spatial bias of the NMR peak intensities. Because 10%
DMSO is not only the most used cryoprotectant for mammalian cells, but also because
DMSO is often used to improve delivery of molecules to cells, we sought to characterize the
DNP performance of cells that were incubated with AMUPol and cryoprotected with 10%
DMSO. We found that, like cells preserved with 15% glycerol, cells preserved with 10%
DMSO retain high viability during DNP MAS NMR experiments if they are frozen at a
controlled rate. However, DMSO did not improve the dispersion of AMUPol throughout the
cellular biomass. Cells preserved with 15% glycerol and with 10% DMSO had similar DNP
performance for both the maximal DNP enhancements as well as the inhomogeneous
dispersion of AMUPol throughout the cellular biomass. Therefore, 10% DMSO and 15%
glycerol are both appropriate cryoprotectant systems for DNP-assisted MAS NMR of
intact viable mammalian cells.

Keywords: Dynamic nuclear polarization (DNP), AMUPol, cryopreservation, DMSO (dimethyl sulphoxide), glycerol,
in-cell NMR, HEK293

INTRODUCTION

In-cell structural biology enables the study of protein conformation in environments that maintain
the identity, stoichiometry, concentrations and organization of the myriad of biomolecules that can
interact with a protein of interest. (Frederick et al., 2015; Theillet et al., 2016; Burmann et al., 2020;
Luchinat et al., 2020) Capturing the effect of these complicated environments on biomolecular
conformation is of particular importance for proteins that have more than one stable conformation,
interact with cellular components or contain regions of intrinsic disorder. Nuclear Magnetic
Resonance (NMR) is uniquely suited to study proteins in these complicated contexts with
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atomic level resolution. NMR spectroscopy detects only NMR-
active nuclei. These nuclei are non-perturbative probes that can
be specifically incorporated into a protein of interest that is either
delivered to or expressed inside the cell. (Selenko et al., 2006;
Inomata et al., 2009; Theillet et al., 2013; Majumder et al., 2015;
Burmann et al., 2020) NMR has the resolution and specificity to
determine atomic-level protein structures of isotopically-labeled
proteins in complex environments (Sakakibara et al., 2009) and,
with the sensitivity gains conferred by dynamic nuclear
polarization (DNP), NMR has the sensitivity to detect proteins
at their endogenous concentrations (Renault et al., 2012;
Frederick et al., 2015; Albert et al., 2018; Costello et al., 2019;
Narasimhan et al., 2019; Schlagnitweit et al., 2019).

We recently established that sample conditions that favor
efficient DNP enhancements are compatible with cellular
viability. In that work, we established methods that
maintained cellular viability throughout the DNP NMR
experiments and found that the magnitude of the sensitivity
enhancements for such samples were high enough to enable
detection of a protein at micromolar concentrations inside
intact cells in experimentally tractable experimental times.
(Ghosh et al., 2021) Briefly, cells were cryoprotected,
transferred to rotors and frozen at the controlled rate of 1°C
per minute before cryogenic transfer to the pre-cooled NMR
spectrometer for analysis. (Ghosh et al., 2020; Ghosh et al., 2021)
After structural characterization via DNP MAS NMR, these cells
can be cultured or imaged and their phenotype can be determined
and compared with cells before structural characterization.
(Ghosh et al., 2021) However, that work only examined cells
that were cryopreserved using 15% glycerol as the cryoprotectant.
While the overall approach to sample preparation is likely to be
generalizable to freezing media with different compositions, this
has not been explicitly demonstrated. The most common
cryoprotectant for cultured mammalian cells is
dimethylsulfoxide (DMSO) at a concentration of 10% (v/v).
Indeed, the handful of studies that examine preparations of
mammalian cells using DNP NMR use DMSO (Albert et al.,
2018; Narasimhan et al., 2019; Schlagnitweit et al., 2019; Overall
et al., 2020), although the sample composition—including the
choice of cryoprotectant—and post-experiment cellular viability,
have only very recently been considered (Ghosh et al., 2020;
Ghosh et al., 2021; Overall and Barnes, 2021). Given the
widespread preference for 10% DMSO over 15% glycerol as
the cryoprotectant for cellular cryopreservation, we sought to
determine if cryoprotection using 10% DMSO could also support
cellular viability throughout the DNP NMR experiments.

DNP increases the sensitivity of NMR spectroscopy through
the transfer of the large spin polarization of an unpaired electron
to nearby nuclei (Ni et al., 2013) which are typically introduced
into a sample by doping with millimolar concentrations of stable
biological radicals (Sauvée et al., 2013; Lund et al., 2020; Stevanato
et al., 2020). The sensitivity enhancements from DNP rely upon
proximity to a polarization agent. Thus, DNP-enhanced MAS
NMR experiments are biased towards observation of molecules
that are accessible to polarization agents. Despite how critical the
dispersion of polarization agents in a sample is to both achieve
high sensitivity and interpret the results, the dispersion of

polarization agents in intact cells has only very recently been
considered (Ghosh et al., 2021). In our recent work that described
methods for DNP MAS NMR on viable cells we described two of
many potential approaches to deliver polarization agents to intact
cells. In that work, we introduced AMUPol to cells by incubation
of intact cells with AMUPol and by electroporation of intact cells
in the presence of AMUPol to transiently permeabilize the
membrane. (Ghosh et al., 2021) We compared the distribution
of AMUPol throughout the cellular biomass for cells prepared in
these two different ways to the distribution of AMUPol
throughout the cellular biomass for cellular lysates where the
cellular membrane does not present a barrier to distribution. We
found that while AMUPol was homogenously distributed in
cellular lysates and cells where AMUPol had been introduced
by electroporation. AMUPol was inhomogeneously distributed in
cells where AMUPol was delivered by incubation. In samples of
cells incubated with AMUPol, the signal intensity from DNA in
the nucleus was lower than the signal intensity from proteins and
RNA in the cytoplasm. Thus, data from experiments on such
samples will report qualitatively, and not quantitatively, on the
structural ensemble; any observed conformation in such samples
certainly exists, but the relative population of that conformation
to any other cannot be inferred from peak intensities. Themethod
used to introduce the polarization agent affects the experimental
result and therefore must be chosen to address the structural
question under consideration. Interestingly, DMSO is not only
often used as a cryoprotectant (Lovelock and Bishop, 1959) but is
often also used as a cellular penetration enhancer (Williams and
Barry, 2004). Here we assessed the performance of 10% DMSO to
determine not only if it is able to support cellular viability
throughout DNP MAS NMR but also to determine if it can
improve delivery of the polarization agent, AMUPol, to the cell.

MATERIALS AND METHODS

Sample Preparation
To reduce experimental acquisition times, we uniformly
isotopically labeled HEK293 cells by culturing them in
isotopically-enriched media. Human embryonic kidney 293
(HEK293) cells were cultured in 13C, 15N labelled media
(BioExpress 6000 Mammalian U-13C, 98%; U-15N, 98%,
Cambridge Isotope Laboratories, MA, United States) with
10% (v/v) fetal bovine serum (FBS, qualified, Gibco) and
1% (v/v) PenStrep (Gibco) at 37 °C and 5% CO2. Confluent
plates were harvested using Tryp-LE Express (Gibco) and
BioExpress 6000 media, transferred to 15 ml conical tube and
centrifuged at 233 x g for 5 min at 22 °C using a swinging bucket
rotor (Beckman Coulter). Pelleted cells were resuspended and
washed once with 1x PBS (-CaCl2, -MgCl2, pH 7.4, Gibco).
AMUPol was delivered to cells by incubation, to do so, a
50 μL cell pellet was mixed with 50 µL perdeuterated 1x PBS
(85% D2O + 15% H2O, pH 7.4) containing AMUPol (Cortecnet,
NY, United States) and 11 µL of d6-DMSO. The 111 μL cell
suspension had a final composition of 10% (v/v) d6-DMSO,
76.5% (v/v) D2O and 13.5% (v/v) H2O. After delivery of
AMUPol, cells were transferred into 3.2 mm sapphire rotor
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(Bruker) by centrifugation in a swinging bucket rotor at 100 x g
for 2 min at 22 °C. The supernatant was removed, and rotors were
frozen at a controlled rate (1 °C/min) in “Cool Cell LX” (Corning)
in the –80 °C freezer for 12–16 h. Finally, frozen rotors were
transferred to liquid nitrogen storage until measurement by
DNP NMR.

Trypan Blue Exclusion Assay
Pelleted cells (10 µL) were diluted into 100 µL unlabeled DMEM
and 10 µL of this cell suspension were mixed with 10 µL of
Trypan Blue (0.4% solution). 10 µL of the Trypan Blue cell
suspension was loaded onto Countess Chamber. Trypan blue
membrane permeability was assessed using Countess automated
cell counter (Life technologies) using the manufacturer’s
protocol.

Growth Assay
Equal number of cells (1 million cells) were plated in 10 cm dish
containing complete media (DMEM) and grown for 9–14 days
(as indicated before). After cells have settled down (post 8–10 h),
media was removed to get rid of floating dead cells. 10–12 ml of
DMEM is added to the 10 cm culture dish and cell growth is
monitored using inverted light microscope till 100% confluency.
Fitting of sigmoidal curves was performed with an equation of
y(t) � a

1+e−k(t−t0 ), where y(t) denotes the cell culture time t, a and k
are fitting parameters, and t0 defines a lag time of tL as tL � t0 −2/k.
(Nielsen et al., 2001) The error range for the fitting was estimated
at the 95% confidence level.

DNP NMR Spectroscopy
Rotors were transferred in liquid nitrogen directly into the NMR
probe that was pre-equilibrated at 100 K. All dynamic nuclear
polarization magic angle spinning nuclear magnetic resonance
(DNP MAS NMR) experiments were performed on a 600 MHz
Bruker Ascend DNP NMR spectrometer/7.2 T Cryogen-free
gyrotron magnet (Bruker), equipped with a 1H, 13C, 15N
triple-resonance, 3.2 mm low temperature (LT) DNP MAS
NMR Bruker probe (600 MHz). The sample temperature was
104 K and the MAS frequency was 12 kHz. The DNP
enhancement for the instrumentation set-up for a standard
sample of 1.5 mg of uniformly 13C, 15N labeled proline
(Isotech) suspended in 25 mg of 60:30:10 d8-glycerol:D2O:H2O
containing 10 mMAMUPol was between 130 and 140 and a TB,on

of 4.6 s. For 13C cross-polarization (CP) MAS experiments, the
13C radio frequency (RF) amplitude was linearly swept from 75 to
37.5 kHz with an average of 56.25 kHz. 1H RF amplitude was
68–72 kHz for CP, 83 kHz for 90 degree pulse, and 85 kHz for 1H
TPPM decoupling with phase alternation of ± 15° during
acquisition of 13C signal. The DNP enhancements were
determined by comparing 1D 13C CP spectra collected with
and without microwaves irradiation. For TB,on measurements,
recycle delays ranged from 0.1 to 300 s. To determine the TB,on,
the dependence of the recycle delay using saturation recovery on
both 13C peak intensity or volume was fit to the mono-
exponential equation It � I0(1 − e

−t
TB,on ) and the stretched-

exponential equation It � I0 × [1 − e
−( t

TB,on
)β ], respectively.

13C–13C 2D correlations were measured using 20 ms DARR
mixing with the 1H amplitude at the MAS frequency. A total of
280 complex t1 points with increment of 25 μs were recorded. For
13C-15N 1D and 2D correlations, a 24 rotor periods (2 ms)
TEDOR sequence was applied with 13C and 15N pulse trains
at 55.5 and 41.7 kHz, respectively. A total of 64 complex t1 points
with an increment of 80 μs were recorded. The recycle delay was
3.9 s and the same 1H decoupling was applied. The experimental
time required to collect a 2D TEDOR spectra with 32 scans was
2 h and to collect a 2D DARR of 16 scans was 5 h.

DNP NMR Data Analysis
For 1D experiments, the data were processed using NMRPipe
(Delaglio et al., 1995). The real part of the processed spectrumwas
exported using pipe2txt.tcl command. Peaks were integrated, and
the time constants were obtained by least-squares fitting with a
single-exponential function. DNP enhancements were
determined by peak intensity. For 2D experiments, the
TEDOR and DARR data were both apodized with a Lorenz-
to-Gauss window function with IEN of 15 Hz and GB of 75 Hz in
the t1 and t2 time domains. The noise level and peak height from
the 2D NMR spectrum was detected by the NMRDraw software
for S/N estimation.

RESULTS AND DISCUSSION

HEK293 Cells Cryopreserved With 10%
DMSO Remain Viable During DNP
MAS NMR
The polarization agent, AMUPol, is not toxic to
HEK293 cells in the presence of 10% DMSO
To determine whether AMUPol in the presence of the
cryoprotectant 10% d6-DMSO compromised cellular viability,
we used a trypan blue dye exclusion test to determine the
percentage of cells with intact membranes present in a sample.
HEK293 viability was not compromised by replacement of media
components with PBS, per-deuteration and addition 10% d6-
DMSO (Supplementary Figure S1A). Moreover, HEK293
viability was not compromised by addition of the polarization
agent AMUPol at concentrations up to 50 mM (Supplementary
Figure S1B).

Cells Cryopreserved With 10% DMSO Retain High Viability
After DNP MAS NMR
To determine whether any of the manipulations required for
DNP MAS NMR sample preparation compromise cellular
viability when 10% DMSO is used as a cryoprotectant, we
assessed trypan blue membrane permeability at several steps
of our sample preparation workflow (Figure 1A, arrows). After
harvesting adherent cells from tissue culture plates, the cells
were rinsed with PBS and pelleted. At this point, cellular
membrane integrity as assessed by trypan blue dye exclusion
tests was high (95 ± 3%, Figure 1, dark red). Addition of 10%
DMSO and AMUPol followed by transfer into 3.2 mm NMR
rotors did not significantly decrease membrane integrity (91 ±
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4%, Figure 1, orange; p � 0.19). Freezing cryoprotected cells at
the controlled rate of 1 °C/min slightly compromised membrane
integrity as assessed by trypan blue dye exclusion test (decrease
of 10 ± 6% to 82 ± 5%, Figure 1B, green, p � 1e-5). Post-NMR,
trypan blue membrane integrity was indistinguishable from that
of slow frozen samples (83 ± 10%, Figure 1, blue, p � 1).
Cryopreservation of cells with 10% DMSO is therefore
compatible with high membrane integrity post-DNP
NMR MAS.

The membrane integrity throughout the DNP MAS NMR
sample preparation protocol for cells cryoprotected with 10%
DMSO was similar, though not identical, to that for cells
cryoprotected with 15% glycerol (Ghosh et al., 2021). The
membrane integrity of frozen cells was lower than that of
fresh cells for cells cryoprotected with either 10% DMSO or
15% glycerol, however the decrease in membrane integrity
occurred at different points in the sample preparation. The
membrane integrity of cells cryoprotected with 10% DMSO
did not decrease upon addition of the cryoprotectant and
slightly decreased (10 ± 6%) upon freezing. In contrast, the
membrane integrity of cells cryoprotected with 15% glycerol
slightly decreased upon addition of the cryoprotectant (5 ±
10%) and was unchanged by freezing. This difference likely
reflects the difference in the mechanisms of interaction of the
cryoprotectants with cellular membranes. In both cases, the
viability of cryoprotected frozen sample, the state that is most

representative of the state of the sample during NMR data
collection, was the same. Interestingly, the membrane integrity
of these sample after DNPMAS NMR was different. It was higher
by 14 ± 14% for cells cryopreserved with 10% DMSO than it was
for cells cryopreserved with 15% glycerol (p � 0.03). However, the
loss in membrane integrity after DNP MAS NMR
experimentation for cells that were cryopreserved with 15%
glycerol is a result of the manipulations required to remove
the cells from the rotor, and not the DNP MAS NMR
experiment itself. (Ghosh et al., 2021) This indicated that
membranes of cells cryopreserved with 10% DMSO were less
sensitive to the manipulations required to unpack the rotor than
cells cryopreserved with 15% glycerol. This may reflect
differences in intracellular ice content, which can recrystallize
under slow thawing conditions and damage cells, and/or in
changes in diffusion and osmosis across the cellular
membrane, which may result in membrane rupture if they
exceed the tolerance of the cellular membrane (Pegg, 2007).
Overall, this indicates cellular membrane integrity is
maintained for cells cryopreserved with 10% DMSO before,
during and after DNP MAS NMR. The maintenance of
cellular membrane integrity for cells cryopreserved with 10%
DMSO and 15% glycerol is similar before and during DNP MAS
NMR experimentation and is better for cells that are
cryopreserved with 10% DMSO than for cells cryopreserved
with 15% glycerol after the DNP MAS NMR experiment.

FIGURE 1 | HEK293 cells that are cryopreserved with 10% DMSO are viable throughout the DNP NMR process. (A). Experimental scheme of the DNP NMR
sample preparation procedure. Colored arrows indicate points at which sample viability was assessed. Viability was assessed for cells after trypsinization and washing
(dark red), after suspension in AMUPol and cryoprotectants (orange), after being frozen at 1 °C per min (green), and after the entire DNPMAS NMR experiment (blue). (B)
Percentage of cells with trypan impermeable membranes at each sample assessment point, colored as in A. Each point represents an independent sample. Black
bars indicate average and standard deviation. Brackets indicate results of two-tailed homoscedastic student’s t-tests. (n.s. p > 0.05, ****p < 0.0001). (C)Growth kinetics
as assessed by confluency, colored as in A. The averages and standard deviations of three independent experiments are indicated by circles and error bars, respectively.
The best fit of sigmoid is indicated in solid lines and the 95% confidence interval by the shaded area.
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To determine whether any of the manipulations required for
DNP MAS NMR sample preparation compromised cellular
propagative ability, we next assessed cellular growth kinetics at
each step in our workflow. We found none of the manipulations
significantly altered growth kinetics for cells that have been
cryoprotected with 10% DMSO (Figure 1C). Cell growth
curves were well-fit by a sigmoidal function with lag phase (R2

� 0.99 ± 0.01). The lag phases and cell growth rates were
indistinguishable across all the tested conditions (p > 0.26)
and all plates reached 100% confluency. Similar to the
membrane integrity results, the growth kinetic results for cells
cryoprotected with 10% DMSO were similar, though not
identical, to those for cells cryoprotected with 15% glycerol
(Ghosh et al., 2021). The most notable difference was that
exposure to glycerol prolongs the lag phase by 1.5 ± 0.5 days
(Ghosh et al., 2021) while exposure to 10% DMSO does not.
Otherwise, as for cells cryopreserved with 10% DMSO, no other
perturbations significantly altered the growth kinetics. The
maintenance of cellular propagative ability for cells
cryopreserved with 10% DMSO and 15% glycerol is similar
throughout DNP MAS NMR experimentation, although cells
cryopreserved with 10% DMSO do not experience a lag phase.
This indicates that while both 10% DMSO and 15% glycerol are

effective cryoprotectants, 10% DMSO may be a better choice of
cryoprotectants for experiments that will benefit from post-NMR
cellular growth-based phenotyping.

Addition of AMUPol to HEK293Cells Results
in DNP Enhancement of all Biomass
Components
Cells cryopreserved with 10% DMSO and 15%
glycerol have similar DNP performance
Using characteristic peaks in the NMR spectra as reporters of the
different cellular biomass components (Ghosh et al., 2021), we
assessed DNP performance for cells that had been incubated with
AMUPol and cryopreserved using 10% DMSO. We collected 13C
cross-polarization (CP) spectra with and without microwave
irradiation to determine the DNP enhancements for HEK293
cells incubated with a range of AMUPol concentrations. We
determined DNP enhancements for peaks in the 13C CP spectra
that are representative of the major biomass components of
HEK293 cells; proteins, nucleotides and lipids (Figure 2).
While some chemical moieties, like carbonyls, are found in
more than one major biomass component—the contribution
of lipid head groups could be up to 7% of the “protein” peak

FIGURE 2 | The polarization agent, AMUPol, effectively polarizes all the components of HEK293 cells cryoprotected with 10% DMSO. (A) 13C cross-polarization
spectra of cryopreserved HEK293 cells grown on isotopically enriched media with 10 mM AMUPol at 100 K taken at 600 MHz with 12 kHz magic angle spinning and a
recycle delay of 10 s. Displayed spectra are taken with (black) and without (grey) microwave irradiation. The microwave off spectrum is plotted on the same scale as the
microwave on spectrum (bottom) and with the intensity multiplied by 10 (middle). Colored arrowheads indicate peaks that are representative of proteins (green),
nucleotides (blue) and lipids (pink). (B)DNP enhancement and (C) TB,on values from saturation recovery experiments are dependent upon the AMUPol concentration. Fits
of the TB,on data to a mono-exponential equation (black line) for different biomass components for cells incubated with 10 mM AMUPol with 10% DMSO as a
cryoprotectant. (D) The protein component had a TB,on value of 4.6 s with a regression error (lower plot) of 3.0%. (E) The nucleotide component had a TB,on value of 4.4 s
with a regression error (lower plot) of 2.9%. (F) The lipid component had a TB,on value of 5.2 s with a regression error (lower plot) of 2.4%.

Frontiers in Molecular Biosciences | www.frontiersin.org January 2022 | Volume 8 | Article 7894785

Xiao et al. Cryoprotectants for Cellular DNP NMR

183

https://www.frontiersin.org/journals/molecular-biosciences
www.frontiersin.org
https://www.frontiersin.org/journals/molecular-biosciences#articles


and the contribution of aliphatic side chains could be up to 22% of
the “lipid” peak—these peaks serve as quantitative proxies for the
different biomass components (Ghosh et al., 2021). We found
that the DNP enhancements for intact HEK293 cells that were
cryopreserved with 10% DMSO reached a maximum value of 39
for the protein component and addition of 5 mM AMUPol
sufficed to attain this enhancement. Addition of higher
concentrations of AMUPol to the sample did not significantly
alter the DNP enhancement across all biomass components
(Figure 2B). The DNP enhancements for cells cryoprotected
with 10% DMSO and then incubated with AMUPol are very
similar to those for cells cryoprotected with 15% glycerol and then
incubated with AMUPol (Ghosh et al., 2021). The dependence of
the DNP enhancements on the concentration of AMUPol for cells
cryoprotected with 10% DMSO and 15% glycerol were
indistinguishable (p � 0.44, n � 5). We next assessed the DNP
build-up times (TB,on) (Pinon et al., 2017) for cells that had been
incubated with AMUPol and cryopreserved using 10% DMSO.
As expected, we found that the value of TB,on decreased with
increasing AMUPol concentrations. The TB,on for the protein
component of cells incubated with 5 mM AMUPol was 5.6 s and
decreased to 3.0 s for cells that were incubated with 50 mM
AMUPol. The dependence of TB,on values on the
concentration of AMUPol for cells cryoprotected with 10%
DMSO are very similar to those for cells cryoprotected with
15% glycerol. The dependence of TB,on values on concentration of
AMUPol for cells cryoprotected with 10% DMSO and 15%
glycerol were indistinguishable (p � 0.16, n � 5). Interestingly,
the maximal enhancement for proteins inside intact cells,
regardless of the cryoprotectant, is ∼40 which is half of the
maximal enhancement for proteins in cellular lysates, where
the plasma membrane of the cell doesn’t present an
accessibility barrier. The higher maximal enhancements and
the much steeper dependance of TB,on on AMUPol
concentration for cellular lysates than for intact cells that were
incubated with AMUPol suggests that, as was previously observed
for cells cryoprotected with 15% glycerol, the AMUPol
concentration inside of cells cryoprotected with 10% DMSO is
lower than the concentration of AMUPol that was added to the
sample. This indicates that AMUPol is heterogeneously
distributed in samples of intact cells cryopreserved with
10% DMSO.

AMUPol is Heterogeneously Distributed in
Cells Cryopreserved in Both 10% DMSO
and 15% Glycerol
To assess the homogeneity of the AMUPol concentration
throughout each biomass component, we used the regression
error of the fit of the TB,on data to a mono-exponential equation
(Ghosh et al., 2021) as well as a stretched exponential function
where β describes the degree of deviation from an exponential fit
(Pinon et al., 2017; Rankin et al., 2019). The regression error is a
modestly more sensitive measure for deviation from a
monoexponential and the regression error and the β factor are
strongly anti-correlated. Both the regression error and β are
reported in Supplementary Table S2. If the concentration

distribution of AMUPol is heterogenous, there will be a
mixture of underlying TB,on values which will increase the
regression error. For reference, the regression error of the fit
of the TB,on data to a mono-exponential function of the amino
acid proline suspended in a matrix of 60:30:10 (v/v) glycerol:D2O:
H2O with 10 mM AMUPol was 0.5% and represents the error
expected from experimental noise (Ghosh et al., 2021). For intact
cells cryopreserved with 10% DMSO, the regression error for
protein was 2.8 ± 0.8% and for nucleotide the regression error was
2.6 ± 0.6% (indistinguishable from protein, p � 0.19, n � 5), while
the regression error for lipid was 2.2 ± 0.6% (lower than protein
and nucleotide, p < 0.003, n � 5) (Supplementary Table S2).
These regression errors were indistinguishable from those for
intact cells cryopreserved with 15% glycerol (p � 0.74) and were
significantly larger than the regression error for lysed cells, where
the plasma membrane does not present a barrier to accessibility
(p � 0.005) as well as for intact cells where AMUPol was
introduced inside the cell by electroporation (p � 0.004) across
all biomass components. When AMUPol is dispersed
homogenously throughout the sample, the regression errors
are small. The larger regression errors for cell incubated with
AMUPol and cryopreserved with 10% DMSO indicates the
concentration distribution of AMUPol is more heterogenous
in these samples than in samples of lysed cells or cells where
AMUPol is delivered by electroporation. DMSO is sometimes
used to improve cellular permeability of small molecules. If
DMSO improves delivery of AMUPol to cells, the regression
error for cells incubated with AMUPol and cryopreserved with
10% DMSO should be smaller than those for cells incubated with
AMUPol and cryopreserved with 15% glycerol. However, the
regression errors are indistinguishable. This indicates that the
choice of cryoprotectant does not alter the delivery of the
polarization agent to the cell. Finally, it is possible that
inhomogeneities in the dispersion of the radical could result
from the formation of ice crystals, rather than from larger scale
inhomogeneities that result from physical exclusion of the radical
from cell interiors by the plasma membrane. However, this is
unlikely. Ice crystal formation inside cells kills cells and these
samples had high post thaw viability. Moreover, when AMUPol is
introduced into cells by electroporation, which circumvents the
physical exclusion of the radical from the cell interior,
cryoprotected cells also have high post-thaw viabilities, along
with homogenous radical dispersions and high DNP
enhancements (Ghosh et al., 2021). Thus, incubation of cells
with AMUPol results in inhomogenous distribution of the
AMUPol throughout the sample, regardless of the choice of
cryoprotectant.

To further explore the distribution of AMUPol in samples of
intact cells cryopreserved with 10% DMSO, we collected DNP-
enhanced 2D 13C-15N correlation spectra (TEDOR) (Jaroniec
et al., 2002) and assessed the signal to noise ratios for biomass
components with different cellular distributions. We compared
the normalized peak intensities of cytosolic and nucleic
components for cells incubated with AMUPol and
cryopreserved with DMSO to those of lysed samples and
intact samples that were either electroporated or incubated
with AMUPol and cryopreserved with 15% glycerol (Ghosh
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et al., 2021). The TEDOR peak intensities were normalized to
either the ribose-purine peak of RNA or DNA for each sample to
control for differences in DNP-enhancements and cross-
polarization efficiencies. TEDOR spectra have distinct peaks
for DNA, RNA, protein backbone sites, protein side chain
moieties, and free amino acids (Figure 3). DNA is located
only in the nucleus, while RNA, proteins and free amino acids
are entirely or largely cytoplasmically localized (i.e. more than
80% of the protein content of a cell is non-nuclearly localized).
(Shaiken and Opekun, 2014) In addition to the RNA and DNA
ribose purine and pyrimidine peaks, we determined peak
intensities for the amide-carbonyl and amide-Cα sites for both
proteins and free amino acids as well as the carbon-nitrogen
bonds in the protein side chains of arginine and glycine
(Supplementary Table S1). When the intensity of the amino
acids peaks are compared to the ribose-purine peak of RNA, the
ratio of the cross-peak intensities for the sample cryopreserved
with DMSO were similar to those for the cellular lysate and intact
cellular samples that had been prepared with 15% glycerol as the
cryoprotectant, regardless of the method of AMUPol delivery
(incubation, electroporation or addition to lysed cells) (p > 0.06,
student’s paired t-test) (Supplementary Table S1) (Ghosh et al.,

2021). As an example, the glycine Cα-N cross peak was 1.23, 1.17,
1.43, and 1.16 times more intense than the ribose-purine cross
peak of RNA for lysed cell, intact cells electroporated with
AMUPol, intact cells incubated with AMUPol in 15% glycerol,
and intact cells incubated AMUPol in DMSO, respectively. The
similarity of the relative cross-peak intensities for the
cytoplasmically-located biomass components across different
approaches to sample preparation indicated that the
cytoplasmic distribution of AMUPol is similar for all these
samples. When the intensity of the amino acid and RNA
peaks are compared to the deoxyribose-purine peak of DNA,
we found that the sample incubated with AMUPol and
cryopreserved with DMSO had indistinguishable peak
intensity ratios to those for the sample incubated with
AMUPol and cryopreserved with 15% glycerol (p � 0.24,
Student’s t-test, paired) and very different peak intensity ratios
from the lysed and electroporated cells (p < 0.02, Student’s t-test,
paired). For example, the glycine Cα-N cross peak is 1.75, 1.80,
2.55 and 2.67 times more intense than the deoxyribose-purine
cross peak of DNA for lysed cell, intact cells electroporated with
AMUPol, intact cells incubated with AMUPol in 15% glycerol
and intact cells incubated AMUPol in DMSO, respectively. The
DNA peaks for intact cells incubated with AMUPol and then
cryoprotected with either DMSO or glycerol were less intense
than expected; the ratios of peak intensities for cytoplasmic to
nuclear components were larger by 53% ± 19% (p < 0.05)
(Supplementary Table S1 and reference 14). Because the
nuclear envelope is known to be permeable to AMUPol in
intact cells (Ghosh et al., 2021), this suggested that the
AMUPol concentration in the nucleus of cells incubated with
AMUPol, regardless of choice of cryoprotectant, is lower than the
concentration of AMUPol in the cytoplasm. Overall, AMUPol is
heterogeneously distribution when intact cells are incubated with
AMUPol. While AMUPol can polarize all the biomass
components, including DNA, the relatively lower intensity of
the DNA peaks combined with larger regression errors indicate
that there is an AMUPol concentration gradient inside these cells.
Although DMSO can improve delivery of small molecules to cells,
there is no indication that DMSO improves delivery of AMUPol.
The choice of cryoprotectant does not alter the delivery of the
polarization agent to the cell.

CONCLUSION

Prior work established that sample conditions that favor efficient
DNP enhancements are compatible with cellular viability and
that the magnitude of the sensitivity enhancements is high
enough to enable detection of a protein at micromolar
concentrations in experimentally tractable experimental times.
However, in that work, 15% glycerol, rather than the more
commonly used 10% DMSO, was used as the cellular
cryoprotectant. Moreover, incubation of cells cryoprotected
15% glycerol with AMUPol resulted in an inhomogeneous
distribution of the polarization agent, AMUPol, through the
cellular biomass, which will result in a spatial bias of the NMR
peak intensities. Because 10% DMSO is not only the most used

FIGURE 3 | (A) 2D homonuclear correlation spectra (DARR) of cells
cryoprotected with DMSO. Selected 13C–13C correlations from carbons in the
ribose (purple) and deoxyribose (blue) rings of RNA and DNA are annotated.
(B) 2D heteronuclear correlation spectra (zTEDOR) of cells
cryoprotected with DMSO. Selected 13C-15N correlations from the protein
back bone and sidechains (green), from RNA (purple), from DNA (blue) and
from lipid (pink) are annotated. The signal to noise ratios of selected peaks are
reported in Supplementary Table S1.
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cryoprotectant for mammalian cells, but also because DMSO is
often used to improve delivery of molecules to cells, we sought to
characterize the DNP performance of cells that were incubated
with AMUPol and cryoprotected with 10% DMSO. We found
that, like cells preserved with 15% glycerol, cells preserved with
10% DMSO retain high viability during DNP MAS NMR
experiments. Moreover, cells preserved with 10% DMSO were
less sensitive to the manipulations required to unpack cells from
the NMR rotor, suggesting that it may be a better cryoprotectant
for experiments that require post-NMR growth-based
phenotyping. However, DMSO did not improve the dispersion
of AMUPol throughout the cellular biomass. Cells preserved with
15% glycerol and with 10% DMSO had similar DNP performance
for both the maximal DNP enhancements as well as the
inhomogeneous dispersion of AMUPol throughout the cellular
biomass. Therefore, we establish that 10% DMSO and 15%
glycerol can be used interchangeably for DNP-assisted MAS
NMR of intact viable mammalian cells.

Here we examined the cryopreservation and DNP properties
for cells that were cryopreserved using concentrations of
cryoprotectants at their established working concentrations of
10% for DMSO and 15% glycerol. At these working
concentrations, the cryoprotective properties and DNP
performance were indistinguishable. However, addition of
different percentages of the same cryoprotectants can
dramatically affect viability. Prior work established that
suspension of cells in 60% glycerol, a percentage commonly
used in biological DNP samples, or 60% DMSO both resulted
in significant losses of membrane integrity and a complete loss of
propagative ability (Ghosh et al., 2021). Thus, both
cryoprotectants are compatible with high DNP enhancements
on intact viable mammalian cells, but only at concentrations
appropriate for cellular cryoprotection.

Because DMSO and glycerol have indistinguishable
cryoprotective properties and DNP performance, both
cryoprotectant systems are well-suited for in cell DNP MAS
NMR of mammalian cells. Because both cryoprotectants fulfill
the major requirements of viability maintenance and DNP
efficiency, the choice of cryoprotectant depends upon question
under investigation. For example, long term exposure to even low
concentrations of DMSO is toxic. Although this is unlikely to be a
major concern since the exposure to high concentrations of
DMSO is transient, glycerol does not have the same toxicity
profile andmay be amore appropriate choice for sensitive cellular
systems. However, we observed that cells preserved with 10%
DMSO were less sensitive to the manipulations required to
unpack cells from the NMR rotor, suggesting that DMSO may
be a better cryoprotectant for experiments that require post-NMR
growth-based phenotyping. Interestingly, DMSO and glycerol
interact differently with the cell membrane. In general, DMSO
de-solvates lipid membranes, increases the chain melting
temperature (Yu and Quinn, 1995), induces water pores and
increases floppiness in lipid membranes (Notman et al., 2006)
while glycerol affects lipid hydration only to the same degree as it
does of bulk water (Schrader et al., 2016) and does not alter the
chain melting temperature of lipid membranes (McDaniel et al.,
1983). Thus, while macroscopically DMSO may protect cellular

membranes from rupturing, microscopically, glycerol may better
preserve the local character of the membrane which could be
particularly important for investigations of membrane-associated
biomolecules and may be a more appropriate cryoprotectant for
questions that require maintenance of the local structural integrity
of lipid membranes. Finally, the work presented here was done on
cells that were grown on isotopically enriched media. Therefore,
the spectral contribution of the cryoprotectants to the signal were
negligible because the 13C content from natural abundance carbon
in the cryoprotectants accounts for ∼0.1% of the volume of the
sample. However, for samples where the target molecule is at
concentrations that are low enough that signals from natural
abundance components make a significant contribution to the
spectra (Costello et al., 2019), the contribution of the
cryoprotectant peak to the spectra becomes a consideration.
DMSO has one 13C peak at 40 ppm and glycerol has two 13C
peaks at 65 and 75 ppm (Supplementary Figure S2). DMSO
overlaps with protein sidechains while glycerol overlaps with the
alpha carbons of some amino acids and the ribose ring of nucleic
acids. While there is currently no source for 13C-depleted d6-
DMSO, 13C-depleted d8-glycerol is commercially available and
reduces the 13C content of the cryoprotectant by an order of
magnitude, which may make glycerol a more attractive choice
for sensitivity-limited samples. Because both DMSO and glycerol
are both well-suited for in-cell DNP MAS NMR, the choice of
cryoprotectant system can be tailored to the system under
investigation.

Finally, although DMSO is often used to improve delivery of
molecules to cells, it did not improve the delivery of the
polarization agent, AMUPol, to cells. The DNP enhancements,
TB,on values and residual errors for samples preserved with 10%
DMSO were indistinguishable from those for sample preserved
with 15% glycerol. We considered the possibility that the delivery
of AMUPol was improved in the presence of DMSO, but the
reductive environment of the cell inactivated the AMUPol inside
the cell (Jagtap et al., 2015; Karthikeyan et al., 2018), resulting in
similar DNP performance. For cells that were cryopreserved with
15% glycerol, the DNP performance for cells incubated with
AMUPol was relatively constant for room temperature
incubation times of up to 2 h because the plasma membrane is
semi-permeable to AMUPol and as the small amount that enters
the cell is reduced, it is replenished by the large concentration of
AMUPol in the interstitial space (Ghosh et al., 2021). More
generally, the reduction of AMUPol by mammalian cells is
slow relative to the sample preparation time; the half-life of
AMUPol in intact cells is about an hour (Ghosh et al., 2021).
Additionally, the TB,on values for samples prepared with both 10%
DMSO and 15% glycerol are indistinguishable. Because the bi-
nitroxide radicals in AMUPol, are reduced independent of each
other. The monoradical form of AMUPol is DNP-silent, but still
contributes to paramagnetic relaxation (McCoy et al., 2019). The
accumulation of monoradical forms of AMUPol explains the
observation that maximal enhancement for intact mammalian
cells, where the AMUPol is reduced during the sample
preparation time, is about half of the maximal enhancement
for lysed cells, which can be flash frozen which prevents the build-
up of monoradical forms, yet have similar TB,on values (Ghosh

Frontiers in Molecular Biosciences | www.frontiersin.org January 2022 | Volume 8 | Article 7894788

Xiao et al. Cryoprotectants for Cellular DNP NMR

186

https://www.frontiersin.org/journals/molecular-biosciences
www.frontiersin.org
https://www.frontiersin.org/journals/molecular-biosciences#articles


et al., 2021). Themonoradical forms of AMUPol shorten the TB,on
without contributing to the enhancement. Thus, if more AMUPol
is delivered to cells in the 10% DMSO condition but then is also
reduced by cells, the enhancements could be similar but the TB,on
values for those preparations should be shorter. However, this is
not the case. Therefore, the presence of 10% DMSO did not
improve delivery of a polarzation agent AMUPol to HEK293
cell.

Because the sensitivity enhancements from DNP rely upon
proximity to a polarization agent, DNP-enhanced MAS NMR
experiments are biased towards observation of molecules that
are accessible to polarization agents. Here we found that for cells
incubated with AMUPol and cryoprotected with 10% DMSO, a
minority of the AMUPol enters the cell; the peak intensities for
DNA are lower than expected and the TB,on fits indicate that the
AMUPol concentration is heterogenous. Thus, while the
identity, stoichiometry, concentrations and organization of
the cellular components for cells incubated with AMUPol are
all maintained, the experimental read-out from such samples
are spatially biased, just like they are for cells incubated with
AMUPol and cryoprotected with 15% glycerol. Data from
experiments performed on intact cells incubated with
AMUPol are qualitative rather than quantitative. While any
observed conformation inside cells incubated with AMUPol
exists, the relative populations of different conformations
cannot be inferred from peak intensities. For in cell work
where such quantitative information is required, alternative
approaches that result in homogenous dispersion of the
polarization agent—like electroporation—are more
appropriate (Ghosh et al., 2021). Investigation of protein
conformations inside viable cells using DNP MAS NMR
creates an experimental system with the ability to tightly
couple genotypes, phenotypes and environments (e.g.,
presence/absence of a drug) to specific structures or
structural ensembles. Cryoprotection of cells using the

commonly used cryoprotectant, DMSO, is compatible with in
cell DNP MAS NMR.
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Influence of the Dynamically
Disordered N-Terminal Tail Domain on
the Amyloid Core Structure of Human
Y145Stop Prion Protein Fibrils
Zhe Qi1, Krystyna Surewicz2, Witold K. Surewicz2 and Christopher P. Jaroniec1*

1Department of Chemistry and Biochemistry, The Ohio State University, Columbus, OH, United States, 2Department of
Physiology and Biophysics, Case Western Reserve University, Cleveland, OH, United States

The Y145Stop mutant of human prion protein (huPrP23-144) is associated with a familial
prionopathy and provides a convenient in vitromodel for investigating amyloid strains and
cross-seeding barriers. huPrP23-144 fibrils feature a compact and relatively rigid parallel
in-register β-sheet amyloid core spanning ~30 C-terminal amino acid residues (~112–141)
and a large ~90-residue dynamically disordered N-terminal tail domain. Here, we
systematically evaluate the influence of this dynamic domain on the structure adopted
by the huPrP23-144 amyloid core region, by investigating using magic-angle spinning
solid-state nuclear magnetic resonance (NMR) spectroscopy a series of fibril samples
formed by huPrP23-144 variants corresponding to deletions of large segments of the
N-terminal tail. We find that deletion of the bulk of the N-terminal tail, up to residue 98,
yields amyloid fibrils with native-like huPrP23-144 core structure. Interestingly, deletion of
additional flexible residues in the stretch 99–106 located outside of the amyloid core yields
shorter heterogenous fibrils with fingerprint NMR spectra that are clearly distinct from
those for full-length huPrP23-144, suggestive of the onset of perturbations to the native
structure and degree of molecular ordering for the core residues. For the deletion variant
missing residues 99–106 we show that native huPrP23-144 core structure can be
“restored” by seeding the fibril growth with preformed full-length huPrP23-144 fibrils.

Keywords: amyloid, prion, octarepeat, intrinsically disordered region/protein, magic angle spinning (MAS) solid-
state NMR

INTRODUCTION

Most peptide and protein molecules are capable of undergoing conformational conversion from their
native state into highly ordered, β-sheet rich amyloid fibrils (Dobson, 1999), and for ~50 human
proteins such misfolding and amyloid formation can occur under physiological conditions in vivo
leading to development of disease (Chiti and Dobson, 2006). A number of amyloids have been found
to contain large dynamically disordered domains flanking the structured fibril core (Heise et al.,
2005; Siemer et al., 2006; Loquet et al., 2009; Helmus et al., 2010; Bibow et al., 2011; Li et al., 2012;
Raveendra et al., 2013; Frederick et al., 2014; Isas et al., 2015; Cervantes et al., 2016; Lin et al., 2017;
Murray et al., 2017; Caulkins et al., 2018; Dregni et al., 2019; Fonda et al., 2021), and it has been
suggested that the presence of these conformationally flexible domains may be of pathological or
functional significance by stabilizing fibril structures and mediating interactions involving
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protofilaments (Uversky and Fink, 2004; Chiti and Dobson, 2006;
Tompa, 2009; van der Wel, 2017; Siemer, 2020). The detailed
characterization of dynamically disordered regions in amyloids
(and in other large biomacromolecular assemblies) has generally
been pursued by multidimensional magic-angle spinning (MAS)
nuclear magnetic resonance (NMR) techniques, which are able to
visualize these domains directly in hydrated samples at ambient
temperature by using experiments based on scalar coupling
mediated polarization transfers (Tycko, 2006; van der Wel,
2017; Jaroniec, 2019; Siemer, 2020).

The C-terminally truncated Y145Stop prion protein (PrP23-
144) variant is associated with a hereditary prionopathy in
humans (Ghetti et al., 1996), and mouse PrP23-144 amyloid
fibrils have recently been shown to cause transmissible prion
disease in mice (Choi et al., 2016). Importantly, the highly
homologous human (hu), mouse (mo) and Syrian hamster
(Sha) PrP23-144 proteins (pairwise amino acid, aa, sequence
identities of ~90–95%) have also been shown to provide a
valuable in vitro model for detailed investigation of the
structural basis of amyloid strains and transmissibility barriers
(Kundu et al., 2003; Vanik et al., 2004; Jones and Surewicz, 2005;
Surewicz et al., 2006). Our previous structural and dynamic solid-
state NMR studies of huPrP23-144 fibrils revealed the presence of
a structured ~30-residue parallel in-register β-amyloid core (aa
~112–141) exhibiting limited protein backbone motions on the
~0.1–1 ms time scale located near the C-terminus and a large
dynamically disordered ~90-residue N-terminal tail domain (aa
~23–110) (Helmus et al., 2008; Helmus et al., 2010; Helmus et al.,
2011; Theint et al., 2018; Aucoin et al., 2019; Shannon et al.,
2019). Additional studies of PrP23-144 amyloids containing
mutations and deletions corresponding to different huPrP23-
144 core residues enabled these sequence modifications to be
correlated with structural and dynamic changes in the PrP23-144

amyloid core and provided initial insights into mammalian
PrP23-144 cross-seeding specificities (Jones et al., 2011; Theint
et al., 2017a; Theint et al., 2017b; Dao et al., 2021).

Previous studies of amyloids formed by full-length prion
protein (PrP23-231) and the proteinase-K resistant 90–231
fragment of transmissible spongiform encephalopathy
associated mammalian PrP deposits (Prusiner, 1998) suggest
that the flexible N-terminal domain may play a role in PrP
aggregation properties, and prion structure and pathogenesis
(Weissmann, 1999; Lawson et al., 2004; Baskakov and
Bocharova, 2005; Frankenfield et al., 2005). The present study
aims to assess the influence of the dynamic huPrP23-144 N-
terminal region on amyloid assembly and resulting β-core
conformation. This is achieved by performing systematic solid-
state NMR, atomic force microscopy (AFM) and thioflavin T
(ThT) fluorescence studies on fibril samples formed in vitro from
recombinant huPrP23-144 variants corresponding to deletions of
large segments of the N-terminal tail. Overall, we find that the
majority of dynamically disordered N-terminal tail residues,
including the octarepeat region (aa 51–91) implicated in
copper binding and homeostasis (Millhauser, 2007; Aguzzi
et al., 2008), have little impact on the fibril assembly kinetics
and ability of the deletion variants to adopt the native huPrP23-
144 amyloid core structure. However, we also find that a stretch of
~10 conformationally flexible residues that precede the amyloid
core region in huPrP23-144 fibrils appears to play a role in the
ability to adopt the native core structure and the degree of
molecular ordering within the core.

RESULTS

Previous solid-state NMR studies indicate that the relatively rigid
β-core region of huPrP23-144 fibrils consists of residues 112–141
(Helmus et al., 2008; Helmus et al, 2010; Helmus et al, 2011;
Shannon et al., 2019). In contrast residues 23–111 and 142–144
are not observable in conventional cross-polarization magic angle
spinning (CP-MAS) solid-state NMR spectra that utilize dipolar
coupling-based polarization transfers, consistent with their
increased mobility (van der Wel, 2017; Siemer, 2020) while
most of these residues can be detected in MAS NMR spectra
utilizing polarization transfers mediated via J-couplings (van der
Wel, 2017; Siemer, 2020). To assess the potential influence of the
dynamically disordered N-terminal domain of huPrP23-144 on
the conformation adopted by the amyloid core region we
generated a series of fibril samples from large N-terminal
domain deletion variants of huPrP23-144 and examined their
fibrillization kinetics, morphologies and molecular
conformations by using ThT fluorescence, AFM and solid-
state NMR, respectively.

The huPrP23-144 deletion variants employed in these studies
spanned residues 28–106—note that the short segment (aa
23–27) containing multiple lysine and arginine residues (as
well as the N-terminal GDSP extension present in our
huPrP23-144 construct (Helmus et al., 2008) was not deleted
in order to ensure the solubility of the different deletion variants.
Initially, we investigated the following huPrP23-144 variants:

FIGURE 1 | Kinetics of amyloid formation monitored by thioflavin T
fluorescence in the absence (filled circles) and presence (open circles) of 2%
(mole fraction) of WT huPrP23-144 fibril seeds for WT (blue), Δ28-91 (red) and
Δ92-106 (green) huPrP23-144.
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Δ28-50, Δ51-91 (corresponding to deletion of the entire
octarepeat region) and Δ92-106 (see Figure 3A for the
huPrP23-144 protein sequence and summary of the deletion
variants studied). Briefly, fibrils generated from the Δ28-50
and Δ51-91 constructs were found to exhibit wild-type (WT)
like morphologies andmolecular conformations, while significant
differences relative to WT were observed for the Δ92-106 fibrils.
To investigate this further we prepared the Δ92-98 variant, which
was found to form WT-like fibrils suggesting that deletion of

huPrP23-144 N-terminal residues up to aa 98 does not have a
significant impact on formation of the native huPrP23-144
amyloid core structure. Based on these findings we then
generated the Δ28-98 variant corresponding to the deletion of
nearly the entire huPrP23-144 N-terminal tail. While the Δ28-98
construct expressed at reasonable level in rich medium it was
found not to express at sufficiently high level in 13C and 15N
isotope enriched minimal medium to permit multidimensional
solid-state NMR studies, which led us to generate an additional,

FIGURE 2 | Representative low-resolution atomic force microscopy images for (A) WT, (B) Δ28-91 and (C) Δ92-106 huPrP23-144 fibrils (scale bar 1 μm for all
panels). (D)High-resolution atomic forcemicroscopy images (left; scale bar 100 nm for all panels) and corresponding height profiles (right) for WT,Δ28-50,Δ51-91, Δ92-
98, Δ28-91, and Δ28-98 huPrP23-144 fibrils as indicated in the insets.
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Δ28-91, deletion variant. The studies of all the aforementioned
huPrP23-144 N-terminal deletion variants are described in
additional detail below.

As noted above, all the huPrP23-144 deletion variants investigated
in this study (Δ28-50,Δ28-91,Δ28-98,Δ51-91,Δ92-98 andΔ92-106)
readily converted to amyloid fibrils in autocatalytic, unseeded
reactions carried out in potassium phosphate buffer at pH 6.4.
The kinetics of fibril formation were monitored by the standard
ThT binding assay (Naiki et al., 1989) revealing a nearly identical ~3-
4 h lag phase for WT huPrP23-144 and all the deletion variants at
400 μM protein concentration, in line with the value reported
previously for WT huPrP23-144 (Kundu et al., 2003).
Representative data for WT, Δ28-91 and Δ92-106 huPrP23-144
are shown in Figure 1. Furthermore, we found that addition of a
small amount of pre-formed WT huPrP23-144 fibril seeds to the
reaction resulted in complete elimination of the lag phase for all
deletion variants studied (Figure 1).

Atomic force microscopy was then used to investigate the
morphologies of the resulting amyloid fibrils. With exception of
the Δ92-106 fibrils, all the other deletion variants displayed
morphologies that were similar to one another as well as to
the morphology of WT huPrP23-144 amyloid. Specifically, as
shown in Figure 2, these fibrils had highly uniform, micron long,
threadlike morphologies with left-handed twist characterized by
heights of ~5–6 nm and periodicities of ~30 nm. In contrast, the
Δ92-106 fibril sample was far more heterogeneous, containing
shorter fibrils of varying lengths in the range of tens to hundreds
of nanometers as well as considerable amounts of apparently
amorphous, non-fibrillar aggregates (Figure 2C).

Finally, in order to compare the protein conformations and degree
of molecular ordering for the different fibril samples at the atomic
level, we recorded two-dimensional (2D) fingerprint 15N-13Cα
chemical shift correlation solid-state NMR spectra for wild-type
huPrP23-144 amyloid and all the deletion variants except Δ28-98.

FIGURE 3 | (A) Amino acid sequence of huPrP23-144. Relatively rigid residues comprising the amyloid core detected in conventional solid-state NMR experiments
are shown in bold black font, with regions having highest β-strand propensity highlighted in grey rectangles (Theint et al., 2017b), and conformationally flexible residues
(Helmus et al., 2008; Helmus et al., 2010) are shown in grey font. The rectangles below the amino acid sequence schematically show the key huPrP23-144 large deletion
variants that were investigated in this study, with the colors of the rectangles corresponding to the colors of the contours in the solid-state NMR spectra in panels
(B)-(G) (B–G) 2D 15N-13Cα chemical shift correlation solid-state NMR spectra of Δ28-50 (b, cyan), Δ51-91 (c, gold), Δ28-91 (d, red), Δ92-98 (e, magenta), Δ92-106 (f,
green) huPrP23-144 fibrils and Δ92-106 fibrils seeded with WT huPrP23-144 amyloid (g, green), overlaid with the reference spectrum for WT huPrP23-144 fibrils (blue).
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Figure 3 shows the resulting 2D 15N-13Cα spectra, which were found
to be effectively identical in terms of NMR signal frequencies,
linewidths and relative intensities for WT huPrP23-144 and all
deletion variants with exception of Δ92-106 fibrils; the latter
exhibited considerable spectral differences relative to the other
samples (Figure 3F). Note that for fibrils formed from the Δ28-98
variant, which did not express at a sufficiently high level in 13C and
15N isotope labeled minimal media to permit collection of a15N-13Cα
correlation spectrum, a 1D 13C CP-MAS spectrum could be recorded
for unlabeled fibrils (Figure 4). Apart from the obviously lower
sensitivity associated with the use of a natural abundance sample, this
spectrum showed considerable similarity to reference 13C CP-MAS
spectrum recorded for 13C,15N-labeled WT huPrP23-144 fibrils.
Altogether these data indicate that other than Δ92-106, all the
huPrP23-144 deletion variants studied form amyloids that are
highly ordered at the atomic level and possess WT-like core
structures and core residue backbone motions. On the other
hand, the spectra of Δ92-106 fibrils are indicative of structural
perturbation/polymorphism for the core residues and a higher
degree of molecular disorder, consistent with the higher degree of
sample heterogeneity observed byAFM.Comparison of 2D 15N-13Cα
spectra for WT and Δ92-106 fibrils reveals that they key chemical
shift perturbations involve residues ~112–115. This suggests that
conformations of the β1-strand and several following core residues
are primarily impacted in the deletion variant, in line with earlier
studies (Theint et al., 2017a) indicating that several residues in this
regime appear to be key for stabilizing the core fold of WT huPrP23-
144 amyloid. Remarkably, however, we also find that seeding Δ92-
106 amyloid formation with pre-formed WT huPrP23-144 fibrils
results in the structural adaptation of the Δ92-106 protein to theWT
huPrP23-144 amyloid core fold as evidenced by their
indistinguishable 2D 15N-13Cα spectra (Figure 3G).

DISCUSSION

Collectively, on the basis of effectively identical fibril assembly
kinetics, morphologies and fingerprint solid-state NMR spectra

for all huPrP23-144 variants studied containing large deletions up
to residue 98, our results indicate that the bulk of the dynamically
disordered N-terminal tail domain of huPrP23-144 is not
essential for amyloid formation under autocatalytic conditions
and ability of the resulting β-core region to adopt a WT-like
structure. Remarkably, this finding is strongly correlated with our
previously reported data showing that proteinase-K resistant
fragments of WT huPrP23-144 amyloid fibrils span residues
97–144, 98–144 and 99–144 (Jones et al., 2011).

Combined with the finding that the protein conformation and
degree of molecular ordering appear to be significantly perturbed
for the Δ92-106 deletion variant relative to WT huPrP23-144 and
the different large huPrP23-144 deletion variants up to residue
98, our data indicate that aa ~99–106 (and presumably several
additional amino acids preceding the structured and relatively
rigid fibril core beginning around residue Met-112) play a key
role in stabilizing the formation of the characteristic huPrP23-144
β-core structure in spite of their flexible nature and location
outside of the structured amyloid core region. Given that the
100–110 stretch of huPrP23-144 contains four positively charged
lysine residues (at positions 101, 104, 106 and 110) we speculate
that the stabilization of the amyloid core structure in WT
huPrP23-144 occurs via electrostatic interactions with the
negatively charged C-terminal aspartate residue.

While deletion of amino acids in the 99–106 regime clearly
impacts the amyloid core structure and molecular ordering of
huPrP23-144 within fibrils formed under autocatalytic conditions
as discussed above, we also find that the seeding of fibril
formation by the Δ92-106 deletion variant with pre-formed
WT huPrP23-144 fibrils at low concentration leads to the
Δ92-106 proteins adopting a WT-like core structure at the
atomic level as revealed by the fingerprint 15N-13Cα NMR
spectrum that is effectively identical to the corresponding
spectrum for WT huPrP23-144 amyloid. Interestingly, this
structural templating process that yields a WT-like fold for
Δ92-106 amyloid was found to not appreciably alter the
overall morphology of the Δ92-106 fibrils as viewed by AFM,
with the majority of the sample consisting of relatively short
fibrils similar to those observed in the unseeded reaction.

In summary, we systematically evaluated the influence of the
dynamically disordered N-terminal tail domain of huPrP23-144
on the structure adopted by the amyloid core region by using
deletion mutagenesis combined with magic-angle spinning solid-
state NMR spectroscopy. We find that N-terminal huPrP23-144
residues up to aa 98, which coincide with the protein segment
most susceptible to proteinase-K digestion in mature fibrils, can
be deleted without impacting the core structure formed in an
autocatalytic fibril assembly process. Remarkably, deletion of
additional flexible residues (aa 99–106) located outside the
amyloid core leads to the formation of amyloid fibrils with a
perturbed core structure and reduced degree of molecular
ordering in the fibril lattice, most likely caused by the
disruption of stabilizing electrostatic interactions involving
several lysine side-chains found in this region and the
C-terminal aspartate residue. These structural perturbations,
however, can be alleviated by catalyzing the amyloid formation
with preformed WT huPrP23-144 fibril seeds.

FIGURE 4 | 13C CP-MAS spectra of 13C,15N WT (top) and natural
abundance Δ28-98 (bottom) huPrP23-144 amyloid fibrils.
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MATERIALS AND METHODS

Protein Expression and Purification
The plasmid encoding human PrP23-144 was described
previously (Kundu et al., 2003) and plasmids encoding
huPrP23-144 deletion variants were generated similarly to our
previous study (Jones et al., 2011) by deletion mutagenesis using a
QuikChange kit (Stratagene). Uniformly 13C,15N labeled
huPrP23-144 and deletion variants were expressed in E. coli
BL21 (DE3) cells and purified by nickel affinity
chromatography as described in detail in previous studies
(Theint et al., 2017b; Dao et al., 2021). The identities and
purities of the resulting proteins were routinely confirmed by
SDS/PAGE and MALDI mass spectrometry.

Amyloid Fibril Formation
Amyloid fibrils were prepared under quiescent conditions at 25°C as
described in previous studies (Theint et al., 2017a; Theint et al., 2017b;
Dao et al., 2021). Lyophilized huPrP23-144 variants were dissolved in
ultrapure water at ~400 μM concentration and 1M potassium
phosphate buffer at pH 6.4 was added to a final concentration of
50mM. For samples seeded with WT huPrP23-144 amyloid, 2%
(mole fraction) of preformed fibrils was added immediately to the
reaction after addition of phosphate buffer.

Thioflavin T Fluorescence and Atomic Force
Microscopy
Kinetics of fibril formation were monitored via the standard ThT
fluorescence assay (Naiki et al., 1989) as described in detail in
previous studies (Theint et al., 2018). Fibril morphologies were
assessed by atomic force microscopy (AFM) as follows. Fibril
suspensions were diluted 50-fold in ultrapure water, deposited on
freshly cleaved mica substrates (Ted Pella Inc.) for 5 min, rinsed
with three 50 μL aliquots of ultrapure water, and allowed to air
dry for 1-2 h prior to imaging. Images were collected using a
Bruker Dimension Icon AFM in PeakForce quantitative
nanomechanical mapping mode with a ScanAsyst-Air probe
and processed with the Bruker NanoScope Analysis software.

Solid-State NMR Spectroscopy
Fibril suspensions for solid-state NMR analysis were
incubated as described above for 48 h and centrifuged. The

fibril pellets were washed three times with 50 mM potassium
phosphate pH 6.4 buffer and packed into 3.2 mm zirconia
rotors by centrifugation with the final samples containing
~5–10 mg of fibrils. Standard 1D 13C CP-MAS and 2D 15N-
13Cα solid-state NMR spectra were recorded on 500 MHz
Varian and 800 MHz Bruker spectrometers, equipped with
3.2 mm triple resonance (1H-13C-15N) BioMAS and Efree

probes, respectively. The sample temperature and MAS
frequencies were actively regulated at 5°C and 11.111 kHz,
respectively, and the experimental parameters were similar to
those used in our previous solid-state NMR studies of WT
huPrP23-144 fibrils (Helmus et al., 2008) with data
acquisition times for the 2D 15N-13Cα NMR spectra of
8–16 h per sample. NMR spectra were processed and
analyzed using NMRPipe (Delaglio et al., 1995) and Sparky
(Goddard and Kneller, 2006), respectively.
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NMR Assignment of Methyl Groups in
Immobilized Proteins Using
Multiple-Bond 13C Homonuclear
Transfers, Proton Detection,
and Very Fast MAS
Piotr Paluch1,2, Rafal Augustyniak1, Mai-Liis Org3, Kalju Vanatalu3, Ats Kaldma3,
Ago Samoson3 and Jan Stanek1*

1Faculty of Chemistry, University of Warsaw, Warsaw, Poland, 2Centre of Molecular and Macromolecular Studies, Polish
Academy of Sciences, Łódź, Poland, 3Tallin University of Technology, Tallinn, Estonia

In nuclear magnetic resonance spectroscopy of proteins, methyl protons play a particular
role as extremely sensitive reporters on dynamics, allosteric effects, and protein–protein
interactions, accessible even in high-molecular-weight systems approaching 1 MDa. The
notorious issue of their chemical shift assignment is addressed here by a joint use of solid-
state 1H-detected methods at very fast (nearly 100 kHz) magic-angle spinning, partial
deuteration, and high-magnetic fields. The suitability of a series of RF schemes is evaluated
for the efficient coherence transfer across entire 13C side chains of methyl-containing
residues, which is key for establishing connection between methyl and backbone 1H
resonances. The performance of ten methods for recoupling of either isotropic 13C–13C
scalar or anisotropic dipolar interactions (five variants of TOBSY, FLOPSY, DIPSI, WALTZ,
RFDR, and DREAM) is evaluated experimentally at two state-of-the-art magic-angle
spinning (55 and 94.5 kHz) and static magnetic field conditions (18.8 and 23.5 T).
Model isotopically labeled compounds (alanine and Met-Leu-Phe tripeptide) and ILV-
methyl and amide-selectively protonated, and otherwise deuterated chicken α-spectrin
SH3 protein are used as convenient reference systems. Spin dynamics simulations in
SIMPSON are performed to determine optimal parameters of these RF schemes, up to
recently experimentally attained spinning frequencies (200 kHz) and B0 field strengths
(28.2 T). The concept of linearization of 13C side chain by appropriate isotope labeling is
revisited and showed to significantly increase sensitivity of methyl-to-backbone
correlations. A resolution enhancement provided by 4D spectroscopy with non-uniform
(sparse) sampling is demonstrated to remove ambiguities in simultaneous resonance
assignment of methyl proton and carbon chemical shifts.

Keywords: NMR resonance assignment, methyl groups, solid-state NMR, fast MAS, proton detection, TOCSY,
isotope labeling/method
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1 INTRODUCTION

For protein studies by nuclear magnetic resonance (NMR), amide
and methyl 1H resonances are the most commonly exploited. The
latter ones are particularly convenient due to the magnetic
equivalence of three 1H spins (thus threefold sensitivity gain),
and enhanced longitudinal relaxation, both caused by fast methyl
rotation. In solution NMR, multiple-quantum correlations
(HMQC) can be employed to select only the slowly relaxing
methyl 1H–13C coherences (Tugarinov et al., 2003). When
combined with extreme 1H dilution by deuteration and
selective methyl amino acid labeling, the approach allows to
study the local dynamics and protein interactions for systems
close to MDa molecular weight (MW) (Rosenzweig and Kay
2014; Huang and Kalodimos 2017; Boswell and Latham, 2018).

A prerequisite for the interpretation of NMR data at atomic
resolution is a unique, site-specific mapping of chemical shifts to
individual atoms. However, conventional resonance assignment
strategies for proteins are centered around backbone 1H
resonances (Sattler, Schleucher, and Griesinger 1999).
Chemical shifts of methyl spins, which are peripheral with
respect to backbone, are clearly challenging to assign in a
systematic way, particularly if detached methyl sites are the
only nondeuterated spins. Tailored experiments were
developed to correlate methyl to amide frequencies; however,
in addition to long coherence transfers involved and thus
intrinsically low sensitivity, they require full 1H occupancy of
(detected) amide sites (Tugarinov and Kay 2003b). The increased
proton density is detrimental to 1H resolution and sensitivity
particularly in large-MW proteins. Alternative strategy relies
on correlation to backbone 13C′ and 13Cα spins (Tugarinov
and Kay 2003a), which can be accomplished in the absence of
amide 1H, but the issue of extended coherence transfer pathway
persists.

Mutagenesis is commonly employed to address the methyl
assignment issue (Amero et al., 2011). In this approach, single
point mutations are introduced, and fingerprint 1H–13C HMQC
spectra are recorded and compared for as many samples as
methyl-containing amino acids. The major disadvantages are
the labor and cost of isotope-enriched compounds needed to
prepare typically tens of samples. Other pitfalls are ambiguities
due to overlap of 1H–13C cross-peaks, or global chemical shift
changes induced by mutations (Gorman et al., 2018).

An orthogonal approach is based on the observation of 1H–1H
methyl proximities (NOEs), which can aid the assignment given
the presence of the 3D structure determined using other
techniques (Gorman et al., 2018). These data are interpreted
either by a spectroscopist or, more effectively, by dedicated
algorithms intensively developed over the last few years
(Schmidt and Güntert 2012, 2013; Pritišanac et al., 2019;
Pritišanac, Alderson, and Güntert 2020). The approach
depends critically on the NOESY data quality and performs
well mostly for methyl 1H spins experiencing a dense network
of interactions in rigid regions.

Immobilized proteins, such as in amyloid fibrils, sedimented
large-MW aggregates, lipid bilayers, or microcrystals, are
amenable to solid-state NMR (ssNMR), since this method

does not experience high-MW slow-tumbling limitations
characteristic of the solution counterpart (Tycko 2011; Miao
and Cross 2013; Baker and Baldus 2014; Ladizhansky 2017;
Linser 2017; Mandala, Williams, and Hong 2018; van der Wel
2018; Wiegand 2020). The possibility of detection of methyl 1H
resonances at high resolution in ssNMR was investigated already
at low magic-angle spinning (MAS) frequencies (up to 20 kHz),
when coupled to high to extreme 1H dilution by deuteration
(Agarwal et al., 2006; Agarwal and Reif 2008; Asami, Schmieder,
and Reif 2010; Asami et al., 2012; Asami and Reif 2013; Mainz
et al., 2013). The advent of fast-spinning (above 40 kHz) MAS
probes allowed narrow methyl 1H lines at significantly higher
proton content, either when labile amide 1H sites are fully
reprotonated (Lewandowski et al., 2011; Linser et al., 2011), or
when Ile, Leu, and Val residues are also selectively and
nonrandomly (100% CH3 or CHD2) protonated at methyl
sites (Huber et al., 2011; Agarwal et al., 2014; Andreas, et al.,
2015a; Kurauskas et al., 2016; Gauto et al., 2019), or when Leu and
Val residues are reverse-labeled in an otherwise deuterated matrix
(“proton clouds”) (Sinnige et al., 2014). Quite importantly,
Schanda and co-workers recently showed that at 55–57 kHz
MAS and B0 = 14.1 T, the 13CH3 isotopomer yields
significantly higher sensitivity compared to 13CHD2 labeling,
and only at a minor loss of 1H resolution (Kurauskas et al.,
2016). Complete elimination of detrimental sensitivity and
resolution effects of strong 1H–1H dipole interactions by MAS
remains a challenge, particularly in methyl-dense protein regions,
and would require yet unavailable MAS rates (above 250 kHz)
(Kai Xue et al., 2017; K Xue et al., 2018; Kai Xue et al., 2019, Xue
et al., 2020). Nevertheless, even in non-deuterated but relatively
small proteins, resolved methyl 1H–13C correlations (of 1H
linewidths of about 150 Hz) were obtained with 100–111 kHz
MAS and high static magnetic fields (23.5 T) (Andreas et al.,
2016).

There are few examples of de novo assignment of methyl 1H
resonances in ssNMR, and frequently the assignment has been
aided by either correlations to previously available 13C shifts
using either dipolar (Agarwal and Reif 2008; Asami and Reif
2012) or scalar-based (Andreas et al., 2015b) (H)CCH-type
spectra, or transferred from solution NMR by comparison to
relatively uncomplicated 1H, 13C-CP-HSQC (Huber et al.,
2011). In an early work, a strategy was proposed that bases
on correlation of methyl resonances to backbone 13Cα and C′
spins using (H)CCH-TOBSY experiment, and detection of
dilute methyl 1H spins, but was found challenging for Leu
and Ile residues due to low efficiency of multi-13C-bond
transfers (Agarwal and Reif 2008). A systematic strategy
relying on correlations of side-chain 13C to backbone 15N
and 1H, originally proposed by Linser for perdeuterated
proteins at slow MAS (25 kHz) (Linser 2011), and more
recently at fast MAS (55–60 kHz) with rotor-asynchronous
MOCCA mixing (Kulminskaya et al., 2016; Vasa et al., 2018),
can be readily adapted for residues selectively 100%
reprotonated at methyl sites, but their efficiency with
respect to methyl-containing spin systems was not
investigated in detail. In the case of non-deuterated (“fully
protonated”) proteins, such a long coherence transfer
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encounters sensitivity limitations, and more practical is a
“two-hop” strategy in which side-chain 1H and 13C
resonances are first correlated to alpha 1H and 13C spins
using (H)CCH and H(C)CH experiments (Andreas et al.,
2016; Stanek et al., 2016), and subsequently to amide 1H
and 15N shifts using a combination of 13Cα–15N–1HN and
15N–13Cα–1Hα correlations (Zhou et al., 2007; Stanek et al.,
2016). Both aforementioned approaches were proposed for a
general use (for all amino acid residue types), without a
particular emphasis on the methyl assignment. In fact, the
literature data on non-deuterated microcrystalline protein
GB1 (Andreas et al., 2016) show that WALTZ mixing at
MAS rate νR = 111 kHz and B0 = 23.5 T leads to an
effective 13Cx→13Cα transfer only in two-, pseudo-two-, and
three-aliphatic 13C-spin systems (Figures 1A,B), and becomes
problematic for terminal spins in pseudo-three (Glu, Gln)- and
larger 13C spin systems (Figure 1C). Unfortunately, the latter
include valine, leucine, and isoleucine, which additionally
suffer from branching of 13C chain at β- or γ-positions
(Figure 1D). This raises questions of feasibility of methyl
resonance assignment under less sensitivity-favorable
sample or hardware conditions, and calls for a careful
optimization of 13C mixing scheme at arising new MAS
conditions and B0 fields.

In this work, we critically assess the efficiency of several 13C
mixing schemes for methyl 1H and 13C resonance assignment at
fast MAS; determine their optimal range of B0, MAS frequency,
and 13C RF strength within and beyond currently available

regimes; and explore alternative 13C labeling to further boost
sensitivity of the approach.

2 MATERIALS AND METHODS

2.1 Sample Preparation
2,3-13C (99%)-labeled crystalline alanine was purchased from
Eurisotop (France) and manually packed into a Bruker 1.3-mm
MAS rotor.

N-formylated microcrystalline uniformly 13C,15N-labeled
Met-Leu-Phe tripeptide (“fMLF”) was purchased from Giotto
Biotech (Sesto Fiorentino, Italy) and manually packed into
Darklands OÜ 0.81 mm MAS rotor.

The plasmid coding for the Src homology 3 (SH3) domain
(965–1,025) of chicken α-spectrin (gene SPTAN1, Uniprot
P07751) in a pET3a vector was a kind gift of Dr. T. Schubeis
(High Field NMR Centre in Lyon, France). The insert was
subcloned into a modified pET28a vector that resulted in a
construct including an N-terminal His6-tag followed by a
SUMO solubility tag. This allowed us to express His6-SUMO-
SH3 fusion protein.

For preparation of the NMR samples, transformed Escherichia
coli BL21 (DE3) cells were grown in M9 D2O media
supplemented with 1 g/L of 15NH4Cl (Cortecnet, France) and
3 g/L of (2H,13C)-glucose (Cortecnet, France) as the sole nitrogen
and carbon sources, respectively, following the established
procedure (Tugarinov, Kanelis, and Kay 2006). Labeling of the

FIGURE 1 | Transfer efficiencies from side-chain 13C (β, γ, . . . ) to 13Cα spin for various residues in microcrystalline U-13C,15N-labeled GB1 protein using 13C
WALTZ-16 mixing of 15 ms duration, with MAS of νR = 111 kHz (in a 0.7-mm rotor) and on a 23.5-T spectrometer. Intensity of 13CX-13Cα-1Hα cross-peaks in (H)CCH
spectrum (Andreas et al., 2016; Stanek et al., 2016) was normalized to a sum of 1.0 for each residue, and averaged within each amino acid type. The data were grouped
into (A) two- and pseudo-two-, (B) three- and pseudo-three-, and (C) four- and five-aliphatic 13C spin systems (disregarding backbone and side-chain carbonyl
and aromatic 13C spins). (D) Topologies of 13C side chains for six amino acid residue types containing a methyl group, from left to right: least to most challenging for
methyl resonance assignment.
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Ile, Leu, and Val side chains was achieved by the addition of the
amino acid precursors 1 h prior to the induction with 1 mM
IPTG. For Leu and Val residues, we used two kinds of precursors
that yield continuous 13C chains frommethyl (either Cδ or Cγ) to
Cα and C′ atoms, provided that 13C-enriched glucose is also
employed (Goto et al., 1999; Tugarinov and Kay 2003a). The
specific labeling patterns and the origin of particular nuclei are
shown in Supplementary Figure S1. SH3 sample with branched
side chains of leucine and valine residues (hereafter referred to as
“ILV-C5” sample) was prepared using 100 mg/L of 1,2,3,4,4′-13C-
3-2H-labeled α-ketoisovaleric-acid (sodium salt, Eurisotop,
France, catalogue number CDLM-4418-PK) as a Leu and Val
precursor. The corresponding sample with linearized 13C-side
chains of Leu/Val residues (referred to as “ILV-C4” sample)
required the addition of 100 mg/L 1,2,3,4-13C-3,4′,4′,4′-
2H-labeled α-ketoisovaleric acid (sodium salt, Eurisotop,
France, catalogue number CDLM-8100-PK). For both samples,
60 mg/L of 1,2,3,4-13C-3,3-2H-labeled α-ketobutyric acid
(sodium salt, Eurisotop, France, catalogue number CDLM-
4611-PK) was used as the precursor of isoleucine residues
with uniform 13C enrichment (Supplementary Figure S1).
The cells were grown at 24°C for 18 h after the induction.

The purification protocol of SH3 protein was modified with
respect to the original one (Pauli et al., 2000, 2001; Chevelkov
et al., 2006). Instead, a standard protocol involving His-trap
affinity column and HiLoad 16/60 Superdex 75 gel filtration
column (GE Healthcare) was employed. Briefly, we used
50 mM HEPES, 200 mM NaCl, and 1 mM DTT (pH 7.4)
supplemented with 20 mM imidazole as a lysis buffer, and the
same buffer including additionally 400 mM imidazole was used to
elute a protein from the His-trap column. The cleavage of the
His6-SUMO tag was achieved with a custom-made Ulp1 protease
(Reverter and Lima 2009) in a lysis buffer lacking imidazole. The
reaction was monitored with the SDS-PAGE and, once
completed, the protein was passed through the His-trap
column again to remove SUMO as well as His-tagged Ulp1
protease. Cleaved SH3 protein was dialyzed at 4°C overnight
against the Superdex 75 running buffer (20 mM citric acid,
150 mM NaCl, pH 3.5), concentrated, and purified on a gel
filtration column.

To obtain solid-state NMR protein samples, fractions
containing pure SH3 were pooled, concentrated to
approximately 10 mg/mL using Vivaspin 3-kDa cutoff
centrifugal concentrators (Sartorius) and extensively dialyzed
against 100 mM (NH4)2SO4 adjusted to pH 3.5 with sulfuric
acid. Finally, to crystallize the protein, ammonia water solution
was added dropwise to reach pH 7.5. Obtained turbid solutions
were stored in a refrigerator (4°C) for approximately a week for a
slow buildup of microcrystals. Crystallization efficiency was
estimated to 85% by a spectrophotometric measurement of
protein concentration decrease in the supernatant. The
suspension was mixed with 1 M CuNa2EDTA 9:1 v/v (effective
cCu2+ = 100 mM), and left for impregnation of SH3 crystals with
paramagnetic Cu2+ ions for 3 days. In the case of the SH3 “ILV-
C4” sample, TSP was added to the supernatant at an effective
concentration of 10 mM for chemical shift calibration reference.
About 2 mg of protein was transferred to a Bruker 1.3-mm MAS

rotor by 30 min of ultracentrifugation at an average acceleration
of 96,500 g. Each Darklands OÜ 0.81-mm MAS rotor was filled
with approximately 0.5 mg of protein in five equal parts by
stepwise packing in a tailored ultracentrifuge adapter
experiencing an average acceleration of 135,000 g for 30 min.

2.2 Nuclear Magnetic Resonance
Spectroscopy
The NMR 13C–13C 2D correlation experiments on model
compounds (alanine and fMLF) were performed using a
standard RF irradiation scheme shown in Figure 2A. A
collection of homonuclear mixing schemes was employed as
detailed below. For each case, a series of 2D spectra with
gradually incremented mixing time was acquired, in the range
suggested by literature and spin dynamics simulations, if
permitted by probe RF circuity.

The experiments for site-specific assignment of methyl 13C
and 1H resonances in SH3 protein that provide correlations to
backbone amide 15N and 1H chemical shifts [3D (H)C(CC)(CA)
NH] were straightforwardly adopted from the literature (Linser
2011) and are shown in Figure 2B. Despite long methyl 1H
transverse relaxation times observed, the experiments employ
1H–13C cross-polarization (CP) instead of INEPT-type transfer,
since the latter would suffer from inefficiency of conversion of
anti- to in-phase 13C coherence caused by concurrent evolution
of two (passive) 1JCH couplings in CH3 moieties.
Implementations of presented experiments for Bruker
spectrometers are freely available from the community-based
repository Zenodo as detailed below.

For the site-specific evaluation of experimental performance
with various 13C mixing schemes, resolution provided by 3D
spectra was required, preventing acquisition of mixing time series
for SH3 protein. Optimal mixing times were, however, possible to
determine using first-increment 1D optimizations prior to 3D
data acquisition.

The series of 2D 13C–13C correlation experiments on 2,3-
13C-alanine was carried out on a Bruker Avance III spectrometer
operating at 1H and 13C frequency of 600.1 and 150.9 MHz,
respectively, equipped with a Bruker 1.3-mm H/C/N MAS
probehead. The sample has been spun at 55,555 ± 10 Hz and
controlled by a Bruker MAS-II unit, without temperature
stabilization. 1H, 13C pulses and power during 1H to 13C
cross-polarization have been carefully calibrated prior to
experiments. Detailed information on pulse lengths, RF
amplitude, spectral windows, etc. is provided in
Supplementary Table S1.

2D experiments on 13C,15N-fMLF tripeptide and 3D and 4D
experiments on two SH3 protein samples were performed on a
Bruker Avance III HD spectrometer operating at a 1H, 13C, and
15N frequency of 799.7, 201.1, and 81.0 MHz, respectively,
equipped with a 0.81-mm H/C/N/D MAS probehead
developed by Ago Samoson’s group (Darklands OÜ, Estonia).
NMR data were acquired at two MAS frequencies, νR = 55.5 and
94.5 kHz (98 kHz for fMLF).

3D experiments on “ILV-C5”-labeled SH3 protein were also
performed on a Bruker NEO 23.5-T spectrometer (in CRMN
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Lyon, France) equipped with a Bruker 1.3-mm H/C/N/D MAS
probe, and MAS-III and BCU-II spinning and temperature
stabilization units.

For the experiments on 13C,15N-fMLF magic angle setting has
been set using KBr sample prior to the actual series. In this case,
no temperature stabilization device was used. 1H and 13C 90°

pulse lengths were carefully calibrated using 1D 13C-detected CP
experiment.

Prior to experiments on SH3 samples, a careful magnet
shimming was performed to maximize reliability of linewidth
measurements. The classical shimming protocol employing
adamantane sample is very time-consuming in 0.81-mm MAS
rotors; thus, a sample of silicon grease was used first, leading to
full-width at half-height (FWHH) of 1H line of 16 Hz at 50 kHz
MAS. Subsequently, shim currents were refined using
adamantane sample resulting in an FWHH of the low-field
13C resonance of 1.1 Hz at 50 kHz MAS under low-power 1H
decoupling.

Magic angle was finely adjusted directly on the protein sample
at the target MAS frequency by maximizing the intensity of the
1H signal in the (H)NH 1D experiment followed by a 5-ms 1H
spin echo. Sample temperature was stabilized to 20°C using
Darklands OÜ VT controller. Thermocouple readout was
calibrated to sample temperature by measurement of the 207Pb
chemical shift of Pb(NO3)2 at the exactly same cooling gas flow,
spinning speed, and thermocouple target temperature. 1H, 15N
90° pulse lengths have been carefully calibrated for each sample
and spinning speed using the (H)NH experiment. 13C 90° pulse
length was calibrated using the (H)CONH experiment. RF
amplitude of hard and soft pulses, as well as of decoupling
and recoupling schemes was automatically calculated in a

pulse program based on widths and powers of reference high-
power 90° pulses. 1H–13C, 13C–15N, and 15N–1H cross-
polarization power was optimized directly using the first
increment of the (H)C(DIPSI)(CA)NH experiment, and
propagated to all 3D (and 4D) experiments at each sample
and spinning condition. Fast recycling (0.3 or 0.4 s interscan
delay) was applied to improve sensitivity, taking advantage of
longitudinal 1H relaxation enhancement by paramagnetic Cu2+

ions (Ganapathy et al., 1981; Wickramasinghe et al., 2007, 2009).
Details on NMR data acquisition for fMLF tripeptide and SH3
protein are provided in Supplementary Tables S1, S3,
respectively.

B0 was not stabilized in either case, but the field drift was
monitored using 1D 1H spectra between experiments and had a
negligible effect on data (e.g., a total 11 Hz 1H downfield drift over
10 days on an 18.8-T spectrometer for “ILV-C5” SH3 sample at
94.5 kHz MAS). The stability of CP conditions was monitored
using 1D (H)(CA)(N)H and (H)(C)(DIPSI)(CA)(N)H (for
proteins) or 13C-detected 1D CP (for fMLF) experiments.

2D and 3D data were Fourier processed in Bruker TopSpin
using parameters reported in Supplementary Tables S2, S4. The
non-uniformly sampled 4D data were converted using in-house
written script bruk2ssa (courtesy of M. Górka), and processed
using signal separation algorithm for distortion-free spectral
reconstruction (Stanek, Augustyniak, and Koźmiński 2012).
All spectra were analyzed in NMRFAM-Sparky (Lee, Tonelli,
and Markley 2015).

2.3 Homonuclear 13C Mixing Schemes
The key element determining the performance of experiments
shown in Figure 2 is 13C mixing. For this comparative study, we

FIGURE 2 |RF irradiation schemes of NMR experiments. (A) 13C–13C 2D correlation experiment with mixing two variants of 13Cmixing expanded in (B) and (C). All
schemes act on the 13C magnetization preceded and followed by a z-filter (τz) (B) with the exception of DREAM (C), which operates on the 13C single-quantum
coherence. (D) Pulse diagram for 3D (H)CMET(CC)(CA)NH, with the optional evolution period for methyl 1H coherences enclosed in brackets (for the 4D variant). The
optional 1H spin echo immediately before acquisition was only applied for Bruker 1.3-mm probe to eliminate probe 1H background signal. Open and solid
rectangles represent 90° and 180° high-power pulses, respectively, and a solid bell shape denotes amethyl 13C-selective Q3 refocusing pulse (Emsley and Bodenhausen
1992) of 942.7 μs duration and peak RF of ν1 = 2.56 kHz. 13C mixing is marked in red, and cross-polarization transfer steps are labeled and color-coded as maroon,
purple, and lime green simultaneous irradiation on pairs of respective channels for H→C, C→N, and N→H transfers. 1H low-power WALTZ (Shaka, Keeler, and Freeman
1983) decoupling is marked in orange, while heteronuclear (13C or 15N) frequency-swept TPPM decoupling (Bennett et al., 1995) is marked in gray. MISSISSPPI solvent
suppression (Zhou and Rienstra 2008) is marked in cyan. Changes in 13C offset (Ω) are denoted with vertical arrows. Unless indicated otherwise, all pulse phases are set
to x. The following phase cycling was employed: ϕ1 = y, ϕ2 = y, ϕ3 = {2 (x), 2 (−x), 2 (y), 2 (−y)}, ϕ8 = {x, −x}, ϕrec. = {x, −x, −x, x, y, −y, −y, y} for 2D experiment with inset (B);
ϕ1 = {y, −y}, ϕ2 = {2 (x), 2 (−x)}, ϕ3 = {4 (x), 4 (−x)}, ϕ8 = {2 (x), 2 (−x)}, ϕrec. = {x, −x, x, −x} for 2D DREAM experiment (A + C); ϕ1 = {4 (y), 4 (−y)}, ϕ2 = x, ϕ3 = {x, x, y, y}, ϕ4 = y,
ϕ5 = {8 (x), 8 −x)}, ϕ6 = {y, –y}, ϕ7 = x, ϕ8 = -y, ϕrec. = {x, –x, –x, x, –x, x, x, –x, –x, x, –x, x, –x, –x, x} for 3D experiment (D) with recoupling block (B); and ϕ1 = {8 (y), 8 (−y)}, ϕ2 =
{4 (x), 4 (−x) }, ϕ3 = {2 (x), 2 (y), 2 (−x), 2 (−y)}, ϕ4 = x, ϕ5 = x, ϕ6 = {y, −y}, ϕ7 = {x}, ϕ8 = {4 (x), 4 (– x)}, ϕrec. = {x, –x, –x, x, –x, x, x, –x, –x, x, –x, x, –x, –x, x} for 3D DREAM
experiment (D + C). Pulse with phase marked with an asterisk are involved in quadrature detection according to States-TPPI procedure.
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have made a selection of literature RF designs based on the
following criteria: (1) 13C should occur primarily between bonded
13C spins by recoupling of 13C–13C scalar (J) or dipolar (D)
interactions, (2) RF requirements are acceptable for a typical
“fast”MAS probe, and (3) they pose no danger to the hydration of
fragile protein samples, e.g., by an extended period of high-power
1H irradiation. For the last reason, we did not consider second-
order recoupling schemes suitable for fast MAS, such asMIRROR
(Scholz et al., 2008), PARIS (Weingarth et al., 2009), SHANGHAI
(Hu et al., 2011), or CORD/CORD-RFDR (Hou et al., 2013; Lu
et al., 2015). In the presence of relaxation, the efficiency of these
sequences deteriorates with faster MAS, concomitantly to
increasing efficiency of averaging of H–H dipolar interactions.
Protein deuteration, which is highly recommended for resolution
in large proteins, is also clearly incompatible with second-order
recoupling mechanism (De Paëpe, Lewandowski, and Griffin
2008) as it prohibitively dilutes the proton interaction network.

2.3.1 TOBSY
TOBSY was designed based on average Hamiltonian theory
(AHT) and symmetry properties of particular interactions
(Levitt 2007), imposing that chemical shift anisotropy (CSA),
isotropic chemical shifts (CS), and dipolar interaction terms are
suppressed in the zeroth- and first-order Hamiltonians, and the
zeroth-order term stems only from the isotropic scalar interaction
(Baldus and Meier 1996; Hardy, Verel, and Meier 2001). In a
general design denoted CNν

n (Edén and Levitt 1999), a primitive
multi-pulse block C is repeated N times over n rotor cycles with
the gradual phase incrementation in Δϕ = 2πν/N steps
(Figure 3A). Low-power TOBSY schemes suitable for fast
MAS employ POST primitive block (90ϕ360ϕ+π270ϕ), and use
N = 9, ν = 1, and n = 9p ± 3 (where p is an integer), e.g., C9121, C9

1
24,

and C9130, to retain only assumed interaction (Tan et al., 2018).
The schemes with particular n differ in robustness to dipolar C–H
interactions and susceptibility to CSA (in higher-order AHT
terms). TOBSY requires an RF strength of ν1 = 2N/n νR and
thus is readily applicable in typical fast MAS probes for n > 18.
Here, we employed sequences with n = 24, 30, 33, 39, and 48, with
mixing time either varied between 0 and 50 ms (in 2D series) or
optimized for maximum transfer (in 3D experiments).

2.3.2 TOCSY
Isotropic mixing schemes developed for 13C mixing in solution
NMR (Bax, Clore, and Gronenborn 1990; Kay et al., 1993),

hereafter referred to using a general term TOCSY, retain only
the Hamiltonian term associated with scalar (J) interaction
between 13C nuclei (in the presence of the overall tumbling).
For solids under MAS, all isotropic interactions are preserved;
thus, these RF schemes induce the evolution of JCC interactions
while suppressing the evolution of JHC and isotropic 13C
chemical shifts. The proper treatment of anisotropic
interactions is not ensured at all; however, at sufficiently
fast MAS, their contribution is supposedly small. Simple
arguments advocated for the use of WALTZ-16 (Shaka,
Keeler, and Freeman 1983) mixing synchronized with
rotation (τ90 = τR; Figure 3B), and basic properties were
verified using 2-13C-spin SIMPSON simulations (Andreas
et al., 2016). Classical TOCSY mixing schemes that are
robust with respect to large chemical shift offsets, namely,
DIPSI-3 (Shaka, Lee, and Pines 1988) and FLOPSY-16
(Kadkhodaie et al., 1991), were also employed here. In
solution NMR, TOCSY designs are ranked according to the
figure of merit, i.e., the bandwidth with respect to applied RF
strength, but such a ranking is of limited relevance here since
MAS probes can easily generate sufficient ν1. Although not
required, we retained rotor synchronization (ν1 = ¼ νR) in
experiments for three selected TOCSY sequences, but tested
other RF conditions in spin dynamics simulations. Mixing
time was varied (for alanine and fMLF) or optimized in 1D
experiments (for proteins) in steps of 188.448, 217.32, and 96.0
τR (assuming τR = τC90) for FLOPSY, DIPSI, and WALTZ,
respectively.

2.3.3 RFDR
Finite-pulse 13C RFDR (Bennett et al., 1998) recouples dipolar
13C interactions in the first-order average Hamiltonian by the
application of high-power π pulse each rotor cycle (Figure 3C).
Although the sequence is known to suffer from dipolar truncation
(Griffin 1998), this is not necessarily a disadvantage for
intraresidue 13C transfers. RFDR requires ν1 > ½ νR for pulses
partially covering the mixing time; in practice, ν1 on the order of
νR is preferred. The ratio of τ180/τR determines the scaling factor
of dipolar interaction (nominally of about 2 kHz for a bonded
13C–13C spin pair), and in this study, we used ν1 = 150 (for fMLF)
and 100 kHz (otherwise). The following is the phase cycle (xy8) of
the π pulse: x, y, x, y, y, x, y, x, as suggested previously (Shen et al.,
2012). Mixing time was optimized in steps of multiples of 8τR
between 0 and 50 ms.

FIGURE 3 | RF schemes of 13C mixings compared in this study. (A) TOBSY C91n variants with variable n. (B) WALTZ-16, a representative of TOCSY class. The
primitive element is composed of phase-alternated 90, 180, 270, and 360° pulses, depicted as rectangles color-coded from light gray to black. (C,D) Transfer schemes
primarily recoupling 13C dipolar interactions: (C) finite-pulse RFDR and (D) DREAM.
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2.3.4 DREAM
DREAM recouples dipolar 13C interactions in the first-order
average Hamiltonian using an adiabatic pulse for introducing
HORROR condition (ν1 = ½ νR, Figure 3D) (Verel et al., 1998;
Verel, Ernst, and Meier 2001). DREAM is commonly employed
with slow (Pauli et al., 2001) and fast MAS (Penzel et al., 2015)
to trigger 13Cα→13Cβ or 13C′→13Cα coherence transfer, for
which RF and offset conditions can be straightforwardly
determined. Transfers in multi-spin systems were studied
and conditions were optimized at “slow” MAS (Westfeld
et al., 2012); however, the proper order of HORROR
conditions cannot in general be satisfied due to
characteristic chemical shifts in 13C side chains.
Additionally, by its nature, DREAM cross-peak intensity is
negative with respect to the origin coherence, which potentially
causes destructive interferences within a spin system or due to
spectral overlaps. The RF shape was defined as usual,
v(t) � v1 + defftan(2τ tan−1 (Δ/deff)(t − τ/2)), where deff, Δ,
τ, and v1 denote the effective dipolar coupling (averaged
over crystal orientations and decreased due to dynamics),
modulation depth, mixing time, and average RF strength,
respectively. Directionality of the transfer was selected here
with increasing RF over mixing time. We employed
the parameters recommended for DREAM adiabatic
RF modulation at fast MAS, namely, the modulation depth
of 1/5 νR, dipolar C–C coupling of 1 kHz, and average RF �v1 to
nominally ½ νR, which potentially allows DREAM to cover the
entire aliphatic 13C band at typical high fields (e.g., 18.8 T). In
addition to the mixing time (varied up to 10 or 25 ms for
alanine, or fMLF and SH3, respectively), 13C offset for DREAM
was also optimized for best 13Cmet→13Cα transfer in the 2D
series for alanine and fMLF, and using 1D first-FID of sequence
shown in Figure 2D.

2.4 Spin Dynamics Simulations Using
SIMPSON
Spin dynamics simulations have been performed using
SIMPSON (version 4.0.0c) (Bak, Rasmussen, and Nielsen
2011; Tošner et al., 2014). Powder averaging has been
performed with 1,848 {α, β, γ} Euler angles that
describe the orientation of the molecule in the rotor frame.
A total of 168 {α, β} angle pairs have been selected using
REPULSION algorithms (Bak and Nielsen 1997) and 11 γ
angles have been regularly sampled from 0 to 360°. Spin
systems have been generated using the SIMMOL package
(Bak et al., 2002).

For simulations in the case of a model four-spin system
(Hα–Cα–Cβ–Hβ), dipolar spin couplings have been generated
based on distances in L-alanine structure (ref. code LALNIN61 in
CCS database), and only α and β carbons and protons have been
considered. 1JCC and 1JHC couplings have been set to 33 and
145 Hz, respectively. In addition, only one proton from the CH3

group has been considered with the H–C dipolar coupling value
reduced by three due to fast rotation around the C–C axis. Other
relevant parameters of the spin system are reported in the
Supplementary Material.

For simulation in the case of C6 and C5 spin systems, dipolar
couplings have been calculated for the geometry of leucine-8 in
the X-ray structure of chicken SH3 protein (PDB 1SHG).
Experimentally determined chemical shifts in fMLF have been
assumed, and CSA parameters were calculated in Gaussian. 1JCC
couplings were set to 50 Hz for the 13Cα–13C′ pair and to 33 Hz
between aliphatic 13C spins. 2JCC was set to 3 Hz, and longer-
distance J couplings were neglected. Examples of SIMPSON input
files are provided in the Supplementary Material.

3 RESULTS AND DISCUSSION

3.1 Homonuclear Mixing in Model Two-13C
Spin Systems
Efficiency of 13C mixing varies in general with MAS frequency νR,
RF strength ν1 (if not imposed by νR), B0 field (through scaling of
isotropic chemical shift differences and CSA), presence of 1H–13C
interactions, and extent of dynamics as well as other design-
specific parameters detailed above. To mitigate the complexity of
the problem, one usually refers to model two-13C spin systems,
such as, e.g., in the acetate anion. Here, we used 2,3-
13C2,

15N-labeled crystalline alanine as a closer analogue of a
protein residue, additionally possessing a methyl group, and
avoiding interference with large CSA of the (unlabeled)
carbonyl carbon. The efficiency of 13Cβ→13Cα transfer was
quantified by observation of cross-peak intensity in a τmix

series of 2D 13C–13C spectra at fast MAS (νR = 55.5 kHz) and
moderate B0 field (14.1 T).

The results shown in Figure 4 confirm the high efficiency of
selected RF designs. Also, fundamental differences between them
exhibit the following: TOBSY and TOCSY sequences recouple JCC
in a time close to 1/(2J) (scaling factors might apply to the
effective coupling constant, e.g., for FLOPSY). RFDR initially
shows rapid oscillations with frequency related to a scaled dipolar
coupling (DCC ≈ 2 kHz), stabilizes at approximately τmix =
5–10 ms, and then decays due to π pulse imperfections and
incoherent effects. DREAM shows a steady buildup, reaches a
plateau at τmix ≈ 5 ms, and then decays slowly mostly due to 13C
T1ρ-like relaxation. The results are generally consistent with the
literature, also confirming the increasing robustness of TOBSY
C91n toDHC interactions with increasing n (Figure 4A) (Tan et al.,
2018). Although RFDR experimentally showed highest
performance, observed differences between considered schemes
are rather minor.

Spin dynamics simulations are instrumental for the in-depth
understanding of complex RF schemes applied under new MAS
conditions. Here, we resorted to SIMPSON as a generally agreed
simulation platform (Tošner et al., 2014), and attempted first to
reproduce experimental results. We modeled alanine using a
minimal system consisting of two 13C and 1H spins as
described above. Results shown in Figures 4E–H reproduce
well the experimental buildup curves, optimal mixing times,
and scaling factors of recoupled interactions. Differences in
efficiency between TOBSY C91n sequences with n = 48, 39, 33,
and 24 (Figure 4E) are more pronounced than in the experiment
(Figure 4A). C9148 allows for an almost complete transfer for τmix
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≈ 16 ms. For longer mixing times, recoupling of higher-order
AHT terms occurs (mostly the cross-terms between 13C isotropic
and anisotropic chemical shifts, and DHC interactions), leading to
coherence dephasing and decreased intensity of subsequent
maximums. Somewhat surprisingly, all TOCSY sequences
perform excellently (Figure 4F), despite no deliberate
treatment of anisotropic interactions. RFDR performance is
relatively worse than in the experiment, and equalizes 13C
magnetization between both coupled 13C spins. Supposedly,
incoherent effects and B1 field inhomogeneity in the MAS coil
affect RFDR to the smallest extent among the considered mixing
types. In simulations, DREAM does not show an optimum, but a
steadily increasing coherence transfer.

Having validated the simulation platform, we attempted to
differentiate 13C mixing schemes with respect to destructive
interferences (cross-terms) with interactions that are field-
dependent (isotropic and anisotropic CS), and proton-content-
dependent (DH-C interactions). All combinations of selectively
“activated” interactions were probed, and the effects of most
relevant cross-terms are summarized in Supplementary Figure
S2. We confirmed that TOBSY C91n sequences with n > 30 are
quite robust to DHC, with (JCC, DHC), (DCC, DHC), and (DCC,
CSA) being the primary cross-terms responsible for non-ideal
performance. We additionally confirmed that TOBSY is robust
with respect to an increasing chemical shift difference (or B0
field), e.g., up to ΔΩ = 15 kHz for C9124 at νR = 55 kHz (and v1 = 2/
3 νR). Among TOCSY sequences, FLOPSY appeared to be most
susceptible to (JCC, DHC) interferences (or, in other words, to the
presence of protons). Also, all TOCSY designs are less affected by
(DCC, DHC) terms than TOBSY and very robust to CSA

(Supplementary Figure S2). Thus, WALTZ and DIPSI are
good candidates for high B0 field measurements, and on
systems with high proton density. Within the initial buildup,
RFDR is extremely robust to all interaction interferences, and in
fact even enhanced by recoupling of JCC interactions.

Additionally, we verified the susceptibility of TOBSY and
TOCSY sequences to B1 field inhomogeneity, which can be
substantial in MAS RF coils [as large as 20% in the active
volume (Tošner et al., 2018)]. As shown in Supplementary
Figure S3, TOBSY sequences only tolerate maximum 5% RF
deviations (or miscalibration), and TOCSY designs, DIPSI in
particular, are significantly more robust with this respect.

However, multiple limitations of spin dynamics simulations
must be considered when their results are interpreted
quantitatively: (1) no incoherent effects (relaxation) are
included; (2) structural variability of dipolar interactions,
chemical shifts, and CSA are tedious to replicate; and (3)
pulse transients, limited short-term rotation stability, and
other experimental deficiencies are neglected.

3.2 Homonuclear 13C Transfer Across
Multi-Spin Side Chains in Model Systems
Subsequently, we performed an analogous series of 2D 13C–13C
correlation spectra on a sample of crystalline tripeptide fMLF,
where the leucine residue serves as a realistic and convenient
reference multi-spin system containing a methyl group. Spectral
excerpts in Figure 5 demonstrate that, while one-bond transfers
remain effective in all cases, efficiencies of multi-bond ones are
low and differ dramatically between particular RF schemes (see

FIGURE 4 | (A–D) Performance of 13C mixing schemes observed experimentally in 13C–13C 2D spectra on 2,3-13C2-labeled alanine: (A) TOBSY C91n with n = 21,
24, 33, 39, and 48 are labeled and color-coded as purple, green, cyan, red, and orange curves, respectively; (B) FLOPSY-16 (in green) and WALTZ-16 (in purple); (C)
RFDR at ν1 = 100 kHz; (D) DREAM. Cross-peak intensities were normalized to the most intense point in the RFDR series. Experimental points are connected with lines
for eye guidance only. (E–H) Buildup of transferred 13C magnetization (absolute transfer efficiency) in a two 13C- and two 1H-spin system simulated in SIMPSON.
(E) TOBSY C91n with n = 24, 30, 33, 39, and 48 are labeled and color-coded as green, dark blue, cyan, red, and orange curves, respectively; (F) FLOPSY-16 (in green),
DIPSI-3 (in light blue) and WALTZ-16 (in purple); (G) RFDR at ν1 = 100 (in purple) and 160 kHz (in green); (H) DREAM. Gray boxes indicate the mixing time ranges
sampled experimentally on alanine.
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Supplementary Figure S4 for mixing time dependencies). In
contrast to the case of alanine, RFDR performs worst in this
respect, emphasizing the limited utility of simplistic two-13C spin
systems for evaluation of 13C mixing performance.

It was noted previously in both solution (Tugarinov and Kay
2003a) and solid-state NMR (Agarwal and Reif 2008) that a
combination of a branched 13C chain, large number of 13C spins,
and large chemical shift differences makes the leucine spin system
extremely challenging for any 13C mixing. In the following, we
will deliberately focus on the most demanding Cδ1→Cα transfer
as the sensitivity-limiting step, regardless of which side-chain
assignment strategy mentioned above [the one-step side-chain to
backbone, (H)C(CC)(CA)NH, or the two-step approach using
(H)CCH and (H)NCAHA spectra] is employed. (Another

potentially relevant transfer Cδ1→C′ is expected to be even
more problematic due to a large CSA and distinct chemical shift.)

The entire experimental series was repeated at very fast
spinning conditions (νR = 98 kHz) to probe sensitivity of
selected mixing schemes to coherent and incoherent effects of
dipolar C–H and H–H interactions. Absolute efficiencies of
Cδ1→Cα transfer were quantified as described in
Supplementary Material, and presented in Figure 6.
Strikingly, all RF schemes greatly benefit from increased MAS
rate (up to a factor of 4.5–5 for three TOCSY representatives). At
νR = 55.5 kHz DREAM performs best, and the most efficient
scheme at νR = 98 kHz is DIPSI, with TOBSY C9148 being close to
the leaders at both MAS frequencies. In both cases, RFDR and
TOBSY C91n with n < 30 remain evident outliers.

Given such a dramatic response to MAS frequency, we
attempted to verify capabilities of spin dynamics simulation
for reproducing the behavior of a complex, but extremely
useful leucine spin system, and possibly extrapolate it to
different spinning and field conditions. Unfortunately, despite
intense optimization of SIMPSON routines (e.g., the reuse of
propagators) and the use of the state-of-the-art high-performance
clusters, inclusion of any meaningful number of 1H spins (L ≈
5–6) turned out unfeasible due to the exponential scaling of
required computational resources (4L). Nevertheless, many
features of the transfers were quite well reproduced in the
exclusively 13C 6-spin system, in particular (1) the optimal
Cδ1 → Cα mixing times (Supplementary Figure S5), (2) the
shape of build-up curves for individual transfers (Supplementary
Figure S6), and (3) poor performance of RFDR (≈5%) at both
spinning speeds. The results also corroborate TOBSY C9148 and
DIPSI as the performance leaders at νR ≈ 100 kHz
(Supplementary Figure S7). The exact quantification of
DREAM poses difficulties due to the absence of an optimum
in simulations, but efficiency at τmix = 25 ms, as used in the
experiments, places this mixing scheme closer to the best than to
mediocre designs.

The absence of protons in the spin system used in simulations
resulted in almost identical performance of all TOBSY schemes at
νR = 100 kHz, which clearly disagrees with the experiments.
Likely for the same reason, the experimentally observed
relative order of performance of TOCSY sequences was not
reproduced. To some extent, one can still rely on the analysis
of cross-term importance for four spin system (Supplementary
Figure S2) to predict the impact of protons also in leucine
residues. However, absolute efficiencies predicted in
simulations (Supplementary Figure S7) and observed
experimentally (Figure 6) show discrepancies from roughly
25% (for TOBSY C9148 and DIPSI) to more than 100% (e.g.,
for FLOPSY and WALTZ) at νR = 98–100 kHz, and even larger
ones at the lower spinning speed (νR = 55.5 kHz). These
disagreements arise not only due to the (unaccounted)
coherent effects of 1H–13C interactions, but also due to 13C
relaxation, suggesting the ultimate need of experimental
verification for a quantitative comparison at specific νR and B0.

Despite apparent limitations, SIMPSON simulations still
provide upper limits for transfer efficiencies, which is useful to
predict performance trends at different experimental conditions.

FIGURE 5 | Strips from 2D 13C–13C spectra recorded for fMLF at νR =
55.5 kHz on an 18.8-T spectrometer. Presented are diagonal and cross-
peaks originating from Leu 13Cδ1 magnetization (prior to 13C mixing).
Spectrum diagonal is indicated with a dashed line. Spectra with a mixing
time optimal for Cδ1→ Cα transfer are shown: 34.6, 32.0, 21.4, 25.3, and
36.3 ms for TOBSY C91n, with n = 24, 30, 33, 39, and 48, respectively (A–E);
23.7, 27.4, and 20.7 for FLOPSY-16 (F), DIPSI-3 (G), and WALTZ-16 (H),
respectively; and 11.2 and 14 ms for RFDR (ν1 = 150 kHz) (I) and DREAM (J),
respectively.

Frontiers in Molecular Biosciences | www.frontiersin.org March 2022 | Volume 9 | Article 8287859

Paluch et al. NMR Methyl Assignment in Solids

205

https://www.frontiersin.org/journals/molecular-biosciences
www.frontiersin.org
https://www.frontiersin.org/journals/molecular-biosciences#articles


For example, νR dependence sampled between 30 and 200 kHz
(Supplementary Figure S8) shows an optimal MAS range of
80–100 kHz for TOBSY and TOCSY schemes. The penalty
observed at νR > 100 kHz is surprising, and in fact related to
RF strength (ν1), which was fixed in a constant proportion to νR.
To isolate ν1 dependence without traversing through recoupling
conditions, we performed additional simulations at constant ν1 =
55.5 kHz and ν1 = ¼ νR, but indirectly varied RF bandwidth of
sequences viamodulation of resonance frequencies and CSA with
the strength of B0 field (Figure 7). At high field (above ν0,H =
800–1,000 MHz), most sequences show insufficient 13C
bandwidth, thus decreasing the performance of a multibond
transfer. At low field, the transfer efficiency degrades as well,
with a very similar behavior to that observed in Supplementary
Figure S8 for large rotation rates νR. This suggests that the effect
actually relates only to the effective 13C bandwidth, and we
confirmed by observation of C′ magnetization that an
excessive RF strength is detrimental to 13Cα magnetization due
to the concurrent drainage to C′.

This leads to a paradox that increased MAS rates might not
necessarily be beneficial if RF strength is bound to νR by the
mixing design. Contrary to the case of TOBSY, TOCSY schemes
tolerate variable ν1/νR ratios in a wide range below ¼
(Supplementary Figure S10), which gives an additional
flexibility for their application at moderate-to-high fields and
very fast spinning. The simulation does not account for RF-
dependent 13C T1ρ, and very small RF should obviously also be
avoided, particularly in systems showing increased microsecond
local dynamics.

3.3 Methyl Resonance Assignment in
Proteins by Correlation to Backbone Spins
Results obtained for fMLF strongly suggest proton dilution for the
effective 13C mixing in extended spin systems in proteins.
Fortunately, with fast MAS, this can be accomplished without
compromising the occupancy of methyl 1H sites, e.g., by selective
labeling of Ile, Leu, and Val residues from suitable precursors
coupled to expression in D2O media (Tugarinov and Kay 2004).

Importantly, 13C (and 2H)-enriched glucose must be used to
preserve the continuity of Ile and Leu 13C side chains
(Supplementary Figure S1), since α and β of the former and
α and carbonyl carbons of the latter residue are incorporated from
the medium rather than from the precursor (Lundström et al.,
2007).

To demonstrate the efficacy of methyl 1H assignment, we
resorted to a model SH3 domain of α-spectrin in a
microcrystalline state. Given the selective 1H labeling, a
magnetization transfer from methyl to backbone amide 1H
(and not a reverse one) is strongly preferred for the sensitivity
reasons. In addition to 3-fold larger occupancy of methyl 1H, the
initial polarization is enhanced by fast T1 relaxation of methyl
protons, while NMR signal detection is performed on well-
dispersed, generally narrower, and, thus, more sensitive amide
1H protons. Naturally, a protocol for complete reprotonation of
labile amide 1H sites after expression in D2O is a prerequisite for
this approach. While extensive deuteration is not a necessity for
proteins as simple as SH3 at fast MAS (>50 kHz) and high field
(here 18.8 T), it would certainly be required for resolution and
sensitivity reasons in more challenging applications. We
employed a slightly adapted literature RF irradiation scheme
(shown already in Figure 2D), with various 13C mixings as in
the previous cases.

3.3.1 Joint Effect of the Rotation Frequency and RF
Strength
For SH3 sample we acquired 3D spectra with site-specific
resolution at a single optimized mixing time for each 13C
mixing. Two spinning conditions, νR = 55.5 and 94.5 kHz,
were applied using the same probe and rotor for the
maximum cohesion of the data, and the representative strips
are presented in Figure 8 (for νR = 94.5 kHz).

The experiment inherently shows only the transferred
signal, thus poses difficulties to the rigorous quantification
of 13C transfer efficiency. Nevertheless, we attempted to
correct for uneven efficiency of the remaining part of the
pulse sequence (notably CP steps) at different MAS
conditions by normalizing the cross-peak intensities to
those observed in the 3D (H)CANH experiment, which
shares majority of the coherence pathway. The observed
relative signal-to-noise ratio was averaged over 24
individual strong and resolved correlations. Results shown
in Figure 9 (for all residue types) and Supplementary Figure
S11 (separately for Val, Leu, and Ile) show a dramatic
increase of 13C mixing efficiency with fast MAS (94.5 w. r.
t. 55.5 kHz), with a similar effect (a factor of 3.2–3.5 for
TOCSY and C9148) to that observed on nondeuterated fMLF.
Despite a dilute network of 1H interactions in the SH3
sample, and averaging also over valine and isoleucine
residues, the best-performing RF schemes are virtually the
same as for the leucine residue in fMLF (Figure 6), namely,
DREAM at 55.5 kHz MAS, and DREAM, TOBSY C9148, and
three TOCSY sequences at 94.5 kHz MAS. The relevance of
1H–1H and 1H–13C interactions might be due to the fact that,
despite partial sample deuteration, the local 1H environment
of leucine, valine, and isoleucine residues is quite dense, with

FIGURE 6 | Maximum absolute efficiency of Cδ1 → Cα magnetization
transfer observed in leucine residue of fMLF at B0 = 18.8 T field and at νR =
55.5 (blue bars, left in each pair) and 98 kHz (tan bars, right in each pair).
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only 4 out of 11, 2 of 9, and 7 of 11 protons replaced by
deuterons, respectively. As for the overall proton density, 14
ILV residues (out of 62 residues in SH3) contain 81 protons at
methyl sites. These, in addition to 116 backbone and side-
chain labile protons, yield a moderate rather than a low
protonation level (approximately 38%).

Compared to fMLF, spins in SH3 protein undergo higher-
amplitude dynamics, and certainly there is a larger
contribution of incoherent effects, such as leading to 13C
T2 and T1ρ relaxation and 1H spin-diffusion. T1ρ relaxation
is further suppressed by stronger RF at increased MAS
frequency (particularly for DREAM, which effectively
spin-locks the 13C coherence), as it is bound to νR for all
sequences except RFDR. As for the coherent effects,
increased MAS frequency also more effectively averages
DCH interactions (i.e., a fast rotation suppresses second-
order AHT cross-terms, deleterious, e.g., for TOBSY with
low n). Definitely, there is an additional S/N benefit from
line narrowing of amide 1H resonances at 94.5 kHz MAS

(separable under a few of assumptions), but, as described
below, it is estimated to contribute no more than 20% to the
overall S/N gain.

In view of the apparent relevance of H–C and H–H
interactions in deuterated SH3, additional efficiency gains are
expected with the use of high-power 1H decoupling (ν1,H > 3νR)
during 13C mixing; however, this likely endangers sample
hydration and thus spectral quality. Overall, fast MAS seems
to be an attractive route to amplify the signal, and, in our
comparison, the gain in efficiency well compensates the 2- to
3-fold sensitivity losses entailed by active volume reduction from
a 1.3-mm rotor (optimal for νR ≈ 55 kHz) to a 0.7- or 0.81-mm
rotor (νR ≈ 100 kHz). We speculate that for methyl resonance
assignment using the presented approach, nondeuterated
proteins would benefit from fast MAS to an even larger extent.

3.3.2 Effect of the Static Magnetic Field
Our experiments were performed at a typical high-field
spectrometer (18.8 T) used commonly in protein studies by

FIGURE 7 | Efficiency of Cδ1→Cα transfer in a 13C6 spin system simulated in SIMPSON for a range of magnetic fields B0 (corresponding to 1H frequency between
50 and 1,300 MHz), MAS frequency of 55.5 kHz, and a constant RF strength of ν1 = ¼ νR ≈ 13.9 kHz. Note that, in essence, the dependence on 13C bandwidth (ν1
expressed in 13C ppm) of a particular mixing is investigated here. For each B0 point, a full buildupwas performed, and an optimumwas picked at the mixing times that are
reported in Supplementary Figure S9. All RF schemes except the particularly computationally demanding DREAM were evaluated. Blue boxes indicate the B0

field range available for 1H-detected MAS NMR at present.
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1H-detected MAS. Stronger B0 fields are increasingly accessible;
therefore, it is relevant to explore the performance of 13C mixing
at such conditions. For example, for a transition to a 23.5-T
field, spin dynamics simulations on a six-13C spin system
suggest only a minor and negative impact on transfer
efficiency (results in Figure 7 are summarized for two
considered B0 fields in Supplementary Figure S12). For
experimental verification, we performed a full series of 3D
experiments on SH3 protein (from the same crystallization
batch) in a 1.3-mm rotor spun at νR = 55.5 kHz on a 1,000-
MHz 1H spectrometer. Data were analyzed with a site-specific
resolution and averaged over all reliable cross-peaks of Leu, Val,

and Ile residues as mentioned above. Also, as before, we
normalized the obtained S/N ratios of cross-peaks with
respect to peaks in 3D (H)CANH to eliminate the effects of
larger Boltzmann polarization, rotor active volume, possibly
different sample packing density, and specific RF coil efficiency
(see Supplementary Material). Results compared in Figure 10
illustrate that only selected 13C mixing schemes, notably,
FLOPSY, RFDR, and DIPSI, actually profit from higher B0
field. Note that for consistency with the data acquired at 18.8
T, we did not optimize RF strength (ν1) for TOCSY sequences
(in the range below ¼ νR), despite potential gains in efficiency
(see Figure 7 and Supplementary Figure S10). The rationale for
observed efficiency changes are again coherent and incoherent
effects of H–H and H–C interactions, which evade proper
treatment in our spin dynamics simulations.

3.3.3 Linearization of the 13C Side Chain
One of the reasons for a low transfer efficiency between methyl
and alpha 13C spins using JCC-based isotropic mixing in Leu,
Val, and Ile is a branched topology of the 13C chain. A 2-fold
degradation of FLOPSY-8 efficiency for Ile residues was
identified by Kay and co-workers, and remedied with relay-
type (COSY) experiments in which 13C coherence is
sequentially transferred with a careful manipulation of
individual 13C spins using very frequency selective pulses
(Tugarinov and Kay 2003b). This approach is not
immediately applicable in MAS NMR, since required
transfer delays are prohibitively long compared to 13C T2

lifetimes. For Leu residues, the overlap between chemical
shifts of δ and γ 13C precludes the elimination of
detrimental passive coupling to the second methyl 13C; thus,
in solution NMR, the issue was addressed by a tailored amino
acid labeling, in which one of the methyl groups was labeled as
12CD3 (Tugarinov and Kay 2003a). Since the labeling of the α-

FIGURE 8 | Representative strips from 3D (H)C(CC)(CA)NH experiment for SH3 protein recorded at MAS frequency of 94.5 kHz and on an 18.8-T spectrometer,
using the following mixing schemes at their optimal mixing time (see Supplementary Table S3): (A–C) TOBSY C91n, with n = 33, 39, and 48, respectively, (D) FLOPSY-
16, (E) DIPSI-3, (F) WALTZ-16, (G) RFDR (ν1 = 100 kHz), and (H) DREAM. All planes show the cross-section at δ2 (15N) = 125.4 ppm, and show two cross-peaks for
Leu-34 residue (L34 1HN,15N intra-residue correlations to δ1 and δ2 13C). The most intense spectra (panels C–F) additionally show cross-peaks of Val-46 residue
due to partial overlap of L34 and V46 1HN and 15N frequencies.

FIGURE 9 | Sensitivity (S/N per unit time) of methyl-to-amide correlations
in 3D (H)C(CC)(CA)NH spectra normalized to sensitivity of respective
intraresidue correlations in 3D (H)CANH spectra, recorded for SH3 protein at a
MAS frequency of 55.5 (blue bars, left in each pair) and 94.5 kHz (tan
bars, right in each pair) on an 18.8-T spectrometer using various 13C mixing
schemes. Relative intensity of 24 cross-peaks [for 6 valine (all except Val-46),
1 isoleucine, and 6 leucine residues] was averaged with equal weights. Data
for TOBSY C9124 and C9130 were not collected at νR = 94.5 kHz. The error bars
reflect the standard deviation (scatter) of values observed for a set of residues,
not the experimental error of average sensitivity.
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ketoisovalerate (precursor) is not stereospecific, a 1:1 mixture
of Leu (13CH3,

12CD3) and Leu (12CD3,
13CH3) isotopomers is

obtained (and analogously for valines), entailing a 50% loss of
methyl 1H occupancy. Nevertheless, this sensitivity loss was
compensated by larger efficiency of complex out-and-back
transfer schemes proposed by Kay and co-workers for
methyl 1H assignment in solution.

To verify the utility of the linearization of 13C side chains of
Leu and Val residues for MAS NMR, we first performed
SIMPSON simulations, and compared the behavior of 5-13C
spin (linear) and 6-13C spin (branched) spin systems that
mimic the leucine residue with respective isotope labeling
patterns (Supplementary Figures S13 and Supplementary
Figure S14). Indeed, for all J-based isotropic mixing schemes
(TOBSY and TOCSY), a 2- to 3-fold efficiency gain is predicted at
νR = 100 kHz, and comparable at νR = 55.5 kHz. It is thus
expected that, in this case, the 50% loss of initial signal is at
least compensated by increased Cδ→Cα (Cγ→Cα for valines)
transfer efficiency. Dipolar-based mixing (RFDR and DREAM)
marginally profits from the simplification of 13C chain, likely only
due to dispersion of 13C magnetization over a smaller number of
13C spins.

The sample of SH3 with linearized side chains of Leu and Val
[formally {I (δ1), L (13CH3,

12CD3), V (13CH3,
12CD3)} U-(

15N,
13C, 2H, 1HN)-labeled, with Ile-13C6, Leu-

13C5,Val-
13C4, here

referred to as “ILV-C4” for brevity] was prepared by following
carefully the expression protocol of the previous (“ILV-C5”, in
fact Ile-13C6, Leu-

13C6, and Val-13C5) sample, but using the
1,2,3,4-13C-3,4′,4′,4′-2H-labeled α-ketoisovalerate as a
precursor (Tugarinov and Kay 2003a). The microcrystals
were paramagnetically doped with EDTA-chelated CuII ions,
and transferred into MAS 0.81-mm rotor with comparable
density (see 13C 1D spectra of both samples in
Supplementary Figure S15A). As expected, the methyl 1H
signal in direct-excitation spectra decreased approximately

twice (Supplementary Figure S15B). We repeated the entire
series of 3D (H)C(CC)(CA)NH experiments at both spinning
frequencies νR = 55.5 and 94.5 kHz, using virtually the same
previous experimental settings. Differences in CP efficiency
and rotor packing density were compensated by normalization
to the respective intraresidue peak intensities in (H)CANH
spectra. Finally, for each condition, the relative cross-peak
intensities that approximate Cδ (or Cγ)→Cα transfer
efficiencies were averaged over 24 correlation peaks. The
comparison in Figure 11 provides evidence that transfer
efficiency increased well beyond the factor of 2, yielding
improved sensitivity for “ILV-C4” sample (with the
exception of FLOPSY), and unexpectedly also manifested for
dipolar-based mixings, for which a total sensitivity loss was
expected based on SIMPSON simulations. Despite the 50%
dilution of methyl 1H spins, “ILV-C4”-labeling clearly yields
superior results, with DIPSI, WALTZ, and TOBSY C9148 as the
methods of first choice. Interestingly, if the stereospecifically
labeled 13C4-α-ketoisovalerate was commercially available, S/N
ratios could double, corresponding to a further sensitivity gain
(i.e., per square root of time) of√2 (accounting for the need for
two separate acquisition series).

The unexpectedly high gains observed with “ILV-C4”
labeling can be explained by (1) decreased proton density,
particularly in the local environments of leucine and valine
13C spin systems, and (2) increased detection sensitivity due to
amide 1H line narrowing. The relevance of the first effect on the
efficiency of 13C transfer can be appreciated based on the MAS
frequency dependence discussed above for the “ILV-C5”
sample. Here, we illustrated the effect by measurement of
methyl 1H linewidth change upon additional proton
dilution, as observed in 1H, 13C-CP-HSQC spectra as cross-
peak raw full-width at half-height. Indeed, a 2-fold linewidth
reduction is observed at νR = 55.5 kHz (Figure 12A and
Supplementary Figure S16A, B), surpassing the effect of
faster rotation for the “ILV-C5” sample (the ratio of 1.3
between 55.5 and 94.5 kHz). For the “ILV-C4” sample, both
spinning conditions lead to similar linewidths (46 ± 11 Hz)
with only few exceptions.

The second effect was carefully quantified by 1H amide
linewidth measurements in fingerprint 1H, 15N-CP-HSQC
spectra (also without application of a window function in 1H
dimension). As expected, proton dilution in the methyl side
chain of Leu and Val residues has a relatively smaller impact on
amide 1H coherence lifetimes (Figure 12B). At νR = 94.5 kHz,
both samples show similar linewidths of 40 Hz (see
Supplementary Figures S16C,D for a per-peak comparison),
but approximately 9% difference is observed at νR = 55.5 kHz.
The line-narrowing effect of rotation frequency increase is of a
factor of 1.4 and 1.3 for “ILV-C5” and “ILV-C4” samples,
respectively. Overall, the use of “ILV-C4” labeling is
beneficial for resolution of 1H, 13C methyl resonances, and
sensitivity of methyl-to-amide correlations.

3.3.4 Assignment of Protons: 4D Correlations
As shown in Figure 13, even in proteins as small as SH3, a
single 3D (13Cmet-edited) spectrum can result in massive

FIGURE 10 | Efficiency of various 13C mixing schemes compared
between 18.8- and 23.5-T fields [purple (left) and blue (right) bars, respectively].
Presented are sensitivity of correlation peaks in 3D (H)C(CC)(CA)NH spectra
of SH3 protein obtained at 55.5 kHz MAS, with respect to sensitivity of
correlations in (H)CANH experiment at both conditions. Relative sensitivity
is averaged equally over 24 cross-peaks of Val, Leu, and Ile residues. Data for
TOBSY C9139 were not collected at 23.5 T field. The error bars reflect the
standard deviation (scatter) of values observed for a set of residues, not the
experimental error of average sensitivity.
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ambiguities. For example, V53 γ2, V58 γ2, L8 δ1, and L34 δ1 1H
assignment cannot be established from (H)C(CC)(CA)NH
spectrum alone, since these methyl sites exhibit close 13C
shifts (highlighted by a dashed line in 13C-CP-HSQC, panel
C). The joint analysis of a pair of 3D (H)C(CC)(CA)NH and
H(C)(CC)(CA)NH spectra could help to correctly match 1H to
13C frequencies within a spin system (given sufficient
resolution of each spectrum); however, if both methyl sites
in a residue show either close 1H or close 13C shifts, the
ambiguity remains (e.g., in Val-58). The stereospecific
labeling, i.e., using leucine and valine pro-S-C4 and pro-R-

C4 precursors (yet unavailable for the presented approach)
would be a costly solution.

Alternatively, one can resort to high-resolution 4D
spectroscopy with non-uniform sampling, increasingly popular
for MAS NMR (Huber et al., 2011; Linser et al., 2011;
Paramasivam et al., 2012; Linser et al., 2014; Xiang et al.,
2014; Fraga et al., 2017; Sergeyev et al., 2017; Marchanka
et al., 2018; Vasa et al., 2018). Indeed, the use of a 4D
HC(CC)(CA)NH spectrum (Figure 13B) allows
disambiguating the assignment as demonstrated for L34 and
V58 spin systems (close 1H shifts), which additionally suffer
from overlap of L34 δ1 and V58 γ2 peaks in 1H, 13C-CP-HSQC.
Given that a 4D NUS spectrum can be acquired in a similar time
to a pair of 3D ones, this approach is recommended for all but the
smallest proteins.

In the presented 4D NUS experiment, the average S/N of
cross-peaks, normalized to 24 h of acquisition, was 25 ± 7
(Supplementary Figure S17). One can safely interpolate that
a minimal S/N ratio of 10 is obtained in 3.8 h for SH3 (62 aa). If
we limit the discussion to the class of microcrystalline samples
of comparable spectral properties (CP efficiency and linewidths)
and crystal packing density, S/N of a single peak scales inversely
with the number of amino acids K (to account for the smaller
number of molecules in a rotor). Thus, the time needed for the
same minimal S/N ratio scales as K2, yielding reasonable
acquisition times of 0.42, 1.7, 3.7, 6.7, 10.4, and 15 days
needed at 18.8 T for proteins of K = 100, 200, 300, 400, 500,
and 600 residues, respectively. It is noteworthy that these times
would be approximately 2- and 3.4-fold shorter, respectively, on
23.5- and 28.2-T (1,000 and 1,200 MHz 1H) spectrometers
available nowadays (assuming B0

3/2 scaling of S/N ratio). Our
results thus suggest feasibility of site-specific assignment of
methyl resonances in sizable proteins for which the
crystallization conditions and deuteration protocol have been

FIGURE 11 | Relative efficiency of 13Cmixing schemes compared between two SH3 protein samples: with branched (“ILV-C5”, tan filled bars) and linear (“ILV-C4”,
red filled bars) 13C spin systems of leucine and valine residues, quantified using 24 cross-peak intensities in 3D (H)C(CC)(CA)NH spectra recorded at a MAS frequency of
94.5 kHz on an 18.8-T spectrometer. Data for 55.5 kHz MAS is shown as blue and cyan bars for “ILV-C5” and “ILV-C4” SH3 samples, respectively. Sensitivity of each
cross-peak was normalized to respective intra-residue peak in 3D (H)CANH spectrum at each sample and spinning condition, and subsequently averaged over Val,
Leu, and Ile residues.

FIGURE 12 | Linewidths (full widths at half height) of (A) methyl and (B)
backbone amide 1H resonances observed in 2D 13C-1H and 15N–1H CP-
HSQC spectra, respectively, for “ILV-C4” (at νR = 55.5 kHz in cyan, and at νR =
94.5 kHz in red) and “ILV-C5” (at νR = 55.5 kHz in blue, and at νR =
94.5 kHz in tan) SH3 samples on an 18.8-T spectrometer. Linewidths
observed in each case were averaged over all resonances, and the error bars
indicate the standard deviation (the dispersion of values observed for all
residues), not the precision of linewidth determination.
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already established, and can potentially be of great value to
further solution or solid-state NMR studies. Whether methyl
chemical shifts are readily transferable to other sample
conditions is yet to be investigated. However, provided no
significant alteration to protein fold, aliphatic 13C should not
experience large deviations as demonstrated recently for
maltose binding protein (Stanek et al., 2020).

4 CONCLUSION

We showed that a careful selection of 13C homonuclear mixing
allows one to obtain sensitive correlations of methyl-to-amide
1H chemical shifts under fast MAS and high B0 field
conditions. For highly deuterated proteins on an 18.8-T
spectrometer, the best performance was obtained with
DIPSI-3, WALTZ-16, and TOBSY C9148 at νR = 94.5 kHz,
and with DREAM at νR = 55.5 kHz. Dramatic improvement
of the multi-bond (methyl to alpha 13C) transfer efficiency was
observed upon increase of MAS frequency from 55.5 to
94.5 kHz, which is attributed to the suppression of
incoherent effects of H–H and H–C dipolar interactions.
Further significant performance increase was obtained by
the linearization of 13C side chains of leucine and valine
residues, with additional gains in resolution of methyl 1H
resonances. We demonstrated that unambiguous assignment
of methyl 1H and 13C resonances is feasible for
microcrystalline proteins by a combination of protein
deuteration, paramagnetic T1 relaxation enhancement,
suitable 13C isotope labeling, ultra-fast MAS, and 4D
spectroscopy with non-uniform sampling. These findings

pave the way for efficient assignment complementary to the
labor-intensive mutagenesis-based strategy, with protein mass
limitations largely mitigated by the favorable scaling of
sensitivity in MAS NMR.
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