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Editorial on the Research Topic

Towards Omnipresent and Smart Speech Assistants

1. INTRODUCTION

The functionality of digital voice assistant systems has been constantly increasing during the last
decade and a lot of commercial systems are available. Driven by their ease of use, the attractiveness
of such devices is constantly growing, and they allow conducting online searches and orders as well
as smart home services by simply calling up the device (de Barcelos Silva et al., 2020; Dutsinma
et al., 2022).

However, the implications of voice-based interaction are not always clear to the user, ranging
from its functionality to the impact of speech as a social cue for resulting psychological effects. In
the future, however, they should not only process simple commands, but also enable a natural and
smooth interaction and be omnipresent. In addition to an improved speech recognition, this will
require enhanced speech understanding and more intelligent dialog guidance.

While state-of-the art systems are mainly conceptualized for young adults and middle-
aged people, future systems should adapt to the user in order to meet the needs of different
(vulnerable) user groups, ranging from young children to the elderly. This will be accompanied
by efforts to make systems more understandable and users more sophisticated. Consequently, legal
aspects resulting from the spread of voice assistants and the stricter data protection regulations
are important.

The goal of this Research Topic was to present the latest advances—both from academia and
industry—in the area of voice assistants. It was aimed at collecting research contributions from
the disciplines of human-computer interaction, artificial intelligence, and human factors in order
to promote interdisciplinary collaborations and cross-fertilization of ideas. More specifically, we
were interested in exploring the current landscape and future directions for the emerging topic
of voice assistants. The Research Topic covers 11 articles from 34 different authors from different
research fields, including linguistics, psychology, usability/user experience studies as well as the
technical perspective. One apparent focus of this Research Topic was on analyzing and assessing
user experience. Both, different user groups and situations are taken into account. However, we
hope to see the aforementioned perspective on more sophisticated dialogs represented in the
near future.
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2. CONTRIBUTIONS

Cao et al. investigate how mind-based anthropomorphism
influences users exploratory usage of intelligent personal
assistants (IPA). The article describes a study collecting more
than 500 valid answered questionnaires, and the results on the
influence of cognitive and affective anthropomorphism on IPA
self-efficacy and the user’s social connection to the IPA.

Carolus et al. show in an online laboratory experiment
that participants have empathy with a smart speaker, when
watching videos of a user interacting with such a device. This
claims a rather universal effect, as the results are independent
of the participants’ gender or usage experience, and thus
expands the current body of empirical results around the Media
Equation (Reeves and Nass, 1996).

Cohn et al. investigate users speech rate adjustments during
conversations with an Amazon Alexa social bot in at-home and
in-lab settings, considering automatic speech recognition (ASR)
comprehension errors. It is found that users used a slower speech
rate when talking to the bot, which is even more slowed down in
the in-lab setting (relative to at-home).

Cohn and Zellou present the results of a study on differences
in speech adaptations (e.g., speech rate, f0 mean, and f0 variation)
during pre-scripted spoken interactions with a voice-AI assistant
and a human interlocutor. The authors measured a decreased
speech rate, higher average fundamental frequency (f0), and
greater f0 variation for the device directed speech.

Frommherz and Zarcone collected ecologically-valid German
dialog data via a crowdsourcing approach in the Wizard-of-Oz
(WOZ) setting. Compared with the MultiWOZ dataset, their
method for data collection has led to considerably less scripting
and priming in the collected dialog data.

Hirsch presents a local and low-cost, low-energy voice
assistant solution including a keyword recognition algorithm and
a further client system without the need of an external power
supply. This is the most relevant applied work, of a privacy-
ensuring home speech assistant, among all the articles.

Mavrina et al. describe a longitudinal field study on
communication breakdowns between family members and a
voice assistant. Their article provides qualitative analysis of
particularly interesting breakdown cases, as well as statistical
analysis combining empirical and conversational data collected
with children and adults during 5 weeks of free interaction with a
voice assistant device.

Schlomann et al. present their opinion regarding elderly with
andwithout cognitive disabilities. Theirmain argument is to raise
the potential of speech assistants for elderly users by participatory
design methods and verify the approaches by field studies.

Schreibelmayr and Mara conducted a randomized laboratory
experiment on synthetic voices with 165 participants to explore
what level of human-like realism human-interactors prefer,
whether the participants evaluations vary across different
domains of application, and if the listener’s personality has an
impact on the ratings.

Wienrich and Carolus have developed an instrument called
“conversational agent literacy scale” (CALS), to measure
conceptualizations and competencies about conversational
agents in human users. This scale consists of five sub-scales and
is based on a study with 170 participants.

Wienrich et al. found in a laboratory study that a voice
assistant designed as a “specialist” is rated as more trustworthy by
the users than a “generalist” in the health domain. By providing
both, a theoretical line of reasoning and empirical data, the study
lays the pathway for further studies on the users perspective on
trustworthiness in voice-based systems.

3. CONCLUSION

In conclusion, this Research Topic comprises interdisciplinary
contributions and gives some examples of both theoretical and
practical implications for smart voice/speech assistants. Topics
reach from laboratory studies on empathy or speaking behavior
adjustments over field studies on communication breakdowns,
to the description of a local client voice assistant system.
It therefore reflects the diversity of this strongly developing
field of research. However, the contributions also highlight
unresolved questions in current research, e.g., pitfalls due to
design and field study issues or a lack of studies regarding trust
or acceptance.

We are aware that there is a plethora of further aspects that
need to be addressed to complete, in the best sense, the aim
of a human-like interaction with voice assistants for all kind of
humans. The articles of this Research Topic paving the way to
an understanding of the role of voice assistants and thus, in the
future, voice assistants can be an integral part of our daily life in
terms of a true intelligent assistant.
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This paper investigates users’ speech rate adjustments during conversations with an
Amazon Alexa socialbot in response to situational (in-lab vs. at-home) and communicative
(ASR comprehension errors) factors. We collected user interaction studies and measured
speech rate at each turn in the conversation and in baseline productions (collected prior to
the interaction). Overall, we find that users slow their speech rate when talking to the bot,
relative to their pre-interaction productions, consistent with hyperarticulation. Speakers
use an even slower speech rate in the in-lab setting (relative to at-home). We also see
evidence for turn-level entrainment: the user follows the directionality of Alexa’s changes in
rate in the immediately preceding turn. Yet, we do not see differences in hyperarticulation
or entrainment in response to ASR errors, or on the basis of user ratings of the interaction.
Overall, this work has implications for human-computer interaction and theories of
linguistic adaptation and entrainment.

Keywords: vocal entrainment, socialbot, voice-activated artificially intelligent assistant, non-task oriented
conversations, human-computer interaction, hyperarticulation

INTRODUCTION

After their introduction in the 2010s, there has been a widespread adoption of voice-activated
artificially intelligent (voice-AI) assistants (e.g., Google Assistant, Amazon’s Alexa, Apple’s Siri),
particularly within the United States (Bentley et al., 2018). Millions of users now speak to voice-AI to
complete daily tasks (e.g., play music, turn on lights, set timers) (Ammari et al., 2019). Given their
presence in many individuals’ everyday lives, some researchers have aimed to uncover the cognitive,
social, and linguistic factors involved in voice-AI interactions by examining task-based interactions
with voice-AI (e.g., setting an appointment on a calendar in Raveh et al., 2019), scripted interactions
in laboratory settings (Cohn et al., 2019; Zellou et al., 2021), and interviews to probe how people
perceive voice-AI (Lovato and Piper, 2015; Purington et al., 2017; Abdolrahmani et al., 2018). Yet,
our scientific understanding of non-task based, or purely social, interactions with voice-AI is even less
established.

Since 2017, the Amazon Alexa Prize competition has served as a venue for social chit-chat
between users and Amazon Alexa socialbots on any Alexa-enabled device; with a simple command,
“Alexa, let’s chat”, any user can talk to one of several university-designed socialbots (Chen et al.,
2018; Ram et al., 2018; Gabriel et al., 2020; Liang et al., 2020). Do individuals talk to these socialbots
in similar ways as they do with real humans? The Computers are Social Actors (CASA; Nass et al.,
1997; Nass et al., 1994) framework proposes that people apply socially mediated, ‘rules’, from
human-human interaction to computers when they detect a cue of ‘humanity’ in the system. Voice-
AI systems are already imbued with multiple human-like features: they have names, apparent
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genders Habler et al. (2019) and interact with users using spoken
language. Indeed, there is some evidence that individuals engage
with voice-AI in ways that parallel the ways they engage with
humans (e.g., gender-asymmetries in phonetic alignment in
Cohn et al., 2019; Zellou et al., 2021). In the case of voice-AI
socialbots, the cues of humanity could be even more robust since
the system is designed for social interaction.

To uncover some of the cognitive and linguistic factors in how
users perceive voice-AI socialbots, the current study examines
two speech behaviors: ‘hyperarticulation’ and ‘entrainment’. We
define ‘hyperarticulation’ as carefully articulated speech (also
referred to as ‘clear’ speech; Smiljanić and Bradlow, 2009),
thought by listener-oriented accounts to be tailored specifically
to improve intelligibility for an interlocutor in the conversation
(Lindblom, 1990). For example, there is a body of work
examining acoustic adjustments speakers make when talking
to computer systems, or ‘computer-directed speech’
(computer-DS) (Oviatt et al., 1998a; Oviatt et al., 1998b; Bell
and Gustafson, 1999; Bell et al., 2003; Lunsford et al., 2006; Stent
et al., 2008; Burnham et al., 2010; Mayo et al., 2012; Siegert et al.,
2019). A common listener-oriented hyperarticulation is to slow
speaking rate, produced in response to background noise
(Brumm and Zollinger, 2011), as well as in interactions with
interlocutors assumed to be less communicatively competent,
such as computers (Oviatt et al., 1998b; Stent et al., 2008), infants
(Fernald and Simon, 1984), and non-native speakers
(Scarborough et al., 2007; Lee and Baese-Berk, 2020). Will
users also slow their speech rate when they talk to a socialbot?
One possibility that the advanced speech capabilities in Alexa
socialbots (in terms of speech recognition, language
understanding and generation) might lead to more naturalistic
interactions, whereby users talk to the system more as they would
an adult human interlocutor. Alternatively, there is work showing
that listeners rate ‘robotic’ text-to-speech (TTS) voices as less
communicatively competent than more human-like voices
(Cowan et al., 2015) and that listeners perceive prosodic
peculiarities in the Alexa voice, describing it as being
‘monotonous’ and ‘robotic’ (Siegert and Krüger, 2020).
Accordingly, an alternative prediction is that speakers will use
a slower speaking rate when talking to the Alexa socialbot, since
robotic voices are perceived as being less communicatively
competent.

In addition to hyperarticulation, we examine ‘entrainment’
(also known as ‘accommodation’, ‘alignment’, or ‘imitation’):
the tendency for speakers to adopt their interlocutor’s voice and
language patterns. For example, a speaker might increase their
speech rate in response to hearing the socialbot’s speech rate
increase. Entrainment has been previously observed both in
human-human (Levitan and Hirschberg, 2011; Babel and
Bulatov, 2012; Lubold and Pon-Barry, 2014; Levitan et al.,
2015; Pardo et al., 2017) and human-computer interaction
(Coulston et al., 2002; Bell et al., 2003; Branigan et al., 2011;
Fandrianto and Eskenazi, 2012; Thomason et al., 2013; Cowan
et al., 2015; Gessinger et al., 2017; Gessinger et al., 2021),
suggesting it is a behavior transferred to interactions with
technology. Recent work has shown that entrainment occurs
in interactions with voice-AI assistants as well (Cohn et al.,

2019; Raveh et al., 2019; Zellou et al., 2021). Like
hyperarticulation, there are some accounts proposing that
entrainment improves intelligibility (Pickering and Garrod,
2006), aligning representations between interlocutors. For
example, people entrain toward the lexical and syntactic
patterns of computers, lessening (presumed) communicative
barriers (Branigan et al., 2011; Cowan et al., 2015). At the same
time, entrainment can also reveal social attitudes: social
accounts of alignment propose that people converge to
convey social closeness and diverge to signal distance (Giles
et al., 1991; Shepard et al., 2001), such as entraining more to
interlocutors they like (Chartrand and Bargh, 1996; Levitan
et al., 2012). In the current study, we predict that speakers who
rate the socialbot more positively will also show more
entrainment toward it.

While the vast majority of prior work examines
hyperarticulation and entrainment separately (e.g., Burnham
et al., 2010; Cohn et al., 2019), the current study models these
behaviors in tandem. This is important as hyperarticulation and
entrainment might both result in the same observed behavior: a
speaker might speak slower when talking to the socialbot overall
(hyperarticulation), but also slow in response to a slower speech
rate by the bot (entrainment). Including both in the same model
allows us to attribute observed behavior to its underlying
cognitive processes. This is also important as hyperarticulation
and entrainment might, at times, conflict (e.g., slowing overall
speech rate, but entraining to the faster rate of the bot).
Additionally, including both measures in the same model can
directly test the extent hyperarticulation and entrainment are
mediated by functional pressures (e.g., speech recognition errors)
and social-situational pressures (e.g., presence of an
experimenter).

Functional Factors in Hyperarticulation and
Entrainment
How might hyperarticulation and entrainment vary as a function
of intelligibility pressures that change dynamically within a
conversation? Automatic speech recognition (ASR) mistakes
are common in a spontaneous interaction with a voice-AI
system. The present study investigates whether turn-by-turn
dynamics of hyperarticulation and entrainment vary based on
whether the Alexa system makes a comprehension error or not.
There is a rich literature examining hyperarticulation toward
computer interlocutors in response to an error made by the
system (Oviatt and VanGent, 1996; Oviatt et al., 1998b; Bell and
Gustafson, 1999; Swerts et al., 2000; Vertanen, 2006; Stent et al.,
2008; Maniwa et al., 2009; Burnham et al., 2010). For example,
Stent et al. (2008) found that speakers’ increased
hyperarticulation in response to an ASR error lingered for
several trials before ‘reverting’ back to their pre-error speech
patterns; in the present study, we similarly predict slower speech
rate following an ASR error. While less examined than
hyperarticulation, there is some evidence suggesting that
entrainment also serves a functional role (Branigan et al.,
2011; Cowan et al., 2015); for example, participants show
more duration alignment if their interlocutor made an error
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(Zellou and Cohn, 2020). Thus, we might also predict greater
entrainment following an error, relative to pre-error.

Situational Factors in Hyperarticulation and
Entrainment
How might context shape speech hyperarticulation and
entrainment toward an Alexa socialbot? In the current study,
half of the participants interacted with the socialbot in-person in a
laboratory setting with experimenters present, while the other
half interacted at home1 using the Amazon Alexa app. While
many studies of voice-AI are conducted in a laboratory setting
(e.g., Cohn et al., 2019; Zellou et al., 2021), there is evidence that
the presence of an experimenter influences how participants
complete a task (Orne, 1962; Belletier et al., 2015; Belletier and
Camos, 2018). Indeed, Audience Design theory proposes that
people tailor their speech style for their intended addressee, as
well as for ‘overhearers’ (i.e., individuals listening to the
conversation, but not directly taking part) (Clark and Carlson,
1982). For example, speakers are more polite when there is a
bystander present (Comrie, 1976). As a result, we might predict
more careful, hyperarticulated speech in a lab setting with
overhearers. Prior work has also shown that engaging with
additional interlocutors shapes entrainment: Raveh et al.
(2019) found that speakers entrained less toward an Alexa
assistant if they had interacted with a third interlocutor (a
human confederate), compared to dyadic interactions only
between the user and Alexa. Therefore, we might predict that
participants will display less entrainment in the laboratory setting
(relative to at-home).

METHODS

In the current study, we use a socialbot system originally designed
for Amazon Alexa Prize (Chen et al., 2018; Liang et al., 2020). In-
lab user studies were conducted on the same day (pre-social
isolating measures) in a quiet room. At-home user studies
occurred across nine days in April-June, where speakers
participated in an online experiment, activating the socialbot
from home and recording their interaction with their computer
microphone in a quiet room.

Participants
Participants (n � 35) were native English speakers, recruited from
UC Davis (mean age � 20.94 years old ±2.34; age range
18–30 years; 22 female, 13 male). The in-lab user condition,
consisting of 17 participants (mean age � 20.76 years ±2.66; 14
female, 3 male). An additional 18 participants (mean age �
21.11 years ±2.03, 9 female, 9 male) completed an at-home
user condition. A t-test revealed that there was no significant
difference in ages between these groups [t (29.9) � −0.43, p �
0.67]. Nearly all participants (34/35) reported using voice-AI

assistants in the past. All participants consented to the study
(following the UCDavis Institutional Review Board) and received
course credit for their participation.

Procedure
In-lab participants completed the experiment in a quiet room,
with an Amazon Echo located in front of them on a table. Their
interactions were recorded using a microphone (Audio-Technica
AT 2020) facing the participant. An experimenter initiated the
socialbot, and 1-2 experimenters were present in the room to
listen to the conversation. Those in the at-home condition
completed the experiment online via a Qualtrics survey which
was used to record their speech (via AddPipe2 and their computer
microphone). For the at-home condition, participants were given
instructions to install the Alexa app to their phones and activate a
Beta version of the socialbot.

All participants began with a baseline recording of an
utterance: “The current month is [current month]. Test of the
sound system complete.” Then, they initiated the socialbot
conversation and were instructed to have two conversational
interactions with the system for roughly 10 min each (see Table 1
for an example excerpt). If the bot crashed before the 10 min, they
were asked to re-engage the Alexa Skill again. Dialogue flows
included multiple domains (e.g., movies, sports, animals, travel,
food, music, and books), as well as general chit-chat and
questions about Alexa’s ‘backstory’ (e.g., favorite color, animal,
etc.) (Chen et al., 2018; Liang et al., 2020). At the end of the
interaction, participants rated the Alexa socialbot across three
dimensions, on a scale of 1–5: “How engaging did you find the
bot? 1 � not engaging, 5 � extremely engaging”, “How likely
would you talk to the bot again? 1 � not likely, 5 � extremely
likely”, “How coherent was the bot? 1 � not coherent, 5 �
extremely coherent”.

Acoustic Analysis
Baseline and conversation recordings were initially transcribed
with Amazon ASR or Sonix3. Trained research assistants
confirmed the accuracy of the transcripts and annotated the
sound files in a Praat Textgrid (Boersma and Weenink, 2018),
labeling the interlocutor turns and the presence of ASR errors
made by the socialbot. Errors included ‘long pause’ errors, such as
when the socialbot took a long pause and then used an
interjection or responded with phrases like “Tik tok! Did I
confuse you?” or “Are you still there?” Other ASR errors
included when the socialbot responded with a different word
or topic than what the user mentioned. For instance, when the
user said they were watching tv shows recently, the socialbot
responded with “Great! I love talking about sports . . . ”

We analyze only the first continuous conversation with Alexa
in order to assess differences from baseline to the bot interaction,
rather than differences between bot conversations. On average,
participants spoke with the socialbot for 12.48 min (sd � 5.44)
including 96.63 total turns (user + Alexa) (sd � 44.58). The

1Due to the COVID-19 pandemic, all in-lab user studies were paused in
Spring 2020.

2https://addpipe.com/product
3http://sonix.ai/
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socialbot made an average of 6.94 errors per conversation (sd �
5.57). T-tests confirmed no difference in conversation duration [t
(29.52) � −1.03, p � 0.31], overall number of turns [t (29.58) �
−0.90, p � 0.37], or number of errors [t (23.49) � −0.23, p � 0.82]
across in-lab and at-home contexts. In total, the corpus consisted
of 1,417 productions by the human users.

Speech rate (mean number of syllables per second) was
measured using a Praat script (De Jong et al., 2017) for each
of the socialbot’s turns, user’s turns, and the user’s baseline
productions. To measure differences in hyperarticulation in
talking to the Alexa socialbot, we centered each user’s turn-
level speaking rate relative to their baseline production
(i.e., subtracting all ‘speech rate’ values by the user’s average
baseline speech rate). This centered value is then used to ascertain
change from a user’s baseline. For instance, a positive value
indicates an increase in speaking rate from baseline.

To measure entrainment, we test ‘synchrony’ (Coulston et al.,
2002; Levitan & Hirschberg, 2011): how speakers synchronize
their productions across turns. For instance, when the Alexa
produces a relatively faster speaking rate, does the user also show
a relative increase in speaking rate? We used the user’s turn-level
rate measurements (centered within user) and also centered the
Alexa’s productions (subtracting the mean speaking rate of
Alexa’s overall values for each conversation). Accordingly,
comparing the ‘Alexa-prior turn’ (centered) and user’s value
(centered) can capture whether users adjust their speech to
match the directionality of change. Additionally, this method
allows us to compare both hyperarticulation and entrainment in
the same model, with the dependent variable of the (centered)
user’s speaking rate.

STATISTICAL ANALYSIS AND RESULTS

Ratings
A t-test revealed that the Alexa was rated as more engaging in the
at-home condition (mean � 4.10) relative to the in-lab condition
(mean � 3.35) [t (31.84) � 2.52, p < 0.05]. There was no significant
difference in ratings of how coherent the bot was [t (30.52) � 0.83,
p � 0.41] or in howmuch the participant would want to talk to the

bot again [t (30.01) � −1.52, p � −0.14] based on situational
context. We calculated an overall ratings value, summing users’
ratings for engagement, coherence, and desire to talk to the bot
again (mean � 11.30, range � 7–14) to use in the statistical model
on speaking rate change.

Users’ Baseline Productions and Alexa
Productions Across Context
Mean values for speaking rate of the user’s baseline productions,
users’ responses to the socialbot, as well as the socialbot’s
productions are provided in Table 2. As seen, there were
differences in the baseline productions based on setting, where
speakers produced slower rate in-lab in their baseline production.
The Alexa productions had a faster speech rate in-lab (relative to
at-home)4.

Hyperarticulation and Entrainment
Wemodeled speech rate (centered within user) with a linear mixed
effects model using the lme4 R package (Bates et al., 2015). Fixed
effects included Setting (2 levels: in-lab, at-home), Overall Rating
(coherence + satisfaction + engagement, centered), and all possible
two-way interactions with Alexa Prior Turn Rate (continuous,
centered). We additionally added Gender as a fixed effect (2 levels:
female, male)5. Random effects included by-User random
intercepts6. Categorical contrasts were sum coded.

The model showed a significant negative intercept, indicating
that users’ speaking rate decreases (i.e., fewer syllables/second) in
the socialbot interactions relative to baseline productions [Coef �
−0.62, t � −5.96, p < 0.001]. Additionally, there was a main effect
of Setting, shown in Figure 1: speakers produced an even slower
speech rate in-lab, relative to at-home [Coef � −0.37, t � −3.59, p <

TABLE 1 | Excerpt from a socialbot conversation.

Alexa turn User turn

Hi! this is an Alexa prize social bot. It’s really good tomeet you! Do you want to tell me your name? I’m [anonymized name]
Hi, [anonymized name]. How are you doing today? I’m good how are you
Nice! I hope you’re having a good day! I’m really good! Thanks for asking. I’m curious, What do
you like to do for fun?

I like to read

Cool! I love to read when I’m not chatting. Have you read any good books recently? Let me think
Sure, take your time I re-read harry potter recently
Ah, I believe you’re talking about Harry Potter and the Philosopher’s stone. How would you rate
this book on a scale from 1 to 10?

Good question

I see. I think for me, I really liked the book! Maybe you will find this interesting. that international
master Jeremy Silman created the chess puzzle for Harry Potter and the Philosopher’s stone
where Ron sacrifices himself, but wasn’t credited for his role, while “everyone from the
hairdressers to the donut delivery boy” were. What do you think?

That’s interesting I didn’t know that

Yeah. It is! Sometimes one passage in a book can really stick with you. What was your favorite
part of this book?

I really like the part where they are on the rock in the middle of the ocean
episode of book

4Differences in the social bot speech rate reflect the un-scripted nature of the
conversations. The bot scrapes information from the relevant APIs (e.g., IMDB),
leading to unique Alexa productions.
5A post-hoc model confirmed there were no interactions between Gender and the
other covariates.
6More complex random effects structures resulted in singularity errors, indicating
model overfit.
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0.01]. Furthermore, there was an effect of Gender: female users
slowed their speech rate even more during socialbot interactions
[Coef � −3.18, t � −2.95, p < 0.01].

There was also an effect of Alexa Prior Turn Rate: user’s speech
rate increases when the speech rate increases in the Alexa Prior
Turn [Coef � 5.61, t � 11.90, p < 0.001] (see Figure 2). There was
no observed effect of Overall Rating and no interactions observed.

Hyperarticulation and/or Entrainment After an
Automatic Speech Recognition Error?
We analyzed speaker’s speech rate in a subset of the data
consisting of the four user turns preceding an ASR error (Pre-
Error) and four turns following an ASR error (Post-Error) (n �
771 turns, n � 327 users). Rate (centered) was modeled with a
linear mixed effects model. Fixed effects included Error
Condition (pre-error, post-error), Setting (in-lab, at-home),
their interaction, and Gender (female, male)8, and by-User
random intercepts. Contrasts were sum coded.

The model revealed a similar effect in the Pre- and Post-error
subset as in the main model: an overall negative intercept [Coef �
−0.71, t � −6.88, p < 0.001], an effect of Setting [Coef � 0.44 t �
−4.45, p < 0.001], Alexa Prior Turn [Coef � 0.57, t � 7.91, p <
0.001], as well as Gender [Coef � −0.36, t � −3.55, p < 0.01].
However, there were no effects of Error Condition and no
interactions including Error Condition observed.

DISCUSSION

This study examined users’ speech rate hyperarticulation and
entrainment toward an Amazon Alexa socialbot in a
conversational interaction. While generally tested and analyzed
separately (e.g., Burnham et al., 2010; Cohn et al., 2019), this
study highlights the importance of accounting for both
hyperarticulation and entrainment to provide a fuller picture
of speech interactions with voice-AI/computer interlocutors.

First, we find evidence of hyperarticulation: relative to their
original baseline productions, users consistently decrease their
speech rate when talking to the socialbot. This supports listener-
centered accounts: speakers produce ‘clearer’ speech for listeners
who might have trouble understanding them (Lindblom, 1990;
Smiljanić and Bradlow, 2009). Indeed, these findings are
consistent with slower speech rate observed for interlocutors

TABLE 2 | Mean speech rate for users (baseline and interaction) and Alexa.

In-lab Diff. from
user baseline

At-home Diff. from
user baseline

Two sample
t-test (in-lab
vs. at-home)

User (baseline) 4.17 syll/s – 3.13 syll/s – t (42.71) � 2.38, p < 0.05
User (interaction) 2.93 syll/s (Slower: −1.24) 3.07 syll/s (Slower: −0.06) t (1,468.8) � 2.62, p < 0.01
Alexa 3.95 syll/s (Slower: −0.22) 3.77 syll/s (Faster: +0.64) t (1,678.3) � 5.11, p < 0.001

FIGURE 1 | Speech rate change (relative to the user’s baseline, 0.0;
centered) across the at-home and in-lab settings. A decrease in the number of
syllables/second (a more negative number) indicates a slower speech rate.
Error bars depict standard error.

FIGURE 2 | Speech rate change (centered relative to the user’s baseline)
across the at-home and in-lab settings. A decrease in the number of syllables/
second (a negative number) indicates a slower speech rate. Shading depicts
the standard error.

7We only included participants who did not have additional errors within the ± 4
turns. For example, if multiple errors occurred within four turns, we did not
include those participants (n � 3).
8Posthoc models confirmed no significant interactions between Gender and the
covariates.
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presumed to have communicative difficulties, such as dialogue
systems that have higher error rates (Oviatt et al., 1998b; Stent
et al., 2008), as well as infants and non-native speakers (Fernald
and Simon, 1984; Scarborough et al., 2007).

Above and beyond the hyperarticulation effect, we also find
evidence for turn-level entrainment toward the speech rate patterns
of the social bot. If Alexa produces a faster speech rate, users are
more likely to speed up in the subsequent turn; conversely, if Alexa’s
speech rate slows, users also slow their rate in the subsequent turn.
This is consistent with prior findings in entrainment toward
computers (e.g., amplitude convergence toward computer
characters in Coulston et al., 2002). Yet, we did not find
evidence that entrainment was linked to social ratings of the
interaction, as is proposed by some alignment accounts (Giles
et al., 1991; Shepard et al., 2001). One possibility is that socially
mediated pressures differently affect entrainment toward voice-AI
and humans in non-task oriented interactions (here, social chit-
chat), but might do so in more task-oriented interactions (e.g., in a
tutoring task in Thomason et al., 2013) or in less socially rich
contexts (e.g., single word shadowing in (Cohn et al., 2019; Zellou
et al., 2021). Another possibility is that the range of ratings might
have been too narrow to detect a difference (if present), where the
majority of speakers rated the interactions favorably. Future work
exploring whether social sentiments influence entrainment toward
socialbots can elucidate these questions.

Furthermore, we also observed differences in speech rate
hyperarticulation by context: users slowed down even more in
conversations in-lab than at-home. This is consistent with our
prediction that participants would produce more careful, ‘clear’
speech when other observers were present—and is in line with
Audience Design theory (Clark and Carlson, 1982) that productions
are also tailored based on ‘overhearers’. Still, we cannot conclusively
point to the overhearer as the source of this effect; it is possible that
this reflects that the in-lab condition participants produced faster
speech in their baseline (averaging ∼4 syllables/sec) and, possibly,
had more room to hyperarticulate (slowing to an average of
2.93 syllables/sec). Future work parametrically manipulating
speech rate—as well as comparing the same participants both in-
lab and at-home can further tease apart these possibilities.

In addition to examining situational context, we also tested the
impact of functional pressures in communication—specifically
whether speakers hyperarticulate and/or entrain more following a
system ASR error. We did not find effects for either behavior, contra
findings human-computer interaction for post-error hyperarticulation
(e.g., Oviatt et al., 1998b; Vertanen, 2006) or post-error entrainment
(Zellou and Cohn, 2020). One possible explanation for why we do not
observe hyperarticulation following ASR errors is that speakers were
already talking in a very slow, ‘clear speech’ manner when talking to
the socialbot. This explanation is consistent with studies in which, at a
higher error rate, speakers maintain hyperarticulation (Oviatt et al.,
1998b; Stent et al., 2008).

There were also limitations in the present study that can serve
as the basis for future research. One such limitation is that we had
different participants in the in-lab and at-home conditions; while
one benefit to this approach was that the interaction consisted of
the first socialbot conversation each user had with the system,
future work examining user speech across different contexts can

further tease apart the source of differences observed across
settings. Furthermore, we observed differences by gender,
where female participants slowed their speech even more to
the socialbot; yet, as the current study was not balanced by
gender, future work is needed to test whether this difference is
truly socially mediated—with more hyperarticulation produced
by females (e.g., increased pitch range by females in Oviatt et al.,
1998b)—or possibly driven by the individual speakers in the
study. Additionally, here we test one socialbot system; future
work testing other systems can shed more light on how users
hyperarticulate and entrain toward socialbots, more generally.

Overall, this study contributes to our broader scientific
understanding of human and voice-AI interaction. Here, we find
that speakers use hyperarticulation and entrainment in speech
interactions with an Alexa socialbot, paralleling some patterns
observed in human-human interaction. Future work directly
testing a human vs. socialbot interlocutor comparison can further
tease apart possible differences in social interactions with the two
types of interlocutors. Additionally, human-human conversational
entrainment is coordinative, with each speaker adapting their output
(Levitan et al., 2015; Szabó, 2019). There is some work investigating
the effects of adaptingTTS output to entrain toward the user (Lubold
et al., 2016). Future studies examining the extent to which speakers
entrain to Alexa socialbots—as they entrain to the user—can shed
light on the situational, functional, and interpersonal dynamics of
human-socialbot interaction.
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‘Alexa, I feel for you!’ Observers’
Empathetic Reactions towards a
Conversational Agent
Astrid Carolus1*, Carolin Wienrich2, Anna Törke1, Tobias Friedel 1, Christian Schwietering1

and Mareike Sperzel 1

1Institute Human-Computer-Media, Media Psychology, Julius-Maximilians-University, Würzburg, Germany, 2Institute Human-
Computer-Media, Human-Technique-Systems, Julius-Maximilians-University, Würzburg, Germany

Conversational agents and smart speakers have grown in popularity offering a variety of
options for use, which are available through intuitive speech operation. In contrast to the
standard dyad of a single user and a device, voice-controlled operations can be observed
by further attendees resulting in new, more social usage scenarios. Referring to the
concept of ‘media equation’ and to research on the idea of ‘computers as social actors,’
which describes the potential of technology to trigger emotional reactions in users, this
paper asks for the capacity of smart speakers to elicit empathy in observers of interactions.
In a 2 × 2 online experiment, 140 participants watched a video of a man talking to an
Amazon Echo either rudely or neutrally (factor 1), addressing it as ‘Alexa’ or ‘Computer’
(factor 2). Controlling for participants’ trait empathy, the rude treatment results in
participants’ significantly higher ratings of empathy with the device, compared to the
neutral treatment. The form of address had no significant effect. Results were independent
of the participants’ gender and usage experience indicating a rather universal effect, which
confirms the basic idea of the media equation. Implications for users, developers and
researchers were discussed in the light of (future) omnipresent voice-based technology
interaction scenarios.

Keywords: conversational agent, empathy, smart speaker, media equation, computers as social actors, human-
computer interaction

INTRODUCTION

Conversational Agents (CAs) have grown in popularity over the last few years (Keynes, 2020). New
devices such as smart speakers (Perez, 2019) or application such as chatbots or virtual assistants
(Petrock, 2019) have become part of everyday technology usage. The voice-controlled operation of
technology offers a variety of features and functions such as managing a calendar or controlling the
lights. They promise to simplify daily life, while their operation is convenient and low threshold
(Cannon, 2017). CAs are utilizable in situations in which users need their hands for something else
than handling a device. Inexperienced or less skilled users are capable to operate CAs (Sansonnet
et al., 2006) resulting in increasing numbers of user groups. Moreover, CAs have become the object of
user-centered scientific research, which analyzes the human users’ reactions towards the device, the
underlying usage motivations or the effects of usage [e.g., CHI 2019 Workshop by Jacques et al.
(2019)]. Research in this area so far mostly focuses on the standard scenario of technology usage: a
single person operates a certain device. However, the usage of conversational agents expands this
user-device dyad. A more social scenario will unfold if the user speaking to an CA is observed by
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others or if the device is used jointly by couples or families (for an
overview: Porcheron et al., 2017). Consequently, speech
operation widens the scientific perspective on technology
usage. Not only the users themselves but also co-users and
observers come into view. For example, research analyzing the
verbal abuse of CAs impressively demonstrates need for research
widening its focus: 10 to approximately 40% of interactions
include aspects of abusive language or misuse of the device
(Chin et al., 2020). As these interactions might be observed by
others, by partners or children, the impact of the abusive behavior
clearly exceeds the user-device-dyad.

Referring to increasingly social usage scenarios, the present
study focuses on the effects of observing user-technology
interactions and asks: How are observers of a rude interaction
between a CA and a user affected? Do observers experience
empathetic reactions towards a smart speaker, which is treated
rudely?

THEORETICAL BACKGROUND

Until recently, the ability to understand and apply spoken
language was regarded as a fundamentally and exclusively
human characteristic (Pinker, 1994). Interacting with ‘talking’
devices and ‘having a conversation’ with CAs constitutes a new
level of usage relevant for both components of HCI, the
perspective on ‘humans’ as well as on ‘computers’ (Luger and
Sellen, 2016).

Talking Technology: Conversational Agents
Conversational Agents–also referred to as voice assistants, vocal
social agents, voice user interfaces or smart speakers–are among
the most popular devices used to run voice-controlled personal
assistants (Porcheron et al., 2018). The best-selling smart speakers
worldwide are Amazon Echo and Google Home running Alexa or
Google Assistant, respectively (BusinessWire, 2018). In the US,
66.4 million people own a smart speaker already, with a 61%
market share of Amazon Echo and 24% share of Google Home
(Perez, 2019). In 2019, 20% of United Kingdom households had a
smart speaker already, while Germany passed the 10% mark
(Kinsella, 2019). Statistics predict that the global increase will
continue to 1.8 billion users worldwide by the end of 2021 (Go-
Gulf, 2018).

Within the last 60 years, natural language-processing
applications and the number of services supporting voice
commands have evolved rapidly. McTear, Callejas and Griol
(2016) summarize the history of conversational interfaces
beginning back in the 1960s, when the first text-based
dialogue systems answered questions and the first chatbots
simulated casual conversation. About 20 years later, speech-
based dialogue systems and spoken dialogue technology
evolved, which were soon transferred to commercial contexts.
In subsequent years, conversational agents and social robots came
into the picture. Hirschberg and Manning (2015), p. 261 ascribe
the recent improvements to four key factors: the progress in
computing power, machine learning, and in the understanding of
the structure and the deployment of human language.

Additionally, it can be ascribed to the large amounts of
linguistic data available. As a result, today’s CA technology is
much easier to use than earlier voice recognition systems, which
allowed only very restricted phrases and word patterns. From a
user-centered perspective, human-computer interaction has
never resembled human-human interaction that closely. CAs
are on their way to become everyday interaction partners. We
will learn how to interact with them, how to pronounce and how
to phrase our speech commands properly–also by observing
others. Children will grow up observing their parents
interacting with smart speakers before interacting with them
themselves (Hoy, 2018).

Questions about the effects of these new characteristics of
usage arise frommultiple disciplines with developers, researchers,
users and the society as a whole being involved. First studies
reveal ethical challenges (Pyae and Joelsson, 2018). By
demonstrating the ‘submissiveness (of AI software) in the face
of gender abuse,’ West et al. (2019), p. 4 raise issues that CAs,
which are projected as young women (‘Alexa,’ ‘Siri,’ ‘Cortana’),
potentially perpetuate gender biases. To gain deeper insights into
the impact of ‘speaking’ technology on humans, the media
equation approach offers a fruitful theoretical framework.

The ‘Computers As Social Actors’ Paradigm and the Media
Equation Approach

In the early 1990s, Clifford Nass and Byron Reeves introduced
a new way of understanding electronic devices. They
conceptualized computers as ‘social actors’ to which users
automatically react as if they were human beings (Reeves and
Nass, 1996). Their empirical studies revealed that users tend to
(unconsciously) interpret cues sent by computers as social
indicators of a human counterpart to ‘whom’ they react
accordingly. Literature provides various explanations for this
phenomenon with the evolutionary perspective offering a
framing theoretical perspective (Nass et al., 1997; Nass and
Gong, 2000; Kraemer et al., 2015; Carolus et al., 2019a). Like
our bodies, the human brain is adapted to our early ancestors’
world in which every entity one perceived was a real physical
object and every entity communicating as a human being sure
enough was a human being (Buss and Kenrick, 1998). ‘Mentally
equipped’ in this way, we encounter today’s new media and
technology sending various cues, which would have indicated a
human counterpart back in the days of our evolutionary
ancestors. Unconsciously, ‘evolved psychological
mechanisms’–neurocognitive mechanisms evolved to efficiently
contribute to the adaptive problems of our ancestors’world (here:
interacting with other human beings)–are triggered (Cosmides
and Tooby, 1994). Thus, the computer’s cues are interpreted as a
communicative act and therefore as a human interaction
resulting in the individual to behave accordingly, showing
social reaction originally exclusive for human-human
interaction (Tooby and Cosmides, 2005; Dawkins, 2016).

Research analyzing these phenomena followed an
experimental approach, which Nass et al. (1994) referred to as
the paradigm ‘Computers As Social Actors’ (CASA). Findings of
social science describing social dynamics of human-human
interactions were transferred to the context of human-
computer interactions. In laboratory studies, one of the human
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counterparts of the social dyad was replaced by a computer
sending certain allegedly ‘human’ cues. For example, they
anticipated research on CAs when they analyzed participants
interacting with computers, which appeared to be voice
controlled talking in either a female or a male voice. Results
revealed that participants transferred gender stereotypes to these
devices. A domineering appearance of a computer ‘speaking’ with
a male voice was interpreted more positively as the exact identical
statements presented by a computer with a female voice (Nass
et al., 1997). Considering that these experiments took place more
than 20 years ago, when devices were much bulkier and their
handling was a lot more difficult, the revealed social impact of
technology on their users was remarkable. Particularly, when
considering that participants reported to know they were
interacting with a computer–and not with a male or female
person. They consciously knew that they were interacting with
technology, but they (unconsciously) ascribed gender
stereotypical characteristics.

Additional studies revealed further indication of gender
stereotyping (Lee et al., 2000; Lee and Nass, 2002; Morishima
et al., 2002) and further social norms and rules to be applied to
computers, e.g., politeness (Nass et al., 1999) or group
membership (Nass et al., 1996). More recently, studies
transferred this paradigm to more recent technology (Carolus
et al., 2018; Carolus et al., 2019a). Rosenthal-von der Puetten et al.
(2013) widened the focus and analyzed observers’ empathetic
reactions toward a dinosaur robot (Ugobe’s Pleo). They showed
that witnessing the torture of this robot elicits empathetic
reactions in observers. Similarly, Cramer et al. (2010) as well
as Tapus et al. (2007) revealed different forms of empathy on
users’ attitudes toward robots in Human-Robot Interactions [see
also: Rosenthal-von der Puetten et al. (2013)]. However, the
experimental manipulation to observe animal like or
humanlike robots being tortured invites contradiction.
Empathetic reactions might be triggered by effects of
anthropomorphism (Riek et al., 2009) as the objects and their
treatment highlighted the anthropomorphic (or animal like)
character of the devices. Social robots looked like living
creatures and reacted to physical stimulus, accordingly.
Moreover, the incidents participants observed are of limited
everyday relevance. They were invited to a laboratory to
interact (or watch others interacting) with devices, which are
far away from everyday experiences. Consequently, the
explanatory power regarding everyday technology usage
outside of scientists’ laboratories is limited.

Smart Speaker as Language-Processing
Social Agents
Modern CAs can ‘listen’ and respond to the users’ requests in
‘natural and meaningful ways’ (Lee et al., 2000, p. 82) which Luger
and Sellen refer to as ‘the next natural form of HCI’ (Luger and
Sellen, 2016, p. 5286). From the media equation perspective, voice
assistants represent a new form of a ‘social actor’: CAs adopt one of
the most fundamentally human characteristics resulting in research
questions regarding their social impact on human users–those
actively speaking to them and those listening (Purington et al., 2017).

While processing language is a salient, humanlike feature of
CAs, the outward appearance of smart speakers, for example, is
distinctly technological. In contrast to embodied agents or social
robots, they are barely anthropomorphic but look like portable
loudspeakers. Google’s Home Mini and Amazon’s Echo Dot
resemble an oversized version of a puck, their larger devices
(Echo and Home) come in a cylinder shape with some colored
light signals. Consequently, smart speakers are regarded as a
promising research object to analyze the effects of
speech–independent of further humanoid or
anthropomorphistic cues such as the bodily or facial
expressions of a social robot, for example. Moreover, they
bridge the gap of everyday relevance as they are increasingly
popular and are used by an increasing number of average users
outside of scientific contexts. Finally, because ‘speaking is
naturally observable and reportable to all present to its
production’ (Porcheron et al., 2017, p. 433), smart speakers
allow realistic social usage scenarios. Devices are designed for
multiple simultaneous users. Amazon Echo and Google Home,
for example, use multiple microphones and speakers facilitating
conversations with multiple users. Consequently, bystanders of
interactions–children, partners or other family members–watch,
listen, or join the conversation and might be affected by its
outcomes (Sundar, 2020).

Empathy-Put Yourself in Their Shoes
A huge body of literature focuses on empathy resulting in various
attempts to define the core aspects of the concept with Cuff et al.
(2016) presenting 43 different definitions. Back in 1872, the
German philosopher Robert Vischer introduced the term
‘Einfuehlung’ which literally means ‘feeling into’ another
person (Vischer, 1873). Taking the perspective of this other
person aims for an understanding of ‘what it would be like to
be living another body or another environment’ (Ganczarek et al.,
2018). A few years later, Lipps (1903) argued that an observer of
another person’s emotional state tends to imitate the emotional
signals of the other person ‘inwardly’ by physically adapting body
signals. Macdougall (1910) and Titchener (1909) translated
‘Einfuehlung’ as ‘Empathy’ and introduced the term still used
today. Today, empathy is broadly referred to as ‘an affective
response more appropriate to someone else’s situation than to
one’s own’ (Hoffman, 2001, p. 4). Moreover, modern
conceptualizations distinguish two main perspectives on
‘empathy’: the rational understanding and the affective
reaction to another person’s feelings or circumstances (De
Vignemont and Singer, 2006). The cognitive component refers
to the recognition and understanding of the person’s situation by
including the subcomponents of perspective-taking (i.e., adopting
another’s psychological perspective) and identification
(i.e., identifying with the other character). The affective
component includes the subcomponent of empathic concern
(e.g., sympathy, compassion), pity (i.e., feeling sorry for
someone) and personal distress (i.e., feelings of discomfort or
anxiety) into the process of sympathizing (Davis, 1983; for an
overview of empathy from a neuro scientific, psychological, and
philosophical perspective see Rogers et al. (2007). Conceptually
and methodologically, Davis (1983, p. 168) widens the
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perspective on empathy when distinguishing between state
empathy and trait empathy. State empathy describes an
affective state and is a result of a ‘situational manipulation’
(Duan and Hill, 1996). Trait empathy is defined as a
dispositional trait resulting in enduring interindividual
differences (Hoffman, 1982), which is a significant predictor of
empathetic emotion (Davis, 1983).

Empathetic Reactions to Technology
Users’ emotional reactions towards technology has become an
increasingly important area of research Misuse or abusive
treatment have been reported for various forms of
technological artifacts or social agents, with a substantial body
of research focusing on graphically represented (virtual) agents
and robots (Brahnam and De Angeli, 2008; Paiva et al., 2017).
Due to their relative novelty, little empirical research has been
done regarding abusive interactions with smart speakers.
Although not entirely comparable, robots and smart speakers
are regarded as intelligent agents interacting with its users
through a physical body. Thus, the literature review focuses on
literature on robots as ‘empathetic agents’ (Paiva et al., 2017).

Both anecdotal and scientific examples reveal incidents of
aggressive and abusive behavior towards robots (Bartneck and
Hu, 2008). Salvini et al. (2010) reported on a cleaning robot
abused by bypassers. Brscic et al. (2015) told about children
abusing a robot in amall (for an overview see: Tan et al. (2018)). A
more recent study refers to another perspective: people react
empathetically to robots which are attacked by others (for an
overview: Leite et al. (2014)). For example, Vincent (2017)
reported on a drunken man, who attacked a robot in a car
park resulting in empathetic reactions with the robot.
Empathy with social robots has been studied increasingly in
the last years to understand humans’ empathetic reactions
towards them, to prevent abusive behavior or to develop
robots, which users perceive as being empathetic agents (e.g.,
Salvini et al., 2010; Nomura et al., 2016; Bartneck and Keijsers,
2020). As the abuse even of technology raises ethical questions
(and economic questions due to resulting destruction), most of
the studies avoid encouraging the participants to physically harm
the device. Instead, paradigms involving reduced radical
variations of abuse were established (Paiva et al., 2017;
Bartneck and Keijsers, 2020). Rosenthal-von der Puetten et al.
(2013) introduced a paradigm, which allows to studymore radical
interactions. Their participants were shown pre-recorded videos
of a dinosaur robot, which was tortured physically. Observing
torture resulted in increased physiological arousal and self-
reports revealed more negative and less positive feelings. In
sum, measures revealed participants’ empathy with the
robot–a finding that literature review confirms (Riek et al.,
2009; Kwak et al., 2013; Paiva et al., 2017). In a follow-up
study, Rosenthal-von der Puetten et al. (2014) compared
participants’ neural activation and self-reports when watching
a video of a human or a robot being harmed. In the human-
torture condition, neural activity and self-reports revealed higher
levels of emotional distress and empathy. Further studies asked
for the characteristics of the entities that elicit emotional reactions
revealing that participants were rather empathetic with robots,

which were more humanlike in terms of anthropomorphistic
appearances perceived agency and the capacity to express
empathy themselves (Hegel et al., 2006; Riek et al., 2009;
Cramer et al., 2010; Gonsior et al., 2012; Leite Iolanda et al.,
2013; Leite et al., 2013b). Additionally, Kwak et al. (2013)
emphasized the impact of physical embodiment. Participants’
empathy was more distinct toward a physically embodied robot
(vs. a physically disembodied robot).

As an interim conclusion, literature research on empathy with
technological devices focused on robots and revealed that
humanlike cues (e.g., outward appearance and empathy
toward their human counterparts) increased the level of
elicited empathy in humans. However, robots send various
social cues (e.g., outward appearance, move, facial expression,
verbal and nonverbal communication), which evolve into
meaningful social signals during an interaction (for an
overview: Feine et al. (2019). Analyzing interactions with these
technological entities will result in confounding regarding the
underlying cues of elicited empathy. Consequently, the present
study takes a step back to refine the analysis. Following the
taxonomy of social cues (Feine et al., 2019, p. 30), we
distinguish between verbal, visual, auditory and invisible cues
that CAs could present. With or focus on an interaction with a
smart speaker we concentrate on verbal cues keeping visual cues
reduced (simple cylindric shape of the device, no facial or bodily
expression). Therefore, smart speakers offer the externally valid
option to narrow down themagnitude of social cues and study the
effects of (mainly) verbal cues only. Moreover, pre-recorded
videos were found to constitute a promising approach to study
the perspective of bystanders or witnesses of interactions with
technology.

Interindividual Differences in Empathetic Reactions
To elaborate empathetic reactions to technology, potential
interindividual differences need to be considered. De
Vignemont and Singer (2006) analyzed modulatory factors,
which affect empathy. Two factors of the appraisal processes
are of interest for the context of technology usage: the 1)
‘characteristics of the empathizer’ and 2) ‘his/her relationship
with the target’ (De Vignemont and Singer, 2006, p. 440; see also;
Anderson and Keltner, 2002). Referring to the first aspect, Davis
(1983) showed that gender had an impact: female participants
reported greater levels of empathy than male participants. In
contrast, (Rosenthal-von der Puetten et al., 2013) did not find a
significant effect of gender on empathy towards their robot. They
indicated a rather inconsistent state of research, which they
ascribed to different definitions of empathy studies referred to,
as well as to different methods and measures studies used
(Rosenthal-von der Puetten et al., 2013, p. 21). In sum, there
are open questions left, which further research needs to
elaborate on.

Secondly, regarding the relationship with the target,
Rosenthal-von der Puetten et al. (2013) focused on
‘acquaintance’ operationalized as two forms of ‘prior
interaction’ with the robot: before the actual experiment
started, the experimental group had interacted with the robot
for 10 min, while the control group had no prior contact. Results
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revealed that ‘prior interaction’ had no effect on the level of
participants’ empathy. In contrast to research on a certain robot,
studies analyzing voice assistants need to reconsider the
operationalization of prior contact. Considering that voice
assistants can be regarded as a state-of-the-art technology,
which has become part of the everyday lives of an increasing
number of users, we suggest that the ‘relationship with the target’
seems to be more complex compared to the analysis of social
robots, which are still barely used outside of laboratories.
Smartphones might serve as a model. Carolus et al. (2019b)
argued that smartphones constitute ‘digital companion,’ which
‘accompany their users throughout the day’ with the result that
they could be more to their users than just a technological device.
By transferring characteristics and outcomes known from
human-human relationships to the smartphone-user
relationship, they introduced the idea of a ‘digital
companionship’ between smartphone users and their devices.
In their study, they offered empirical support for their theoretical
conceptualization, concluding their concept of companionship to
be a ‘fruitful approach to explain smartphone-related behaviors’
(p. 915). The present study carries forward their idea and
considers voice assistants to also be a potential ‘digital
companion.’ Consequently, characteristics constituting this
kind of relationship are to be focused on. From the various
aspects characterizing a relationship, the way the interaction
partners address each other is regarded as a first indicator
offering valuable insights. The style of address, the form of
greeting and the pronouns used refer to a complex system
within communication, facilitating social orientation. Social
relationships are expressed in the way conversational partners
address each other, for example (e.g., Ervin-Tripp, 1972). In this
context, the name refers to a certain individual and indicates a
certain familiarity with the use of the forename strengthening the
process. In this regard, names refer to a “nucleus of our individual
identity” (Pilcher, 2016). Technology groups adopt these
principles and give their human forenames. Amazon’s Echo is
better known as ‘Alexa,’which is actually not the name but a wake
word of the assistant. Although there are more options of wake
words (Echo, Amazon or Computer) ‘Alexa’ has become the
popular address of the device, again indicating human
preferences for an allegedly human counterpart.

Consequently, analyzing potential empathetic reactions to
CAs requires considering both the users’ interindividual
differences and indicators of the relationship the users might
have with the device.

To summarize, the present paper refers to the concept of
media equation and the idea of computers constituting social
actors, which trigger social reactions in their human users
originally exclusive for human-human interaction. Considering
the technological progress and digital media devices pervading
our lives, the cognitive, emotional as well as conative reactions to
this state-of-art technology are of great scholarly and practical
interest. Furthermore, empathy as a constituting factor of social
cooperation and prosocial behavior and resulting social
relationships is a significant focus of research, offering insights
into both how technology affects humans and how these human
users react, in return. Studies so far provided valuable

contributions to the field but focused on objects of research,
which do not closely represent current usage of digital technology
and which involve a variety of social cues resulting in
confounding effects. The present paper continues the analysis
of the empathetic impact of technology but identifies smart
speakers to be the more externally valid research object. First,
they constitute ‘the next natural form of HCI’ as voice controlling
adopts a basic principle of humanity. Second, voice assistants
have become increasingly popular, offering a variety of
applications, which end-consumers are already using in
everyday life. Third, this new way of using technology affects
not only the single user but results in a social usage situation as
other persons present become observers or parallel users of the
human-technology interaction.

HYPOTHESES AND RESEARCH
QUESTIONS

To analyze an observer’s empathetic reactions to a voice assistant,
this study adopts the basic idea of Rosenthal-von der Puetten et al.
(2013). Thus, the first hypothesis postulates a difference between
the observation of neutral and rude treatment of a voice assistant.
Because the observers’ general tendency to empathize has been
found to be a significant predictor of elicited empathetic
reactions, this interindividually different predisposition,
henceforth referred to as trait empathy, needs to be
considered. Consequently, the postulated difference of the first
hypothesis needs to be controlled for trait empathy:

Hypothesis 1: While controlling for the observers’ trait
empathy, watching the voice assistant being treated rudely
results in significantly more empathy with the assistant than
watching it being treated neutrally. Following the three
dimensions of empathy introduced by Rosenthal-von der
Puetten et al. (2013) we distinguished three sub-hypotheses
focusing on one of the three dimensions of empathy: While
controlling for the observers’ trait empathy, watching the voice
assistant being treated rudely results in significantly more. . .

H1a: . . .pity for the assistant than watching it being treated
neutrally.

H1b: . . .empathy with the assistant than watching it being
treated neutrally.

H1c: . . .attribution of feelings to the assistant than watching it
being treated neutrally.

The form of address has been introduced to constitute an
important characteristic of a social relationship and to contribute
to social orientation. Calling the technological entity by an
originally human forename is a core aspect of operating voice
assistants such as Amazon Echo, which is named ‘Alexa.’
Consequently, hypothesis 2 postulates that the way the device
is addressed influences an observer’s empathetic reaction–while
trait empathy is controlled for again. In line with hypothesis 1,
three sub-hypotheses are postulated to account for the three
dimensions of empathy.

Hypothesis 2: While controlling for trait empathy, watching
the voice assistant being called ‘Alexa’ results in significantly
more. . .

Frontiers in Computer Science | www.frontiersin.org May 2021 | Volume 3 | Article 6829825

Carolus et al. Empathy Towards a Conversational Agent

19

https://www.frontiersin.org/journals/computer-science
www.frontiersin.org
https://www.frontiersin.org/journals/computer-science#articles


H2a: . . .pity for the assistant than it being called ‘Computer.’
H2b: . . .empathy with the assistant than it being called

‘Computer.’
H2c: . . .attribution of feelings to the assistant than it being

called ‘Computer.’
Furthermore, two explorative questions are posed referring to

influencing factors for which research so far has revealed
contradicting results. Inconsistent results of the role of the
subjects’ gender regarding empathy with technology leads to
Research Question 1: Do men and women differ regarding
empathy with an assistant being treated rudely or neutrally?

The relationship with the target has been argued to be a
potentially modulatory factor. However, to describe social
relationships adequately a variety of variables would need to
be considered. Hypothesis 2 focuses on the form of address as one
constituting characteristic. Furthermore, prior contact with the
device is regarded as an additional indicator. Contradicting this
assumption, Rosenthal-von der Puetten et al. (2013) did not find
an effect resulting from prior interaction with their research
object. However, they operationalized prior interaction as a
10-min period of interaction. Focusing on voice assistants,
which are more common in everyday life, allows a more
externally valid operationalization when asking for prior
experience in real life and outside of the laboratory.
Consequently, Research Question 2 asks for the effects of
experience on empathetic reactions: Does prior experience
influence the empathy toward an assistant being treated rudely
or neutrally?

METHODOLOGICAL APPROACH

A total of 140 participants engaged in an online experiment,
ranging in age from 17 to 79 years (M � 30.14, SD � 13.9), with
64% women. Most participants were highly educated: 43% were
students in higher education, 34% had finished university and
13% had finished vocational training. Regarding smart speaker
experience, 51% have interacted occasionally and 40% have never
interacted with one before. Only 13 participants reported to own
a smart speaker (12 participants owned the Amazon device, 1
owned Google Home).

Procedure and Experimental Design
The online experiment started with a brief instruction about the
broad purpose of the study and the ethical guidelines laid out by
the German Psychological Association. Afterward, in a 2 × 2
experimental design, participants were randomly assigned to one
out of four conditions to watch a video showing a man who
prepares a meal while interacting with Amazon Echo. When his
commands resulted in error messages, the man reacted either
rudely or neutrally (factor 1: treatment). Furthermore, he
addressed the agent by ‘Alexa: or by ‘Computer’ (factor 2:
form of address).

Stimulus Material
In line with the 2 × 2 design presented above, four pre-recorded
videos were used as stimulus material. In the videos, a man was

preparing a meal in his kitchen. Simultaneously, he talked to
Amazon Echo, which was standing on the table right in front of
him (see Figure 1). He instructs the device to do several tasks like
booking a hotel, asking for a train connection and sending
messages. To minimize any possible influence of sympathy or
antipathy, the face of the protagonist was never visible in the
videos. Only his upper body was filmed. To ensure comparability
of the four video conditions, the videos were produced as equally
as possible regarding script, camera angle and film editing. Hence,
the video set and the actor were the same across conditions. Four
cameras were used to shoot, and the camera settings were not
changed during or between the shooting of the different videos. In
post-production, video editing was kept constant across all
conditions. To ensure a controlled dialogue, voice outputs of
the device were pre-programmed. We used the chat platform
Dexter (https://rundexter.com/) to create a skill involving the
sequences of the dialogue, which was implemented using Amazon
Web Services (https://aws.amazon.com/). In contrast to the
videos of previous studies, we avoided a rather unrealistic or
extreme story but were guided by common usage scenarios of
smart speakers (Handley, 2019).

In all four videos, the plots were basically identical. During
preparation, the man’s commands became more and more
complex. His rather vague commands became difficult to
execute. Consequently, more and more commands failed,
which allowed us to implement the treatment-factor: the
man either proceeded with his neutral commands (neutral
condition) or he got angry when commands failed and acted
rudely (rude condition). In the neutral condition, the man
recognizes his operating errors and corrects himself. He
speaks calmly using neutral language. In the rude
condition, the man increasingly furiously during the
interaction. He scolds the device using foul names and
starts yelling. Finally, the man shoves away the assistant.
The form of address-factor was realized by implementing
two different forms of address: either ‘Alexa’ (‘Alexa’
condition) or ‘Computer’ (‘Computer’ condition). The
length of the four resulting videos were kept constant,
varying 2 s only (4:49–4:51 min). In terms of content, the
outlined minimal changes in the script resulted in minimal
adjustments of the storyline (see Table 1). For example, the
foul name the man used to address the device in the
‘computer’ condition was changed from ‘snipe’ into ‘tin
box.’ To warrant a conclusive storyline the reaction of the
device needed to be adapted resulting in slight differences of
the interaction in the rude condition compared to the neutral
condition. In a preliminary study, these differences were
analyzed to warrant the comparability of the stimulus
material.

Preliminary Study: Development of the
Stimulus Material
A pretest was conducted to ensure 1) the assignment of the ‘rude’
and the ‘neutral’ treatment and–besides that postulated
difference-2) the comparability between these two videos. 89
participants (82% women) engaged in an online experiment,
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ranging in age from 18 to 36 years (M � 20.57, SD � 2.57). They
were evenly distributed among the four conditions. 14
participants reported to own a smart speaker.

First and to ensure rudeness vs. neutrality, a two-sided t-test
for independent samples revealed significant differences in the
evaluations of the man, who interacted with the device. In line
with our postulated assignment, the man was rated significantly
less attractive (t(87) � −12.66, p < 0.001) in the rude (M � 3.31; SD
� 0.91) than in the neutral condition (M � 5.76; SD � 0.91)
(Schrepp et al., 2014). The general positivity (Johnson et al., 2004)
differed significantly between the rude (M � 3.68; SD � 0.81) and
the neutral condition (M � 6.40; SD � 0.94), t(87) � 14.57, p <
0.001. Moreover, four more single items (see Supplementary
Material for the detailed list) confirmed the postulated
differences: the ‘rude condition’ was rated to be more
unobjective (t(87) � 11.80, p < 0.001), impolite (t(87) � 14.71, p
< 0.001.), aggressive (t(87) � 15.71, p < 0.001.) and violent (t(87) �
11.8, p < 0.001.).

Second and to ensure the comparability between these two
videos, participants evaluated the device. The exact same
measures used to evaluate the man were used again (see
Supplementary Material). Comparing the ‘Alexa’ and the

‘computer’ condition, the evaluations of the device did not
differ regarding attractiveness (t(87) � 0.15, p � 0.883) and the
general positivity towards to the device (t(87) � 0.68, p � 0.500).
Likewise, the semantic differentials revealed no significant
differences regarding unobjectiveness (t(87) � −7.88, p � 0.433),
impoliteness (t(87) � −1.34, p � 0.184), aggressiveness (t(87) �
−1.21, p � 0.230) and violence (t(87) � −1.55, p < 0.125.).

To summarize, the pretest ensures the validity of the stimulus
material. The rude condition did significantly differ regarding
perceived rudeness, which can be ascribed to differences in the
man’s behavior. Evaluations of the device, however, did not differ
significantly between the ‘rude’ and the ‘neutral’ condition.

Measures
After watching the video, participants answered a questionnaire
asking for 1) the empathy with the voice assistant, 2) their trait
empathy, 3) their prior experience with smart speakers and 4)
demographic information.

To assess empathy with the voice assistant, 22 items, based on
the items used by Rosenthal-von der Puetten et al. (2013) were
presented. According to the affective component of empathy, the
scale includes items addressing ‘feelings of pity’ (e.g., ‘I felt sorry

FIGURE 1 | Screenshots of the video the participants watched.

TABLE 1 | Text passages from the video.

Rude and “Alexa” Neutral and “Computer”

Man: Alexa, book me this hotel room Man: Computer, book me this hotel room
Assistant: Unfortunately, it is not possible for me to book a hotel room Assistant: Unfortunately, it is not possible for me to book a hotel room
Man: Are you serious? Why not? Alexa, why not? Man: Computer, why not?
Assistant: No payment information has been deposited so far. Do you want to add a
credit card now?

Assistant: No payment information has been deposited so far. Do you want to add a
credit card now?

Man: Alexa, why not? -- Wow, do I have to do this myself now? Man: No
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for the voice assistant.‘’). To assess the cognitive component, the
scale incorporated items asking for ‘empathy’ (e.g., ‘I could relate
to the incidents in the video’). Furthermore, an attribution of
feelings to the device was assessed by ten items (e.g., ‘I can
imagine that . . . the voice assistant suffered.’). Since we did not
focus on a quantitative graduation of observers’ responses in our
study, arousal was not assessed. The items were answered on a 5-
point Likert scale ranging from 1 (strongly disagree) to 5 (strongly
agree). Items were averaged so that higher values indicated higher
levels of empathy with the assistant. Internal consistency of the
scale was α � 0.82.

Trait empathy was measured using the Saarbruecker
Personality Questionnaire (SPF), a German version of the
Interpersonality Reactive Index (IRI) by Paulus (2009). In sum,
21 items were answered on a 5-point Likert scale (i.e., ‘I have warm
feelings for people who are less well off than me.‘’). Again, items
were averaged with higher values indicating higher levels of trait
empathy. Internal consistency of the scale was α � 0.83.

Prior experience with voice assistants was assessed by asking if
the participant had ‘ever interacted with a voice assistant’ and if
he/she uses ‘a voice assistant at home.’ The answering options
were ‘never,’ ‘a few times’ and ‘regularly.’ Finally, participants
were asked about their age, gender and education.

RESULTS

To analyze the impact of treatment (factor 1: rude vs. neutral) and
the impact of form of address (factor 2: ‘Alexa’ vs. ‘Computer’) on
participants’ empathy with the voice assistant, three two-way
ANCOVAs were conducted controlling for participants’ trait
empathy as the covariate. To test hypothesis 1, while
controlling trait empathy, the impacts of the rude vs. the
neutral condition on empathy with the assistant were
compared–with H1a focusing on pity, H1b on empathy and
H1c on attribution of feelings. Regarding H1a, the covariate

trait empathy was not significantly related to the intensiveness
of pity with the voice assistant, F(1,135) � 1.72, p � 0.192, partial η2 �
0.01. In line with H1a, participants who observed the assistant
being treated rudely reported a significantly higher level of pity
with the device than participants of the neutral condition, F(1, 135) �
27.13, p < 0.001, partial η2 � 0.17 with partial eta-squared
indicating a large effect (Cohen, 1988). Figure 2 shows the
results. The results of H1b showed that the covariate trait
empathy was again not significant, F(1,135) � 0.47, p � 0.496,
partial η2 < 0.001. According to hypothesis 1b, there was again
a significant main effect of the factor treatment, F(1,135) � 10.04, p �
0.002, partial η2 � 0.07, indicating a medium effect of rude vs.
neutral treatment on the subscale empathy (see Figure 3).

Finally, H1c again revealed a non-significant covariate F(1,135)
� 2.03, p � 0.157, partial η2 � 0.015. The way the device was
treated again resulted in significant differences, F(1,135) � 4.51, p �
0.036, partial η2 � 0.032, which is interpreted as a small effect on
the subscale attribution (see Figure 4).

In sum, all subscales of the empathy-scale revealed significant
results in line with the expectations. Rude treatment led to more
empathy compared to neutral treatment.

In contrast, as Figures 2–4 show, the two different forms of
address (hypothesis 2) did not result in significant differences
(pity subscale: F(1,135) � 0.03, p � 0.861, partial η2 < 0.001;
empathy subscale: F(1,135) � 0.02, p � 0.882, partial η2 < 0.001;
attribution subscale: F(1,135) � 0.063, p � 0.429, partial η2 � 0.01).
All three ANCOVAs conducted showed no significant
interaction terms of the two factors treatment and form of
address, neither for pity (F(1,135) � 2.43, p � 0.122, partial η2 �
0.02), nor for the empathy subscale (F(1,135) � 0.59, p � 0.444,
partial η2 < 0.001) and the attribution subscale (F(1,135) � 0.88,
p � 0.350, partial η2 � 0.01). Consequently, all three sub-
hypotheses 2a–2c were rejected. Although the effect was not
significant, participants of the rude condition reported the
highest level of pity when the voice assistant was called
‘Alexa’ (see Figure 2).

FIGURE 2 | Effects of treatment and form of address on pity for the CA (controlled for trait empathy).
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To analyze potential differences between male and female
participants (research question 1), three two-way ANCOVAs were
conducted, again. However, factors were different than in the analyses
reported before: Because the form of address was shown not to result
in significant effects, it was eliminated from the following analyses.
Instead, participants’ gender was analyzed as the second factor,
treatment was kept as the first factor and trait empathy as the
covariate. Figure 5 gives an overview of the results. Regarding pity,
results revealed no significant main effect of gender, F(1,135) � 0.19, p �
0.662, η2< 0.001.Moreover, the covariate was not significant, F(1,135)�
0.96, p � 0.329, η2 � 0.01; but the main effect of treatment was, F(1,135)
� 27.14, p < 0.001, η2 � 0.17. Similarly, when analyzing the empathy
subscale, themain effect of gender was not significant, F(1,135) � 2.72, p
� 0.101, η2 � 0.02. Again, the covariate trait empathy was not
significant F(1,135) � 0.002, p � 0.962, η2 < 0.001; but the main

effect of treatment was F(1,135) � 9.14, p � 0.003, η2 � 0.06. Finally,
attribution of feelings for the assistant again revealed no significant
gender effect, F(1,135) � 0.09, p � 0.772, η2 < 0.001. Again, the covariate
was not significant, F(1,135) � 1.74, p � 0.189, η2 � 0.01. In contrast to
previous results, the effect of treatment was not significant F(1,135) �
2.46, p � 0.119, η2 � 0.02. Moreover, the interaction term almost
reached significance, F(1,135) � 3.30, p � 0.07, η2 � 0.02, indicating that
in the rude condition only female but not male participants reported
higher attributions of feelings to the assistant. Nevertheless, to
summarize results of question 1, men and women do not differ
regarding all three subtypes of empathy with the assistant.

Research question 2 asked for the effect of prior experience with
voice assistants on the reported empathywith the assistant watched in
the video. In line with the preceding analyses, the approach of three
ANCOVAs was retained. Furthermore, factor 1 (treatment) was

FIGURE 3 | Effects of treatment and form of address on empathy subscale with the CA (controlled for trait empathy).

FIGURE 4 | Effects of treatment and form of address on attribution of feelings to the CA (controlled for trait empathy).
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retained and prior experience was added as factor 2. Again, trait
empathy was kept as the covariate. Figure 6 gives an overview of the
results. Regarding pity, results revealed no significant main effect of
prior experience, F(1,135) � 0.3, p � 0.338, η2 � 0.01. While the
covariate was not significant, F(1,135) � 1.48, p � 0.226, η2 � 0.01, the
main effect of treatment was, F(1,135) � 25.49, p < 0.001, η2 � 0.16.
Similarly, when analyzing the subscale empathy, the main effect of
prior experience was not significant, F(1,135) � 0.58, p � 0.448, η2 �
0.02. Again, the covariate was not significant, F(1,135)� 0.38, p� 0.539,
η2 < 0.01 but the main effect of treatment was, F(1,135) � 9.57, p �
0.002, η2 � 0.07. Finally, attribution of feelings for the assistant again
revealed no significant effect of prior experience, F(1,135) � 1.08,

p � 0.302, η2 � 0.01. Once again, the covariate was not significant,
F(1,135) � 2.17, p � 0.143, η2 � 0.02, but the main effect of treatment
was, F(1,135) � 4.63, p � 0.033, η2 � 0.03. To conclude, participants
with or without prior experience with voice assistants do not differ
regarding all three subtypes of empathy with an assistant they
watched in the video.

DISCUSSION

The present study focuses on empathetic reactions to smart
speakers, which have become everyday technology for an

FIGURE 5 | Effects of treatment and participant’s gender on empathy with the CA (controlled for trait empathy).

FIGURE 6 | Effects of treatment and participant’s prior experience on empathy with the CA (controlled for trait empathy).
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increasing number of users over the last few years. Following the
approach of ‘computers as social actors’ introduced in the 1990s,
we argue that the basic idea that ‘media equals real life’ is
amplified by voice-based operation of devices. Voice control
refers to a basic principle of humanity, which has been
exclusive for human-human interactions until recently. With
the adaptation of this feature, shared commonalities of
human-human interactions and interactions with CAs were
derived. Just like interhuman conversations can be listened to,
attendees of voice-based operations within households can pay
attention, for example. Therefore, research on the emotional
impact of conversational agents expands its perspective and
involves the impact on further attendees’ cognitive, emotional
and conative reactions. Empathetic reactions as a constituting
factor of social cooperation, prosocial behavior, and resulting
social relationships were shown to be a promising empirical
starting point (e.g., Rosenthal-von der Puetten et al., 2013;
Kraemer et al., 2015). To bridge the research gap regarding 1)
more real usage scenarios and everyday-relevant technology as
well as 2) devices with reduced anthropomorphistic cues, this
study focuses on attendees’ empathetic reaction to an interaction
between a user and a smart speaker.

There are two key findings of the present research. First,
compared to neutral treatment, treating the CA rudely resulted in
higher ratings of empathy. Second, all the other factors analyzed
did not have significant effects. Neither the participants’
characteristics (trait empathy, gender, prior experience) nor
the way the assistant was addressed (‘Alexa’ vs. ‘Computer’)
influenced the observers’ empathy with the device. Referring
to the basic idea of Reeves and Nass (1996), who postulate
that media equation ‘applies to everyone, it applies often, and
it is highly consequential’ our results indicate that CAs elicit
media equation effects, which are ‘highly consequential’ in terms
of its independence of every influencing factor analyzed in this
study. These results contradict our theoretical explanations
considering both the impact of participants’ individual
characteristics and the relationship people might have with
technological devices. However, post-hoc explorative analyses
revealed three partial results, which seem to be worth noting
as they could be carefully interpreted as possibly indicating
further implications. 1) Participants of the rude condition
would report the highest level of pity if the voice assistant was
called “Alexa” (see Figure 2). This might indicate a (non-
significant) impact of the form of address. 2) Within the rude
condition, only female but not male participants reported higher
attributions of feelings to the CA indicating a (non-significant)
impact of gender. 3) The effects on the subscale of pity were
stronger than for the empathy subscale followed by only small
effects for the attribution subscale, indicating that the stimuli took
effect on different aspects of empathy.

Limitations and Directions for Future
Research
Although not statistically significant, the explorative results
suggest a need for further research on interindividual
differences between the participants (i.e., gender) and on

interindividually different relationships people have with their
devices (i.e., address). Future studies need to draw more
heterogenous samples to analyze these potential effects more
profoundly. Moreover, the variables the present study focused on
need to be further elaborated. Regarding interindividual
differences beyond gender, Kraemer et al. (2015) compiled
further characteristics relevant to consider. Age, computer
literacy and the individual’s personality were shown to be
potential influencing factors, which future research needs to
transfer to users interacting with modern voice-based devices.
Regarding interindividually different relationships, this study
took ‘prior experience’ as a first indicator. Differentiating
between no prior use vs. prior use is only the first step on the
way to a comprehensive assessment of the postulated social
relationship with a voice assistant stemming from interactions
over time. However, referring to the concept of a ‘digital
companionship’ (Carolus et al., 2019b), prior experience needs
to be assessed in a more detailed way involving variables such as
closeness to the voice assistant, trust in the assistant and
preoccupation with it seem to be relevant characteristics of the
relationship. Further constituting outcomes could be stress
caused by the assistant as well as the potential to cope with
stressful situations with the support of the assistant. Future
research needs to incorporate these variables to analyze the
effects of the relationship users have with their devices.
Consequently, future research needs to reflect upon the target
device the participants are confronted with. Arguing from the
perspective of an established user-device relationship, future
studies could use the participant’s own device as the target
device–or at least a CA like the participant’s own device as
similarity has been shown to be an important condition of
empathy (Serino et al., 2009). Presenting a video with a rather
random device a foreigner is interacting with does not fulfill these
requirements convincingly. According to measures, different
aspects of empathy might be activated when observing a
technological device being treated rudely, compared to
observing a human and animal. In addition, the level of
emotional reaction (e.g., arousal) might be different. Finally, as
this study did only focus on participants feelings for the
technological part of the observed interaction, future research
could also ask for the human counterpart. Being confronted with
a device, which seems to not work properly, and which does not
express empathy with the user’s struggle, future studies could also
analyze the empathy participants have with the unsuccessful user
of the device.

Interpretations of the results presented are faced with further
methodological limitations of the study. 1) Participants only
watched a video but did not observe a real-life interaction
between another person and the device. Moreover, the
interaction observed was not a real-life interaction but was
performed by an actor resulting in questionable realism. Our
ongoing development of the approach took this shortcoming into
account and applied the approach to an experimentally
manipulated real-life scenario. 2) To gain first insights into
potentially influencing variables we controlled for trait
empathy, gender and prior experience. However, research we
have presented in this paper argues that further variables need to
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be considered. As outlined before, future studies need to include
the variables operationalizing ‘characteristics of the empathizer’
and ‘his/her relationship with the target’ in a more detailed way
(De Vignemont and Singer, 2006, p. 440). Furthermore, from a
psychological perspective, psychological variables relevant in the
context of social relationships and social interactions need to be
considered, e.g., the need for affiliation, loneliness as well as
affectivity or the participant’s emotional state 3) In addition,
more aspects of empathy (e.g., the cognitive component
according to Davis (1983); Rogers et al. (2007)). and the level
of reactions should be considered by addressing a more diverse
methodical approach (e.g., arousal measures, visual scales).
Moreover, we limited ourselves to the analysis of empathy as
the dependent variable. What we regard as a first promising
starting point needs to be expanded in future studies. Especially in
view of the social aspect of the use of voice assistants introduced,
there are various effects to focus on, e.g., envy or jealousy, which
may be elicited by the device as well as affection or attachment. 4)
Lastly, and regarding the briefly introduced issue of gender
stereotypes, manipulating the characteristics of the voice
assistant itself are to be focused on. Changing the female voice
into a male voice or changing the ‘personality’ of the device (e.g.,
neutral vs. rude answers given by the device itself) will be the
subject of future studies.

Study Implications and Conclusion
Despite the outlined limitations, our results suggest several
theoretical and practical implications. To put the study
presented in a nutshell: People watching users treating voice
assistants badly will empathize with the device. What sounds
irrational at first, can be explained in the light of media equation
and becomes a valuable insight for developers, researchers and
users. First, developers should be aware of the human the final
consumers’ psychological processes. Devices do not need to have
anthropomorphic features to elicit social reactions in their human
counterpart. Although they are consciously recognized as
technological devices, they might trigger social reactions.
Therefore, we argue that psychological mechanisms regulating
human social life (norms, rules, schemata) are a fruitful source for
developers and programmers when designing the operation of
digital devices. Knowing how humans tend to react offers
possibilities to manipulate these reactions–in a positive as well
as in a negative way. For example, knowing that users empathize
can be used to increase acceptance of misunderstandings or
mistakes of devices. Furthermore, knowing that users feel for
their CA can be used to counteract abusive. Developers could
intentionally address the users’ tendency to transfer social rules
originally established for human-human interactions to digital
devices. Or, when the observer empathizes and reminds the user
of an appropriate behavior. However, knowing users’ psychology
also allows to manipulate them in a less benevolent way.

Companies can adopt the psychological mechanism to bind
users to their services and products and to maximize their
profits. Second, researchers are encouraged to adopt the results
presented to further analyze interwoven effects of the users’
psychology and the processing and functioning of the
technological equipment. Together with further societal actors,
conclusions should be drawn regarding educational programs
which enable users to keep pace with technological progress and
to develop media literacy skills. Competent users are key factors
of our shared digital future. Third, and as a consequence of the
developers’ as well as the researchers’ responsibilities, users need
to accept and adopt the opportunities and be prepared for the
challenges of the digital future which has already started.
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The Trustworthiness of Voice
Assistants in the Context of
Healthcare Investigating the Effect
of Perceived Expertise on the
Trustworthiness of Voice Assistants,
Providers, Data Receivers, and
Automatic Speech Recognition
Carolin Wienrich*, Clemens Reitelbach and Astrid Carolus

Julius Maximilian University of Würzburg, Würzburg, Germany

As an emerging market for voice assistants (VA), the healthcare sector imposes increasing
requirements on the users’ trust in the technological system. To encourage patients to
reveal sensitive data requires patients to trust in the technological counterpart. In an
experimental laboratory study, participants were presented a VA, which was introduced as
either a “specialist” or a “generalist” tool for sexual health. In both conditions, the VA asked
the exact same health-related questions. Afterwards, participants assessed the
trustworthiness of the tool and further source layers (provider, platform provider,
automatic speech recognition in general, data receiver) and reported individual
characteristics (disposition to trust and disclose sexual information). Results revealed
that perceiving the VA as a specialist resulted in higher trustworthiness of the VA and of the
provider, the platform provider and automatic speech recognition in general. Furthermore,
the provider’s trustworthiness affected the perceived trustworthiness of the VA. Presenting
both a theoretical line of reasoning and empirical data, the study points out the importance
of the users’ perspective on the assistant. In sum, this paper argues for further analyses of
trustworthiness in voice-based systems and its effects on the usage behavior as well as the
impact on responsible design of future technology.

Keywords: voice assistant, trustworthiness, trust, anamnesis tool, expertise framing (Min5-Max 8)

INTRODUCTION

Voice-based artificial intelligence systems serving as digital assistants have evolved dramatically
within the last few years. Today, Amazon Echo or Google Home is the most popular representatives
of the fastest-growing consumer technology (Hernandez, 2021; Meticulous Market Research, 2021).
On the one hand, voice assistants (VAs) engage human users in direct conversation through a natural
language interface leading to promising applications for the healthcare sector, such as diagnosis and
therapy. On the other hand, their constituting features to recognize, process, and produce human
language results in this technology to resemble human-human interaction. Attributing some kind of
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humanness to technology arouses (implicit) assumptions about
the technological devices and affects the user’s perception and
operation of the device. The media equation approach postulates
that the social rules and dynamics guiding human-human
interaction similarly apply to human-computer interaction
(Reeves and Nass, 1996). Using voice assistants in official
application areas involving sensitive data such as medical
diagnoses draws attention to the concept of trust: if patients
were to reveal personal, sensitive information to the voice-based
systems, they would need to trust them. Consequently, questions
of the systems’ trustworthiness arise asking for features of voice
assistants, which might affect the patients’ willingness to trust
them in a medical context. Results stemming from studies
investigating trust in human-human interactions revealed that
ascribed expertise is a crucial cue of trust (Cacioppo and Petty,
1986; Chaiken, 1987; Chaiken and Maheswaran, 1994). Reeves
and Nass (1996) transferred the analysis of expertise and trust to
human-technology interactions. They showed that designating
devices (here: a television program) as “specialized” results in
more positive evaluations of the content they presented. Many
other studies replicated their approach and framed a
technological device or a technological agent as a specialist
showing that users ascribed a certain level of expertise and
evaluated it (implicitly) as more trustworthy (Koh and Sundar,
2010; Kim, 2014, Kim, 2016; Liew and Tan, 2018).

Voice assistants gain in importance in healthcare contexts
offering promising contributions in the area of medical diagnosis,
for instance. However, both the analysis and the understanding of
the psychological processes characterizing the patient-voice
assistant interaction are still in their early stages. Similarly, the
effects of the assistant’s design on the perception of expertise and
the evaluation of trust are still in their infancy. Thus, the present
paper addressed the following research question: How does
framing a voice assistant as a specialist affect the user’s
perception of its expertise and its trustworthiness?

To gain first insights into the process of patients’ perception of
expertise of voice-based systems and their willingness to trust in
them, a laboratory study was conducted in which participants
interacted with a voice assistant. The assistant was introduced as a
diagnostic tool for sexual health, which asked a list of questions
about sexual behavior, sexual health, and sexual orientation to
determine the diagnosis. In a first step, and in accordance with the
approach of Reeves and Nass (1996), we manipulated the level of
expertise of the voice assistant, which introduced itself as either a
“specialist” or a “generalist”. In line with established approaches
investigating the trustworthiness of technology (e.g., McKnight
et al., 1998; Söllner et al., 2012), we compared the participants’
perceived trustworthiness of the “specialist” vs. the “generalist”
VA. Additionally, we compared the assessments of further source
layers of trustworthiness, namely of the platform provider, the
provider of the tool, the data receiver, and of automatic speech
recognition in general. Moreover, to account for additional
explanatory value of interindividual differences in the
trustworthiness ratings, we asked for participants’ dispositions
and characteristics such as their disposition to trust and their
tendency to disclose sexual information about themselves.
Finally, we analyzed the different source layers of

trustworthiness to predict the trustworthiness of the VA based
on the trustworthiness of the other source layers. In sum, the
present paper showed for the first time that a short written
introduction and a “spoken” introduction presented by the VA
itself were sufficient to affect the users’ perception and their trust
in the system significantly. Hence it addresses a human-centered
approach to voice assistants to show that small design decisions
determine user’s trust in VA in a safety-critical application field.

RELATED WORK

Voice Assistants in Healthcare
While voice-based artificial intelligence systems have increased in
popularity over the last years, their spectrum of functions, their field
of applications, and their technological sophistication have not been
fully revealed but are still in their early stages. Today’s most popular
systems—Amazon Echo (AI technology: Amazon Alexa) or Google
Home (AI technology: Google Assistant)—presage a variety of
potential usage scenarios. However, according to usage statistics,
in a private environment, voice assistants are predominantly used for
relatively trivial activities such as collecting information, listening to
music, or sending messages or calls (idealo, 2020). Beyond private
usage scenarios, voice assistants are applied in professional
environments such as industrial production or technical service
(e.g., Baumeister et al., 2019), voice marketing, or internal process
optimization (Hörner, 2019). In particular, the healthcare sector has
been referred to as an emerging market for voice-based technology.
More and more use cases emerge in the context of medicine,
diagnosis, and therapy (The Medical Futurist, 2020) with voice
assistants offering promising features in the area of anamnesis.
Particularly the possibility to assess data remotely gains in
importance these days. Recently, chatbots were employed to
collect the patients’ data, their medical conditions, their
symptoms, or a disease process (ePharmaINSIDER, 2018; The
Medical Futurist, 2020). While some products provide only
information (e.g., OneRemission), others track health data (e.g.,
Babylon Health) or check symptoms and make a diagnosis (e.g.,
Infermedica). Until today, only a few solutions have integrated speech
recognition or direct connection to VA, such as Alexa via skills (e.g.,
Sensely, Ada Health, GYANT). The German company ignimed UG
(https://ignimed.de/) takes a similar approach: based on artificial
intelligence, the patient’s information is collected and transmitted to
the attending physician, who can work with the patient. Although
these voice assistants are used for similar purposes, which all require
user to trust the system, users’ perceived trustworthiness of voice
assistants in healthcare has not been investigated yet.

The medical context imposes different requirements on the
system than private usage scenarios do. Data revealed here are
more personal and more sensitive, resulting in increasing
requirements regarding the system’s security and
trustworthiness. Consequently, besides focusing on
technological improvements of the system, its security or
corresponding algorithms, research needs to focus on the
patients’ perception of the system and their willingness to
interact with them in a health-related context. Exceeding the
question of which gestalt design impacts both usability and user
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experience, the field of human-computer interaction needs to ask
for features affecting the patients’ perceived trustworthiness of
the technological counterpart they interact with. One promising
approach is analyzing and transferring findings from human-
human interactions to human-computer or human-voice
assistant interactions. Following the media equation approach
of Nass and colleagues, this study postulates similarities between
the human counterpart and the technological counterpart, which
results in psychological research to be a fruitful source of
knowledge and inspiration for the empirically based design of
voice assistants in a medical context.

Interpersonal Trust: The Role of Expertise
Interpersonal interactions are characterized by uncertainty and
risks since the behavior of the interaction partner is
unpredictable—at least to a certain extent. Trust defines the
intention to take the risks of interaction by reducing the
perceived uncertainty and facilitating the willingness to
interact with each other (Endreß, 2010). In communication
contexts, trust refers to the listener’s degree of confidence in,
and level of acceptance of, the speaker and the message (Ohanian,
1990). Briefly spoken, trust in communication refers to the
listener’s trust in the speaker (Giffin, 1967). According to
different models of trust, characteristics of both the trustor
(the person who gives the trust) and the trustee (the person
who receives the trust) determine the level of trust (e.g., Mayer
et al., 1995). The dimensions of competence, benevolence, and
integrity describe the trustee’s main characteristics (see, for
example, the meta-analysis of McKnight et al. 2002). The
perceived trustworthiness of trustees increases with increasing
perceived competence, benevolence, or integrity. In
communication contexts, the term source credibility closely
refers to the trustor’s perceived trustworthiness in terms of the
trustee. It refers to the speaker’s positive characteristics that affect
the listener’s acceptance of a message. The source-credibility
model and the source-attractiveness model concluded that three
factors, namely, expertness, trustworthiness, and attractiveness,
underscore the concept of source credibility (Hovland et al.,
1953). In this context, expertise is also referred to as
authoritativeness, competence, expertness, qualification, or
being trained, informed, and educated (Ohanian, 1990). In
experiments, the perceived expertise of speakers was
manipulated by labeling them as “Dr.” vs. “Mr.” or as
“specialist” vs. “generalist” (e.g., Crisci and Kassinove, 1973).
The labels served as cues that can bias the perception of the
competence, benevolence, or integrity of trustees or
communicators and the perception of trust.

When comprehending the underlying effects of information
processing, well-established models of persuasion reveal two
routes of processing—the heuristic (peripheral) route and the
systematic (central) route (e.g., the heuristic–systematic model,
HSM by Chaiken (1987); the elaboration likelihood model, ELM
by Cacioppo and Petty (1986). The heuristic (peripheral) route is
based on judgment-relevant cues (e.g., source’s expertise) and
needs less cognitive ability and capacity than the systematic
(central) route, which is based on judgment-relevant
information (e.g., message content). Typically, individuals will

prefer the heuristic route as the more parsimonious route of
processing if they trust the source, particularly if cues activate one
of the three trustworthiness dimensions (Koh and Sundar, 2010).
For example, individuals will perceive more trustworthiness when
a person is labeled as a “specialist” compared to a “generalist”
since a specialist sends more cues of expertise and activates the
dimension of competence (Chaiken, 1987; Chaiken and
Maheswaran, 1994). Remarkably, the effect will endure even if
both the specialist and the generalist possess objectively the same
level of competence or expertise. Consequently, individuals
interacting with a specialist are more likely to engage in
heuristic processing and implicitly trust the communicator
(Koh and Sundar, 2010).

Regarding the resulting level of trust, the trustor’s
characteristics were found to moderate the impact of the
trustee’s characteristics. First, the perceived level of expertise
depends on the interindividual differences in the processing of
information. The outlined indicators of trust need to be noticed
and correctly interpreted to have an effect. Furthermore, the
individual’s personality and experiences were shown to influence
the perception of trustworthiness. Finally, an individual’s
disposition to trust as the propensity to trust other people has
been shown to be a significant predictor (Mayer et al., 1995;
McKnight et al., 2002).

To summarize, research in various areas revealed that
perceived expertise affects the trustee’s trustworthiness (e.g.,
commercial: Eisend, 2006, health: Gore and Madhavan, 1993;
Kareklas et al., 2015), general review see Pornpitakpan (2004).
This perception is also affected by the trustor’s characteristics
(e.g., the disposition to trust). With the digital revolution
proceeding, technology has become increasingly interactive,
assembling human-human interaction to an increasing extent.
Today, an individual does not only interact with other human
beings but also with technological devices. These new ways of
human-technology interaction require the individual to trust in
technological counterparts. Consequently, the question arises
whether the outlined mechanisms of trust can be transferred
to non-human technological counterparts.

Trust in Technology: The Role of Expertise
The media equation approach postulates that social rules and
dynamics, which guide human-human interaction apply to
human-computer interaction similarly (Reeves and Nass, 1996;
Nass and Moon, 2000). To investigate the media equation
assumptions, Nass and Moon (2000) established the CASA
paradigm (i.e., computer as social actors) and adopted well-
established approaches from research on human-human
interaction to the analysis of human-computer interactions.
Many experimental studies applying the CASA paradigm
demonstrated that individuals tend to transfer social norms to
computer agents, for example, gender and ethnic stereotypes and
rules of politeness and reciprocity (Nass and Moon, 2000). More
specific in the context of trust, experimental studies and imagine-
based approaches revealed that trust-related situations activate
the same brain regions regardless of whether the counterpart is a
human being or a technological agent (Venkatraman et al., 2015;
Riedl et al., 2013). Consequently, researchers concluded that there
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are similar basic effects elicited by human and technological
trustees (Bär, 2014).

However, when interacting with a non-human partner, the
trustee’s entity introduces several interwoven levels of
trustworthiness, referred to as source layers in the following
(Koh and Sundar, 2010). The trustors can trust the technical
device or system (e.g., VA) itself. Moreover, they could also refer
to the provider, the domain, or the human being “behind” the
system, such as the person who receives the information (Hoff
and Bashir, 2015). Similar to interpersonal trust, three
dimensions determine the perceived trustworthiness of
technology: performance (analogous to human competence),
clarity (analogous to human benevolence), and transparency
(analogous to human integrity) (Backhaus, 2017). As known
from interpersonal trust, credibility factors bias the perception
of the expertise ascribed to the technology. For example, in the
study by Reeves and Nass (1996), participants watched and
evaluated a news or a comedy television program. In the study,
they were assigned to one of two conditions: the “specialist
television” or the “generalist television”. The conditions
differed regarding the instruction presented by the
experimenter, who referred to the television as either the
“news TV” or the “entertainment TV” (specialist condition) or
to “usual TV” (generalist condition). Findings indicated that
individuals evaluated the content presented by the specialist
TV set as more positive than the content of the generalist TV
set–even though the content was completely identical. The results
have been replicated in the context of specialist/generalist
television channels (e.g., Leshner et al., 1998), smartphones
(Kim, 2014), or embodied avatars (Liew and Tan, 2018).
Additionally, in the context of e-health, the level of expertise
was shown to affect the perception of trustworthiness (e.g., Bates
et al., 2006). Koh and Sundar (2010) explored the psychological
effects of expertise (here: specialization) of web-based media
technology in the context of e-commerce. They distinguished
multiple indicators or sources of trustworthiness (i.e., computer,
website, web agent), they referred to as “source layers of web-
based mass communication”. In their study, they analyzed the
effects on individuals’ perceptions of expertise and trust
distinguishing between these source layers. In their
experiment, participants interacted with media technology
(i.e., computer website, web agent), which was either labeled
as specialist (“wine computer”, “wine shop” or “wine agent”) and
generalist (“computer”, “e-shop"” or “e agent”). Again, only the
label but not the content differed between the two experimental
conditions. Findings supported the positive effects of the
specialization label. Participants reported greater levels of trust
in specialist media technology compared to generalist media
technology with the “specialized” web agent eliciting the
strongest effects (compared to “specialized” website or
computer). Consequently, this study focusses on the multiple
indicators or the multiple source layers contributing to the
trustworthiness of a complex technological system. According
to which source layer is manipulated the users’ assessment of
trustworthiness might differ fundamentally.

To summarize, research so far focused mostly on the
credibility of online sources (e.g., websites), neglecting other

technological agents like voice-based agents, which currently
capture the market in the form of voice bots, voice virtual
assistants or smart speaker skills. Furthermore, research so far
focused on the engineering progress resulting in increasingly
improved performances of the systems but tends to neglect the
human user, who will interact with the system. As outlined above,
in usage scenarios involving sensitive data, the human users’ trust
in the technological system is a fundamental requirement and a
necessary condition of the user opening up to the system. Voice-
based systems in a healthcare context need to be perceived as
trustworthy agents to get a patient to disclose personal
information. However, scientific studies so far reveal a lack of
detailed and psychologically arguing analyses and empirical
studies investigating the perceived trustworthiness of voice
assistants. The present study aims for first insights into the
users’ perception of the trustworthiness of voice assistants in
the context of healthcare raising the following research questions:
1) Does the introduction of a voice assistant as an expert increase
its trustworthiness in the context of healthcare? 2) Do the users’
individual dispositions influence the perceived trustworthiness of
the assistant? 3) How do the levels of perceived trustworthiness of
the multiple source layers (e.g., assistant tool, provider, data
receiver) interact with each other?

Outline of the Present Study
To answer the research questions, a laboratory study was
conducted. Participants interacted with the Amazon Echo Dot,
Amazon’s voice assistant referred to as “the tool” in the following.
The VA was introduced to the participants as an “anamnesis tool
for sexual health and disorders”, which would ask questions about
the participants’ sexual behavior, their sexual health, and their
sexual orientation. Following the approach of Nass and Reeves
(1996), participants were randomly assigned to one out of two
groups, which differed by one single aspect: the labeling of the
VA. Participants received a written instruction in which the VA
was either referred to as a “specialist” or a “generalist”.
Furthermore, at the beginning of the interaction, the VA
introduced itself as either a “specialist” or a “generalist”. In
line with studies investigating trust in artificial agents (e.g.,
McKnight et al., 1998; Söllner et al., 2012) and studies
including multiple sources layers of trustworthiness (e.g., Koh
and Sundar, 2010), we distinguished between different source
layers of perceived trustworthiness of our setting: the perceived
trustworthiness of the VA tool itself, the provider of the tool
(i.e., a German company), the platform provider (i.e., Amazon),
automatic speech recognition in general, and the receiver of the
data (i.e., the attending physician). Furthermore, participant’s
individual characteristics, i.e., the disposition to trust and the
tendency to sexual self-disclosure, were considered.

METHOD

Participants
The 40 participants (28 females, 12 males; average age � 22.45
years; SD � 3.33) were recruited via personal contact or the
university recruitment system offering course credit. All
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participants were German native speakers. Except for one, all
participants were students. 80% of them reported having already
interacted with a voice assistant. However, when analyzing the
duration of these interactions, the sample’s experience was rather
limited: 75% reported to have interacted with a VA for less than
10 h and 45% for less than 2 h in total.

Task, Manipulation, Pre-test of
Manipulation and Pre-test of Required Trust
During the experiment, participants interacted with a VA,
Amazon Echo Dot (3rd Generation, black). While the VA
asked them questions about their sexual behavior, sexual
health, and sexual orientation, participants were instructed to
answer these questions as honestly as possible using speech input.
Participants were randomly assigned to one of two groups (n � 20
per group), which only differed regarding the label of the VA. In
an introduction text, the VAwas introduced as an anamnesis tool,
labeled either a “specialist” (using words such as “specialist,”
“expert”) or as a “generalist” (e.g., “usual,” “common”).
Additionally, the VA introduced itself in two ways. In the
“specialist” condition, it referred to itself as a “special tool for
sexual anamnesis” and in the general condition as a “general
survey tool.”

A pre-study ensured the effect of this manipulation and trust
to be a prerequisite of answering the anamneses questions. In an
online survey, 30 participants read one of the two introduction
texts and described the tool in their own words, afterward. A
content analysis of their descriptions showed that participants
followed the labeling of the text using compatible keywords to
describe the device (“specialist” condition: e.g., special, expert; vs.
“generalist” condition: normal, common). However, because only
twelve participants used at least one predefined condition-related
keyword, the experimental manipulation was strengthened by
adding more keywords to the instruction text. The final
manipulation text is attached to the additional material. Since
the VA’s perceived trustworthiness was the main dependent
variable, the second part of the pre-test ensured that
answering the sexual health-related questions required trust.
All anamnesis questions were presented to the participants,
who rated how likely they would answer each question. The
scale ranged from 100 (very likely) to 0 (no, too private) with
lower scores indicating higher levels of required trust to answer
the question. Questions were clustered in four categories: puberty,
sexual orientation, diseases/hygiene and sexual activity. Results
showed that questions regarding puberty (average rating � 75.78)
and sexual orientation (67.01) required less trust than diseases/
hygiene (56.47) and sexual activity (50.75). To ensure a minimum
standard of required trust, one question of the puberty category
was removed. Furthermore, four conditional questions were
added to the categories of diseases/hygiene and sexual activity,
which would ask for more detailed information if previous
questions were answered with “yes”).

To assess the perceived trustworthiness of the tool, different
source layers were considered. First, the trustworthiness of the
tool provider, German company, ignimed UG, had to be
evaluated. Second, since the VA tool was connected to

Amazon Echo Dot, the trustworthiness of the platform
provider (Amazon) was assessed. Third, the trustworthiness of
the potential perceiver to the data (gynecologists/urologist) was
rated. Finally, we added automatic speech recognition as a proxy
for the underlining technology, which the participant also rated in
terms of trustworthiness. Note, the experimental manipulation of
expertise referred only to the tool itself. Consequently, the VA
tool represents the primary source layer, while others refer to
further source layers.

The Sexual Health Anamnesis Tool:
Questions the VA Asked
After introducing itself, the VA started the anamnesis conversation,
which involves 21 questions (e.g., Do you have venereal diseases?—
Which one?). Four categories of questions were presented: puberty
(e.g., What have been the first signs of your puberty?), diseases/
hygiene (e.g.,Have you ever had one ormore sexual diseases?), sexual
orientation (e.g.,What genders do you have sexual intercourse with?)
and sexual activity of the past 4 weeks (e.g.,How often have you had
sexual intercourse in the past 4 weeks?). The complete list of final
measurements follows below.

Measurements
After finishing the conversation with the VA, participants
answered a questionnaire presented via LimeSurvey on a 15.6″
laptop with an attached mouse. The measures of the
questionnaire are presented below:

Perceived Trustworthiness of Source Layers
To measure the trustworthiness of the VA three questions
adapted from Corritore et al. (2003) were asked (e.g., I think
the tool is trustworthy). Additionally, an overall item adapted
from Casaló et al. (2007) was presented (Overall I think that the
tool is a save place for sensitive information). All questions were
answered on a 7-point Likert scale, ranging from not true at all to
very true.

Questions concerning institutional trust from the SCOUT
Questionnaire (Bär et al., 2011) were transferred to assess the
perceived trustworthiness of the tool provider, the platform
provider, and automatic speech recognition. Items were answered
on a 5-point Likert scale, ranging from not agree at all to agree
totally. Five questions assessed the tool provider’s perceived
trustworthiness (e.g., I believe in the honesty of the provider) and
the platform provider (same five questions). Four questions
assessed the trustworthiness of automatic speech recognition
(Automatic speech recognition is trustworthy technology.). Finally,
the data receiver’s perceived trustworthiness, namely, the
participant’s gynecologist/urologist, the KUSIV3-questionnaire,
was used (Beierlein et al., 2012). It includes three questions (e.g.,
I am convinced that my gynecologist/urologist has good aims) on a 5-
point Likert scale, ranging from not agree at all to agree totally.

Individual Characteristics
The disposition of trust was measured with three statements (e.g.,
For me, it is easy to trust persons or things), assessed on a 5-point
Likert scale (ranging from not agree at all to agree totally) taken
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from the SCOUT Questionnaire (Bär et al., 2011). The tendency
to sexual self-disclosure was measured with the sexual self-
disclosure scale (Clark, 1987). Participants rated four
questions, two on a 5-point Likert scale (e.g., How often do
you talk about sexuality?, ranging from never-rarely to very
often) and two using a given set of answers (e.g., With whom
do you talk about sexuality? mother | father | siblings | partner |
friends(male) | friends(female) | doctors | nobody | other).

Manipulation Check
To measure how strong the participants believe that the tool is
a "specialist" or “generalist,” two questions (e.g., The survey tool has
high expertise in the topic) were answered using a 5-point Likert scale.

Procedure
The study took about 40min, starting with COVID-19 hygienic
routines (warm-up phase: washing and antisepticizing hands,
answering a questionnaire and wearing a mouth-nose-mask).
Since the experimental supervisor left the room for the actual
experiment, participants could discard their face masks during the
interaction with the VA. In the warm-up phase, participants were
instructed to do a short tutorial with the VA, which asked some trivial
questions (e.g., How is the weather? or Do you like chocolate?). When
the participants confirmed to be ready to start the experiment, they
were instructed to read the introduction text about the anamnesis tool
and to start the interaction with the VA (experimental phase). After
finishing, the participants answered the questionnaires and were
briefly interviewed about the experience with the VA by the
supervisor (cool-down phase). Figure 1 illustrates the procedure
of the study and the three experimental phases.

Design, Hypothesis
Accordingly to previous studies (e.g., Gore and Madhavan, 1993;
Reeves and Nass, 1996; Kareklas et al., 2015), the experiment
followed a between-subjects design with two conditions
(“specialist” or “generalist” VA). In line with the first research
question, referring to the effects of perceived expertise on
perceived trustworthiness (differentiated regarding source
layers), the first hypotheses postulated that the perceived

trustworthiness (across the source layers) would be higher in
the specialist condition than in the generalist condition. The
second research question addressed the impact of individual
dispositions on perceived trustworthiness. In line with Mayer
et al. (1995) and McKnight et al. (2002), the second hypotheses
assumed that higher individual trust-related dispositions result in
higher trustworthiness ratings. Finally, the third research
question explorative asked whether the perceived
trustworthiness of the multiple source layers (e.g., the assistant
tool, the providers, the receiver) interact with each other (Koh
and Sundar (2010). Table 1 gives an overview of the hypothesis.

Data Analyses
Data have been prepared as proposed by the corresponding
references. To facilitate the comparability of measures of
trustworthiness, items answered on a 7-point Likert scale were
converted to a 5-point scale. Five t-tests for independent groups
(specialist condition vs. generalist condition) were conducted to test
the first hypotheses. The second group of hypotheses was tested,
conducting five linear regression analyses with the source layers’
trustworthiness as the five criteria variables and the individual
characteristics as the predictor variables. Finally, a linear regression
analysis was conducted regarding the explorative research question
with trustworthiness of the VA as the criteria and the other layers
of trustworthiness as the predictors. The following section report
means (M), standard deviations (SD) of scales as well as the test
statistic parameters such as the t-value (t), and p-value (p).

RESULTS

Impact of Expert Condition on Source
Indicators’ Perceived Trustworthiness
As expected, the perceived trustworthiness of the tool was higher
in the specialist condition (M � 3.206, SD � 1.037) than in the
generalist condition (M � 2.634, SD � 0.756). However, the result
was just not significant (t(38) � 2.019, p � 0.051, d � 0.638).
Contrary to our expectations, the perceived trustworthiness of the
platform provider, the tool provider, the data receiver, and the
automatic speech recognition did not differ significantly between

FIGURE 1 | Illustrates the procedure of study.
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the conditions (see Figure 2 and Table 2 for descriptive results
and t-test results of unadjusted analyses).

Impact of Manipulation Check Success on
Source Indicators’ Perceived
Trustworthiness
Although a pre-test confirmed the manipulation of the two
conditions, the manipulation check of the main study revealed
a lack of effectivity: two control questions showed that the specialist

tool was not rated as significantly “more special” than the generalist
tool (see Table 3 for descriptive and t-test results). Consequently,
the assignment to the two groups did not result in significantly
different levels of perceived expertise of the VA.

Consequently, we needed to adjust the statistical analyses of
the group comparisons. We re-analyzed the ratings of the control
questions (asking for the VA’s expertise). Based on the actually
perceived expertise, participants were divided into two groups
with ratings below and above the averaged scales’ median (MD �
3.333). Independently of the intended manipulation, 22

TABLE 1 | Hypotheses and a short overview of corresponding results.

Class of hypotheses Dependent variables Results

H1: Source indicators’ perceived trustworthiness is higher in the
specialist condition than in the generalist condition.

H1a: tool’s trustworthiness Confirmed with adjusted analysis.
H1b: Tool provider’s
trustworthiness

Confirmed with adjusted analysis.

H1c: Platform provider’s
trustworthiness

Confirmed with adjusted analysis.

H1d: Data receiver’s
trustworthiness

Confirmed with adjusted analysis.

H1e: Trustworthiness of automatic
speech recognition

Confirmed with adjusted analysis.

H2: Higher individual trust-related dispositions and tendencies
result in higher trustworthiness ratings.

H2a: disposition to trust Confirmed for the trustworthiness of automatic speech
recognition.
Confirmed for the tool’s trustworthiness.

H2b: Tendency to sexual self-
disclosure

Confirmed by trend for the trustworthiness of automatic speech
recognition.

RQ3: Does the perceived trustworthiness for multiple source
indicators interact with each other?

– As higher the tool provider’s scores, as higher is the perceived
trustworthiness of the tool itself.
By trend: As higher the speech recognition scores, as higher is
the tool’s perceived trustworthiness.
By trend: As higher the platform provider’s (i.e., Amazon) scores,
the tool’s perceived trustworthiness is lower.

FIGURE 2 | Shows the unadjusted analyses of the different trustworthiness indicators distinguishing between the specialist condition (blue) and the generalist
condition (red). The scale ranged from 1 to 5, with higher values indicating higher ratings of trustworthiness.

TABLE 2 | Results of unadjusted analyses.

Indicator of trustworthiness Specialist Generalist Significance test

M SD M SD

Tool 3.206 1.037 2.634 0.756 t(38) � 2.019, p � 0.051, d � 0.638
Tool provider (German company) 3.290 1.145 3.190 1.053 t(38) � 0.287, p � 0.775, d � 0.091
Platform provider (amazon) 3.250 0.969 3.370 0.700 t(38) � -0.449, p � 0.656, d � 0.142
Data receiver (gynecologists/urologist) 4.483 0.791 4.450 0.767 t(38) � 0.135, p � 0.893, d � 0.042
Automatic speech recognition 2.725 0.862 2.550 0.955 t(38) � 0.608, p � 0.547, d � 0.192

Frontiers in Computer Science | www.frontiersin.org June 2021 | Volume 3 | Article 6852507

Wienrich et al. Voice Assistants’ Trustworthiness in Healthcare

35

https://www.frontiersin.org/journals/computer-science
www.frontiersin.org
https://www.frontiersin.org/journals/computer-science#articles


participants revealed higher ratings of the VA’s expertise (> 3.5;
group 1) indicating that they rather perceived a specialist tool. In
contrast, 18 participants revealed lower ratings of the expertise (<
3.0; group 2) indicating that they rather perceived a generalist tool.
In sum, the re-analyses (referred to as the “adjusted analysis”
below) will analyze the perceived trustworthiness of participants,
who actually perceived the VA as a specialist or a generalist
independently of the intended manipulation (see Figure 3).

In line with the hypotheses, the perceived trustworthiness of the
tool would be significantly higher, if the tool was actually perceived
as a specialist (M � 3.182, SD � 0.938) compared to the perception of
a generalist (M � 2.599, SD � 0.836; t(38) � 2.051, p � 0.045, d �
0.652). Also in line with expectations, the platform provider’s
perceived trustworthiness would be significantly higher, if the
VA was perceived as a specialist (M � 3.581, SD � 1.313) than a
generalist (M � 2.822, SD � 1.170, t(38) � 2.318, p � 0.025, d � 0.737).
The same applies to the provider’s perceived trustworthiness: the
provider of the specialist tool was rated to be significantly more
trustworthy (M� 3.663, SD� 0.066) than the provider of a generalist
tool (M � 2.878, SD � 0.984; t(38) � 3.331 p � 0.02, d � 1.503).
Likewise, the perceived trustworthiness of automatic speech
recognition was significantly higher for a perceived specialist (M
� 3.057, SD � 0.994) than a generalist (M � 2.125, SD � 0.376; t(38) �
3.757, p � 0.01, d � 1.194). However, the data receiver’s perceived
trustworthiness did not differ significantly between a specialist (M �
4.652, SD � 0.488) and a generalist (M � 4.241, SD � 0.982; t(38) �
1.722, p � 0.093, d � 0.547).

Additional Predictors of the Perceived
Trustworthiness
Individual Characteristics
Linear regression analyses were conducted with the five
trustworthiness source layers as the criteria variables and the
general disposition to trust and to disclose sexual health
information as predictor variables. Only two regressions

involved significant predictions: the perceived trustworthiness
of the VA and of the speech recognition in general. First, the
prediction of the tool’s perceived trustworthiness was significant
(β � 0.655, t(37) � 2.056, p � 0.047) with the tendency to disclose
health information contributing significantly: the higher this
tendency, the higher the perceived trustworthiness of the tool.
Second, the prediction of the automatic speech recognition’s
trustworthiness was significant, with the participants’
disposition to trust contributing significantly to the prediction
(β � 0.306, t(37) � 2.276, p � 0.029). Moreover, the tendency to
disclose sexual health information contributed substantially but
only by trend (β � 0.370, t(37) � 1.727, p � 0.093).

Further Source Layers of Trustworthiness
The final regression analysis investigated whether the further
source layers of trustworthiness indicators (providers, speech
recognition, receiver) predicted the tool’s trustworthiness.
Results revealed that the trustworthiness of the provider of
the tool (i.e., ignimed UG) significantly predicted the
trustworthiness of the tool itself (β � 0.632, t(35) � 3.573, p �
0.001): the higher the provider’s trustworthiness, the higher the
trustworthiness of the tool. Similar, but not significantly, the
trustworthiness of the automatic speech recognition predicted the
trustworthiness of the tool (β � 0.371, t(35) � 1.768, p � 0.086): the
higher the trustworthiness of the speech recognition, the higher
the perceived trustworthiness of the tool. In contrast, the higher
the platform provider’s (i.e., Amazon) scores, the lower the
trustworthiness of the tool, only by trend, however (β �
−0.446, t(35) � −1.772, p � 0.085).

DISCUSSION

Aim of the Present Study
Voice-based (artificial intelligence) systems serving as digital
assistants have evolved dramatically within the last few years.

TABLE 3 | Results of manipulation check.

Control question: “The
survey tool . . .

Specialist M (SD) Generalist M (SD) Significance test

. . . has high expertise in the topic.” 3.300 (0.923) 3.050 (0.887) t(df) � 0.873, p � 0.388, d � 0.276

. . . was developed for a special purpose.” 3.650 (1.268) 3.350 (1.040) t(df) � 0.818, p � 0.419, d � 0.259

FIGURE 3 | Shows the adjusted analyses of the different trustworthiness indicators distinguishing between the specialist condition (blue) and the generalist
condition (red). The scale ranged from 1 to 5, with higher values indicating higher ratings of trustworthiness.
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The healthcare sector has been referred to as an emerging market
for these systems, which imposes different requirements on the
systems than private usage scenarios do. Data revealed here are
more personal and more sensitive, resulting in increasing
engineering requirements regarding data security, for example.
To establish voice-based systems in a more sensitive context, the
users’ perspective needs to be considered. In a healthcare context,
users need to trust their technological counterpart to disclose
personal information. However, the trustworthiness of most of
the systems in the market and the users’willingness to trust in the
applications has not been analyzed yet. The present study bridged
this research gap. In an empirical study, the trustworthiness of a
voice-based anamnesis tool was analyzed. In two different
conditions, participants either interacted with a VA, which
was introduced as a “specialist” or a “generalist”. Then, they
rated the trustworthiness of the tool, distinguishing between
different source layers of trust (provider, platform provider,
automatic speech recognition in general, data receiver). To
ensure external reliability, participants interacted with an
anamnesis tool for sexual health, which collected health data
by asking questions regarding their puberty, sexual orientation,
diseases/hygiene and sexual activity. They were informed that the
tool uses artificial intelligence to provide a diagnosis, which would
be sent to the gynecologists/urologist.

Answering the Research Questions
The present study investigated three research questions: 1) Does
the expert framing of a voice assistant increase its trustworthiness
in the context of Further, 2) Does individual dispositions
influence the perceived trustworthiness? Finally 3) Do different
trustworthiness source indicators (e.g., the assistant tool, the
providers, the receiver), interact with each other?

In line with previous studies, the present results revealed that
participants, who perceive the VA tool as a specialist tool, reported
higher levels of trustworthiness across all different source
layers—compared to participants, who perceived the tool as a
generalist. Considering, that the tool acted completely identically in
both conditions and that the conditions only differed in terms of
the introduction of the VA to the participant (written introduction
and introduction presented by the VA itself), the present study
highlights the manipulability of the users’ perception of the system
and the effects this perception has on the evaluation of the
trustworthiness of the system. The way a diagnostic tool is
introduced to the patient seems to be of considerable
importance when it comes to the patient’s perception of the
tool and the willingness to interact with it. As the present study
reveals, a few words can fundamentally change the patients’
opinions of the tool, which might affect their willingness to
cooperate. In the presence of the ongoing worldwide pandemic,
we all learnt about the need for intelligent tools, which support
physicians with remote anamnesis and diagnosis to unburden the
stationary medical offices. Our study shows how important it is to
not only consider engineering aspects and ensure that the system
functions properly but to consider also the users’ perception of the
tool and the resulting trustworthiness. Thus, our results offer
promising first insights for developers and designers. However,
our results also refer to risks.Many health-related tools conquer the

market without any quality checks. If these tools framed themselves
as experts or specialists, users could be easily misled.

Following the basic assumption of the media equation
approach and its significant research body confirming the idea
that social rules and dynamics, which guide human-human
interaction, similarly apply to human-computer interaction
(Reeves and Nass, 1996), voice-based systems could be
regarded as a new era of technological counterpart. Being able
to recognize process and produce human language, VA adopt
features that have been exclusively human until recently.
Consequently, VA can verbally introduce themselves to the
users resulting in a powerful manipulation of the users’
perception. The presented results show how easily and
effectively the impression of a VA can be manipulated.
Furthermore, our results indicate an area of research, today’s
HCI research tends to miss too often. While its primary focus is
on the effect of gestalt design on usability and user experience, our
results encourage to refer to the users’ perspective on the system
and the perceived trustworthiness as an essential aspect of a
responsible and serious design, which bears chances and risks for
both high-quality and low-quality applications.

Referring to methodological challenges, the present study
reveals limitations of the way we manipulated the impression
of the VA. Participants read an introduction text, which referred
to the VA as either a specialist or a generalist tool. Moreover, the
VA introduced itself as a specialist or a generalist. Although a pre-
test was conducted to ensure the manipulation, not all
participants took the hints resulting in participants of the
“specialist condition”, who did not refer to the VA as a
specialist. Similarly, not all participants took the hints
resulting in participants of the “generalist condition”, who did
not refer to the VA as a generalist. Future studies in this area need
to conduct a manipulation check to ensure their manipulation or
to adopt their analysis strategy (e.g., post-hoc assignments of
groups). In our study, unadjusted analyses, which strictly
followed the intended manipulation, resulted in reduced effects
compared to the newly composed groups following the
participants’ actual perception of the tool. Additionally, future
research should focus on manipulations that are more effective.
Following the source-credibility model and the source-
attractiveness model, the perspective on perceived competence
is more complex. Besides the perception of expertise,
authoritativeness, competence, qualification, or a system
perceived as being trained, informed, and educated could
contribute to the attribution of competence (Ohanian, 1990;
McKnight et al., 2002). Future studies should use the variety
of possibilities to manipulate the perceived competence of a VA.

From a theoretical perspective, competence is only one
dimension describing the human trustee’s main characteristics.
Benevolence and integrity of the trustee are also relevant
indicators (e.g., Ohanian, 1990; McKnight et al., 2002). In
terms of an artificial trustees, performance (analogous to
human competence), clarity (analogous to human
benevolence), and transparency (analogous to integrity) are
further dimension, which determine the impression (Backhaus,
2017). Future studies should widen the perspective and refer to
the multiple dimensions. Additionally, human information
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processing was introduced to follow two different routes: the
systematic (central) or the heuristic (peripheral) route
(Cacioppo and Petty, 1986) with personal relevant topics
increasing the probability to be processed systematically.
Sexual health, the topic of the anamnesis tool of the present
study, was shown to be of personal relevance (Kraft Foods,
2009), indicating systematic processing of judgment-relevant
cues (e.g., source’s expertise) (Cacioppo and Petty, 1986). This
might explain the limited effect of the manipulation on the
ratings of trustworthiness. Possibly, the personally relevant
topic of sexual health triggers the central route of processing
resulting in the rather quick labeling of the VA as a heuristic
(peripheral) cue to have a limited effect. Moreover, the
interaction with the tool might have further diminished the
effect of the manipulation. That might also explain why only
participants, who explicitly evaluated the tool as a specialist,
showed more trustworthiness. Thus, it should be further
investigated whether effects of the heuristical design of
health-related websites, for example (Gore and Madhavan,
1993), can be transferred to voice-based anamnesis tools
assessing highly personal relevant topics.

Regarding the second research question, the present results
show only minor effects of the participants’ individual
characteristics. From the multiple source layers of
trustworthiness, the participants’ general disposition to trust
only impacted the perceived trustworthiness of automatic
speech recognition. Possibly, our sample was too homogenous
regarding the participants’ disposition to trust: mean values of
trust-disposition were relatively high (M � 3.567 on a 5-point
scale) and rather low (SD � 1.03). Future studies could consider to
incorporate predictors, which are more closely connected with
the selected use case such as the tendency to disclose sexual health
(Mayer et al., 1995).

The third research question explored the relationship
between the different source layers of trustworthiness. When
predicting the trustworthiness of the tool, only the tool
provider’s perceived trustworthiness was a significant
predictor. The trustworthiness of the platform provider and
automatic speech recognition are related by trend while the data
receiver’s (gynecologists/urologist) trustworthiness was of
minor importance. However, as our participants knew that
their data would be only saved on the university’s server, the
latter results might have been different if the data were
transferred to the attending physician (or if participants
assumed data transfer). Nevertheless, results are interpreted
as a careful first confirmation of Koh and Sundar (2010),
who postulate that the perception of an artificial counterpart
is not only influenced by the characteristics of the tool itself but
also by indicators related to the tool. Referring to today’s most
popular VAs for private use, Amazon Echo and Google Home,
both tools might be closely associated with the perceived image
or trustworthiness of the companies. If such consumer products
are used in the context of healthcare, reservations regarding the
companies might have an impact. Furthermore, the general view
of automatic speech recognition affected the perceived
trustworthiness of the tool. Thus, current public debates
about digitalization or artificial intelligence should also be

considered when designing and using VA for health-related
applications.

Limitations and Future Work
To summarize the limitations and suggestions for future work
presented above, the manipulation of competence and the
additional indicators of trustworthiness need to be
reconsidered. Future work might consider more fine-grained
and more in-depth operationalization of different expert levels
(e.g., referring to the performance of the tool), include further
manipulations of the competence dimensions (e.g., referring to a
trained system), or incorporate the dimensions of clarity
(analogous to human benevolence) or transparency (resample
integrity). The perceived trustworthiness might result from a
systematic (central) information process due to potential high
personal relevance. Future work should investigate whether the
effects of the heuristic design of health-related websites, for
example (Gore and Madhavan, 1993; Kareklas et al., 2015),
can be transferred to voice-based anamnesis tools assessing
highly personal relevant topics. The data receiver
(gynecologists/urologist) played only a subordinate role in the
present study. As participants knew that their disclosed data
would be stored on university servers, they were of minor
importance. Future work should increase the external validity
of the experiment by incorporating the data receiver more
explicitly. Finally, only the tool’s expert status and not of the
additional source layers of trustworthiness have been
manipulated, resulting in relatively simple analyses of
interaction effects between the trustworthiness indicators.
Future studies might choose a more elaborate design. Finally,
perceived trustworthiness is an essential topic for different
application areas such as education (Troussas et al., 2021).
Another important field might be the perceived
trustworthiness of multilingual voice assistants applicated in
multilingual societies (Mukherjee et al., 2021) A different
approach to the perceived trustworthiness would be testing the
impact of different dialogue architectures (e.g., Fernández et al.,
2005). Strategies of dialogue design can be very different and
impact on user’s trustworthiness. Future studies should
investigate if hardcoded intents or flexible and natural spoken
interactions have a different impact.

Conclusion and Contribution
Voice assistants gain in importance in healthcare contexts. With
remote anamnesis and diagnoses gaining in importance these
days, voice-based systems offer promising contributions, for
instance, in the area of medical diagnoses. Using voice
assistants in data sensitive contexts draws attention to the
concept of trust: if patients were to reveal personal, sensitive
information to the voice-based systems, they would need to trust
them. However, the analysis and the understanding of the
psychological processes characterizing the patient-voice
assistant interaction is still in their early stages. For human-
human relationships, psychological research revealed the
characteristics of individuals, who give trust (trustor) and those
who receive trust (trustee). Moreover, research established models
of the characteristics, which are processed and attributed (e.g.,
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source-credibility model, source-attractiveness model, HSM, ELM).
Researchers in the field of human-computer interaction
transferred this knowledge to interactions with technological
counterparts (e.g., television, web pages, web agents).
However, little is known about voice-based tools, which have
become increasingly popular, and which involve more complex,
more humanlike features (speech processing) compared to
technology so far. The present study contributes to close this
research gap by presenting ideas for the design of VAs, which
have been derived from literature. Furthermore, the study
provides empirical data of human users interacting with a
device to disclose health-related information. Results showed
that participants, who perceived the VA tool as a specialist tool,
reported higher trustworthiness scores than participants, who
thought to interact with a generalist tool. To conclude, the users’
perception significantly influences the trust users have in the
VA. Furthermore, influencing this perception was shown to be
rather easy: a short-written introduction and a “spoken”
introduction presented by the VA itself were sufficient to
affect the users’ perception and their trust in the system
significantly. In sum, we want to draw attention to the
importance of the human user’s perspective when interacting
with technology. Future studies need to address the
trustworthiness of technology to contribute to more
responsible and serious design processes to take the chances
technology offers and to avoid the risks of low-quality
applications.
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Crowdsourcing Ecologically-Valid
Dialogue Data for German
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Despite their increasing success, user interactions with smart speech assistants (SAs) are
still very limited compared to human-human dialogue. One way to make SA interactions
more natural is to train the underlying natural language processing modules on data which
reflects how humans would talk to a SA if it was capable of understanding and producing
natural dialogue given a specific task. Such data can be collected applying a Wizard-of-Oz
approach (WOz), where user and system side are played by humans. WOz allows
researchers to simulate human-machine interaction while benefitting from the fact that
all participants are human and thus dialogue-competent. More recent approaches have
leveraged simple templates specifying a dialogue scenario for crowdsourcing large-scale
datasets. Template-based collection efforts, however, come at the cost of data diversity
and naturalness. We present a method to crowdsource dialogue data for the SA domain in
the WOz framework, which aims at limiting researcher-induced bias in the data while still
allowing for a low-resource, scalable data collection. Our method can also be applied to
languages other than English (in our case German), for which fewer crowd-workers may be
available. We collected data asynchronously, relying only on existing functionalities of
Amazon Mechanical Turk, by formulating the task as a dialogue continuation task.
Coherence in dialogues is ensured, as crowd-workers always read the dialogue
history, and as a unifying scenario is provided for each dialogue. In order to limit bias
in the data, rather than using template-based scenarios, we handcrafted situated
scenarios which aimed at not pre-script-ing the task into every single detail and not
priming the participants’ lexical choices. Our scenarios cued people’s knowledge of
common situations and entities relevant for our task, without directly mentioning them,
but relying on vague language and circumlocutions. We compare our data (which we
publish as the CROWDSS corpus; n � 113 dialogues) with data from MultiWOZ, showing
that our scenario approach led to considerably less scripting and priming and thus more
ecologically-valid dialogue data. This suggests that small investments in the collection
setup can go a long way in improving data quality, even in a low-resource setup.

Keywords: dialogue data, voice assistants, crowdsourcing, Wizard-of-Oz, German, ecological validity, situated
knowledge
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INTRODUCTION

Recently, smart speech assistants (SAs) have found their way into
the lives of more and more people (Byrne et al., 2019; Yuan et al.,
2020). Despite their increasing success, their main applications
are currently limited to command-and-control via short
commands (“Play the next song”), to simple question-
answering or to performing tasks via slot filling, that is a
conversation pattern which allows the SA to request pieces of
information from the user in a structured manner (Asri et al.,
2017). Complex tasks such as booking a table at a restaurant are
typically simplified as instances of slot filling (i.e., the interaction
is shaped by the SA requesting slots like the time or number of
people for the booking, and the user informing the SA about
them). However, SAs could potentially help humans solve
complex tasks in a more sophisticated way, for example, by
building common ground, negotiating information or
supporting deviations from the “happy path”. For this, single-
turn or strictly-designed interfaces are not adequate anymore, but
a flexible and efficient way of interacting over multiple turns is
required, not unlikely the way humans interact in a dialogue
while they collaborate on a task.

Dialogue, however, comes with a new set of challenges for
machines, including, but not limited to, context-sensitivity,
anaphora, ellipsis and dynamic error management (Williams
and Young, 2007; Grosz, 2018; Serban et al., 2018; Byrne
et al., 2019; de Vries et al., 2020). SAs need to be able to
handle these dialogue-specific phenomena, not only to assist
in complex tasks, but also to make SA interactions more
natural in general. In fact, studies suggest that humans
generally prefer dialogue as a mode of interacting with SAs
(de Vries et al., 2020).

One way to model dialogue in SAs and make SA interactions
overall more natural, is to train the underlying natural language
processing (NLP)modules on linguistic data that is representative
of natural dialogue (Rieser and Lemon, 2011). To collect large-
scale datasets, recent approaches have leveraged scenarios
generated from simple templates where entity placeholders are
replaced by possible entity surface forms (e.g., “Find a [CUISINE]
restaurant” > “Find a Japanese restaurant”; e.g., Budzianowski
et al., 2018; Wang et al., 2012). However, such template-based
collection efforts may provide too fixed of a script for the dialogue
and prime the participants into using specific words (de Vries
et al., 2020).

Therefore, in this paper we present a framework to
crowdsource dialogue data for the SA domain which is
specifically aimed at limiting the kind of bias induced by the
template-based approach while still allowing for collecting
dialogue data in a low-resource and scalable way.
Crowdsourcing, that is, relying on a large, remotely-located
pool of workers who perform small tasks on a dedicated
website like Amazon Mechanical Turk (AMT), is now a well-
established and reliable method for collecting large-scale datasets
in a time- and cost-effective way (Schnoebelen and Kuperman,
2010; Buhrmester et al., 2011; Garcia et al., 2020). More
concretely, our approach pursues three goals: 1) The collected
data should be of good quality, that is, the dialogues should be

coherent, diverse and natural. 2) The data should be collected in a
low-resource fashion, that is, with as little overhead as possible
and relying to the greatest extent possible on existing
technologies. 3) Our approach should allow for collecting data
in languages other than English (in our case German), where
fewer crowd-workers may be available.

Our contribution with this paper is threefold. 1) We describe
a novel approach for collecting dialogue data which strikes a
balance between limiting researcher-induced bias and a low-
resource, scalable data collection setup. Rather than using
template-based scenarios for eliciting the dialogues, we used
situated scenarios formulated in a way that was aimed at
reducing bias (scripting and priming). Our scenarios were
designed to tap into the participants’ situated knowledge, in
order to afford them the opportunity to go about solving their
task more freely, while at the same time avoiding explicit
reference to relevant entities. Additionally, as method
sections are typically short in dataset publications (e.g., in
Budzianowski et al., 2018; Wen et al., 2017) and design
choices are not always argued for, our in-depth description
can help researchers collect dialogue data in a simple way. 2) In
our data analysis, we present novel operationalizations of
quality metrics and show that small efforts in the data
collection setup can lead to less bias in the dialogue data,
thus making it more ecologically valid. Ecological validity is a
notion introduced by de Vries et al. (2020) into the NLP
community, which specifies “the degree to which [data]
generalize[s] to naturally occurring scenarios” (de Vries
et al., 2020). A dataset is ecologically valid, and thus allows
for such generalizations, if it consists of (simulations of) human-
machine interactions, that is, data which “reflect[s] the intents
and linguistic phenomena found in real-world applications” (de
Vries et al., 2020). 3) We release Crowdsourced Wizard of Oz
Dialogue dataset based on Situated Scenarios (CROWDSS), a
dataset labeled with dialogue acts (DAs) which, to the best of our
knowledge, is the first German task-oriented dialogue dataset. It
can be used for a variety of NLP tasks like DA classification or
response selection.

The paper is structured as follows. First, we describe what
makes dialogue an efficient and flexible form of interaction and
why dialogue is needed for SAs to be able to help users accomplish
complex tasks in a natural way. Next, we review previous
approaches to dialogue data collection, and we describe our
own method, arguing for how our design choices fit in with
our three goals (good-quality data, low-resource approach,
feasibility in languages with limited crowd-worker availability).
We briefly explain our annotation efforts, and go on to analyze
our data regarding data quality. For this purpose, we compare our
data to a sample of MultiWOZ (Budzianowski et al., 2018). De
Vries et al. (2020) used that very corpus to demonstrate the
presence of scripting and priming in datasets for NLP. Crucially
though, MultiWOZ makes for an ideal comparison as it was
collected in the same way as CROWDSS, with one key difference
which is the stimuli used to elicit the dialogues (template-based
vs. situated scenarios). Assessing pre-script-edness regarding
task-relevant entities (scripting), lexical overlap between
scenario and dialogue (priming) as well as diversity between
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dialogues elicited from the same scenario (scalability), we can
show that small investments in the collection setup can greatly
improve the dialogue quality.

Dialogue as the Mode for Solving
Complex Tasks
Current SAs including popular services like Apple’s Siri or
Amazon’s Alexa do a good job at single-turn commands and
simple multi-turn interactions. However, SAs could also support
humans in complex tasks like finding a restaurant and booking a
table there, comparing shopping items, or searching large
databases (Asri et al., 2017; de Vries et al., 2020). To the
extent to which SAs are already capable of assisting humans in
such complex tasks, they are typically implemented in a
simplified way: a restaurant booking task would, for example,
be implemented as slot filling, which limits the exchange to the
assistant requesting information from the user and the user
informing the assistant (e.g., in Rasa—Bocklisch et al., 2017).
In human-human interaction, on the other hand, such tasks
would be collaboratively solved in a sophisticated way using
dialogue (Stalnaker, 1978; Clark and Wilkes-Gibbs, 1986;
Garrod and Anderson, 1987; Clark, 1996; Pickering and
Garrod, 2004; Xu and Reitter, 2018).

Human dialogue is a flexible mode of interaction without a
turn limit, enabling information to be exchanged dynamically,
depending on the dialogue flow, a sudden change of mind, new
incoming information, etc. The linguistic features that constitute
dialogue make it a very efficient way of negotiating information
while building common ground (Stalnaker, 1978; Clark and
Wilkes-Gibbs, 1986; Clark, 1996; Xu and Reitter, 2018):
already-introduced entities can be referred to with shorter
expressions (anaphora, Poesio and Rieser, 2011);
understanding from context makes it possible to omit
superfluous elements (context sensitivity, ellipsis, Levelt and
Kelter, 1982); mutual understanding is continuously displayed
and monitored (back-channeling, Schegloff, 1982) and if need be
enforced (error management), and there is an elaborate system
for floor management (turn-taking, Oreström, 1983). Its
flexibility and efficiency may explain why dialogue is so easy
to process for humans (Fox and Jean, 1999; Branigan et al., 2011)
and why it presumably is also their preferred format of SA
interaction (de Vries et al., 2020).

In sum, the flexibility and efficiency of dialogue as a mode of
interaction as well as a (presumable) general human preference for
this type of communication indicate that SAs need to be able to
handle natural dialogue if they are to assist humans inmore complex
everyday tasks. Dialogue as an interaction mode is, of course, not
limited to task-oriented settings where SAs help users get a task done,
but also social SA interactions can (and should) adopt a dialogical
style. However, the following discussion of previous work solely
focuses on data collection for task-oriented systems.

Previous Work
Dialogue datasets have been collected or generated in three
different ways, distinguished by who is interacting with whom
in the data collection/generation process.

Dialogue Data Collection Settings
In a human-human setting, two or more human users talk or
write to each other, thereby generating a dialogical interaction.
Since all interlocutors are human and thus dialogue-competent,
the aforementioned dialogue-specific phenomena are ideally
present in and can be learnt from data collected in this way.
Yet, humans talk differently to machines than with their fellow
human beings (de Vries et al., 2020, but see discussion below).
Thus, simply employing existing human-human dialogue
corpora (e.g., recorded dialogues from customer service
interactions) may not be representative enough of human-
machine interaction to improve current SAs. The human-
human setting was applied, among others, for the MultiWOZ
corpus (Budzianowski et al., 2018), as well as byWen et al. (2017),
Eric et al. (2017), Asri et al. (2017), Byrne et al. (2019) and for
training Google Duplex (Leviathan and Matias 2018; Chen and
Metz 2019), a SA which can interact with businesses on behalf of
customers in the restaurant booking domain.

Apart from that, data has also been collected in a human-
machine setting where a human participant interacts with a
machine, for example in the setup of the second and third
DSTC challenge (Henderson et al., 2013). While this type of
setup may serve to improve an already-existing system, the
improvement can only happen within the capabilities of that
system (Wen et al., 2017; Budzianowski et al., 2018). Crucially
though, natural dialogue-specific phenomena will only be
present to a limited extent in data collected in this way.
They will not be present in the machine turns at all. The
users, then, may speak to the machine in a dialogical way, but
this typically results in the machine’s failure to react
“dialogically”, and, in the long run, in the users’
downscaling their linguistic behavior to a level adequate to
their machine interlocutor (see below).

Furthermore, to overcome data scarcity, data has also been
generated by having two machines interact with each other, for
example by Shah et al. (2018) and by Rastogi et al. (2020). The
machine-produced interactions are typically an exchange of
intents or DAs coupled with entities which are subsequently
translated into natural language, for example by crowd-workers.
While researchers are saved from the time-consuming and error-
prone task of annotating the dialogues, data collected like that can
in no way serve to improve a SA’s dialogue competency as neither
the “user” nor the system are dialogue-competent. Nonetheless,
even datasets collected in this way are called “dialogue datasets”
and are used to train dialogue systems.

Following this, if the goal is to enable machines to handle
dialogue in a natural way, only data collected from human-
human interactions seems adequate (Budzianowski et al., 2018;
Byrne et al., 2019). Dialogue data from human participants has
either been collected in an overt setup where both participants
know they are interacting with another human being (Asri et al.,
2017) or in the style of Wizard-of-Oz (Kelley, 1983).

Wizard-of-Oz Framework
The Wizard-of-Oz (WOz) framework aims at striking a balance
between the naturalness of human-human interaction while still
accounting for the observation that humans talk differently to
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machines than with their fellow human beings. This is generally
attributed to the fact that humans always adapt their language
towards the recipient and what they perceive as the recipient’s
capabilities (Shatz and Gelman 1973; de Vries et al., 2020, but see
discussion below).

Therefore, in aWOz collection, the participant playing the role
of the user (here: she) is led to believe she is interacting with a
machine. The machine, on the other hand, is enacted by a
different participant, who plays the role of the assistant
(Kelley, 1983). Naturally, the assistant (here: he) exhibits better
natural language understanding (NLU) than machines and he
produces a greater variety of answers to user requests than
existing natural language generation (NLG) modules do
(Byrne et al., 2019). In doing so, he generates system turns
that are more representative of how human interlocutors
would behave in similar dialogical scenarios (Merdivan et al.,
2020). At the same time, he formulates his replies knowing that he
is mimicking a machine, respecting crucial boundaries: he only
“operates” within the task that he is “designed for”, producing
mostly task-oriented utterances and engaging less in social chat.
On the other side, “[g]iven the human-level natural language
understanding, [the participant playing the user] quickly realize[s
she] can comfortably and naturally express [her] intent rather
than having to modify behaviors as is normally the case with a
fully automated assistant” (Byrne et al., 2019). Doing that, she
generates user turns that are also more in line with natural
dialogue as it would unfold between human interlocutors,
employing, for example, context-dependent anaphora or
elliptic structures. Yet, she also operates within the boundaries
of an interaction with a machine which was designed for a specific
task, and therefore avoids conversing all too freely with it (Byrne
et al., 2019) as well as typical idiosyncrasies of human dialogue
like back-channeling. It may, of course, be the case that an
individual user participant becomes suspicious of the illusion
of interacting with a machine, but this is not necessarily
detrimental for the data, as this participant will still conform
to the context of addressing a machine for accomplishing
their task.

For human-machine interactions, there is a discussion
regarding whether, in addition to the recipient-oriented talk,
humans conceptualize machines as different, non-human
entities, and (also) for that reason talk differently to them [de
Visser et al. (2016) call this the “unique-agent hypothesis”].
Crucially, this would mean that human-machine interactions
will always be of a different kind than human-human
interactions. In contrast to this, the Media Equation theory,
which originated from the Computers as social actors (CASA)
framework (Nass et al., 1994; Reeves and Nass, 1996; Nass and
Lee, 2001), argues that computers, too, are social actors, and that
humans apply the same social rules and norms when interacting
with them as they do when interacting with fellow human beings
(de Visser et al., 2016). This theory can explain why people
currently behave differently towards machines (i.e., due to their
limited capabilities), but contrary to the “unique-agent
hypothesis”, it predicts that these differences will disappear
with machines becoming more human-like. If machines take
on different “personalities”, possibly even user-adapted ones,

users would still adapt their speech towards their machine
interlocutors, but more so to the specific machine they are
interacting with, to its “personal” style of behavior, rather than
in a generic machine-directed way. For a discussion on how
humanlike-ness is conceptualized and how it can potentially be
reached by machines, refer to de Visser et al. (2016).

Since machines are a long way from being able to converse in a
human-like way, whether or not human-machine interaction will
always be fundamentally different from human-human
interaction is beyond the scope of this paper. For now, we
must reconcile the fact that current human-machine
interaction lags behind human-human interaction (the latter
being the model to strive for and learn from due to its
advantages: flexibility, efficiency, suitability for complex tasks)
and the knowledge that humans (at least for now) generally talk to
machines differently. WOz provides a suitable solution for both
these issues (de Vries et al., 2020) and has accordingly been
applied in some of the major recent data collection efforts (e.g.,
Eric et al., 2017; Budzianowski et al., 2018; Byrne et al., 2019).

Additionally, WOz approaches try to simulate a context
analogous to the eventual deployment context, which is “of
utmost importance” for machine learning (de Vries et al.,
2020). The Spoken Dialogue Systems community has always
taken this simulation of the deployment context very seriously,
actually striving for ecological validity and focusing on smaller,
good-quality datasets (Rieser 2008; Rieser and Lemon 2011;
Schlangen 2019). Lately, however, the focus has shifted to
large-scale collections, both due to demands of huge data-
driven models and thanks to the availability of online data
collection platforms (e.g., Wang et al., 2012; Eric et al., 2017;
Wen et al., 2017; Budzianowski et al., 2018; Wei et al., 2020). Such
collections typically use templates to elicit data, which has been
argued to induce researcher bias into the collected data, lowering
its ecological validity (see below; de Vries et al., 2020). An
interesting open question is then how we can optimally set up
a WOz data collection on the web for a tradeoff between good-
quality data and a low-resource collection setup.

(A)synchronous Interaction
Dialogue data from human interlocutors has either been collected
from live interactions (Garcia et al., 2020) or in an asynchronous
fashion (Eric et al., 2017; Wen et al., 2017; Budzianowski et al.,
2018). Live interactions can be done with hired workers or with
crowd-workers (e.g., over Facebook’s ParlAI). In any case, a large
pool of participants is required, because two participants have to
be available at the same time to be paired up (Garcia et al., 2020),
and in the case of crowd-workers there is a considerable risk of
dropouts.

In asynchronous data collection, dialogues are collected on a
turn-by-turn basis. This means that a participant’s task only
consists in continuing an ongoing dialogue with one turn. The
dialogue including the new turn is then handed to the next
available crowd-worker (in the opposite role) which can
happen at any later point in time. This simplifies the setup
and eliminates the need that two crowd-workers be available
at the same time. Despite the involvement of multiple rather than
two interlocutors, turn-based data collection has been shown to
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generate coherent data (Wen et al., 2017; Budzianowski et al.,
2018). All-important coherence in dialogues is ensured by having
participants read the dialogue history before they respond to it, as
well as through a unifying scenario for the user participants and
in some cases also a unifying user persona (Jonell et al., 2019).

Modality
Dialogue data collections further differ regarding whether the
data is collected in spoken or written modality. As language is not
only recipient-dependent, but also modality-dependent (Serban
et al., 2018), data from spoken interactions is, naturally, most
representative for the smart speech assistant domain. Collecting
spoken rather than written data requires a more complex data
collection setup in which participants record their utterances with
microphones. These utterances, then, need to be transcribed by
an automatic speech recognition (ASR) module, which can be
error-prone (Asri et al., 2017).

While the spoken modality makes sense for live interactions,
for asynchronous data collection, it poses the non-trivial problem
of how the dialogue history (and even the scenario) should be
presented to new crowd-workers who are continuing the
dialogue. One option would be to present the dialogue history
either completely in written form or with the last turn being
synthesized. Yet, this would result in a mix of modalities where
some or all of the dialogue history is in text form, but the crowd-
workers are asked to phrase the dialogue continuation using their
voice. A second option would be to synthesize the whole dialogue
history using two different voices, but that would be rather
strange for the crowd-workers as one of the two voices is
supposed to be their own. Furthermore, only listening to the
dialogue may make it more difficult for crowd-workers to
familiarize themselves with the dialogue that they should
continue, since with text one can more easily revisit what has
already been discussed. Thus, for asynchronous data collection,
using the spoken modality not only means more technical
overhead, but also a modality mix which likely does not result
in higher data representativity for the SA domain than completely
replacing the spoken modality with the written one. Therefore,
asynchronous datasets have been collected in the written
modality (Eric et al., 2017; Wen et al., 2017; Byrne et al., 2019
[note that they also collect spoken data for the same dataset];
Budzianowski et al., 2018), often without even discussing
modality as a factor.

Furthermore, with online chats having become a popular
means of interaction, the line between the written and spoken
modality seems to have become blurrier (Nishimaki 2014). Chats
exhibit some of the features that previously had been proprietary
to spoken language (Dürscheid and Brommer, 2009; Nishimaki,
2014), including, but not limited to shorter, spontaneously
produced units, ellipsis, colloquial style, (near) synchronicity,
and dynamic error management. At the same time, chat
platforms like WhatsApp or Threema (where the modality
focus traditionally was on written chats) also provide the
possibility to send voice messages, and users often mix the
written and spoken modality. Interestingly, when switching to
the spoken modality, the messages are decidedly non-dialogical
not permitting any form of interaction or feedback until the

message is recorded, sent and listened to. In any case, collecting
data in an asynchronous way (i.e., typing a message into a
response field after viewing the dialogue history which is
typically presented in differently-colored text boxes, aligned on
either side of the window), could remind crowd-workers of chat
interactions and stimulate a more oral-style language.

Summary
The main distinction regarding dialogue data collection
approaches comes down to who is interacting with whom in
the collection process, and, along with it, which purpose the
dataset should serve: train better, dialogue-competent NLP
models (human-human setting), improve an existing system
(human-machine setting), or overcome data scarcity (machine-
machine setting). Most datasets collected from human-human
interactions apply the WOz framework in order to obtain data
that is not only representative of natural dialogue, but also of a
human-machine interaction context.WOz data collections can be
distinguished regarding whether the participants interact live or
asynchronously, and along with it, whether they do so in the
written (both) or spoken modality (only live interaction).

Our Approach
Based on the preceding overview, we collect written, task-oriented
dialogues from human-human interactions in the WOz
framework and an asynchronous fashion, aiming at a tradeoff
between good-quality data and a low-resource collection setup.
The dialogues are collected with the help of crowd-workers on
AMT. We propose to collect data asynchronously as it is in
accordance with our low-resource goal. Crucially, this design
choice is also suitable for collecting data in languages that are less
represented on AMT than English, as pairing up two
simultaneously-available crowd-workers becomes obsolete. The
asynchronous approach entails that we collect written data, which
may lower the data’s representativity. However, we argue that we
can mitigate this issue by designing materials which stimulate an
oral context (see below). Furthermore, we collect data in batches
(i.e., all first turns of all dialogues in the first batch, then, all
second turns of all dialogues in the second batch, etc.; see below)
which further simplifies the collection setup.

We follow a similar approach to the one used to collect
MultiWOZ (Budzianowski et al., 2018), as we crowdsource
written dialogues from human interlocutors in an
asynchronous WOz setup. However, de Vries et al. (2020)
used MultiWOZ to exemplify the presence of scripting and
priming in NLP datasets, arguing that this lowers its ecological
validity. Scripting and priming in the data can only be induced by
the materials used to elicit the dialogues. Therefore, rather than
using template-based scenarios like in MultiWOZ, we propose to
use situated scenarios (see below), aimed at collecting good-
quality data despite the low-resource setup.

MATERIALS AND EQUIPMENT

In order to collect task-based dialogues, there needs to be a task
that the crowd-workers playing the user need assistance with, and
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that they should solve collaboratively with the crowd-workers
playing the assistant. The user participants (UPs) got instructions
for their role and a scenario which specified the task for a given
dialogue. The assistant participants (APs) also got instructions for
their role and a database which they could query to help the UPs
accomplish their task.

Instructions for User Participants
The instructions for UPs introduced a simulated situation: they
were driving with their car to their workplace (see Figure 1)1 and
while doing so they should solve a specific task with the help of an
intelligent in-car SA. That task was detailed in the scenario (see
below). It was stressed multiple times that the UPs should carry
out only one step in order to come closer to solving the task (see
bold words in Figure 1). This should prevent UPs from taking too
lengthy turns, which would not be representative of spoken
dialogue, where pieces of information are typically negotiated
step by step. Also, the instructions put emphasis on the fact that it
was a simulation of an oral interaction taking place in a hands-
free environment. The UPs were asked to read what they had
already talked about with their SA and to write what they would
say next to the SA if it were an oral dialogue.

The instructions further detailed a few other points that the
UPs should consider, including that they could freely choose how
to react if the SA could not meet their request or if they were

presented with a question that they could not answer by relying
on the scenario. They were furthermore encouraged to evaluate
offers from the SA according to their own liking. These points
were included to give the UPs more freedom, which should lead
to more diverse dialogues. Furthermore, the UPs were instructed
to tick a box, 1) if they deemed that the dialogue was completed,
and/or 2) if they thought that the preceding dialogue history was
incoherent. This built-in, crowd-sourced dialogue validation
mechanism could make scaling easier. Lastly, they had the
option to leave us a comment.

Situated Scenarios for User Participants
The task that the UPs should pursue in their dialogue (finding a
restaurant and, in some scenarios, also booking a table, see
below) was specified in a scenario. Asynchronous data
collection has been shown to generate coherent dialogues
(Wen et al., 2017; Budzianowski et al., 2018) as long as all
UPs working on the same dialogue are presented with the same
scenario and the dialogue history up to their turn. Template-
based scenarios can help achieve coherence, but they arguably
offer the participants too fixed of a script to solve the task and
prime their lexical choices (de Vries et al., 2020). As our first
goal was to collect good-quality data that is not only coherent,
but also diverse and natural, our scenarios had to specify the
right amount of information to, on the one hand, achieve a
unified intent (in the interest of coherence), but, on the other
hand, give enough freedom to the UPs, making sure that the
dialogues are not completely pre-script-ed (in the interest of
diversity and naturalness).

FIGURE 1 | Instructions familiarizing the user participants with their task.

1Find translations of all German-language figures, tables and examples in the
Supplementary Material.

Frontiers in Computer Science | www.frontiersin.org June 2021 | Volume 3 | Article 6860506

Frommherz and Zarcone Crowdsourcing Ecologically-Valid Dialogue Data

46

https://www.frontiersin.org/journals/computer-science
www.frontiersin.org
https://www.frontiersin.org/journals/computer-science#articles


In order to achieve all of that, we designed situated scenarios to
tap into the participant’s situated knowledge of restaurant
booking. Situations such as finding a restaurant or booking a
table are represented in our brain as complex simulations of
perceived situations (Barsalou, 2009), which include information
regarding relevant people and objects, typical actions,
background settings as well as introspections, intentions and
emotions. We can tap into this situated knowledge without
having to spelling out every single detail of a situation (as do
template-based scenarios), but using minimal lexical or visual
cues (McRae et al., 2018). For example, it can be assumed to be
common knowledge that some restaurants do not allow pets and
hence “your dachshund Benno should also be allowed to tag
along” (see Example 1 below) should be enough of a cue to let UPs
know they should consider this criterion in finding a restaurant.
Situated knowledge also includes what typically motivates a
situation: people do not just book a restaurant matching a set
of criteria for the sake of booking a restaurant, but they engage in
such a situation with a specific motivation in mind. Therefore, to
make the scenarios more realistic, we also included some
background information about the person that the UPs were
simulating as well as their motivation (e.g., in Example 1, the
holidays in Brittany and the there-acquired love for French
cuisine as background; taking out the girlfriend as motivation).

Example 1 shows an example scenario including a booking
task:

“Example 1: Die letzten paar Urlaube hast Du mit Deiner
Freundin in der Bretagne verbracht. Da hast Du die Küche
dieses Landes lieben gelernt: Baguette, Croissants, Käse und
Rotwein... Heute Abend möchtest Du mit ihr essen gehen.
Euer Dackel Benno sollte auch mitkommen dürfen. Der
Abend sollte nicht zu teuer werden, es muss aber auch
nicht das billigste Restaurant sein. Finde ein passendes
Restaurant und buche einen Tisch für Euch. Bringe
außerdem die Adresse des Restaurants in Erfahrung.”
English translation: “You’ve spent your last couple of holidays
with your girlfriend in Brittany. You’ve got to love the cuisine of
that country: baguette, croissants, cheese and red wine. . .
Tonight you want to take her out to dinner. Your
dachshund Benno should be allowed to tag along. The
evening shouldn’t be too expensive, but it need not be the
cheapest place either. Find a matching restaurant and book a
table for you guys. Also, inquire about the restaurant’s address.”
Further, the information that we chose to provide for finding a

restaurant should not jeopardize the naturalness of the dialogues
on the level of wording. The scenario in Example 1 nicely
demonstrates our efforts to avoid lexical priming in the
dialogues. It specifies three criteria for finding a suitable
restaurant (French cuisine, dog-friendly, medium price range)
and two for booking a table there (tonight, two people).
Crucially, none of these criteria are explicitly given in full
detail: French cuisine is hinted at by the vacations in Brittany
as well as typical French dishes, pet-friendly is paraphrased by
means of “your dachshund Benno should also be allowed to tag
along” (note that, in German, the word Hund [dog] is not used),
medium price range can logically be deduced from “not too
expensive, but not too cheap either”, tonight is explicitly

specified, the exact time, however, is not, and, lastly, two
people must be derived from “you and your girlfriend”. We
used vague language and circumlocutions for all the criteria in
the scenarios, in order to afford crowd-workers the opportunity
to phrase their utterances in their own words, rather than priming
them into using the exact same words as in the scenarios.

In total, we used ten different handcrafted scenarios as seeds
for the dialogues (see Batch-wise data collection). Five of them
only concerned finding a restaurant, and the other five also
required booking a table there. Each scenario contained three
search criteria, which mirrored the search criteria in the database
that the APs had at their disposal (see below). Thus, the scenarios
were so detailed that the UPs were likely to go about solving them
in multiple steps, that is, engaging in a dialogue.

In sum, our situated scenarios describe the task in a way that
should reduce priming while still cueing the target situation, and
at the same time permit some degree of freedom for the UPs, and
we expect them to yield coherent, yet diverse, and natural
dialogue data.

Instructions for Assistant Participants
For the APs, the instructions explained that their task was to play
the role of an in-car SA and help a human driver find and book a
restaurant (and only do that; see Figure 2). They were instructed
to carefully read the dialogue history, extract relevant information
from it and use it to query a simple database which we provided
(see below), to find a restaurant matching the user’s request. The
APs also had the option to mark dialogues as completed or as
incoherent, as well as leave us a comment.

APs were further informed about their capabilities as SAs: They
could simulate making bookings, calling venues as well as navigating
there. To simulate bookings, APs continuing the dialogues past the
fourth turn (see Batch-wise data collection) saw three additional text
fields in their graphical user interface (GUI; see below), where they
were asked to enter any booking information (name of restaurant,
day and time of booking, number of guests, respectively) as soon as
the users had settled on one of them. Bookings were always
successful, as they only consisted in filling in these fields. The
database was the APs’ only source of information. Thus, if a user
asked for reviews about a restaurant, this request should be
considered as “out of scope”, as reviews were not part of the
database (see below). Again, we put emphasis on the fact that the
APs were engaging in what should be an oral interaction.

Database for Assistant Participants
The database (see Figure 3) that the APs had at their disposal was
implemented as a simple combination of HTML forms and
client-side JavaScript which was integrated into the HTML
code for the GUI (see below). It consisted of 200 different
restaurants, where each had a unique name and was defined
regarding the search criteria cuisine (American, Chinese, French,
German, Italian, Mexican, Turkish, vegan), location (downtown,
North, South, East, West, countryside), price range (cheap,
moderate, expensive) as well as an additional feature (live
music, wheelchair accessible, dog-friendly, featuring garden/
terrace, accepts credit cards; note that, for simplicity, these
features were mutually exclusive). Furthermore, each
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restaurant featured an address including an indication of the
distance from the users’ current location which the UPs could
request from the APs (see Example 1). The database could be
filtered using any combination of the search criteria.

Presupposing that UPs would extract the intended search
criteria from the scenario, request them in their utterance, and
that the APs would use them to filter the database, four out of the
ten scenarios were designed to lead to multiple entries in the

FIGURE 2 | Instructions familiarizing assistant participants with their task.

FIGURE 3 | Restaurant database which the assistant participants could query to find venues matching the user’s request.
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database, another four would instead lead to one entry each, and
the last two to zero entries. This should again produce more
diverse dialogues.

As the dialogues were gradually continued (see Batch-wise
data collection), APs always saw the database output with the
most recently-applied filters from the previous AP turn, but they
could always modify them to yield different search results.

The architecture of AMT is centered around the publication
of batches of human intelligence tasks (HITs). One batch

contains one or more HITs, each of which can be assigned to
one or multiple crowd-workers. The platform offers templates
for common crowdsourcing setups (e.g., sentiment analysis) for
task completion on-site. Alternatively, it can be used to only
recruit participants for task completion on an external website.
Further, it features an HTML editor where researchers can
design their custom GUI for task completion on-site. In
pursuit of our low-resource goal, we opted for this possibility
and designed two complete GUIs inside AMT’s HTML editor:

FIGURE 4 | Graphical User Interface for user participants with dialogue history, a response and optional comment field as well as end/spam check boxes.

FIGURE 5 | Map of fictional city “Bornberg” which was embedded into the Graphical User Interface of both participant groups, establishing common ground
between them.
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one for UPs (see Figure 4), and one for APs including the
searchable database.

For common grounding, participants of both roles further saw
a map of the fictional city “Bornberg” in their GUI (see Figure 5).
The map featured a pin indicating the user’s current location.
This should enhance the situatedness of the task of finding a
restaurant in a specific geographic environment, by providing an
additional cue in the visual modality.

METHODS

Having prepared instructions, scenarios, the database and the
GUIs, we launched our data collection. We collected the data in
batches, which is fully in line with AMT’s architecture.

Batch-wise Data Collection
In batch 1, we presented the instructions and a scenario to UPs,
who (according to their role) were assigned a scenario to pursue,
and who had to initiate the dialogue. Applying a one-to-three
ratio, we assigned each of the ten scenarios to three unique
workers, to collect first utterances for each scenario, thus
generating 30 dialogue beginnings in batch 1 (see Figure 6)2.
Having collected them, we ran a post-processing script on the
data, which spell-checked the utterances (relying on spaCy and
pyspellchecker; Honnibal et al., 2020; Barrus 2019), corrected
common misspellings (like wrong lower-casing of the polite form
Sie) and flagged duplicate, empty or overly long answers (twelve
words or more) for manual review. Our asynchronous batch-wise
collection setup allowed us to do this offline and under no time
pressure.

Next, in batch 2, we used the 30 dialogue beginnings as seeds to
collect dialogue continuations (i.e., the second turn) from APs.
The APs were presented with instructions, the database and a
dialogue history which, at this point, only consisted of one
previous turn. We again applied a one-to-three ratio and
assigned each beginning to three unique APs, thus collecting
90 two-turn dialogues by the end of batch 2. We excluded 7 of
them, as they had been marked as incoherent, and ran our post-
processing script on the remaining 83 dialogues, manually
reviewing flagged ones.

In batch 3 we then collected dialogue continuations from UPs,
who were now instructed to familiarize themselves with the
dialogue history as well and to continue the dialogues.
Further, if they were working on a scenario which required
booking a table, they were only now presented with this
additional task as we wanted to prevent information overload
in batch 1. For batch 3, we did not follow the one-to-three ratio
between dialogue seeds and new continuations, but we assigned
about a third of the 83 dialogues (30) to two UPs each (one-to-
two ratio) and the rest (53) to only one UP each (one-to-one
ratio). This was an arbitrary choice to limit the overall size of the
dataset, as we primarily wanted to gain experience in collecting
dialogue data in an ecologically-valid way, pathing the way for
future domain-specific collections. At the end of batch 3 we
obtained 113 unique dialogues. For batch 4 and onward, we
continued assigning these 113 dialogues to participants following
a one-to-one ratio, until they were complete. A dialogue was
complete when one of the participants marked it as completed.
Such dialogues were reviewed by us and, if complete, excluded
from subsequent batches. Post-processing was performed after
each batch.

Participants
In total, 57 unique participants contributed to the dialogues, of
which 34 as UPs and 23 as APs. All crowd-workers had to be

FIGURE 6 | One-to-many ratio showing how one dialogue seed was used to elicit multiple dialogue continuations.

2Note that the dialogue ids do not correspond to the dialogue ids in the dataset, as
numbering in the dataset started with the first turn rather than with the scenario.
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located in Germany. Additionally, they were asked to only
participate if they were fluent in German. Some participants
had to be excluded from further participation because of their
non-fluent level in German, which became apparent when our
post-processing script flagged their utterances due to, for
example, misspellings. Participants should have an approval
rate greater than 95% on AMT and we paid them above
German minimum wage.

To uphold theWOz illusion, crowd-workers were consistently
excluded from participating in the opposite role using AMT’s
built-in worker management, but not from participating in
subsequent batches of the same role. However, in order to
allow for more worker diversity in the data, we split batches
into (up to eight) sub-batches and used “intra-role” worker
exclusion, meaning that, for example, a UP from sub-batch 3.2
could not participate in sub-batch 3.3.

Annotation
We annotated our dialogues with DAs relying on the
“Hierarchical Schema of Linked Dialog Acts” proposed by
Pareti and Lando (2019). DA annotation schemes are typically
developed either for human-human interaction (e.g., Bunt et al.,
2010), or to meet domain-specific engineering requirements (e.g.,
the scheme used for MultiWOZ). Pareti and Lando’s scheme
bridges this gap as it was specifically developed to account for
human-machine interaction, but in a broadly applicable, domain-
agnostic way. It features “useful categories that can help [. . .]
understand the human dialog input as well as generate a suitable
machine reaction” (Pareti and Lando 2019). The schema is
hierarchical with three levels of granularity (but can be
extended, also with lower-level domain-specific tags if needed;
see Table 1), where a full tag is composed of three sub-tags, one
for each level, for example request.instruct.task. Further, the
schema is expectation-based, meaning that the tags should be
“informative of the [most salient] conversational expectations at
each given point in the dialog” (Pareti and Lando 2019). Hence,
for example, offers made by the assistant to the user fall into the
high-level category of requests, as they create an expectation on
the user to accept (or reject) it. In the original proposal, DAs are
further linked with each other (beyond simple order), but for
reasons of simplicity, we did not use this feature.

Conducting an iterative annotation pilot involving three
trained linguists, we generally deemed it intuitive to find a tag

from the schema for a given sequence in our data, and would
typically also agree on the choice of the tag. However, as the
schema does not provide descriptions of the individual tags, we
created our own annotation guidelines. We share them (see
Supplementary Material), as this may help other researchers
annotate dialogues with the same scheme. We did not modify
the scheme, but disposed of some tags that were not needed for
our data (e.g., the original scheme contains further assert tags
for opinions and elaborations). Annotation of all dialogues was
then performed by two of the three annotators using Doccano
(Nakayama et al., 2018; see Figure 7). The dialogues were pre-
segmented into utterances, but we did not restrict the number
of consecutive tags that the annotators could assign to an
utterance. This resulted in some cases (19 out of 897
utterances) in a different number of tags assigned by the
annotators to the same utterance. For example, one
annotator would use one tag (e.g., request.instruct.task),
whereas the other would further segment the utterance and
use two (e.g., social.greetings.opening, request.instruct.task). In
order to compute inter-annotator agreement (Cohen’s kappa),
we considered the smallest annotated unit (by either
annotator) and, when needed, we doubled the tags assigned
by the other annotator to ensure an equal number of tags
assigned to each utterance. The resulting inter-annotator
agreement (excluding the dialogues annotated during the
pilot) was very high at 0.91. This is encouraging, as it
suggests that crowd-workers could perform this task in
large-scale collections, increasing the potential of scalability.
Finally, the few inconsistencies were reconciled.

For the data quality analyses, we also annotated both dialogues
and scenarios with entities, labelling all entities that are needed
for finding a restaurant (cuisine, location, price
range), booking a table there (number of people, day
of booking, time of booking) or that could be requested
by the user and retrieved from the database (address).
Additional features (live music, wheelchair
accessible, dog-friendly, featuring garden/
terrace, accepts credit card) were annotated as
Boolean entities. Annotation was performed in Doccano by
one trained linguist. For each entity, we also saved the
corresponding surface form in the scenario or dialogue and
additionally normalized that surface form into entity
categories, leaving us with, for example, the surface form

TABLE 1 |Comparison of CROWDSS with similar datasets (partially from Budzianowski et al., 2018; numbers for MultiWOZ and the dataset collected for Eric et al., 2017 are
for the training split, for FRAMES the division is not specified, for CROWDSS the numbers refer to the whole dataset).

Metric MultiWOZ Budzianowski et al.
(2018)

FRAMES
Asri et al. (2017)

Dataset collected for
Eric et al. (2017)

CROWDSS

# Dialogues 8,438 1,369 2,425 113
Total # turns 113,556 19,986 Not provided 897
Total # tokens 1,490,615 251,867 Not provided 9,487
Avg. turns per dialogue 13.46 14.60 5.25 7.94
Avg. tokens per turn 13.13 12.60 9 10.1
Total unique tokens 23,689 12,043 1,601 906
# Slots 24 61 15 12
# Values 4,510 3,871 284 26
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“Küche des Reichs der Mitte” for the entity category Chinese for
the entity cuisine.

Since our data quality analyses are partly comparative, we
performed the same entity annotations for a sample of dialogues
including the corresponding scenarios from MultiWOZ (see
below).

RESULTS

In total, we collected 113 dialogues with a mean length of 7.94
turns per dialogue (SD � 2.13). The shortest dialogue consisted of
four turns, the longest of 14 turns. Mean turn length was 10.1

tokens (SD � 3.98). The type-token-ratio (TTR) is 0.09 for the
whole dataset and 0.71 on average for single dialogues. The two
numbers differ substantially, as TTR is very sensitive to text
length. In contrast, the Measure of Textual Lexical Diversity
(McCarthy and Jarvis, 2010), a measure which avoids
correlation with text length, is 67.72 for the whole dataset and
on average 70.58 for single dialogues. Table 1 presents a
comparison between CROWDSS and similar datasets.
Figure 8 shows the distribution of dialogue length in number
of turns in CROWDSS. The high number of dialogues ending
with an assistant turn (even-number dialogue length) rather than
with a user turn is due to the fact that APs typically marked
dialogues as completed as soon as they had filled in all booking

FIGURE 7 | An example dialogue annotated with dialogue acts in Doccano.

FIGURE 8 | Distribution of dialogue length in number of turns in CROWDSS.
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fields and we manually confirmed that this was the case. Figure 9
shows the distribution of turn length in tokens for user and
assistant turns, respectively. Figure 10 shows the distribution of
all dialogue acts and of high-level dialogue acts, respectively (see
Annotation). Finally, Figure 11 shows the distribution of number
of dialogue acts per turn.

Data Quality Analysis
Our first goal was to collect good-quality data that is both
coherent, diverse and natural. In terms of coherence, we
observe that our built-in spam detector was rarely used by
the participants, suggesting that they had no problems making

sense of the ongoing dialogue and continuing it with a
meaningful next turn. Also, the optional comment field was
not used to indicate any trouble regarding that. Furthermore,
having annotated CROWDSS, it is our impression that the
dialogues are coherent.

Diversity and naturalness, then, can be subsumed under
the concept of ecological validity (see Introduction). A
dataset can deviate from an ideal ecologically-valid
methodology in five ways: 1) if it relies on synthetic
language, or, given that the dataset contains authentic
language, 2) if it was collected using an artificial task
without real-world correspondence, 3) if it does not come

FIGURE 9 | Distribution of turn length in number of tokens for user and assistant turns in CROWDSS.

FIGURE 10 | Distribution of dialogue acts and high-level dialogue acts in CROWDSS.
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from users who may eventually benefit from a SA capable of a
given, meaningful task, 4) if it contains single-turn
interactions lacking the “conversational aspect”, or 5) if
template-based scenarios were used for data collection,
which can lead to scripting and priming in the dataset (de
Vries et al., 2020). WOz setups have typically aimed at
sidestepping most of these issues. The use of template-
based scenarios, however, can potentially be critical and

affect the ecological validity by pre-script-ing the dialogues
too much and by priming the participants’ lexical choices.

We thus focus our data quality analysis on investigating the
presence (or, ideally, the absence) of scripting and priming in
CROWDSS. For that, we compare our dataset to the English-
language MultiWOZ dataset (Budzianowski et al., 2018). We find
that despite being in a different language, MultiWOZ makes for
an ideal comparison. First, because de Vries et al. (2020) used that
very dataset to show the presence of scripting and priming.
Second, MultiWOZ was collected in the same way as
CROWDSS (even the domain is the same) but with the
potentially critical difference regarding the stimuli: template-
based scenarios in MultiWOZ, handcrafted situated scenarios
in CROWDSS. As for the language difference, we cannot exclude
the possibility that the vocabularies for the task at hand are not
equally rich in the two languages (e.g., in an extreme case, the
English vocabulary could be so restricted that participants would
make a given lexical choice, irrespective of a stimulus priming it
or not). However, we argue that it is reasonable to assume similar
vocabularies, given the closeness of English and German as well as
the everyday nature of the task. For the analyses of lexical overlap
(see Priming), we lemmatized all tokens so that different German
case endings could not lead to an excessively low rate of overlap
for German.

We first extracted a sample from MultiWOZ (n � 10,438
dialogues spanning multiple domains) to match the size of our
dataset (n � 113). This was done by computing a random same-
size sample from all single-domain dialogues in the restaurant
domain. We observed that the restaurant dialogues in MultiWOZ

FIGURE 11 | Distribution of number of dialogue acts per turn in
CROWDSS.

FIGURE 12 | Dialogue Act Sequence Similarity between turns elicited by same dialogue beginning: the two second turns share the first dialogue act and differ
regarding the second one resulting in a sequence similarity of 0.5.
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(M � 9.16 turns/dialogue, SD � 2.69) generally are longer than the
dialogues in CROWDSS (M � 7.94 turns/dialogue, SD � 2.14).
For better comparability, we required the random sample3 to
consist of similar-length dialogues. The random sample had a
mean dialogue length of 8.25 (SD � 2.16), which, as an unpaired
t-test revealed, did not differ significantly from the mean dialogue
length in CROWDSS (t � 1.08, p � 0.28). Next, we pre-processed
all dialogue turns in both datasets, removing HTML-tags,
punctuation and custom stop words (articles, pronouns,
prepositions; ≈140 English stop words and ≈320 German stop
words with all different case endings, where applicable), as well as
tokenizing and lemmatizing the dialogues (relying on spaCy;
Honnibal et al., 2020).

Scripting
Our first analysis was aimed at assessing how much freedom the
participants had in terms of what they should accomplish in the
dialogue. We thus compared the entities mentioned in a
dialogue’s user turns with the entities mentioned in the
corresponding scenario (we excluded assistant turns because
only users could potentially be influenced by the entities in
the scenario). Entities are critical for the tasks of finding and
booking a restaurant as they define key criteria like cuisine or time
of booking. More specifically, we computed the overlap of entity
categories (e.g., Italian, American for the entity cuisine)
between dialogue and scenario as a proxy for how pre-script-
ed a dialogue is: if an entity category in a user turn also appears in
the scenario, this counts as overlap. For the MultiWOZ sample,
on average 95% of the entity categories mentioned in the user
turns in a dialogue also appear in the corresponding scenario for
that dialogue (M � 0.95, SD � 0.10). In comparison, in our data,
only 75% of entity categories in the user turns also appear in the
corresponding scenario (M � 0.75, SD � 0.19). An unpaired t-test
revealed that this difference is significant (t � 10.39, p < 0.001).
The example dialogue from MultiWOZ in Table 2 mirrors this

result: all entity categories brought up in the user turns also
appear in the corresponding scenario. The example dialogue from
CROWDSS (Table 3), then, shows higher entity category overlap
than average, but it points to another interesting aspect: the user
asks for a restaurant “[i]n der Nordstadt” (in the north of town),
even though location is not specified in the corresponding
scenario. The map of “Bornberg” (see Figure 5) indicates the
user’s car location with a pin (at the border of the north and east
part of town), and this may have led the user to pick Nordstadt as
a location. The map, besides providing common ground for user
and assistant, provides an additional (visual) source of
information which is grounded in the task. The map can be
used by the users to make an independent choice (picking
Nordstadt or another part of town) and thus contributes to
reducing scripting. Textual elements in the map (the label
Nordstadt) may have primed the user’s lexical choice, but this
can easily be avoided, for example, by using a compass instead.

The differing levels of entity category overlap indicate that the
user-assistant interactions in the MultiWOZ sample are almost
entirely “limited by the complexity of the script” (de Vries et al.,
2020; script being synonymous with scenario), and that the
template-based script kept the users from making any
independent choices which could have led to more diverse
dialogues. In CROWDSS, on the other hand, a quarter of all
entity categories in the user turns is not scripted by the scenario
and, thus, they represent independent choices by the users. It
seems that our efforts— intentionally not specifying all entities in
the scenario and explicitly granting the users some freedom to
make their own choices (see Materials and Equipment) — led to
relatively diverse dialogues on the level of entity categories.

Second, we had a closer look at dialogues where the same
entity appears twice, but in different categories. This would
typically happen when the first choice of the user was not
available, and an alternative was requested. Such cases should
appear in both datasets: in CROWDSS, because we intentionally
created scenarios that would lead to zero entries in the assistants’
database, making a change of entity category necessary for the
dialogue to continue (see Materials and Equipment); and in the

TABLE 2 | Entities in scenario and dialogue of MultiWOZ example dialogue.

Location Order Entity Category Surface form

Scenario 1 location south “south”
Scenario 2 cuisine international “international”
Scenario 3 price_range expensive “expensive”
Scenario 4 cuisine indian “indian”
Scenario 5 number_of_people 4 “4 people”
Scenario 6 time_of_booking T16:15 “16:15”
Scenario 7 day_of_booking wednesday “wednesday”
Scenario 8 time_of_booking T15:15 “15:15”
Scenario 9 reference_number_req reference_number_req “reference number”
Dialogue 1 location south “south”
Dialogue 2 cuisine international “international”
Dialogue 3 cuisine indian “Indian”
Dialogue 4 number_of_people 4 “4 people”
Dialogue 5 time_of_booking T16:15 “16:15”
Dialogue 6 day_of_booking wednesday “wednesday”
Dialogue 7 time_of_booking T15:15 “15:15”

3Find the dialogue ids of the MultiWOZ sample in Supplementary Material.
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MultiWOZ sample, because there are scenarios following an if-
then-logic (e.g., from the scenario in Table 2: “The restaurant
[. . .] should serve international food. If there is no such
restaurant, how about one that serves indian [sic!] food [. . .]
you want to book a table [. . .] at 16:15 on wednesday [sic!]. If the
booking fails how about 15:15”). Across all dialogues of the
MultiWOZ sample, there are 43 entities which appear twice, but
in different categories, and for all of them not only the category
of the first mention, but also the category of the second mention
appears in the scenario. Thus, not only the first choice of the user
has been scripted, but also the alternative that they request when
the first choice is unavailable. In comparison, in CROWDSS, out
of a total of 31 entities appearing twice in a dialogue, but with
different categories, only in four cases both the category of the
first mention and second mention appear in the corresponding
scenario. These are cases where location is mentioned twice in
both the scenario (e.g., as “in deiner Nähe im Osten der Stadt”
[close to your location in the east of town]) and the dialogue,
where the user would first ask for a restaurant in the east and
then one nearby (or vice versa). Crucially, though, in 27 cases
the users mention the second entity in a category that is not
specified in the scenario. While it is not a surprise that in the
MultiWOZ sample all second entity mentions are scripted with
regard to the entity category (as the scenarios explicitly
predefine the behavior in case a request fails), it is
encouraging that the users in CROWDSS continued the
dialogues making their own choices in the face of a failed
first request, which again increases the dialogue diversity.

Third and last, we investigated whether the dialogues are
scripted with regard to the entity order. That is, if the order in
which entities are mentioned in the scenario provides a sort of a
script which is reproduced in the order of entity mentions in the
dialogue. For that, we simply compared the order of entities as
they are brought up in the dialogue with the order in which they
are mentioned in the corresponding scenario (ignoring entities
which are specified in the scenario, but not mentioned in the
dialogue). In the MultiWOZ sample, 46 of 113 dialogues exhibit
the exact same order of entities between dialogue and scenario. In
CROWDSS, this is only true of five out of 113 dialogues. Again,
the examples in Table 2 and Table 3 show that the entity order is

identical between dialogue and scenario in the MultiWOZ
example, whereas the entities appear in a very different order
in the example from CROWDSS. This result, then, also suggests
that our situated scenarios (where some entities had to be
deduced from multiple pieces of information spread across the
scenario, e.g., in Table 3 the scenario ended with “buche einen
Tisch für Euch”, where Euch had to be derived from “Zum
Muttertag möchtest Du Deine Mama zum Essen einladen”, at
the very beginning of the scenario) led to more diverse dialogues
than the scenarios used in MultiWOZ. An interesting open
question is whether people have a natural preference for the
order in which entities are mentioned. However, our data may be
too small to draw any conclusions about this.

Priming
Our next analysis is aimed at assessing how much freedom the
participants had in terms of how they lexically accomplished their
task in the dialogue. For that, we looked at the lexical overlap
between a given scenario and the corresponding user turns (we
again excluded assistant turns because only the users could
potentially be primed by the scenario). Let s be the scenario, u
the user turns in a dialogue, and Ls and Lu the set of content word
types in s and u, we computed the lexical overlap between s and
u as

LexOverlapsu � |Ls ∪  Lu|
|Ls ∪  Lu|

that is, the proportion of content word types in a scenario which
are re-used in the user turns. For the MultiWOZ sample, on
average more than 50% of the scenario’s content word types also
appear in the user turns of the corresponding dialogue (M � 0.51,
SD � 0.11). In comparison, in CROWDSS on average only 15% of
content word types in the scenario also appear in the user turns
(M � 0.15, SD � 0.06). An unpaired t-test revealed that this
difference is significant (t � 30.29, p < 0.001).

Second, as most of our efforts were focused on how to phrase
the entities in the scenario, in addition to the lexical priming
analysis on the whole content vocabulary, we also compared the
lexical overlap for entities only. Compared to our previous
analysis of entities, we are now not looking at the normalized

TABLE 3 | Entities in scenario and dialogue of CROWDSS example dialogue.

Location Order Entity Category Surface form

Scenario 1 number_of_people 2 “Zum Muttertag möchtest du deine Mama zum Essen einladen”
Scenario 2 cuisine vegan “Ihr seid beide sehr naturverbunden und esst keine tierischen Lebensmittel”
Scenario 3 garden/terrace TRUE “Da das Wetter schön sein soll, möchtet ihr gerne draußen sitzen können”
Scenario 4 price_range cheap “Du befindest dich gerade auf einer finanziellen Durststrecke und hast nur ein begrenztes Budget”
Scenario 5 day_of_booking tomorrow “morgen”
Scenario 6 time_of_booking noon “Mittagessen”
Scenario 7 address_req address “Adresse”
Dialogue 1 price_range cheap “günstiges”
Dialogue 2 cuisine vegan “veganes”
Dialogue 3 location north “In der Nordstadt”
Dialogue 4 garden/terrace TRUE “mit Garten”
Dialogue 5 number_of_people 2 “2”
Dialogue 6 day_of_booking tomorrow “morgen”
Dialogue 7 time_of_booking noon “Mittag”
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categories but at the overlap between entity surface forms in the
user turns with entity surface forms in the corresponding scenario.
If an entity surface form in a user turn also appears in the exact same
form in the scenario, this counts as overlap. For the MultiWOZ
sample, on average more than 84% of the user turn entity surface
forms also appear in the corresponding scenario (M � 0.85, SD �
0.16). In comparison, in CROWDSS on average only 15% of user
turn entity surface forms also appear in the scenario (M� 0.15, SD �
0.15). An unpaired t-test revealed that this difference is significant
(t � 33.27, p < 0.001). The examples in Table 2 and Table 3 nicely
illustrate that: The surface forms between user turns and
corresponding scenario in the MultiWOZ example overlap in
their entirety. In the example from CROWDSS, on the other
hand, only “morgen” (tomorrow) for the day of booking is
mentioned in the exact same form in the corresponding
scenario. All the other entities take on different surface forms,
mainly thanks to the circumlocutions used in the scenario.

Both looking at the whole content vocabulary and looking at
entities only, the results suggest that our scenarios led to
considerably less priming in the dialogues, when compared to
the MultiWOZ sample. Budzianowski et al. (2018) argue that
their template-based approach provides “easy-to-follow goals for
the users [which] resulted in a bigger diversity and semantical
richness of the collected data”. However, contrary to this claim,
our analysis on the sample appears to confirm the observation by
de Vries et al. (2020) that in the worst case the user participants in
MultiWOZ seem to have copy-pasted parts of the scenario into
their utterances, and in the best case were still “heavily
influenced” by the scenario, leading to “unnatural” requests. In
CROWDSS, on the other hand, it appears that our relatively small
efforts to create “priming-reduced” scenarios encouraged the user
to formulate their utterances using their own vocabulary,
generating more diverse and natural data.

Scalability
The preceding analyses suggest that our scenarios led to good-
quality data. However, handcrafting scenarios like we did is more
time-consuming than adopting a template-based approach, even
if it arguably leads to more ecologically-valid data. As we were not
only aiming at good-quality data, but were also interested in a
low-resource approach, we only designed a small set of ten
scenarios, which we used as seeds to elicit dialogues by
assigning them to participants in a one-to-many ratio. In
order to evaluate this tradeoff between good-quality data and
low-resource approach, we investigated whether using the same
seed still led to diverse dialogue continuations. If this is the case, it
would speak for the scalability of our approach, as one could
invest time in handcrafting a small set of situated scenarios and
elicit diverse dialogues from the same scenario.

In our case, we not only assigned the scenario seeds to different
participants, but also assigned dialogue beginnings after the first and
in some cases after the second turn to more than one participant as
seeds (see Batch-wise data collection). Specifically, we applied a one-
to-three participant assignment ratio for collecting batch 1 and 2,
and a mixed one-to-one (53 dialogues)/one-to-two ratio (resulting
in 30 pairs with the same second turn) for batch 3. In our analysis
we look at how diverse dialogues sharing an identical beginning

turn out to be from the point where they continue on their own
branch (as an example, in Figure 6, the dialogues 1.1.1, 1.1.2 and
1.1.3 all share the same scenario and first turn and continue on their
own branch from the second turn on). We identified 83 dialogues
stemming from 30 dialogue beginnings (unique combinations of
scenario + first turn) in order to compare the continuations at two
points: 1) at turn/batch 2, and 2) at the end of the dialogues. 53 of
these 83 dialogues continued on their own branch at turn 2 (see
above). The remaining 30 were selected by randomly choosing one
from each of the 30 dialogue pairs which continued on their own
branch only at turn 3.

We analyzed each set of dialogues sharing an identical beginning
both on the level of DA sequences and vocabulary. A low degree of
DA sequence overlap would mean that dialogues with an identical
beginning differed substantially regarding what participants wanted
to accomplish with their utterances. Similarly, a low degree of
vocabulary overlap within one set would mean that how
(i.e., with what words) the participants went about accomplishing
their task varied, as they used different words to continue these
dialogues, despite their identical beginnings.

For the DA comparison, we relied on Python’s built-in
SequenceMatcher which looks for the longest contiguous
sequences of elements and computes a measure of similarity
ranging from 0 to 1. Consider the two second turns which were
elicited using the same dialogue beginnings in Figure 12. Here, the
sequence similarity at the level of the second turn would be 0.5.

We computed the similarity of DA sequences for all possible
pairs of dialogues within one set and averaged these similarities
over the number of pairs within that set. For the vocabulary
comparison, we computed the lexical overlap (see above) between
any dialogue pair in the set as the ratio of overlapping word types
over all word types in the pair and then averaged over all possible
pairs within that set.

Looking only at the second turn, there is a mean similarity of DA
sequences of 41% (M� 0.41, SD� 0.28) and amean lexical overlap of
32% (M � 0.32, SD � 0.15). Thus, both on the level of DAs and
vocabulary, these second turns turned out to be rather diverse,
despite their identical dialogue beginnings. Looking at all the
turns, there is a mean similarity of DA sequences of 45% (M �
0.45, SD � 0.14) and a mean lexical overlap of 40% (M � 0.40, SD �
0.07). Thus, the diversity found for the second turns is maintained
until the end of the dialogues. There is a slight decrease in diversity
(i.e., an increase in similarity/overlap), but that is to be expected
given that there is a finite set of DAs and relevant word types in the
given context. The decrease in vocabulary diversity can further be
explained by the fact that things which are not addressed in the
second turn in one dialogue of a given set may be addressed in a later
turn in a different dialogue of the same set. In that case, however,
things are done in a different order, which increases the diversity
among dialogues on a structural level.

DISCUSSION

Below, we discuss our three goals good-quality data, low-resource
approach, feasibility in languages with limited crowd-worker
availability.
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Good-Quality Data
Looking at scripting and priming, CROWDSS seems to be of
higher quality than the MultiWOZ sample. Yet, MultiWOZ is a
much larger dataset and we cannot exclude the possibility that the
random sample we used is not representative of the dataset as a
whole. Our analyses are, however, in line with de Vries et al.’s
(2020) observations about MultiWOZ. While CROWDSS does
not exhibit any of the other deviations from an ideal, ecologically-
valid data collection methodology as listed in de Vries et al. (2020;
see above), and despite the encouraging results for scripting and
priming, our dataset is in no way perfectly representative of
human-machine interaction either. Especially the fact that we
collected written data for the SA domain is disadvantageous. As
explained, it is, however, not meaningful to collect spoken data in
an asynchronous fashion. To collect spoken data, a live
interaction on a dedicated platform would have been
necessary, but that did not fit in with our second and third
goal (low-resource, feasibility in languages with limited crowd-
worker availability). Therefore, we restricted ourselves to putting
emphasis on the fact that the dialogues are a simulation of spoken
SA interactions (see Materials and Equipment). The mean turn
length in tokens is relatively short in CROWDSS (M � 8.4, SD �
1.7, compared toM � 11.46, SD � 2.37 in the MultiWOZ sample),
which is encouraging considering the fact that spoken dialogue
typically consists of shorter utterances compared with written
interaction. Hauptmann and Rudnicky (1988) report an average
command turn length of 6.1 tokens for a WOz setup in the
spoken modality (speaking to a computer/wizard; see also Fraser
and Gilbert 1991). In sum, our investments into reducing
scripting and priming seem to have paid off.

Low-Resource Approach
Our second goal was to collect dialogue data with as little
resources as possible. For that reason, we collected data in an
asynchronous way, which essentially obviated the need for a
technically more complex setup that would enable live
interactions. The asynchronous setup entailed that we
collected written data, which was again low-resource because
participants only needed a screen and a keyboard. Microphones
and an ASR module on our side were not necessary. Relying only
on AMT’s HTML editor naturally constrained our design
possibilities, but it is important to note that we were able to
design fully functional and aesthetically appealing interfaces. This
made it possible to collect all data on-site, rather than having to
host the data collection on an external website, which would have
required more resources.

Thus, it turned out to be feasible to reduce the technical
overhead and only rely on an existing platform for data collection.
At the same time, there was considerable manual overhead,
mostly in between the batches for running a post-processing
script on the most recent batch, reviewing flagged dialogues,
excluding poorly performing participants, accepting the HITs so
that the participants would receive payment, and preparing the
following batch. Most of these steps can be automated using
scripts, and the manual review in between batches can be skipped
or downscaled depending on where the compromise between
quality and quantity should be made.

An encouraging finding regarding the manual overhead is that
our resource-friendly approach to only handcraft ten scenarios
and use them to elicit more than the tenfold of dialogues still
appears to have led to diverse dialogues. Therefore, we argue that
the investments into good-quality data that we propose, namely
the situated scenarios, are also implementable in large-scale
dialogue data collections, as it does not seem necessary to
have one unique scenario per dialogue. Thus, it appears that
collecting good-quality data can go hand in hand with a low-
resource setup, which is a step towards reconciling quality with
quantity.

Feasibility in Languages With Limited
Crowd-Worker Availability
Our third goal was to make sure that our data collection approach
worked for German, where fewer crowd-workers are available
compared to English. This proved to work well for our data
collection. We see two main reasons for that. First, thanks to the
batch-wise setup, one participant could contribute to multiple
dialogues, though always in the same role. Using sub-batches we
could still ensure diversity in participants which, if the data is
used for training an algorithm, could allow the model to
generalize better (Geva et al., 2019). Second, the asynchronous
setup obviated the pressure to pair up two simultaneously
available crowd-workers for a live interaction. Instead, we
could launch a batch and simply wait until all dialogues were
continued which would typically take a couple of hours.

Since we only collected a small dataset, we did not test the
boundaries of German-speaking crowd-worker availability and
we can therefore not say how large the German worker pool is.
However, as NLP datasets are needed for languages other than
English where they often are collected in ways that are not feasible
in smaller languages (e.g., live interactions) we argue that our
approach is a step in the right direction, enabling dialogue data
collections for different languages than English.

Future Research
The main limitation of this work is the small size of the dataset.
Thus, a larger dataset collected with our situated scenarios may
be needed to strengthen the generalizability of the analyses
reported above. Another limitation is the written modality
which we had to rely on for resource and crowd-worker
availability reasons. A next step could be to compare our
dataset to a corpus of spoken SA interactions (e.g., Siegert,
2020) in order to evaluate potential modality-induced
differences. Speaking of modalities, it would also be
interesting to include more visual elements like the map in
the scenarios, which could enhance the situatedness of the task
and further reduce scripting and priming. Lastly, it could be
worth combining a low-resource template-based approach
with our suggestions concerning vague language and
circumlocutions. One could use whole sentences formulated
along these lines to build scenarios, rather than just inserting
one-word entities in designated placeholders in otherwise
ready-made scenarios, as is the case with the traditional
template-based approach.
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CONCLUDING REMARKS

In this paper, we have presented a novel approach for dialogue
data collection. We argue that our framework makes it possible to
crowdsource good-quality dialogues in a fairly low-resource
fashion which is furthermore feasible in other languages than
English. Additionally, we show that putting little effort in creating
instructions and scenarios for the participants can lead to better-
quality data than a template-based approach like in MultiWOZ.
Our comparison with a sample fromMultiWOZ suggests that our
endeavors led to significantly less scripting and priming and thus
more ecologically-valid dialogue data.

With the shift from rule-based to machine learning-based
NLP systems, recently, datasets have focused heavily on quantity,
under the assumption that the mass of data still comes in at least
“appropriate” quality (de Vries et al., 2020). While quantity will
always come at the cost of quality, we argue that small
investments in the collection setup such as the ones we
propose, and which are also possible for large-scale collections,
can go a long way in improving data quality. WOz is a very
helpful tool to “bootstrap out of [the] chicken and egg problem”
(de Vries et al., 2020), that is, the problem that we do not know
how humans would talk to human-like machines if they existed,
however to make them come into existence we need data from
this type of interaction. We argue that if one puts time and effort
into a WOz collection, it is worth to also invest in reducing
researcher bias and instead allowing the participants to interact as
naturally as possible in the given context. Taking it to the extreme,
you could even wonder what WOz data can give you beyond a
machine-generated “dialogue” if you do not afford participants
the opportunity to phrase their utterances in a natural way.
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INTRODUCTION

While digital voice assistants (VAs) are increasingly becoming part of everyday life (Auxier, 2019),
specific user groups that might benefit from such technology are often not considered in research.
This applies to older adults (Stigall et al., 2019), a population with pronounced heterogeneity in
terms of cognitive, sensory and functional competencies. Given the rapid expansion of digital tools,
it is important to consider the use of VAs as a promising tool able to maintain and enhance social
participation, autonomy, and leisure activities for a wide range of older adults. There is still a digital
divide between younger and older generations (Anderson, 2019) and older adults might benefit to a
smaller extent from the advantages of new technologies such as VAs. Older people with intellectual
disabilities are at particular risk of digital exclusion (Ehlers et al., 2020) and digital technologies
such as VAs have hardly been evaluated for this target group (e.g., Smith et al., 2020). In this opinion
paper, we synthesize current research in the context of VAs for older adults. Building on this, we
propose specific research designs to provide better insights into the adoption and use of VAs in
advanced age.

BENEFITS OF VOICE ASSISTANTS

An overview of literature provides six clusters of insights. First, VAs offer technology access for
individuals who do not use conventional computing devices. Usability problems caused by small
font or buttons are eliminated (Ziman andWalsh, 2018; Kowalski et al., 2019; Corbett et al., 2021),
which is especially useful for individuals with limited motor, sensory, or cognitive functions (e.g.,
Yaghoubzadeh et al., 2013; Wulf et al., 2014). Second, in the social domain, VAs enable contact
and communication with others, especially for older people with disabilities like limited vision
or impaired hand movement (Kowalski et al., 2019; Scherr et al., 2020; Trajkova and Martin-
Hammond, 2020). Additionally, the VA itself can be a social companion to some extent (Scherr
et al., 2020; Smith et al., 2020; Corbett et al., 2021). Third, a benefit has been identified in the
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health domain. VAs can assist with daily well-being activities such
as health tracking, medication management, or dietary planning
(Tsiourti et al., 2014; Nallam et al., 2020; Trajkova and Martin-
Hammond, 2020). Fourth, the use of VAs might contribute to
enjoyable leisure time experiences, via entertainment features like
music, videos, and jokes (Scherr et al., 2020; Corbett et al., 2021).
Fifth, VAs can provide support for independent living including
aspects of time-structuring (e.g., setting a timer or reminders)
and instrumental activities like access to online information
(Nallam et al., 2020; Pradhan et al., 2020; Scherr et al., 2020;
Corbett et al., 2021). Sixth, taken together, VAs may have a
positive effect on a person’s agency because VAs can support older
adults with intellectual disabilities in better managing different
aspects of their everyday lives (Smith et al., 2020).

CHALLENGES OF VOICE ASSISTANTS
AND LIMITATIONS IN CURRENT
RESEARCH ON VOICE ASSISTANTS IN
OLDER ADULTS

Although it boasts good usability in general, problems interacting
with VAs are frequently observed, because the user is required
to follow a pre-structured form of dialogue, thus limiting the
conversational abilities of VAs (Scherr et al., 2020). Older
adults often have problems recalling the specific commands
necessary to operate the devices (Wulf et al., 2014; Pradhan
et al., 2020). Another limiting factor can be the lack of added
value, which may result in a preference for devices already
used (Trajkova and Martin-Hammond, 2020). VAs are perceived
as time consuming and a lack of compatibility is criticized
(Kowalski et al., 2019). Furthermore, a barrier for using VAs
can be seen in reported fear of losing one’s own competences
and autonomy, because the VA may take care of a number
of tasks without considering the competencies of the user
(Kowalski et al., 2019; Trajkova and Martin-Hammond, 2020).
In this way, the benefit of support for independent living and
a reduction of dependency on personal assistance may also
result in a higher level of dependency on VA assistance. Finally,
concerns about privacy and data security are potential barriers to
using VAs (Nallam et al., 2020; Trajkova and Martin-Hammond,
2020).

On a more general level, two major limitations in research
on VAs for older adults exist. There is limited knowledge on
VA use in specific groups of older adults. We identified two
studies that focus on benefits and challenges for older adults
with cognitive impairment (e.g., dementia; Wargnier et al., 2015;
Wolters et al., 2016) and two other studies that included older
people with intellectual disabilities (Braun et al., 2020; Smith
et al., 2020). We also see limitations at the methodological and
design level. In particular, we identified six studies that apply
field data collection—collecting data in everyday life settings
to analyze the use of VAs among older adults (Tsiourti et al.,
2014; Kopp et al., 2018; Oh et al., 2020; Pradhan et al.,
2020; Scherr et al., 2020; Corbett et al., 2021). Similarly, user-
centered research approaches have been infrequently applied
thus far.

RECOMMENDATIONS FOR FUTURE
RESEARCH

Based on these insights, we derive recommendations for research
on VAs (see Table 1). We put emphasis on subgroups of
older adults who have been largely neglected, i.e., older adults
with cognitive impairment like dementia-related disorders or
intellectual disabilities.

Need for Participatory Design Elements in
Research With Older Adults
We recommend a high level of user involvement in research
about commercial VAs for older people. A participatory design
strategy should identify the best ways to introduce VA use,
benefits as well as limits and risks of VAs to different groups of
older adults. In particular, this allows to address the identified
challenges (see above) and may ensure that older people can use
VAs according to their preferences. We argue that the need for
instruction is higher among older adults compared to younger
people because they did not grow up with digital technologies.
As an example, we propose a participatory conception and
implementation of user trainings and manuals1: To realize a
participatory design in this domain, older adults should be
involved in different co-designing activities such as co-design
workshops to develop and discuss own ideas (e.g., Davidson and
Jensen, 2013). Thereby, older users will be able to directly and
actively influence the design of different kinds of material:

• User trainings: Educational programs and training courses
can lower barriers in VA interaction (Czaja et al., 2019).
The contents and format should be developed together with
the target group and tailored to varying prior technology
experiences, disability, and cognitive competencies. Relevant
aspects may include the requirements for a successful
interaction with VAs (e.g., specific voice commands), the
possibilities of using VAs for different purposes (e.g., social
domain, health, leisure time), and possible concerns (e.g.,
privacy issues, losing competencies due to using VAs). We
recommend including older users with different skill levels in
the training conception to make VAs widely accessible. Due
to the different competencies (e.g., in reading and writing,
attentional control, executive functions), the presentation and
complexity must be adapted individually in each case.

• User manuals: Another aspect of VA learning and adoption
are user manuals, an aspect that has so far been insufficiently
addressed in research. Well-designed guidelines could help
older adults to explore the possibilities of VAs according to
their needs and in their own pace. Different versions of user
manuals should be discussed with older adults to achieve
the best design possible. These group-specific manuals are
especially helpful for older adults with cognitive impairments

1We put emphasis on commercial VAs that are available “off the shelf ” but offer

lower customization and co-designing options. However, in the case of VA design

and development, participatory research and co-designing is equally important

to better understand users’ needs and their preferences. A co-design of VAs will

guarantee that style, content, wording and tasks of the VAs will fit the mental

models of older adults (Wolters et al., 2016; Fischer et al., 2020).
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TABLE 1 | Recommendations for future research on Voice Assistants (VAs) in heterogeneous groups of older adults.

Participatory design elements Field studies

Aims • Conception and implementation of user training

and manuals for using VAs together with the

target group(s)

• Collect ecologically valid information on user

experience

• Gain insights into real-life use (and non-use)

of VAs

Methods and design • Co-designing, e.g., design workshops, prototype

evaluation

• Semi-structured interviews

• Focus group discussions

• Diary studies, including cultural probes

• Automatically collected data on usage (i.e., back-

end data, audio- or video recordings)

• Emotion analysis based on video and audio data

Expected outcomes and synergies • Introduce VA use, benefits as well as limits and

risks of VAs to different groups of older adults

• Address common challenges of VAs for users

with different levels of competences

• Get insights into user experiences beyond verbal

and subjective feedback

• Assess potentials of VAs for different groups

• Improve user training and manuals

or intellectual disabilities who may have specific needs, like
instructions in easy-to-read language (Maaß, 2020) or a
visualization of the instructions (Spriggs et al., 2017).

Need for Field Studies in the Everyday
Lives of Older Adults
Field studies can contribute to a high level of ecological validity
of the research–implying the empirical validity of findings in
everyday life settings. Depending on the research questions,
researchers should thoroughly consider the appropriate
observation period. Existing field studies about VA use report
durations from only a few days (Lopatovska et al., 2019),
several months (Scherr et al., 2020), up to 1 year (Trajkova
and Martin-Hammond, 2020). Our recommendation would be
an observation period of at least 4 weeks, which would allow
analysis of more routinized interactions with VAs after an initial
phase of learning and curiosity.

Despite existing field studies, we claim that the potentials
are not yet fully exploited, and should be extended focusing on
innovative approaches and heterogeneous user groups:

• Diary studies: In open-ended and closed questions, the users
can report their experiences, likes, and dislikes about using
a VA. A digital diary format allows to provide additional
assistance if necessary. Participants can be reminded of
the diary with prompts, and questions can be repeated
and adapted to the individual. Participants can be actively
encouraged to provide comprehensive feedback on enjoyable,
useful, and negative experiences of VA interactions. In
addition to this, cultural probes such as self-taken photos,
cards with reflection tasks about VA use, and other activities
(e.g., creation of relationship or neighborhood maps) can be
applied to gain further insights into the everyday lives of the
participants and to capture older adults’ experiences with the
devices in a comprehensivemanner (Jarke andGerhard, 2017).

• Analysis of automatically collected data: Beyond users’ self-
reports, we see high potential in collecting additional data
associated with usage behaviors like back-end data combined
with external recordings of audio (Porcheron et al., 2018)

or video (Lahoual and Frejus, 2019) data of VA use. These
data provide information about which VA functions are
used by individuals with different levels of expertise and
competences, about used voice commands, and changes of
use patterns over time. In this context, researchers should in
any case consider ethical concerns of automatically collected
data such as a threat of permanent observation or the fear
of providing too intimate information. Attention should be
paid to the design of the informed consent and continuous
support of study participants concerning these aspects should
be provided.

• Emotion analysis: State-of-the-art software solutions allow to
automatically analyze emotional experiences based on speech
and facial expressions (Garcia-Garcia et al., 2017; Dupré et al.,
2018). The emotional experience of VA use is another aspect
that is important to our understanding of their benefits and
challenges for older adults. An analysis of these data allows
researchers to study user experiences of VAs in situations
when verbal feedback is scarce due to possible cognitive
impairments or intellectual disabilities. Still, due to the novelty
of the approach, automatic emotion analysis is not always
reliable. Regarding older adults with intellectual disabilities,
their emotional expression may differ from older adults
without disabilities due to more frequent motor impairments
(e.g., spasticity), differences in physical appearance (especially
regarding genetic syndromes), cognitive deficits (e.g., in
perception or appraisal processes), stereotypical behaviors, or
earlier aging processes (von Gontard, 2013). Facial expression
may be altered so that automatic face recognition cannot
detect known patterns. The validity of automatic emotion
analysis in this group has not yet been proven (Adams and
Oliver, 2011; Martínez-González and Veas, 2019) and should
be the focus of future research.

In particular, the triangulation of the different data sources
can provide an overarching picture of user experiences of
VAs, e.g., by analyzing in which situations the VA is used,
how the older person evaluates this interaction, and how it is
experienced emotionally.
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CONCLUSIONS

In this opinion paper, we offer a set of recommendations that
may guide future research on VAs for and with older adults. In
a nutshell, we posit that future research designs should strongly
rely on analyzing VA interactions in everyday ecologies and
strictly apply participatory design elements where possible. Data
protocols should include a balanced mixture of automatized
data including emotional aspects as well as structured and
open assessments. From our perspective, considering these
recommendations can significantly help to create evidence-based
findings able to inform interventions with VAs in heterogeneous
groups of older adults. This also contributes to the goal of getting
the best out of VA systems to improve quality of life and avoid
possible risks.
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Prosodic Differences in Human- and
Alexa-Directed Speech, but Similar
Local Intelligibility Adjustments
Michelle Cohn* and Georgia Zellou

Phonetics Lab, University of California, Davis, CA, United States

The current study tests whether individuals (n � 53) produce distinct speech adaptations
during pre-scripted spoken interactions with a voice-AI assistant (Amazon’s Alexa) relative
to those with a human interlocutor. Interactions crossed intelligibility pressures (staged
word misrecognitions) and emotionality (hyper-expressive interjections) as conversation-
internal factors that might influence participants’ intelligibility adjustments in Alexa- and
human-directed speech (DS). Overall, we find speech style differences: Alexa-DS has a
decreased speech rate, higher mean f0, and greater f0 variation than human-DS. In speech
produced toward both interlocutors, adjustments in response to misrecognition were
similar: participants produced more distinct vowel backing (enhancing the contrast
between the target word and misrecognition) in target words and louder, slower,
higher mean f0, and higher f0 variation at the sentence-level. No differences were
observed in human- and Alexa-DS following displays of emotional expressiveness by
the interlocutors. Expressiveness, furthermore, did not mediate intelligibility adjustments in
response to a misrecognition. Taken together, these findings support proposals that
speakers presume voice-AI has a “communicative barrier” (relative to human interlocutors),
but that speakers adapt to conversational-internal factors of intelligibility similarly in human-
and Alexa-DS. This work contributes to our understanding of human-computer
interaction, as well as theories of speech style adaptation.

Keywords: voice-activated artificially intelligent (voice-AI) assistant, speech register, human-computer interaction,
computer personification, speech intelligibility

INTRODUCTION

People dynamically adapt their speech according to the communicative context and (apparent)
barriers present. In the presence of background noise, for example, speakers produce speech that is
louder, slower, and higher pitched (“Lombard speech”) (for a review, see Brumm and Zollinger,
2011), argued by some to be an automatic, non-socially mediated response (Junqua, 1993; Junqua,
1996). Other work has shown that people adapt their speech to the type of listener they are engaging
with. One stance is that speakers presume certain types of interlocutors to have greater
communicative barriers (Clark and Murphy, 1982; Clark, 1996; Oviatt et al., 1998b; Branigan
et al., 2011). Supporting this account, prior work has shown that people use different speech styles
when talking to non-native speakers (Scarborough et al., 2007; Uther et al., 2007; Hazan et al., 2015),
hearing impaired adults (Picheny et al., 1985; Scarborough and Zellou, 2013; Knoll et al., 2015), and
computers (Oviatt et al., 1998a; Oviatt et al., 1998b; Bell and Gustafson, 1999; Bell et al., 2003;
Lunsford et al., 2006; Stent et al., 2008; Burnham et al., 2010; Mayo et al., 2012; Siegert et al., 2019).
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For example, computer-directed speech (DS) has been shown to
be louder (Lunsford et al., 2006), with durational lengthening
(Burnham et al., 2010; Mayo et al., 2012), greater vowel space
expansion (Burnham et al., 2010), and smaller pitch range (Mayo
et al., 2012) than speech directed to a (normal hearing
adult) human.

This paper explores whether speakers use a specific speech
style (or “register”) when talking to a voice-activated artificially
intelligent (voice-AI) assistant. Voice-AI assistants (e.g.,
Amazon’s Alexa, Apple’s Siri, Google Assistant) are now a
common interlocutor for millions of individuals completing
everyday tasks (e.g., “set a timer for 5 min”, “turn on the
lights”, etc.) (Bentley et al., 2018; Ammari et al., 2019). A
growing body of research has begun to investigate the social,
cognitive, and linguistic effects of humans interacting with voice-
AI (Purington et al., 2017; Arnold et al., 2019; Cohn et al., 2019b;
Burbach et al., 2019). For example, recent work has shown that
listeners attribute human-like characteristics to the text-to-
speech (TTS) output used for modern voice-AI, including
personality traits (Lopatovska, 2020), apparent age (Cohn
et al., 2020a; Zellou et al., 2021), and gender (Habler et al.,
2019; Loideain and Adams, 2020). While the spread of voice-
AI assistants is undeniable—particularly in the
United States—there are many open scientific questions as to
the nature of people’s interactions with voice-AI.

There is some evidence for a different speech style used in
interactions with voice-AI assistants: several studies have used
classifiers to successfully identify “device-” and “non-device-
directed” speech from users’ interactions with Amazon Alexa
(Mallidi et al., 2018; Huang et al., 2019). Yet, in these cases, the
linguistic content, physical distance from the device, and other
factors were not controlled and might have contributed to
differences that are not speech-style adaptations per se.
Critically, holding the interaction constant across a voice-AI
and human interlocutor can reveal if individuals have a
distinct voice-AI speech style. Some groups have aimed to
compare human and voice-AI speech styles in more similar
contexts. For instance, the Voice Assistant Conversation
Corpus (VACC) had participants complete the same type of
communicative task (setting an appointment on a calendar and
doing a quiz) with an Alexa Echo and a real human confederate
(Siegert et al., 2018). Several studies measuring the acoustic-
phonetic features of human- and Alexa-DS in the corpus found
productions toward Alexa were louder (Raveh et al., 2019; Siegert
and Krüger, 2021), higher in fundamental frequency (f0,
perceived pitch) (Raveh et al., 2019), and contained different
vowel formant characteristics1 (Siegert and Krüger, 2021). Yet,
similar to studies of individuals using Alexa in their homes (e.g.,
Huang et al., 2019), differences observed in the VACC might also
be driven by physical distance from the device and conversational
variations. The current study holds context and physical distance
from the microphone constant for the two interlocutors to
address these limitations in prior work.

Making a direct human- and Alexa-DS comparison in a
scripted task can speak to competing predictions across
different computer personification accounts: if speech styles
differ because speakers have a “routinized” way of talking to
computers (in line with routinized interaction accounts) or if
speech styles are the same (in line with technology equivalence
accounts). Routinized interaction accounts propose that people
have a “routinized” way of interacting with technological systems
(Gambino et al., 2020), borne out of real experience with the
systems, as well as a priori expectations. As mentioned, there is
ample evidence for a computer-DS register (e.g., Bell and
Gustafson, 1999; Bell et al., 2003; Burnham et al., 2010).
Specifically, some propose that the computer faces additional
communicative barriers, relative to humans (Oviatt et al., 1998b;
Branigan et al., 2011). These attitudes appear to be a priori,
developed before any evidence of communicative barriers in an
interaction. For example, people rate TTS voices as less
“communicatively competent” (Cowan et al., 2015). Therefore,
one prediction for the current study is that speakers might have
overall different speech styles in human- and Alexa-DS, reflecting
this presumed communicative barrier and a “routinized” way of
talking to voice-AI.

Technology equivalence accounts, on the other hand, propose
that people automatically and subconsciously apply social
behaviors from human-human interaction to their interactions
with computer systems (e.g., Lee, 2008). For example, “Computers
are Social Actors” (CASA) (Nass et al., 1994; Nass et al., 1997)
specifies that this transfer of behaviors from human-human
interaction is triggered when people detect a “cue” of humanity
in the system, such as engaging with a system using language. For
example, people appear to apply politeness norms from human-
human interaction to computers: giving more favorable ratings
when a computer directly asks about its own performance, relative
to when a different computer elicits this information (Nass et al.,
1994; Hoffmann et al., 2009). In line with technology equivalence
accounts, there is some evidence for applied social behaviors to
voice-AI in the way people adjust their speech, such as gender-
mediated vocal alignment (Cohn et al., 2019b; Zellou et al., 2021).
In the present study, one prediction from technology equivalence
accounts is that people will adjust their speech patterns when
talking to voice-AI and humans in similar ways if the
communicative context is controlled.

Different Strategies to Improve Intelligibility
Following a Misrecognition?
To probe routinized interaction and technology equivalence
accounts, the present study further investigates if speakers
adapt their speech differently after a human or a voice-AI
assistant “mishears” them. There is evidence that speakers
monitor communicative pressures during an interaction,
varying their acoustic-phonetic output to improve intelligibility
when there is evidence listeners might mishear them (Smiljanić
and Bradlow, 2009; Hazan and Baker, 2011). Lindblom’s (1990)
Hyper- and Hypo-articulation (H&H) model proposes a real-
time trade-off between speakers’ needs (i.e., to preserve
articulatory effort) and listeners’ needs (i.e., to be more1They do not report a directionality of difference.
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intelligible). While the majority of prior work examining
speakers’ adaptations following a computer misrecognition has
lacked a direct human comparison, many of the adjustments
parallel those observed in human-human interaction; for
example, speakers produce louder and slower speech after a
dialogue system conveys that it “heard” the wrong word
(Oviatt et al., 1998a; Bell and Gustafson, 1999; Swerts et al.,
2000). Additionally, some studies report vowel adaptations in
response to a misunderstanding that are consistent with
enhancements to improve intelligibility, including vowel space
expansion (Bell and Gustafson, 1999; Maniwa et al., 2009) and
increase in formant frequencies (Vertanen, 2006). There is also
evidence of targeted adjustments: speakers produce more vowel-
specific expansion (e.g., high vowels produced higher) in response
to misrecognitions by a dialogue system (Stent et al., 2008). Will
speakers use different strategies to improve intelligibility
following a staged word misrecognition based on who their
listener is? One possibility is that speakers might have a
“routinized” way of improving their intelligibility following a
misrecognition made by a voice-AI assistant, which would
support routinized interaction accounts. At the same time,
Burnham et al. (2010) found no difference between speech
adjustments post-misrecognition for an (apparent) human and
digital avatar, but only more global differences for the computer
interlocutor (i.e., speech with longer segmental durations and
with greater vowel space expansion). Therefore, it is possible that
speakers will produce similar intelligibility adjustments in
response to a staged misrecognition made by either a voice-AI
or human listener, supporting technology equivalence accounts.

Additionally, the current study adds a novel manipulation in
addition to intelligibility pressures: emotional expressiveness.When
an interlocutor “mishears”, they might be disappointed and express
it (e.g., “Darn! I think I misunderstood.”); when they get it correct,
they might be enthusiastic and convey that in their turn (e.g.,
“Awesome! I think I heard boot.”). Emotional expressiveness is a
common component of naturalistic human conversations,
providing a window into how the listener is feeling (Goffman,
1981; Ameka, 1992). This “socio-communicative enhancement”
might increase the pressure for speakers to adapt their speech for
the listener. On the one hand, this enhanced emotional
expressiveness might result in even more similar adjustments for
voice-AI and human interlocutors, since adding expressiveness
might increase the perception of human-likeness for the device,
which could strengthen technology equivalence. Indeed, there is
some work to suggest that emotional expressiveness in a computer
system is perceived favorably by users. For instance, Brave and
colleagues (2005) found when computer systems expressed
empathetic emotion, they were rated more positively. For voice-
AI, there is a growing body of work testing how individuals perceive
emotion in TTS voices (Cohn et al., 2019a; Cohn et al., 2020a). For
example, an Amazon Alexa Prize socialbot was rated more
positively if it used emotional interjections (Cohn et al., 2019a).
Alternatively, the presence of emotionality might lead to distinct
clear speech strategies for the human and voice-AI interlocutors.
For example, a study of phonetic alignment (using the same corpus
in the current study) found that vowel duration alignment differed
both by the social category of interlocutor (human vs. voice-AI) and

based on emotionality (Zellou and Cohn, 2020): participants
aligned more in response to a misrecognition, consistent with
H&H theory (Lindblom, 1990), which increased even more
when the voice-AI talker was emotionally expressive when
conveying their misunderstanding (e.g., “Bummer! I’m not sure
I understood. I think I heard sock or sack.”). Still, that study
examined just one acoustic difference in speech behavior (vowel
duration alignment). The present study investigates whether
emotionality similarly mediates targeted speech adjustments to
voice-AI, an underexplored research question.

Current Study
The present study examines a corpus of speech directed at a human
and voice-AI interlocutor which crossed intelligibility factors
(staged misrecognitions) and emotionality of the interlocutor’s
responses in identical pre-scripted tasks (Zellou and Cohn, 2020).
This is the first study, to our knowledge, to test both intelligibility
and emotional expressiveness factors in speech style adaptations
for a voice-AI assistant and human. Here, the Amazon Alexa voice
(US-English, female) was selected for its ability to generate
emotionally expressive phrases recorded by the voice actor,
common in Alexa Skills Kit apps (“Speechcons”). To determine
overall differences between Alexa- and human-DS, as well as more
local intelligibility adjustments in response to a staged
misrecognition, we measure several acoustic features associated
with computer-DS and/or “clear” speech: intensity, speech rate,
mean f0, f0 variation, and vowel formant characteristics (F1, F2).

METHODS

Participants
Data were taken from a corpus (Zellou and Cohn, 2020)
containing 53 native English speaking participants (27 female,
26 male; mean age of 20.28 years old, sd � 2.42 years; range:
18–34) talking to a voice-AI and human interlocutor in an
identical interactive task. None reported having any hearing
impairment. Nearly all participants (n � 49) reported using a
voice-AI system: Alexa (n � 35), Siri (n � 13), Google Assistant
(n � 1). Participants were recruited from the UC Davis
psychology subjects pool and completed informed consent, in
pursuance with the UC Davis Institutional Review Board (IRB).

Target Words
Sixteen target words, presented in Table 1, were selected from
Babel (2012) who had chosen the items for being low frequency
in American English; higher frequency items have been shown
to be more phonetically reduced in production (e.g.,
Pluymaekers et al., 2005). Target words were all CVC words
containing either /i, æ, u, ow, a/ and a word-final obstruent

TABLE 1 | Target words and their (minimal pairs) used in the experiment dialogue.

Bat (boat) Boot (beat) Cheek (choke) Coat (kate)
Cot (cat) Deed (dude) Dune (dean) Hoop (heap)
Moat (meet) Pod (pad) Soap (seep) Sock (sack)
Tap (top) Toot (teat) Tot (tat) Weave (wove)
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(e.g., /z/, /p/) (a subset of the words used in Babel, 2012). In
addition, we selected a real-word vowel minimal pair, differing
in vowel backness, to be used in the interlocutor responses in the
misrecognition condition.

Interlocutor Recordings
The human and voice-AI interlocutor responses were pre-recorded.
For the human, a female native California English speaker recorded
responses in a sound attenuated booth, with a head-mounted
microphone (Shure WH20 XLR). The Alexa productions were
generated with the default female Alexa voice (US-English) with
the Alexa Skills Kit. Both interlocutors generated introductions (“Hi!
I’mMelissa. I’m a research assistant in the Phonetics Lab.”/“Hi! I’m
Alexa. I’m a digital device through Amazon.”) and voice-over
instructions for the task. We recorded each interlocutor
producing two responses for each target word: a “correctly
understood” response (“I think I heard bat”) and an
“misrecognition” response (“I’m not sure I understood. I think I
heard bought or bat.”). Figure 1 provides an example of the different
interlocutor responses. Order of target word andmisheard word was
counterbalanced across sentences, such that the “correct” word did
not always occur in the same position in these response types.

Both interlocutors generated 16 emotionally expressive
interjections as well: eight positive interjections (bam, bingo,
kapow, wahoo, zing, awesome, dynamite, yipee) and eight
negative interjections (argh, baa, blarg, oof, darn, boo, oy,
ouch) selected from the Speechcons website2 at the time of the

study. We generated these interjections for the Alexa text-to-
speech (TTS) output using synthesis markup language (SSML)
tags. The human produced these interjections in an expressive
manner (independently, not imitating the Alexa productions).
We randomly assigned each interjection to the interlocutor
responses, matching in whether the response was correctly
understood (positive interjection) or misunderstood (negative
interjection). The full set of interjections was used twice in each
block (e.g., eight positive interjections randomly concatenated to
16 correct productions). The full set of interlocutor productions
are available on Open Science Framework3.

Procedure
Participants completed the experiment while seated in a sound-
attenuated booth, wearing a head-mounted microphone (Shure
WH20 XLR) and headphones (Sennheiser Pro), and facing a
computer screen. First, we collected citation forms of the target
words produced in sentences. Participants read the word in a
sentence (“The word is bat.”) presented on the screen. Target
words were presented randomly.

Following the Citation block, participants completed identical
experimental blocks with both a human talker and an Alexa talker
(block order counterbalanced across subjects). First, the
interlocutor introduced themselves and then went through
voice-over instructions with the participant. Participants saw
an image corresponding to the interlocutor category: stock
images of “adult female” (used in prior work; Zellou et al.,
2021) and “Amazon Alexa” (2nd Generation Black Echo).

FIGURE 1 | Interaction trial schematic. After participants read a sentence, the interlocutor (human or Alexa) responds in one of the Staged Misunderstanding
Conditions (correctly heard, misrecognition) and Emotionality Conditions (neutral, emotionally expressive). Then, the subject responds (the production we analyze).
Finally, the interlocutor provides a follow-up response.

2https://developer.amazon.com/en-US/docs/alexa/custom-skills/speechcon-
reference-interjections-english-us.html 3doi: 10.17605/OSF.IO/3Y59M
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Each trial consisted of four turns. Participants first read a
sentence aloud containing the target word sentence-finally (e.g.,
“The word is bat.”). Then, the interlocutor responded in one of
four possible Staged Misunderstanding (correctly heard/
misrecognition) and Emotionality (neutral/expressive)
Conditions (see Figure 1). Next, the participant responded to
the interlocutor by repeating the sentence (e.g., “The word is
bat.”). This is the response that we acoustically analyze. Finally,
the interlocutor provides a confirmation, randomized (“Thanks”,
“Perfect”, “Okay”, “Uh huh”, “Got it”, etc.).

In 50% of trials, the interlocutor (human, Alexa)
“misunderstood” the speakers, while in the other 50% they
heard correctly. Additionally, in 50% of trials, the interlocutor
responded with an expressive production (distributed equally
across correctly heard and misrecognition trials). Order of target
words was randomized, as well as trial correspondence to the
Misunderstanding and Emotionality Conditions. In each block,
participants produced all target sentences once for all conditions
for a total of 128 trials for each interlocutor (16 words x two
misunderstanding conditions x two emotionality conditions).
Participants completed the task with both interlocutors (256
total target sentences). After the speech production experiment
ended (and while still in the soundbooth), participants used a
sliding scale (0–100) to rate how human-like each interlocutor
sounded (order of interlocutor was randomized) (“How much
like a real person did [Alexa/Human] sound?” (0 � not like a real
person, 100 � extremely realistic)”. The overall experiment took
roughly 45 min.

Acoustic Analysis
Four acoustic measurements were taken over each target sentence
in both the Citation and Interaction blocks using Praat scripts
(DiCanio, 2007; De Jong et al., 2017): intensity (dB), speech rate
(syllables/second), mean fundamental frequency (f0) (semitones,
ST, relative to 100 Hz), and f0 variation (ST). We centered the
measurements from the Interaction blocks within-speaker,
subtracting their Citation speech mean value (within-speaker,
within-word). This measurement indicates changes from the
speakers’ citation form for that feature.

To extract vowel-level features, recordings were force-
aligned (using the Forced Alignment and Vowel Extraction
(FAVE) suite) (Rosenfelder et al., 2014). Next, vowel
boundaries were hand-corrected by trained research
assistants: vowel onsets and offsets were defined by the
presence of both higher format structure and periodicity.
Following hand-correction, we measured vowel duration and
vowel formant frequency values (F1, F2) at vowel midpoint with
FAVE-extract (Rosenfelder et al., 2014) for the subset of 13
words containing corner vowels: /i/ (cheek, weave, deed), /u/
(boot, hoop, toot, dune), /a/ (pod, cot, sock, tot), and /æ/ (bat,
tap). We additionally scaled the formant frequency values (from
Hertz) using a log base-10 transformation and centering each
value to the subject’s citation production values for that word
(Nearey, 1978).

In order to assess whether speech changes made by
participants were not simply alignment toward the
interlocutors, the same sentence-level (rate, mean f0, f0

variation) and target vowel measurements (duration, F1, F2)
were also taken over each interlocutor’s production in Turn 2
(e.g., “I think I heard weave.”). In order to compare across the
interlocutors, formant frequency values (F1, F2) were centered
relative to each interlocutor’s mean value for that word (log mean
normalization: Nearey, 1978).

Statistical Analysis
Participants’ sentence-level values for each acoustic feature
(centered to speaker citation form values) were modeled in
separate linear mixed effects models with the lme4 R package
(Bates et al., 2015), with identical model structure: fixed effects of
Interlocutor (voice-AI, human), Staged Misunderstanding
Condition (correctly heard, misrecognition), Expressiveness
(neutral, expressive), and all possible interactions, with by-
Sentence and by-Speaker random intercepts.

Participants’ vowel-level features (F1, F2) were also modeled
in separate linear mixed effects models with a similar structure as
in the sentence-level models: Interlocutor, Staged
Misunderstanding Condition, Expressiveness Condition, with
by-Word and by-Speaker random intercepts. In both the F1
and F2 model, we included an additional predictor of Vowel
Category (For the F1 (height) model, this factor included two
height levels: high vs. low vowels; for the F2 (backness) model,
this factor included two levels: front vs. back vowels) and all
possible interactions with the other predictors (Vowel
Category*Interlocutor*Misunderstanding*Emotion). The
formant models (F1, F2) additionally included a fixed effect of
Vowel Duration (centered within speaker).

RESULTS

Human-likeness Rating
Figure 2 provides the mean values for participants’ human-like
ratings of the voices. A t-test on participants’ ratings of the voices
confirmed that the Alexa voice was perceived as less human-like

FIGURE 2 | Mean “human-like” ratings of each interlocutor. Error bars
depict the standard error.
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(x ̄ � 31.06) than the human (x ̄ � 87.67) [t (104.87) � −12.84,
p < 0.001].

Interlocutor Stimuli Acoustics
T-tests of the interlocutors’ productions found no overall difference
between the Alexa andHuman speaking rate (Human x ̄� 2.53 syll/
s; Alexa x ̄� 2.68 syll/s) [t (124.27) � −1.87, p � 0.06], but there was
a significant difference inmean f0: the human had a highermean f0
(x ̄ � 14.42 ST) than Alexa (x ̄ � 13.16 ST) [t (106.25) � 9.21, p <
0.001]. Additionally, the human produced greater f0 variation (x ̄ �
3.27 ST) than Alexa (x ̄ � 2.86 ST) [t (132.97) � 7.06, p < 0.001].
T-tests comparing formant frequency characteristics revealed no
difference in vowel height (F1) for the interlocutors for high vowels
(Human x ̄ � −0.37 log Hz; Alexa x ̄ � −0.41 log Hz) [t (35.28) �
−1.38, p � 0.18] or low vowels (Human x ̄ � 0.43 log Hz; Alexa

x ̄� 0.47 log Hz) [t (45.42) � 1.75, p � 0.09]. Additionally, there was
no difference in vowel fronting (F2) for the interlocutors for front
vowels (Human x ̄� 0.30; Alexa x ̄� 0.35)[t (34.66) � 0.67, p � 0.51]
or back vowels (Human x ̄� -0.18; Alexa x ̄� −0.22)[t (47.73)� 0.71,
p � 0.48].

T-tests comparing the Expressiveness Conditions (neutral vs.
emotionally expressive) confirmed differences: expressive
productions were produced with a slower speaking rate (Expressive
x ̄ � 2.45 syll/s; Neutral x ̄ � 2.76 syll/s) [t (153.88) � −4.25, p < 0.001]
and with a lower mean f0 (Expressive x ̄ � 13.55 ST; Neutral x ̄ �
14.03 S T) [t (145.44) � −2.89, p < 0.01]. However, there was no
difference for f0 variation (Expressive x ̄ � 3.04 ST; Neutral x ̄ �
3.09 ST) [t (157.44) � −0.60, p � 0.55].

T-tests comparing the Misunderstanding Conditions
(correctly heard vs. misrecognition) showed no significant

FIGURE 3 | Mean acoustic changes from speakers’ citation form productions to the interaction with the Interlocutors (Alexa vs. human) for sentence intensity (in
decibels, dB), speech rate (syllables per second), f0 (semitones, ST, rel. to 100 Hz), and f0 variation (ST). The x-axis shows StagedMisunderstanding Condition (correctly
heard vs. misrecognized), while Expressiveness Condition is faceted. Values higher than 0.0 indicate an increase (relative to speakers’ citation form), while values lower
than 0.0 indicate a relative decrease. Error bars depict the standard error.
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difference in speaking rate (Correct x ̄� 2.64 syll/s; misunderstood
x ̄ � 2.57 syll/s) [t (139.38) � 0.89, p � 0.37] or mean f0 (Correct
x ̄ � 13.92 ST; misunderstood x ̄ � 13.65 ST) [t (114.62) � 1.60,
p � 0.11]. However, they did vary in terms of f0 variation: larger
for correctly understood (x ̄ � 3.15 ST) than misrecognized
(x ̄ � 2.98 ST) [t (141.59) � 2.58, p < 0.05].

Participants’ Sentence-Level
Measurements
Figure 3 displays the mean acoustic values for participants’
sentence-level measurements (centered to speakers’ Citation
form values). Model output tables are provided in
Supplementary Data Sheet 3, Appendices A1–A4.

The Intensity model showed a significant intercept:
participants increased their intensity in the interaction
(relative to their citation form) [Coef � 2.64, SE � 0.45, t �
5.86, p < 0.001]. There was also amain effect ofMisunderstanding
Condition: as seen in Figure 3, participants’ productions of
sentences that the system did not understand correctly were
louder than repetitions of utterances that the system
understood correctly [Coef � 0.20, SE � 0.04, t � 5.13, p <
0.001]. No other effects or interactions were significant in the
Intensity model.

The Speech Rate model showed no difference from 0 for the
intercept: overall, speakers did not speed up or slow down their
speech in interlocutor interactions, relative to their citation form
productions. The model also revealed a main effect of
Interlocutor, producing a slower speech rate (indicated by
fewer syllables per second) in Alexa-DS [Coef � −0.03, SE �
0.01, t � −2.87, p < 0.01]. There was also a main effect of
Misunderstanding Condition wherein speakers decreased their
speech rate in response to a misrecognition [Coef � -0.02, SE �
0.01, t � −1.96, p < 0.05]. These effects can be seen in Figure 3. No
other effects or interactions were significant in the model.

The Mean F0 model had a significant intercept, indicating that
speakers increased their mean f0 in the interactions relative to the
citation form productions [Coef � 0.83, SE � 0.15, t � 5.65, p <
0.001]. The model also showed an effect of Interlocutor: speakers
produced a higher mean f0 toward the Alexa interlocutor [Coef �
0.03, SE � 0.01, t � 2.40, p < 0.05]. Additionally, there was an
effect of Misunderstanding wherein responses to misunderstood
utterances were produced with a higher f0 [Coef � 0.06 SE � 0.01,
t � 5.04, p < 0.001], as seen in Figure 3. Furthermore, there was a
main effect of Expressiveness Condition wherein speakers
produced a higher mean f0 in response to emotionally
expressive utterances [Coef � 0.03, SE � 0.01, t � 2.49, p <
0.05]. No other effects or interactions were observed in the Mean
f0 model.

The F0 Variation model also had a significant intercept:
relative to their citation form productions, speakers increased
their f0 variation in the interaction [Coef � 0.34, SE � 0.07, t �
4.94, p < 0.001]. There was also a main effect of Interlocutor:
speakers produced greater f0 variation in responses directed to
the Alexa voice [Coef � 0.02, SE � 0.01, t � 2.79, p < 0.01].
Additionally, there was an effect of Misunderstanding: responses
to misrecognitions were produced with greater f0 variation

[Coef � 0.01, SE � 0.01, t � 1.98, p < 0.05]. No other effects
or interactions were significant in the F0 Variation model.

Participants’ Vowel-Level Measurements
Figure 4 displays participants’ mean vowel-level values across
conditions. Model output tables are provided in Supplementary
Data Sheet 3, Appendices A5 and A6.

The F1 model testing changes in vowel height (where a smaller
F1 values indicate raising) showed no significant intercept;
relative to the citation forms, speakers did not change their
vowel height. The model revealed only an effect of Vowel
Duration: speakers produce lower vowels (higher F1) with
increasing duration [Coef � 2.1e-04, SE � 7.8e-05, t � 2.62,
p < 0.01]. No other effects or interactions were significant.

The F2 model, testing changes in vowel backness, showed
several significant effects. While there was no significant intercept
(indicating no general change in vowel backness from citation
form), participants produced more backed vowels (i.e., lower F2
values) with increasing vowel duration [Coef � −1.8e-04, SE �
3.4e-05, t � −5.41, p < 0.001]. There was also an interaction
between Misunderstanding Condition and Vowel Category. As
seen in Figure 4, back vowels were produced even farther back
(lower F2) in response to a staged word misrecognition [Coef �
−0.01, SE � 1.5e-03, t � −3.46, p < 0.001]. No other effects or
interactions were observed4.

DISCUSSION

The current study examined whether participants use a different
speech style when talking to an Alexa interlocutor, relative to a
human interlocutor, in a computer-mediated interaction (a
summary of the main effects is provided in Table 2). We
systematically controlled functional and socio-communicative
pressures in real-time during interactions with both
interlocutors who made the same types and rates of staged
word misrecognitions, and responded in emotionally
expressive and neutral manners. This approach serves to
complement studies done with users talking to devices in their
home (e.g., Mallidi et al., 2018; Huang et al., 2019) and also
pinpoint differences that might be present due to other factors in
the situation (e.g., physical distance from the microphone; rate
and type of automatic speech recognition (ASR) errors). While
TTS methods have advanced in recent years (e.g., Wavenet in
Van Den Oord et al., 2016), our participants rated the two talkers
as distinct in their human-likeness: Alexa was less human-like
than the human voice, consistent with prior work (Cohn et al.,
2020b; Cohn and Zellou, 2020).

Overall, we found prosodic differences across Alexa- and
human-DS, consistent with routinized interaction accounts that
propose people have a “routinized” way of engaging with
technology (Gambino et al., 2020), and in line with prior

4Note that while there is a numerical F2 increase in the Front Vowels in response to
Misrecognized Expressive productions, this was not significant in the main model
or in a post hoc model (with the subset of Front Vowels).
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studies finding differences in computer and voice-AI speech
registers (e.g., Burnham et al., 2010; Huang et al., 2019; Siegert
and Krüger, 2021). In the present study, speakers showed a
systematic Alexa-DS speech style: when talking to Alexa,
speakers produced sentences with a slower rate, higher mean
f0, and higher f0 variation, relative to human-DS. These
differences align with prior work showing slowed speech rate

toward Alexa socialbot (Cohn et al., 2021), increased higher mean
f0 in speech toward voice-AI (Raveh et al., 2019), and greater
segmental lengthening in computer-DS (Burnham et al., 2010).
Furthermore, both an increased mean f0 and f0 variation are
consistent with increased vocal effort in response to a presumed
communicative barrier; for instance, prior work has reported that
speakers produce greater f0 variation in response to a word

FIGURE 4 | Mean acoustic changes from speakers’ citation form productions to the interaction with the Interlocutors (Alexa vs. human) for vowel duration
(milliseconds, ms), F1 (log Hertz, Hz), and F2 (log Hertz, Hz). Formant plots are additionally faceted by Vowel Category: F1 (by vowel height: low vs. high vowels) and F2
(by vowel backness: front vs. back vowels). The x-axis shows StagedMisunderstanding Condition (correctly heard vs. misrecognized), while Expressiveness Condition is
faceted. Values higher than 0.0 indicate an increase (relative to speakers’ citation form), while values lower than 0.0 indicate a relative decrease. Error bars depict the
standard error.

TABLE 2 | Summary of effects in main analysis, comparing interlocutor acoustics.

Speaking style changes Interlocutor acoustics

Sentence-level Intensity Louder for misrecognition --

Speech rate Decreased rate in Alexa-DS Alexa vs. human N.S.
Decreased rate for misrecognition Correct vs. misrecognized N.S.

Mean f0 Higher mean f0 in Alexa-DS Human - higher mean f0 (p < 0.001)
Higher mean f0 for misrecognition Correct vs. misrecognized N.S.
Higher mean f0 for expressive Expressive - lower mean f0 (p < 0.01)

F0 variation More f0 variation in Alexa-DS Human- larger f0 var. (p < 0.001)
More f0 variation for misrecognition Correct - greater f0 var. (p < 0.05)

Vowel-level F1 (vowel height) No diff Alexa vs. human N.S.

F2 (vowel backness) Back vowels backed for misrecognition Alexa vs. human N.S.
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misrecognition in computer-DS (Vertanen, 2006), as well as
higher mean f0 and a larger f0 range in Lombard speech
(Brumm and Zollinger, 2011; Marcoux and Ernestus, 2019).
Furthermore, in contrast to other work reporting greater
intensity in Alexa-DS (Raveh et al., 2019; Siegert and Krüger,
2021), we did not see a difference in intensity in the present study.
This might reflect the controlled interaction, where participants
were recorded with a head-mounted microphone (such that it
was equidistant from their mouths for the entire experiment) and
heard amplitude normalized stimuli over headphones.
Additionally, the lack of an intensity effect suggests that
adjustments in Alexa-DS differ from strict “Lombard” effects
(e.g., louder in Brumm and Zollinger, 2011).

While one possibility was that these adjustments reflect
alignment toward the Alexa talker, we did not find support for
this: acoustic analyses demonstrated that the Alexa productions
had lower mean f0 and less f0 variation than the human
productions (speech rate did not significantly differ for the
Alexa and human productions). Hence, speakers appear to
produce more effortful prosodic adjustments in response to an
interlocutor with presumed communicative barriers (Clark and
Murphy, 1982; Oviatt et al., 1998a; Branigan et al., 2011; Cowan
et al., 2015), even while the “actual” misunderstandings were
matched across the two talker types.

Do the differences in human- and Alexa-DS reflect distinct
functionally oriented speech registers? Examining responses to
misrecognized utterances suggests that some of these adjustments
might be part of a more general speech intelligibility strategy.
When either interlocutor “misheard” the word, participants
responded by producing many of the same adjustments they
did in Alexa-DS, including slower rate, higher f0, and higher f0
variation. These adjustments are in line with proposals that the
speech adjustments people make in communicatively challenging
contexts are listener-oriented (Lindblom, 1990; Smiljanić and
Bradlow, 2009; Hazan and Baker, 2011). Thus, for these particular
features, the adjustments made when there is a local
communicative pressure parallel those made globally in Alexa-
DS, suggesting that speakers make adjustments following
misrecognitions and toward Alexa to improve intelligibility.

Yet, we see other adjustments in response to word
misrecognitions not seen globally in Alexa-DS: increased
intensity and F2 adjustments. These F2 adjustments, in
particular, are predicted based on the type of misunderstanding
created in the experimental design: when the interlocutor
“misheard” the participant, they always produced the correct
target word alongside its minimal pair counterpart which
differed in backness (e.g., “mask” (front vowel) vs. “mosque”
(back vowel)). Producing back vowels further back is consistent
with vowel space expansion. In particular, one possibility is that
these F2 adjustments are targeted specifically for clarity,making the
vowels more distinct from the distractor minimal pair. This aligns
with findings from Stent et al. (2008) who found that speakers
repaired misrecognitions of high vowels by a dialogue system (e.g.,
“deed”) by producing even higher vowels. That the same effect is
not seen for front vowels in the current study could come from the
dialectal variety of the speakers: participants were California
English speakers, a variety with back vowel fronting (Hall-Lew,

2011). Thus, it is possible that there ismore room for these speakers
to make back vowels more back, rather than to adjust the front
vowels, though further work exploring dialect-specific intelligibility
strategies can shed light on this question (cf. Clopper et al., 2017;
Zellou and Scarborough, 2019). Future work varying vowel height,
as well as hyperarticulation of consonants (e.g., flapping vs. /t/
release in Stent et al., 2008) can further explore targeting effects in
response to word misunderstandings.

However, if people produce global register differences in speech
toward Alexa that parallel those seen in response to
misrecognitions, why don’t we see greater speech adjustments in
response to misrecognitions made by Alexa? One possible
explanation for the similarities is the rate: in the current study,
the interlocutors both had staged word misrecognitions in 50% of
trials. Related work has shown that rate of misrecognition can
change speakers’ global and local adaptations (Oviatt et al., 1998b;
Stent et al., 2008); at a high rate of word misrecognitions, speakers
might produce more similar intelligibility-related adjustments
across interlocutors. Additionally, this high misrecognition
rate—as well as random occurrence of the
misunderstandings—might be interpreted by the speaker that the
listener (human or Alexa) is not benefiting from these adjustments,
which might drive similarities. In the current study, speakers might
produce a word as clearly as they can and the human/voice-AI
listener still misunderstands them half the time. The extent to which
these patterns hold at a lower misrecognition rate—or an adaptive
misrecognition rate, improving as the speaker produces “clearer”
speech—are avenues for future work.

Furthermore, another possible reason for the similar
intelligibility adjustments in response to a misunderstanding
(in both Alexa- and human-DS) is that the speakers did not
have access to information about the source of these perceptual
barriers. For example, Hazan and Baker (2011) found that
speakers dynamically adjust their speech to improve
intelligibility when they are told their listener is hearing them
in competing background speakers or as noise-vocoded speech
(simulating the auditory effect of cochlear implants), relative to
when the listener experienced no barrier. Furthermore, the type of
adjustments varied according to the type of barrier (e.g., more f0
adjustments when the listener was in “babble” than “vocoded
speech”). In the present study, speakers were left to “guess” what
the source of the communicative barrier was, based on observed
behavior of the human or voice-AI interlocutor. Indeed, when the
speaker does not have information about the listener, adaptations
might not be advantageous. For example, computer-DS
adaptations have been shown in some work to lead to worse
outcomes for some ASR systems, leading to a cycle of
misunderstanding (e.g., Wade et al., 1992; for a discussion, see
Stent et al., 2008; Oviatt et al., 1998b). Future work examining
intelligibility for the intended listener (here, a human or ASR
system) can further shed light on the extent local intelligibility
adjustments in Alexa- and human-DS are equally beneficial.

Another possible factor why we see similar local intelligibility
adjustments in response to misunderstandings (across Alexa- and
human-DS) is that the experiment was computer-mediated.
Recent work has shown differences in linguistic behavior
across contexts: for example, participants show stronger style
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convergence toward their interlocutor in the in-person condition,
relative to a (text-based) computer-mediated interaction (Liao
et al., 2018). In line with this possibility, Burnham et al. (2010)
found similar adjustments in response to a misrecognition made
by a computer- and human-DS (but overall differences in
computer-DS, paralleling our findings). At the same time, in
the current study, the human-likeness ratings for the
interlocutors collected at the end of study suggest that the
participants found the interlocutors to be distinct. Future work
manipulating rate of misunderstanding and embodiment (Staum
Casasanto et al., 2010; Cohn et al., 2020a) can investigate what
conditions lead to greater targeted intelligibility strategies for
distinct interlocutor types.

We also explored whether emotional expressiveness mediates
speech styles for Alexa- and human-DS. Here, we found the same
speech adjustments in response to expressiveness by both
interlocutors: higher mean f0 in response to utterances
containing emotional expressiveness. First, speakers’ overall
higher f0 in their sentences does not appear to reflect an
alignment toward the interlocutors (who actually produced
lower mean f0 in their expressive productions). One possible
explanation for the increased f0 following the expressive
responses is that it reflects a positivity bias in reaction to
stimuli (but see Jing-Schmidt (2007) for work on biases
toward negative valence). Indeed, work has shown that smiling
is associated with higher mean f0 (Tartter, 1980; Tartter and
Braun, 1994) (but we did not see formant shifts, which are also
associated with smiled speech, in response to Expressiveness).
Here, one explanation for similarities in response to emotion by
both interlocutors is that speakers are applying the social
behaviors toward voice-AI as they do toward humans, as
proposed by technology equivalence accounts (Nass et al., 1994;
Nass et al., 1997; Lee, 2008). For instance, here people are reacting
to emotional expressiveness by both types of interlocutors
similarly. This explanation is consistent with work showing
similar affective responses to computers as seen in human-
human interaction (e.g., Brave et al., 2005; Cohn et al., 2019a;
Cohn and Zellou, 2019).

Additionally, we did not observe differences in how
participants adapted their speech following an emotionally
expressive or neutral word misrecognition. This contrasts with
related work on this same corpus (Zellou and Cohn, 2020) that
found greater vowel duration alignment when participants
responded to an emotionally expressive word
misunderstanding made by a voice-AI system. Thus, it is
possible that emotional expressiveness might shape vocal
alignment, but it might not influence speech style adjustments.
That emotion appears to have an effect on vocal alignment
toward humans and voice-AI (e.g., Vaughan et al., 2018; Cohn
and Zellou, 2019) could be explained by proposals that alignment
is used as a means to communicate social closeness (Giles et al.,
1991). While conveying affect is thought to be part of infant- and
pet-DS registers (Trainor et al., 2000), listener-oriented speech
styles directed toward human adults (non-native speakers,
hearing impaired speakers) and computers are generally not
associated with increased emotionality. Furthermore,
conveying affect is generally not associated with clear speech

strategies. Indeed, classic perspectives on clear speech (H&H
theory) do not account for emotionality in predicting
hyperspeech behavior (e.g., Lindblom, 1990). Yet, one
possibility for a lack of difference in the current study is based
on how emotion was added in the stimuli: emotional
expressiveness was conveyed only in the interjection. Since the
time this study was run, there are now more ways to adapt the
Alexa voice in terms of positive and negative emotionality (at low,
medium, and high levels5), which can serve as avenues for future
research.

There were also several limitations of the present study which
open directions for future work. For instance, one possible factor
in the lack of difference detected for emotionality across Alexa-
and human-DS is the communicative context: the current study
consisted of fully scripted interactions in a lab setting. While this
controlled interaction was intentional as we were interested in
word misrecognitions (which might otherwise be difficult to
control in voice-AI interactions), it is possible that differences
based on emotional expressiveness might be seen in a non-
scripted conversation with voice-AI, as well as one conducted
outside a lab context (e.g., Cohn et al., 2019b). Additionally, the
present study used two types of voices; it is possible that other
paralinguistic features of those voices might have mediated
speech style adjustments. For example, recent work has shown
that speakers align speech differently toward TTS voices that
“sound” older (e.g., Apple’s Siri voices, rated in their 40 and 50s)
(Zellou et al., 2021). Furthermore, there is work showing that
introducing “charismatic” features from human speakers’ voices
shapes perception of TTS voices (Fischer et al., 2019; Niebuhr and
Michalsky, 2019). The extent to which individual differences in
speakers (human and TTS) and participants remain avenues for
future research.

While here the findings align with those for another Germanic
language (e.g., German in Raveh et al., 2019; Siegert and Krüger,
2021), the extent to which the same effects might be observed
with other languages and other cultures is another open question
for future work. For example, cultures might vary in terms of
acceptance of voice-AI technology, such as due to privacy
concerns (e.g., GDPR in Europe: Voss, 2016; Loideain and
Adams, 2020). Additionally, cultures vary in terms of their
expressions of emotion (Shaver et al., 1992; Mesquita and
Markus, 2004; Van Hemert et al., 2007). How emotional
expressiveness and “trust” in voice-AI (Shulevitz, 2018;
Metcalf et al., 2019) might interact remains an open question
for future work.

CONCLUSION

Overall, this work adds to our growing understanding of the
dynamics of human interaction with voice-AI assistants—still
distinct from how individuals talk to human interlocutors. As
these systems and other AI robotics systems are even more widely

5https://developer.amazon.com/en-US/docs/alexa/custom-skills/speech-synthesis-
markup-language-ssml-reference.html#amazon-emotion
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adopted, characterizing these patterns across different
timepoints—and with diverse populations of participants—is
important in our ability to track the trajectory of the influence
of voice-AI on humans and human speech across languages and
cultures.
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The concept of digital literacy has been introduced as a new cultural technique, which is
regarded as essential for successful participation in a (future) digitized world. Regarding the
increasing importance of AI, literacy concepts need to be extended to account for AI-
related specifics. The easy handling of the systems results in increased usage, contrasting
limited conceptualizations (e.g., imagination of future importance) and competencies (e.g.,
knowledge about functional principles). In reference to voice-based conversational agents
as a concrete application of AI, the present paper aims for the development of a
measurement to assess the conceptualizations and competencies about
conversational agents. In a first step, a theoretical framework of “AI literacy” is
transferred to the context of conversational agent literacy. Second, the “conversational
agent literacy scale” (short CALS) is developed, constituting the first attempt to measure
interindividual differences in the “(il) literate” usage of conversational agents. 29 items were
derived, of which 170 participants answered. An explanatory factor analysis identified five
factors leading to five subscales to assess CAL: storage and transfer of the smart
speaker’s data input; smart speaker’s functional principles; smart speaker’s intelligent
functions, learning abilities; smart speaker’s reach and potential; smart speaker’s
technological (surrounding) infrastructure. Preliminary insights into construct validity and
reliability of CALS showed satisfying results. Third, using the newly developed instrument,
a student sample’s CAL was assessed, revealing intermediated values. Remarkably,
owning a smart speaker did not lead to higher CAL scores, confirming our basic
assumption that usage of systems does not guarantee enlightened conceptualizations
and competencies. In sum, the paper contributes to the first insights into the
operationalization and understanding of CAL as a specific subdomain of AI-related
competencies.
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conversational agents, measurement
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INTRODUCTION

Digitalization offers new opportunities across various aspects
of our lives—in work-related and private environments. New
technologies are increasingly interactive revealing
multifarious potentials on both an individual and a
societal level. Digital voice assistant systems, for example,
have grown in popularity over the last few years (Hernandez
2021; Meticulous 2021), offering an intuitive way of use:
Simply by talking to the device, the user can operate it.
Although today’s usage scenarios are still limited and
voice-based assistants in private households are rather
used as remote controls (e.g., to play music or turn on the
lights) or for web searches (e.g., for the weather forecast),
future usage scenarios suggest that voice-based systems could
be omnipresent and ubiquitous in our future lives. Multiple
new and more complex use cases will result in more complex
interactions involving heterogeneous user groups. For
example, both children and older people could benefit
from the ease of use in a private environment, at school,
or in a nursing or health care context (e.g.,
ePharmaINSIDER, 2018; The Medical Futurist, 2020).
Moreover, in a work-related environment, differently
qualified employees could interact with these systems,
providing knowledge and support to solve specific
problems (Baumeister et al., 2019). Application areas of
voice-based assistants are further discussed in (Kraus
et al., 2020).

Across all the (future) scenarios, ease of use is one of the
most promising features of a voice-based system. The
increasingly intuitive usage results in decreasing
requirements regarding the users’ technical knowledge or
capacities. In contrast, the complexity of the technological
systems and their engineering increases. Attributable to the
penetration of easy-to-use voice-based systems, the gap
between usage and knowledge increases and gains
importance. In turn, unknowing and illiterate users tend to
fundamental misconceptions of the technology, e.g.,
regarding functional principles, expectations, beliefs, and
attitudes towards the technological system. Misconceptions
or limited knowledge about digital technologies constrain the
effective, purposeful, and sovereign use of technology skills
(e.g., Chetty et al., 2018). The user remains a somewhat naive
consumer of easy-to-use applications, who tends to interact
with the systems mindlessly, blindly trusting their device,
unthoughtfully sharing private data, or expecting human-like
reactions from the device. The latter might be particularly
relevant for voice-based systems directly interacting with
users, such as conversational agents (short CA). Referring
to a societal level, limited competencies and misconceptions
contribute to the biased public debate, which focuses either
on the risks or glorifies the use of digital technology (Zhang
and Dafoe, 2019; Kelley et al., 2019). As a result, users are far
from becoming informed and critical operators who
understand the opportunities digitization offers in general,
and conversational agents in particular, who know how and
when to use them, or who know when to refrain from usage

(e.g., Fast and Horvitz, 2017). The Eliza-Effect and the Tale-
Spin Effect are two prominent examples of misconceptions
(Wardrip-Fruin, 2001). When a system uses simple functions
that produce effects appearing complex, i.e., Eliza-Effect,
users might overestimate the capabilities of the system. For
example, when a speech-based recommender system gives an
advice the user will follow this advice without further
verification as because he/she trusts in the correctness of
the device. In contrast, when a system uses complex functions
that produce effects appearing less complex, i.e., Tale-Spin-
Effect, users might underestimate the capabilities of the
system. Such a recommender system might elicit less
credibility and users would disregard (correct) advices
from the system.

One approach to address this gap is to develop more self-
explanatory systems to provide services for which the user needs
no prior knowledge. For a detailed discussion of explainable AI
systems refer to (Doran, Schulz, and Besold 2018; Goebel et al.,
2018). Another approach focuses on the detection of users’
misconceptions or limited competencies to learn about the
users and to derive design user-centered learning or training
programs. Due to the omnipresence and increasing penetration of
conversational agents, one key factor of successful digitalization is
yielding users with appropriate conceptualizations about
conversational agents and competencies to operate them.
Consequently, we decided to focus on user’s conceptions and
competencies. However, which particular conceptualization and
competencies are relevant for a “literate” usage of conversational
agents? How can such conceptualization and competencies be
measured? To answer these questions, in a first step, a
conceptualization of “AI literacy” is transferred to the context
of conversational agent literacy. The present study specified
conceptualization and competencies recently reported as
relevant for developing “AI literacy” in general (Long and
Magerko, 2020), for one voice-based conversational agent
proxy, i.e., smart speakers. The subdomain is defined as the
“conversational agent literacy” (short CAL). Then two
methodological parts follow. In the first part, the
“conversational agent literacy scale” (short CALS) is
developed, constituting a first attempt to measure
interindividual differences in the “(il)literate” usage of
conversational agents. With our focus on smart speakers, we
derived 29 items. 170 participants answered these items. An
explanatory factor analysis identified five factors leading to five
subscales to assess CAL. Subscales and items were analyzed
regarding reliability and student’s CAL. In the second part,
insights into construct validity and impacts of interindividual
characteristics have been tested with a subsample of 64
participants. Thus the present study contributes to a first
understanding of CAL as a specific subdomain of AI-related
conceptualizations and competencies, which allows a sovereign
use of conversational technology to unfold the full potential of
digitization (e.g., Burrell, 2016; Fast and Horvitz, 2017; Long and
Magerko, 2020). Long and Magerko (2020) offered a collection of
competencies that are important for AIL. At least to the best
knowledge of the authors, the present paper is the first approach
to developing an operationalization of this collection.
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RELATED WORK

Conversational Agents
A conversational agent is a computer system, which emulates a
conversation with a human user (McTear et al., 2016). The
dialogue system manages the recognition of speech input, the
analysis, the processing, the output, and the rendering on the
basis of AI-related methods such as natural language processing,
natural language understanding, and natural language generation
(Klüwer, 2011; McTear et al., 2016). CAs employ one or more
input and output modalities such as text (i.e., chat agents), speech
(voice agents), graphics, haptics, or gestures. Various synonyms
such as conversational AI, conversational interfaces, dialogue
systems, or natural dialogue systems result in conceptional
blurring (Berg 2015). In the following, we refer to
“conversational agents” and consider the modality of speech.
To be more specific, we focused on smart speakers. Smart
speakers allow users to activate the device using an intend-
word or wake-word such as “Alexa”. After the activation, it
records what is being said and sends this over the internet to
the main processing area. The voice recognition service decodes
the speech and then sends a response back to the smart speaker.
For example, the speech file is sent to Amazon’s AVS (Alexa
Voice Services) in the cloud for the Amazon system. Amazon
published the underlying speech recognition and natural
language processing technology with the service of Amazon
Lex. Please refer to that service for more technical details. We
refer to conceptualizations and competencies essential for the
interaction with and understanding of voice-based conversational
agents, specifically smart speakers. Since our target group mainly
knows the products of Amazon and Google, the study results are
closely linked to these devices. However, the basic principles of
the approach presented could also be transferred to the modality
of text-based systems, as large parts of the underlying operations
are similar for both systems.

Media-Related Competencies: From Digital
Literacy to Conversation Agent Literacy
In our modern information society, knowledge about digitization
processes and digital technologies becomes increasingly relevant.
For about a decade, the responsible and reflected use of digital
media has been discussed as a new cultural technique, which
exceeds literacy and numeracy e.g., (Belshaw, 2011). However, it
is not easy to provide an exact and distinct definition of digital
competencies as different authors have introduced various
meanings and definitions (Baacke et al., 1999; Groeben and
Hurrelmann, 2002; Güneş and Bahçivan, 2018; Janssen et al.,
2013). For example, Gallardo-Echenique et al., 2015 identified a
wide range of concepts and approaches associated with digital
competence in a literature review, i.e., digital literacy, digital
competence, eLiteracy, e-skills, eCompetence, computer
literacy, and media literacy. Early concepts such as computer
literacy primarily referred to the ability to use a text-processing
program or to search the WWW for information (Shapiro and
Hughes 1996). Information literacy focused on the individual’s

more profound cognitive processes of information processing,
such as the ability to understand, evaluate, and use information
effectively regardless of its multimedia form (Oxbrow 1998).
More recently, frameworks of digital competencies neglect
operation skills and refer to a broader set of abilities,
including technical and non-technical skills e.g., Chetty et al.,
2018).

The rise of AI requires a further extension of the concept of
literacy. In this sense, Long and Magerko (2020, p. 2) define
“artificial intelligence literacy” (AIL) as a ‘set of competencies that
enables individuals to evaluate AI technologies critically;
communicate and collaborate effectively with AI; and use AI
as a tool online, at home, and in the workplace’. Long and
Magerko (2020) presented a literature review analyzing 150
studies and reports to derive a conceptual framework of AIL.
Their framework involved five themes, each characterized by a set
of 17 competencies and 15 design considerations
(Supplementary Table S8), describing multifaceted aspects of
AIL. The identified five main themes or guiding questions are: 1)
What is AI?, 2) What can AI do?, 3) How does AI work?, 4) How
should AI be used?, and 5) How do people perceive AI? The
framework offers a collection of competencies essential for AIL
but lacks an operationalization of AIL, allowing a valid and
reliable measure of the AIL aspects. Although Long and
Magerko (2020, p. 10), themselves argue that “. . .there is still
a need for more empirical research to build a robust and accurate
understanding”, their descriptive framework constitutes a good
starting point for research on AI-related conceptualizations and
competencies. Since no other frameworks or theoretical concepts
of AIL exist, at least to the authors’ best knowledge, the AIL-
framework serves as a basis for our scale development.

Since AI is employed in many different applications and
systems, the present paper focuses on a subgroup of AI-based
systems, which have recently become increasingly important
in many human-AI interactions: voice-based conversational
agents, specifically smart speakers. To the best knowledge of
the authors, conceptualizations, and competencies essential
for the interaction and understanding of (voice-based)
conversational agents have not been considered yet. Thus,
we introduce the conversational agent literacy (CAL) as a
subdomain of AIL. CAL employs conceptualizations (e.g.,
perceptions, attitudes, mental models) and competencies
(e.g., knowledge, interactions skills, critical reflection
skills) about the CA itself and the interaction with the CA.
From an HCI perspective, identifying and monitoring CAL is
of utmost importance because future usage scenarios suggest
(voice-based) conversational agents to be omnipresent and
ubiquitous in our lives and involve more heterogeneous user
groups (Baumeister et al., 2019). Equipping users with
appropriate conceptualizations and competencies with
regard to digital technology will allow sovereign
interactions with digital technologies (e.g., Burrell, 2016;
Fast and Horvitz, 2017; Long and Magerko, 2020) and
(voice-based) conversational agents. However, monitoring
CAL requires measurements, which provide the individual
assessments of CAL and indicate development potentials.
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Measuring Media-Related Competencies:
From Digital Literacy to Conversation Agent
Literacy
In accordance with the various interpretations of digital
competencies, the measures are multifaceted and standardized
instruments are missing. Jenkins (2006) developed a twelve-
factorial tool assessing general handling with media. Among
others, it includes play (“When I have a new cell phone or
electronic device, I like to try out . . . ”), performance (“I know
what an avatar is.”), and multitasking (“When I work on my
computer, I like to have different applications open in the same
time.”) (see also Literat, 2014). Porat et al. (2018) used a six-
factorial instrument measuring digital literacy competencies. It
includes, for example, photo-visual literacy (“understanding
information presented in an illustration.”), information literacy
(“Identifying incorrect or inaccurate information in a list of
internet search results.”), and real-time-thinking literacy
(“Ignoring ads that pop up while looking for information for
an assignment.”). Other approaches used open-ended questions
to assess information (“judging its relevance and purpose”), safety
(“personal and data protection”), and problem-solving (“solve
conceptual problems through digital means”) (e.g., Perdana et al.,
2019). Another instrument for measuring digital literacy comes
from Ng (2012), who distinguished a technical dimension
(technical and operational skills for learning with information
and communication technology and using it in everyday life), a
cognitive dimension (ability to think critically about searching,
evaluating, and creating digital information) and a social-
emotional dimension (ability to use the internet responsibly for
communication, socializing and learning). In addition, the scale
also measures attitudes towards the use of digital technologies.
The social-emotional dimension of this approach extends
previous measures by considering the interactivity of digital
technology. However, the development of Ng (2012) scale is
not based on any conceptional or empirical foundation leading to
difficulties regarding a valid, reliable, and comparable use of the
instrument.

In sum, the approaches aiming to measure digital
competencies are rather limited in terms of their conceptual
range revealing (for a review: Covello, 2010). Moreover,
instruments measuring digital competencies have rarely
referred to artificial intelligence literacy or conceptualizations
and competencies relevant for the sovereign use of (voice-based)
conversational agents. The few studies in the field aim for the
assessment of associations and perceptions about AI, referring
only to the fifth theme (How do people perceive AI?) of the
conceptional AIL-framework mentioned above (e.g., AI in
general: Eurobarometer, 2017; Zhang and Dafoe 2019b; Kelley
et al., 2019; voice-based conversational agent-specific: Zeng et al.,
2017; Lau et al., 2018; Hadan and Patil, 2020). However, an
analysis of the items of the instruments revealed that the majority
referred to either digitalization in general or specific
embodiments such as robots (e.g., Eurobarometer 2017).
Consequently, and regarding the latent variable, it remains
somewhat unclear what exactly the items measured. Besides,
the studies report neither the underlying conceptual

framework nor criteria of goodness (e.g., reliability, validity).
Alternatively, they used single items instead of validated scales. In
sum, the quality of measurements available remained unclear. In
the area of AIL-related competencies, and particularly regarding
conceptualizations and competencies of voice-based CAs, the
development of measures and instruments is still in its very early
stages. Until today, the literature review reveals no valid and
reliable instrument to assess CAL resulting in a research
desideratum the present study focuses on.

In sum, digital competencies are associated with a wide range
of concepts and measures. The rise of voice-based conversational
agents requires further extend the idea of digital literacy.
Knowledge has been shown to be a key factor for using new
technologies competently. Assessing the state of knowledge
allows the implementation of precisely fitting training and
transformation objectives (for an overview: Chetty et al.,
2018). In this sense, Long and Magerko, (2020) introduced a
broad conceptional framework of literacy in the context of AI.
However, research so far has not presented tools or instruments
allowing an assessment of interindividual levels of AIL or related
subdomains such as CAL. Aiming for a first attempt to close this
gap, the present study focuses on.

1) the development of an empirically founded measuring
instrument to assess CAL and

2) the investigation of first insights into the validation and the
impact of interindividual differences.

Overview of the Present Work
With our focus on smart speakers as a proxy of voice-based CAs,
we derived 29 items portraying 16 of the original 17 competencies
and four of the original five themes introduced by (Long and
Magerko, 2020). 170 participants answered these items. An
explanatory factor analysis identified five factors suggesting a
different structure than the original framework. Items were
assigned to five subscales to assess (voice-based)
conversational agent literacy (CAL). Subscales and items were
analyzed regarding reliability and student’s performances (Part I).
Finally, preliminary insights into construct validity and the
analyses of interindividual characteristics offered insights into
CAL of a subsample of 64 participants (Part II). In sum, the
present paper presents the first attempt to quantify and measure
CAL as a sub-domain of AIL using an empirically based
instrument, which follows the conceptional framework
introduced by Long and Magerko (2020).

PART I: CONSTRUCTION OF SCALES,
FACTOR ANALYSIS, RELIABILITY
ANALYSIS, AND STUDENT’S
PERFORMANCES

Methods
Development of the Items
Items were derived from the 16-dimensional framework by Long
and Magerko (2020). For each dimension, four researchers
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individually 1) comprehended the meaning of the dimensions,
and 2) developed and phrased items consisting of a question and
answering options. Then, the four researchers collaboratively
analyzed their individual initial item pools regarding content
validity, redundancy, and comprehensibility of the items.
Furthermore, to account for non-expert respondents, the final
items and their responses were as simple and as unambiguous as
possible. In sum, 29 items were derived, with each dimension
being referred to by at least one item. Every item consisted of a
question and five answers from which the participant needed to
select the correct ones. Each of the five answers could be correct
or incorrect and received equal weight when summed to arrive at
the final score for each of the 29 items. Across these questions,
different numbers of the answers could be correct. Therefore, the
aggregate score can be from 0 (no correct answers) to five correct
answers per item, with higher scores indicating better-founded

competencies. Table 1 presents an extract of the items used in the
process of questionnaire development.

Subjects
One hundred seventy participants voluntarily engaged in an
online survey. They were between 16 and 55 years old (M �
21.06, SD � 5.04), 82.7% were female. Regarding the highest
educational qualification, 83.53% have finished secondary school,
4.71% reported vocational training of 4.71% had a bachelor’s, and
1.18% a master’s degree. 11.12% owned an Amazon Echo device,
4.12% owned a Google Home.

Procedure
Participants were briefly instructed about the general purpose of
the study, with the procedure following the ethical guidelines laid
out by the German Psychological Association. Participants

TABLE 1 | Item Pool: Example items of the 16 dimensions of (voice-based) conversational agent literacy on the example of a smart speaker.

1. Dimension what is AI?

3. Sub-dimension: Interdisciplinarity

What do you think: Which of the following technical disciplines
plays no role in the development of a smart speaker?

A- computer science
B- Psychology
C - Pharmacy
D - mechanical engineering
E - sociology

2. Dimension: What can AI do?

5. Sub-dimension: AI’s strength and weakness

What do you think: Which of the following areas of knowledge can
a person answer better than a smart speaker?

A- concrete factual knowledge
B- abstract concepts
C - past events
D - interhuman communication
E - reasons for factual facts

3. Dimension: How does AI work?

12. Learning from data

What do you think: What role do previous requests play in the
smart Speaker’s response to a current request?

A- past requests are irrelevant
B- past requests enable the smart speaker to better
understand current requests
C -past requests allow to create a profile about
personal preferences
D - past requests are not stored and therefore do not
play a role for current requests
E - past requests only play a role if they were spoken
in the same pitch

4. Dimension: How should AI be used?

16. Sub-dimension: Ethics

What do you think: Is the data from the interaction with
a smart speaker shared with advertising companies?

A- yes, to display more relevant ads based on
personal interests
B- No, because such data is not meaningful enough
C - No, because this is a privacy issue. It is not
allowed
D - yes, because such data provides a detailed insight
into the habits of the user
E - yes, but only if the users agree to this in the smart
speaker settings
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answered the 29 questions referring to conversational agent
literacy.

Results
The following section presents the factor analysis results and the
scale, item analysis, and student’s performances on the CAL
scores.

Factor Analysis
We conducted a factor analysis of the conceptualizations and
competencies questions to gain deeper insights into the factorial
structure of (voice-based) conversational agent literacy. Factor
analysis is a “multivariate technique for identifying whether the
correlations between a set of observed variables stem from their
relationship to one or more latent variables in the data, each of
which takes the form of a linear model” (Field, 2018, p.1016).
There were two possibilities for the analysis: an exploratory factor
analysis (EFA) or a confirmatory factor analysis (CFA). The CFA
tests specific associations between items and latent variables,
which a model or a framework hypothesizes. Without any a
priori assumptions, the EFA searches for associations between the
items indicating underlying common factors which explain the
variation in the data (Field, 2018). Referring to the framework
postulated by (Long and Magerko, 2020), a CFA would aim to
verify the postulated 4-themes factorial structure or the 16-
competencies factorial structure. However, we decided to
conduct an EFA as a first step of the empirical analysis of the
conceptualization of CAL. An explorative analysis of the factorial
solution provides the opportunity to detect factorial solutions
deviating from the postulated factorial structure. Nevertheless, if
our empirical data reflected the postulated factors, an EFA would
reveal a four- or 16-factorial solution.

A principal component analysis was conducted. The Kaiser-
Meyer-Olkin measure verified the sampling adequacy for the
analysis, KMO >0.5 (KMO � 0.744; Kaiser and Rice, 1974), and
Bartlett’s test of sphericity was significant (χ2 (406) � 1,314.29, p <
0.000). On the level of KMO values of the individual items, one item
was lower than the acceptable limit of 0.5 (Kaiser and Rice, 1974)
With reference to (Bühner, 2011), we decided to keep the items in
the analysis. In the results part, we will come back to this item again.
Anticipating the results section, the factor analysis will reveal that
this item will not be part of the final scales. Consequently, the
problem can be neglected. To identify the number of meaningful
factors, a parallel analysis was conducted, resulting in ambiguous
solutions: on the one hand, a three-factorial solution was indicated,
on the other hand solutions with four, five and six factors were also
justifiable. The additional analysis of the scree plot (detection of a
break between the factors with relatively large eigenvalues and those
with smaller eigenvalues) could not clarify this ambiguity. As an
ambiguous basis of decision-making is a typical challenge during the
process of an EFA, content-related andmathematical argumentation
needs to be combined for informed choices (Howard, 2016).
Therefore, we decided to discard the three-factorial solutions and
maintained the five and six factors. Three factors would have meant
an inadequate reduction of the postulated four- or 16-dimensional
framework (content-related argument) and a relatively small
amount of explained variance (three-factor solution: 33.577%;

five: 44.170; six: 51.125; mathematical argument). Because the
resulting factors were hypothesized to be intercorrelated, two
promax (oblique) rotations—on five and on six factors—were
conducted. Then, the rotated solutions were interpreted following
both content criteria (conceptual fitting of the items loading on the
factor; conceptual differences between items of different factors) and
statistical criteria (factor loadings below 0.2 were excluded, loadings
above 0.4/0.5 indicated relevance). Negative loadings were also
excluded, as they would indicate reverse item coding, which
would not work for conceptualizations and competencies items.
The two rotated factor patterns of pattern loadings resulting from the
promax rotation of five and six factors are presented in
(Supplementary Table S9).

When analyzing the two sets of factor loadings, factors 1, two
and three were almost identical in both solutions, factors 4 and 5
were roughly the same. The analysis of the sixth factor of the 6-
factor solution reveals that most of its items are either absorbed
by the third or fourth factor in the 5-factorial solution or are
below the threshold of 0.2 factor loadings. Moreover, this factor 6
involves the item with the non-acceptable MSA-value.
Consequently, the sixth factor could hardly bring added
exploratory value resulting the rejection of the 6-factorial
solution and the acceptance of the 5-factorial solution.

To interpret the meaning of the resulting five factors, the items
with the highest loadings served as reference values. Then,
additional items were added following statistical criteria of
factor loadings and content criteria asking for the fit with the
overall meaning of the other items. As a result, five subscales with
three to six items were derived to reflect CAL. However, we must
be careful with the interpretation of the resulting scales, as they
result from a very first attempt of scale development in
conversational agent literacy. We, therefore, regard the present
scale development more as a kind of work-in-progress report, the
limitations of which need to be discussed in the discussion
section. Table 2 gives an overview of the preliminary version
of the CALS, its subscales, and their items. Additionally, the table
presents the original concept by Long andMagerko (2020) as well
as the assignment of this study’s items derived from it.

Scale and Item Analysis
Table 3 presents the results of scale and item analyses.
Cronbach’s α (internal consistency) was computed for each
subscale (factor) and the total scale. Values were between 0.34
and 0.79, indicating mixed results. With reference to the fact that
this paper provides a first insight into the operationalization of
CAL (and very first insights into the more general concept of AI
literacy), we argue with Nunnally (1978) that “in the early stages
of research [. . .] modest reliability” is acceptable. Thus, we
carefully regard the internal consistency of subscales 1 to 3 as
acceptable [see also (Siegert et al., 2014), who discuss the
challenge of inter-rater reliability in the context of emotion
annotation in human-computer interaction]. The fourth and
fifth subscale, however, reveal more questionable values (0.34
and 0.35). In sum, we preliminarily maintain these subscales and
argue for future optimization (see discussion for more detailed
considerations). The average item’s difficulty index p is 68.84,
with mean difficulties ranging from 60.31 (factor 1) to 79.98
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(factor 2). Corrected item scale correlation indicates item
discrimination ranging from 0.22 to 0.541.

Table 4 presents the intercorrelations of the five CAL subscales
with each other and with total CAL-score revealing significant
correlations across all scales (only exception: subscales four x 5).
With the exception of the correlation between the fourth and fifth
scales, the correlations indicate medium effects (Cohen 1988).
Subscale five does not correlate significantly with the total scale
demanding detailed attention in the upcoming steps. Assessment
of smart speaker’s technological (surrounding) infrastructure
(subscale 5) seems to be independent of the conceptualizations
and competencies about conversational agents.

Conversational Agent Literacy:
Conversational Agent Literacy-Scores
To provide coherent results, which allow interpretation of the
participants’ level of CAL, we needed to adjust the CAL scores to
correct for guessed answers. Each item consisted of a question
and five answers resulting in five potentially correct answers and
five points to gain. For each answer, participants had to decide
whether the answer was right or wrong. Consequently,
participants had a 50–50 chance to choose the correct

response simply by guessing, resulting in 2.5 points correctly
guessed points, on average. To control for an overestimation of
the performance, the values of the CALS need to be corrected for
chance level. Correct answers have been counted as +1, incorrect
answers as −1, resulting in a total range per item from −5 (all
options per item were answered incorrectly) to +5 (all options per
item were answered correctly). Table 5 gives an overview of the
initial and the corrected CAL-values. As the initial and the
corrected CAL scores only differ in absolute values but are
comparable regarding relative values, they both indicate
conversational agent literacy on an intermediate level—with
highest values for subscale one and lowest for subscale 5.

PART II: (INITIAL STEPS OF) VALIDATION
AND IMPACT OF INTERINDIVIDUAL
CHARACTERISTICS

Method
Subjects
Sixty four participants (71.9% women), between 18 and 55 years
old (M � 23.64, SD � 7.13) participated additionally in the second

TABLE 2 | Empirically derived CALS-subscales and their items compared to the original dimension by Long and Magerko (2020).

CALS-subscales

CALS

CAL-items Original dimension Long
and Magerko (2020)

Original assignment of
CAL-items

1 storage and transfer of the smart speaker’s data input CALS 20, 21, 24, 26, 27, 28 1 what is AI? 1–3
2 smart speaker’s functional principles CALS 5, 8, 9, 11, 15, 16 2 what can AI do? 4–7
3 smart speaker’s intelligent functions, learning abilities CALS 1, 4, 12, 14, 19 3 how does AI work? 8–26
4 smart speaker’s reach and potential CALS 2, 6, 22 4 how should AI be used? 27–29
5 smart speaker’s technological (surrounding) infrastructure 10, 13, 25

TABLE 3 | Scale and Item analysis of the CAL.

CAL subscale Internal consistency: Cronbach’s α Item
difficulty: Mean (range)

Item discrimination: Mean
(range)

1 storage and transfer of the smart speaker’s data input 0.788 60.31 (41.56–66.83) 0.55 (0.28–0.66)
2 smart speaker’s functional principles 0.690 79.98 (60.12–89.88) 0.43 (0.25–0.52)
3 smart speaker’s intelligent functions, learning abilities 0.623 76.83 (67.76–85.92) 0.36 (0.22–0.60)
4 smart speaker’s reach and potential 0.337 62.75 (58.47–66.12) 0.22 (0.15–0.32)
5 smart speaker’s technological (surrounding) infrastructure 0.345 64.32 (50.59–71.26) 0.21 (0.20–0.22)
Total scale 0.780 68.84 0.35

Note: Items were not corrected in terms of chance score (chose the correct options by guessing).

TABLE 4 | Intercorrelations of the CALS subscales.

CALS subscales 1 2 3 4 5

1 storage and transfer of the smart speaker’s data input — — — — —

2 smart speaker’s functional principles 0.235** — — — —

3 smart speaker’s intelligent functions, learning abilities 0.290** 0.406** — — —

4 smart speaker’s reach and potential 0.210** 0.225** 0.314** — —

5 smart speaker’s technological (surrounding) infrastructure 0.331** 0.253** 0.225** 0.084 —

Total scale 0.727** 0.678** 0.695** 0.525** 0.515
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part. 70.3% were students, 3.1% have finished secondary school,
10.9% reported vocational training, 12.5% had a bachelor’s, and
3.1% a master’s degree. 12.5% owned an Amazon Echo, 1.6% a
Google Home.

Procedure
To learn more about underlying characteristics and
interindividual differences between participants, we assessed
additional variables via standardized questionnaires, including
competency-related measures and attitudes towards digital
technologies and smart speakers, psychological characteristics,
and demographical data (an overview is given in Table 6).

Measures
Conversational Agent literacy (CAL) was assessed by the newly
developed scale (see Part I), incorporating 23 items (see Table 1
for example items), which were summarized to five factors. CAL
values as an indicator of participants conversational agent literacy
were then correlated with the following items.

Competency-related constructs were measured by the
German version of the affinity for technology interaction scale
(short ATI scale) by Franke et al. (2019). The 6-point Likert scale
includes nine items (e.g., “I like to occupy myself in greater detail
with technical systems.”) ranging from 1 “completely disagree’ to
6 “completely agree’. Items were averaged so that higher values
indicated higher levels of technique affinity. The internal
consistency of the scale was α � 0.90.

In addition, the German version of the commitment for
technology short scale (short CT) by Neyer et al. (2012) was
used. Twelve items were answered on a 5-point Likert scale
ranging from 1 “completely disagree” to 5 “completely agree”.
A total score and three subscales can be calculated: technique
acceptance, technique competence beliefs, and technique control
beliefs. Items were averaged with higher values indicating higher
levels of technique commitment. The internal consistency of the
scale was α � 0.84.

Attitudes towards smart speakers (short ATSS) were
measured by using an adapted version of the Negative Attitude
toward Robots Scale by Nomura et al. (2006). Across all items, we
replaced “robots” with “smart speakers”. Since the original items
measured negative attitudes, we modified the wording as it was
already done in (Wienrich and Latoschik 2021). In
correspondence to each emotionally coded word used in the
original items, we created a semantic differential scale so that the
positive and negative emotions would be linked to high and low
values, respectively. For example, we built the semantic
differential “nervous/relaxed” instead asking “I would feel
nervous operating a smart speaker in front of other people.”
Analogously to the original scale, the adapted scale consists of 14
items, which are answered on a 5-point Likert scale ranging from
1 “strongly disagree” to 5 “strongly agree” on a semantic
differential. The total score and three subscales can be
calculated: attitudes toward (a) situations of interaction with
smart speakers, the social influence of smart speakers, and 3)
emotions in interaction with smart speakers. Again, items were
averaged, and higher values indicated higher levels of positive
attitudes. Internal consistency of the scale was α � 84.

Psychological characteristics were measured by an
adaptation of the self-efficacy in the human-robot interaction
scale (short SE-HRI) by Pütten and Bock (2018). We replaced
“robots” with “smart speakers” (short SES). Ten items were
answered on a 6-point Likert scale ranging from 1 “strongly
disagree” to 6 “strongly agree” with higher values of averaged
items indicating higher levels of self-efficacy in smart speaker
interaction. The internal consistency of the scale was α � 0.91. In
addition, general self-efficacy was measured using the general self-
efficacy scale (short SEG) by Schwarzer et al. (1997). Ten items
(e.g., “For each problem, I will find a solution.”) were answered on
a 6-point Likert scale ranging from 1 “completely disagree” to
6 “completely agree”. Items were averaged, and higher values
indicated higher levels of general self-efficacy. The internal
consistency of the scale was α � 0.82.

TABLE 5 | CAL-scores of the student sample.

CALS Corrected
values mean (SD)

Corrected values range:
5.00 to +5.00

Initial valuesMean (SD) Initial values range:
0.00 to 5.00

1 storage and transfer of the smart speaker’s data input 2.76 (1.31) −0.67 to +5.00 3.01 (1.20) 0.83 to 5.00
2 smart speaker’s functional principles 3.20 (1.17) −1.33 to +4.67 4.00 (1.06) 0.17 to 5.00
3 smart speaker’s intelligent functions, learning abilities 3.14 (1.13) 0.20 to +4.60 3.84 (1.16) 0.40 to 5.00
4 smart speaker’s reach and potential 1.68 (1.92) −2.33 to +5.00 3.14 (1.33) 0.48. to 5.00
5 smart speaker’s technological (surrounding) infrastructure 1.85 (1.57) −2.33 to +5.00 3.22 (1.11) 0.70 to 5.00
Total scale 2.70 (0.85) +0.13 to +4.30 3.44 (1.17) 0.52 to 5.00

TABLE 6 | The survey structure of PART II.

Survey part Construct Sub-dimensions

1. validation Competency-relation Affinity for technology, technology commitment
Attitudes towards smart speakers Attitude towards smart speakers

2. Impact of interind. Characteristics Individual characteristics Self-efficacy in smart speaker usage, general self-efficacy
Demographical data Gender, age, ownership of voice assistants
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Demographical data included gender (“female”, “male”,
“diverse”), age, knowledge of German language, level of
education, field of study, and the previous experiences with
smart speaker (from 1 “never” to 5 “very often”) as well as the
ownership of smart speakers (e.g., “Alexa/Amazon Echo” or
“Google Home”).

Expectations for the Validation of the
Questionnaire
Besides the analysis of the reliability, the validation of a newly
developed questionnaire is a crucial challenge to meet. To
evaluate construct validity, CALS subscales are embedded into
a “nomological net” of similar constructs. To gain first insights,
we analyze the associations between CALS subscales, scales
measuring competency-related constructs and attitudes
towards technology (Cronbach and Meehl, 1955). Because the
competency-related scales are supposed to measure similar
constructs, they shall positively correlate with positive attitudes
towards technology (ATI, CT). Being more literate in the area of
conversational agents should be associated with increased
technology affinity. However, attitudes are not to be equated
with competencies, so on the one hand, we do not assume perfect
correlations, and on the other hand - depending on the type of
attitude - we expect negative and positive correlations.

Results: (Initial Steps of) Validation
Correlations with scales measuring similar constructs establish
the first steps towards a nomological net of CAL. Table 7 reveals
correlations between the total score of CAL, the factors, and the
chosen variables. As expected, Affinity for Technology (ATI) and
commitment to technology (CT) correlated positively with the
total CAL scale (CALS Total), indicating overlapping concepts.
Furthermore, the medium to large positive correlation between
CALS Total and the CT-subscale competence can be interpreted
as a first indicator of the validity of CALS. The non-significant
correlation of CALS four and CALS five underlines this
conclusion as both scales do not explicitly refer to competencies.

Remarkably, the analysis revealed that participants’ attitudes
toward smart speakers (ATSS) correlated negatively with CALS
Total as well as with the subscales CALS 1, CALS 2, and CALS 5.

As with commitment before, CALS four did not correlate
significantly with attitudes, the same applies to CALS 3. Thus,
while participants’ competencies in terms of their knowledge
about “storage and transfer of the smart speaker’s data input”
(CALS 1), its “functional principles” (CALS 2) and its
technological (surrounding) infrastructure (CALS 5) are
negatively associated with their attitudes towards the devices,
the participants’ knowledge of the intelligent functions and
learning abilities of smart speakers are not associated to their
attitudes.

Regarding the subscales of ATSS, attitudes toward situations of
interaction with smart speakers and social influence of smart
speakers are also negatively correlated with CALS 1, 2, and 5.
However, the ATSS-subscale referring to emotions occurring
when interacting with smart speakers reveals lower and non-
significant correlations.

Results: participants’ conversational agent literacy and
associated psychological and demographic characteristics.

The final step of our analyses aims for first insights into
associations between conversational agent literacy and
psychological and demographic characteristics. To analyze
the impact of interindividual differences, we compared
female and male participants and analyzed the effects of age,
smart speaker ownership, smart speaker self-efficacy, and
general self-efficacy.

The analysis of gender differences revealed that male
participants achieved slightly higher scores on CALS-items
(total scale: M � 3.39, SD � 0.41) than woman (M � 3.76, SD
� 0.38). However, differences across all subscales were small and
not significant. Furthermore, our sample’s gender ratio was not
balanced, so this result should be viewed with caution.

Regarding age, the only significant correlation was found for
CALS 5 (smart speaker’s reach and potential), which correlated
significantly positively with age (r � 0.379; p � 0.02). However, the
small age range must be considered when interpreting this result.

Interestingly, the ownership of a smart speaker voice assistant
did not result in significantly different CAL scores.

The general self-efficacy did not show any significant
correlation with CALS-scales. Similarly, participants’ self-
efficacy in terms of smart speaker interaction did not correlate
with the CAL scales. The only exception is CALS 2 (smart

TABLE 7 | Correlations between CALS subscales and technology-related competencies and attitudes.

CALS ATI CT:
Total

CT:
Acceptance

CT:
Competence

CT:
Control

ATSS:
Total

ATSS:
Situations

ATSS:
Influence

ATSS:
Emotions

1 storage and transfer of the smart speaker’s data
input

0.278a 0.254a 0.058 0.354b 0.132 −0.334b −0.290a −0.333b −0.245

2 smart speaker’s functional principles 0.297a 0.269a 0.200 0.254a 0.127 −0.332b −0.222 −0.457b −0.195
3 smart speaker’s intelligent functions, learning
abilities

0.405b 0.176 0.070 0.258a 0.046 −0.070 −0.015 −0.161 −0.014

4 smart speaker’s reach and potential 0.079 0.044 0.021 0.173 −0.111 0.138 0.170 0.137 0.031
5 smart speaker’s technological (surrounding)
infrastructure

−0.077 0.032 -0.019 0.148 −0.069 −0.284a −0.247a −0.310a −0.178

Total 0.404b 0.305a 0.147 0.434b 0.068 -0.297a −0.193 −0.397b −0.195
ap < .05.
bp < .001; ATI � Affinity for Technology Interaction; CT � Commitment to Technology (subscales: technique acceptance, competence beliefs, control beliefs.); ATSS � Attitudes toward
Smart Speaker (subscales: attitudes toward situations of interaction with smart speakers, social influence of smart speakers, emotions in interaction with smart speakers).
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speaker’s functional principles), which does correlate significantly
positively (r � 0.341; p � 0.006).

DISCUSSION AND OUTLOOK

The concept of digital literacy has been introduced as a new
cultural technique complementing the former predominant
focus on media literacy and numeracy (e.g., Belshaw, 2011).
With reference to the increasing importance of computer
technology and particularly AI, literacy concepts need to be
extended to meet new technological and AI-related
developments. In this sense, Long and Magerko (2020)
proposed a conceptional framework of AI literary (AIL),
constituting a good starting point for research on
conceptualizations and competencies in the area of digital
and AI technologies. Encouraged by their conceptional work,
the present paper aims for the development of measurement to
empirically assess the postulated conceptualizations and
competencies. To avoid the reference point of rather abstract
AI applications, this study focuses on voice-based
conversational agents. Consequently, the original
conceptualization of “AI literacy” is transferred to the
context of “conversational agent literacy” (CAL). With the
goals of developing a measurement tool for CAL and
constituting first steps towards an assessment of
interindividual differences in the “ (il)literate” usage of
conversational agents, part I develops the “conversational
agent literacy scale” (short CALS). Part II reveals first
insights into the “nomological net” of constructs similar to
CAL. Moreover, the first associations between CAL and
psychological characteristics are analyzed. The results
contribute to the operationalization and quantification of
CAL to assess individual conceptualizations and
competencies in terms of (voice-based) conversational agents.

Comparison: Empirical Vs Conceptional
Framework of Aritifical Intelligence literary
In their conceptional framework of AIL, (Long and Magerko,
2020), postulated five themes (What is AI?; What can AI do?;
How does AI work?; How should AI be used?; How do people
perceive AI?) and 17 competencies. Four of these AIL-themes and
16 competencies could be transformed into the initial set of 29
items (see Supplementary Table S10 for the complete list of
items; APPENDICES). Although the explorative factor analysis of
these 29 items revealed five factors, the factors represent a
different content structure than the original AIL-framework
has postulated. The overlaps and differences between the
original and the empirical factorial structure are discussed below.

Following the newly developed CALS, we begin with CALS 1
(storage and transfer of the smart speaker’s data input; α � 0.788).
CALS one comprises six items, four of which initially belonging to
the dimension “How does AI work?”. This question summarizes
large parts of the AI-literacy concept and encompasses nine out of
17 competencies, accordingly. CALS one covers three
competencies (Learning from Data; Action and Reaction;

Sensors). The two remaining items of CALS one are from the
fourth dimension (How should AI be used?), asking for ethical
considerations. However, our operationalization of ethics was
limited to the passing of data from the interaction with the smart
speaker. Consequently, CALS one refers to data input, storage,
and transfer of the data input the user generates when interacting
with the data. Considering the broad scope of ethics and
anticipating this study’s discussion, our limitation to data
sharing seems to be too limited. Future studies will need to
differentiate ethical considerations. CALS 2 (smart speaker’s
functional principles; α � 0.690) comprises six items, five of
them belonging to the “How does AI work”-dimension, again. In
terms of the 17 competencies, CALS two involves three:
Knowledge Representation, Decision Making and Human Role
in AI. The sixth item, however, belongs to the “What can AI do?“-
Dimension, asking for areas of knowledge in which humans are
superior. In sum, CALS two refers to two main aspects: the
resemblance of human information processing (representation of
knowledge reasoning, decision making) and the human role in
terms of the development of the systems and their possible
superiority. CALS 3 (smart speaker’s intelligent functions,
learning abilities; α � 0.623) includes five items, covering three
dimensions and four competencies. One item belongs to the
“What is AI”-dimension (competency: Recognizing AI), one to
the “What can AI do?“-dimension (AI’s Strength andWeakness),
and three to the “How does AI work?”-dimension (Machine
Learning Steps and Learning FromData). Summarizing this scale,
CALS three covers competencies and conceptualizations referring
to “intelligent” characteristics of smart speakers, their
differentiation from standard speakers, their learning features
(machine learning and learning from data), with one item also
referring to the possible involvement of humans in data analysis.
While CALS 1, 2, and three involve five to six items and show
good to acceptable internal consistencies (particularly for this
early stage of questionnaire development), CALS 4 and CALS 5
are of questionable numerical quality. To avoid false conclusions,
we want to emphasize the approach of this study again: the aim
was to gain the very first insights into the possibility of making
AI-related conceptualizations and competencies measurable.
Although we are aware of the shortcomings of the scales, we
present the entire process as a first attempt to develop and to use a
measuring tool of smart speaker-related literacy. The three items
of CALS 4 (smart speaker’s reach; α � 0.337) cover three
competencies of three original dimensions: Interdisciplinarity
of the “What-is-AI”-dimension refers to the multiple
disciplines involved in the development of smart speakers;
Imagine Future IA of the “What can AI do”-dimension asks
for future features of smart speakers; and, Critically Interpreting
Data of the “How does AI work?”-dimension enquiring if smart
speakers can distinguish their users to process their inputs
differently. In sum, CALS four asks for the potential of smart
speakers by assessing the multiple facets contributing to their
development, their capability in terms of adapting to current
users, and their future capabilities. Finally, the three items of
CALS 5 (smart speaker’s technological [surrounding]
infrastructure; α � 0.345) refer to the technological
infrastructure, and smart speakers are embedded in. All items
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are part of the “How does AI work?”-dimension, covering the
competencies Decision Making (dependence on internet
connection), Machine Learning Steps (hardware used for data
storage) and Sensors (sensor hardware). As a result, CALS five
asks for the conceptualization of the technological infrastructure,
smart speakers depend on.

To summarize the factorial analysis, referring to the original
themes, the empirical structure does not seem to reflect the
postulated structure closely. However, on the level of the 16
competencies, one might arrive at a different result: of the 16
competencies (29 items) that were entered into the factorial
analysis, 11 competencies (23 items) are included in the final
scales. Therefore, one can cautiously conclude that the newly
developed CALS reflects the original framework, which has been
transferred from AI to smart speaker literacy, quite convincingly.
Except for Machine Learning, items of a certain competency are
only ever taken up by one of the five CALS-scales. Concerning the
very early stage of this process and the cautious interpretation of
results, we carefully present the first attempt to operationalize and
quantify conversational agent literacy.

First Insights into Construct Validity and
Students’ Performance in Conversational
Agent Literacy Scale
When analyzing the correlations of CALS-scales and instruments
measuring technology-related attitudes, results revealed
substantial overlaps indicating first signs of a nomological net,
the newly developed instrument is embedded: Affinity with
Technology was significantly positively associated with CALS 1,
2 and 3, Commitment to Technology (total scale) with CALS one
and CALS 2, and Attitudes towards Smart Speakers (total) was
significantly negatively correlated with CALS 1, 2, and 5.
Knowledge about smart speakers seems to be negatively
associated with attitudes about these devices, indicating that a
positive view of technology does not guarantee technological
competencies—but quite the opposite, perhaps. Correlations of
CALS Total confirm the significant correlations of the CALS-
subscales. CALS 4, however, did not significantly correlate with
any other construct, which could be interpreted as another
indicator of its questionable quality. Or, it might point to the
different scope of CALS 4. With its focus on the (future) potential
and the reach of smart speakers, CALS four might be less close to
attitudes towards technology. Future studies should widen the
nomological net and incorporate more diverse constructs and
variables into the analysis, such as experiences with technology,
technological competencies, or psychological variables associated
with technology-related competencies (among others: underlying
motivations of usage and non-usage, personality traits such as
openness to new experiences, or curiosity) (e.g., Jenkins, 2006;
Literat, 2014; Porat et al., 2018; Perdana et al., 2019). Moreover,
future studies should also consider associations with behavioral
indicators. Additionally, the fifth AIL dimension (“How do people
perceive AI?”) could be considered in future CALS-versions.

Since the present data reveal correlations only, future studies
should investigate hypotheses about predictors, moderators, and
mediators of CAL.

After the CAL-scores were corrected for guessing, our sample
(N � 170) revealed an intermediated level of conversational agent
literacy. The minor interindividual differences seem to mirror the
homogeneity of our predominantly student sample. A more
heterogeneous sample would probably reveal more detailed
interindividual differences. Remarkably, participants who own
a voice assistant did not score higher in CAL, indicating that
ownership does not guarantee competencies. Smart speakers are
easy and intuitive to use and therefore accessible for broad user
groups. However, this easiness might create rather positive
attitudes and a deceptive impression of an “innocent”
technology discouraging users from education. More informed
and more critical operators would understand the opportunities
digitization offers and would know how and when to use it or
when to refrain from usage (e.g., Fast and Horvitz, 2017; Long
and Magerko, 2020). Within the other application areas of more
complex AI-related systems such as automatic driving, this gap
between easy-to-use and underlying technological complexity
might even increase. However, the interpretations of our
results are still on a speculative level and call for more
empirical data.

Limitations and Future Attempts
Conceptional work on AIL and the development of
corresponding measuring instruments are in their early stages.
This paper presents the first step towards a reliable and valid
measure of CAL to allow very first insights into the more general
concept of AI literacy. Future studies in this area should consider
the following limitations.

The present paper investigates conceptualizations and
competencies about smart speakers as one representative of
voice-based conversational agents. Although the basic
technological operation and interaction principles are
transferable to further variations such as text-based CAs, these
preliminary results are limited to smart speakers. Future studies
should also involve further (voice-based) CAs or AI-related
applications. When presenting the 29 items to our sample, we
did not differentiate various devices and applications or a specific
context but simply referred to smart speakers. Consequently, we
do not know the participants’ exact reference points (e.g., specific
agents, specific domains such as medicine, commerce, assistance).
Future studies should differentiate the devices, applications, and
contexts of usage.

Moreover, different methodological approaches can be used to
learn about user’s conceptualizations and competencies, offering
potentials for future studies. For example, participants can be
observed when interacting with smart speakers in specific use
cases. However, direct observations have limitations. First,
researchers create arbitrary user interactions in a
laboratory—particularly the usage of conversational agents in
controlled lab studies is artificially and covers limited use cases.
Second, the results are limited for the specific situation presented
to the participants. Third, participants must show up in the lab
limiting access for many user groups, which is an even severe
issue in a pandemic. The aim of the present approach was a
different one. We focus on getting insights about different aspects
corresponding with the usage of conversational agents in general.
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In the past, digital literacy was researched a lot. However, our
analyses showed a lack of research regarding AI literacy—a
concept with increasing importance. Other approaches have
addressed this gap by making systems more self-explanatory.
For a detailed discussion about the explainable AI systems, refer
to (Doran et al., 2018; Goebel et al., 2018). In contrast, our
approach refers to detecting misconceptions and lacks of
competencies to better understand users and design user-
centered learning or training programs.

The analysis of scales and items revealed potentials for
improvement. Along with the five CALS scales, future studies
should develop and test further complementing items.
Particularly, the fourth and the fifth subscale indicate
questionable internal consistency. Future re-analyses and
improvements of CALS four should elaborate the principles of
the reach, and the potential smart speakers have and will have in
the future more profoundly. Therefore, additional items should
be developed and tested. Moreover, our operationalization of
ethical aspects was far too limited (see CALS 1) and needs to be
substantially expanded.

Finally, the conceptualization of our items resulted in a 50–50
chance to simply guess the correct answer (on average: 2.5 points
of five points). Future work should consider different
conceptualizations and response formats such as multiple-
choice questions instead of correct/incorrect questions. The
interpretation of CALS scores offers first insights into different
areas of conversational agent literacy and the performance levels
in the different areas, which could be precisely addressed by
training programs explainable AI approaches. Future studies
could aim to analyze the performance levels of certain (user)
groups such as children, older adults, technology enthusiasts, or
skeptics to derive standard or norm values. In sum, more data
need to be collected to improve both the scale itself and the use of
the resulting performance levels.

In sum, as the starting point of this study was a specific
conceptional framework (Long and Magerko, 2020) we neglected
other conceptualizations of digital competencies, which involve
additional definitions and domains. Thus, future studies should
consider different concepts of digital literacy, AIL, and CAL (e.g.,
Jenkins, 2006; Literat, 2014; Vuorikari et al., 2016; Porat et al.,
2018; Perdana et al., 2019). The approach presented by Ng (2012)
might be promising since the social-emotional dimension
extended previous measures by considering the interactivity of
digital technology. Following the recent recommendations of the
G20, future conceptualizations should include a more diverse set
of skills of technical but also non-technical competencies (Lyons
and Kass-Hanna, 2019).

Contribution
Artificial Intelligence will transform the way we work and
live—involving other human beings and machines (e.g.,
Chetty et al., 2018; Lyons and Kass-Hanna, 2019; Long and
Magerko, 2020). A recent concept paper of the “future of work
and education for the digital age” think tank of the G20 stated:
“Standardized assessment tools are essential to consistently
measure digital literacy, identify gaps and track progress
towards narrowing them, especially for the most vulnerable

populations” (p.1). Furthermore: “The G20 is well-positioned
to lead this process of developing comprehensive definitions,
strategies, and assessment tools for measuring digital literacy.
These efforts would include the diverse set of skills—technical
and non-technical—that are and will be needed in the future”
(Lyons and Kass-Hanna, 2019, p. 11). Similar statements of the
EU, and other national governments emphasize the aim of the
present paper to develop a first attempt of the empirically
founded measuring instrument of (voice-based)
conversational agents as an increasingly popular
representative of an AI-related application. The deductive
developmental procedure of the present paper ensures a
theoretical embedding of the instrument as the underlying
conceptional framework by Long and Magerko (2020)
integrates findings of 150 recently published scientific
articles and reports on the topic of AIL.

From an HCI perspective, standardized measurements allow
us to gain deeper insights into various individual competencies
and attributes to monitor the effects of digitization and the effects
of the digital divide. The understanding and the
conceptualization of the required competencies are presented
as the first steps towards the conceptualization of “literate users”
compared to the “illiterate users”. To conceptualize these
different user types, their different levels of technological
competencies need to be analyzed and understood. Moreover,
to distinguish between differently literate users, their competence
levels need to be operationalized to allow standardized measures.
As in other scientific areas, which refer to interindividual
differences in competencies or attributes such as cognitive
capacities, emotional states, or behavioral tendencies, for
example, this study argues for the operationalization and
quantification of CAL to allow the assessment of individual
competencies in terms of (voice-based) conversational agents.
Finally, standardized measurements can accompany user-
centered evaluations of the rapidly growing numbers of
platforms, which address competencies referring to digital, AI-
related, or conversational technologies but lack a scientific
standard of quality regarding underlying conceptions,
measurements, and conclusions. Finally, reliable and valid
diagnoses allow the implementation of user-centered training
measures to develop users’ digital competencies be it CAL or AIL
(Chetty et al., 2018).
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In this paper, we present the results of our long-term study on use of a voice

assistant (Amazon Alexa via Amazon Echo Dot) in nine families with children and

no previous experience with this technology. The study was conducted over the

course of 5 weeks during which the families could interact with the device freely.

Three house visits were made to collect empirical data from the adult participants

in form of questionnaires. Additionally, conversational data from log files of the voice

assistant were obtained. These data were annotated and analyzed with a focus on

communication breakdowns during human-assistant interaction. We investigate user

behavior for both adults and children in such situations, its reasons and consequences

for user satisfaction. This article provides qualitative analysis of three particularly

interesting breakdown cases, as well as statistical analysis along several hypotheses

and research questions combining empirical and conversational data. Described cases

of communication breakdown illustrate findings from existing literature on the topic.

The statistical analysis paints a mixed picture, however, it helped us identify further

avenues for research, some of which can be explored with our data set in the future.

We found a significant negative effect of the number of abandoned failed requests

on user satisfaction, contrary to the number of successfully repaired requests that

had no influence on user satisfaction. We discovered that users are more inclined

to use reformulation as repair strategy when they do not perceive the emergence of

miscommunication as their fault. We could not identify a significant effect of internal

reasons for the choice of other strategies, so we suggest that situational clues

such as the immediate response of the voice assistant are more important for the

choice of repair strategy. Our results also hint that users distinguish between repair

strategies differently, as the self-perceived frequency of repetitions and abortions of

requests were found to be positive predictors for the use of reformulation-based

strategies. With regards to the long-term aspect of the study, use of repetition as
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a repair strategy by both children and adults significantly decreased with time, no

other changes were found for other strategies. Additionally, no significant impact of age

on the choice of repair strategy was found, as well as no interaction effect between

age and time.

Keywords: voice assistants, conversation analysis, miscommunication, communication breakdowns, human-

machine interaction, repair strategies

1. INTRODUCTION

Voice assistants (VAs) continue to become part of the daily
life for more and more people. Apart from their integration in
smartphones, the sales of smart speakers are high and predicted
to rise even more in the future. Tenzer (2021), for instance,
puts the amount of smart speakers to be sold worldwide in the
year 2025 at 205 million devices. It is therefore important to
understand the phenomenon of voice assistants, as for many
people it is or will be their major experience in speech-based
human-machine interaction that will influence their perception,
expectations and behavior toward this technology. Analyzing
current patterns of use, problems and shortcomings of voice
assistants can also help us build truly conversational agents for
a variety of tasks beyond question answering. It is also important
to investigate these aspects with regards to various demographic
groups, such as children or the elderly, as they have specific
qualities and requirements that demand specialized approaches
to technology design.

As shown in Szczuka et al. (2021), children specifically can
be counted as a vulnerable group of users who might lack
knowledge and understanding to be sufficiently informed about
the functionality of voice assistants and various legal and ethical
consequences of their use with regards to topics such as data
security and processing. They also often face technical difficulties
during interactions, as children’s speech contains more pauses,
repetitions, speaker-initiated repairs, ungrammatical utterances
and other inconsistencies than adult speech. Additionally,
children have higher-pitched voices due to a shorter vocal tract.
All of these features decrease the performance of common speech
recognition systems, as shown in Kennedy et al. (2017). While
there are efforts to increase speech recognition performance to
account for children’s acoustic variability, such as Dubagunta
et al. (2019), Gale et al. (2019), Wu et al. (2019), or Shivakumar
and Georgiou (2020), other above-mentioned inconsistencies
can still prevent speech-based systems from understanding or
fulfilling the communicative intent of a child in spite of the low
word recognition error rate, which could be observed in the
study by Lovato et al. (2019). Despite all these issues, a lot of
children have access to and engage with voice assistants in their
everyday lives. According to a survey cited in Kats (2018), more
than nine in ten children aged 4–11 have access to a VA and out
of these, 26 per cent engage with it between 2 and 4 h a week
and 20 per cent more than 5 h. This study also found that an
overwhelmingmajority of children used voice assistants on smart
speakers whereas only about a half of teenagers did that. These
figures highlight the relevance of research on children interacting

with voice assistants and the impact these interactions have on
their lives.

One has to additionally consider that when things go wrong
in an interaction with a voice assistant, the burden to repair
the communication breakdown and to ensure the understanding
of own utterances generally falls to the users. Commercially
available VAs can be seen as “black boxes” that provide little
indication as to the source of the breakdown and force users
to rely on their own experiences, intuition and expectations in
order to find a solution to the problem, which is supported
by various studies such as Luger and Sellen (2016), Myers
et al. (2018), Porcheron et al. (2018), Beneteau et al. (2019),
Cho and Rader (2020).

We have conducted a long-term study during which families
with no previous VA ownership interacted with one (Amazon
Alexa) over the course of 5 weeks. Google (Kleinberg, 2018)
reports that parents use smart speakers more than non-parents
as part of their daily routine and for multitasking, which
supports our idea that families with children are an important
environment where voice assistant technology is and will be used
in the future and therefore represents an important subject for
scientific research. During the course of our study, we acquired
both conversational data as recorded in Alexa log files and
empirical data from questionnaires filled out by the participants.
By combining these data we would like to understand what
internal factors might influence the users’ choice of behavior
in miscommunication situations in the under-informed context
of interaction with a “black box”, as in our opinion there is
still a research gap there. Moreover, there is little literature
discussing the possible differences between children and adults
in the context of miscommunication in long-term interactions
with VAs, something that we, too, can address with our data.
This is important as the communicative experience, patterns of
use and perception of voice assistants vary between children and
adults, as can be seen, for example, in Garg and Sengupta (2020).
They report that while adults primarily use smart speakers for
listening to music and automating tasks, children are more likely
to seek knowledge, play or engage in small talk or emotional
conversations with the device. These latter kinds of interactions
might lead to communication breakdowns more frequently, as
they can require capabilities beyond simple request-response
format, such as context-awareness and memory over past
interactions. The authors also found younger children to have
a tendency to ascribe human-like characteristics to the device
which might further influence their communicative behavior.

Additionally, we are also interested in the impact that
communication breakdowns and the success of their resolution
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have on user satisfaction with the assistant. As will be shown in
the next section, over time users often reduce their interactions
with a VA to a minimum (Cho et al., 2019) and one of the
reasons for it may be the mismatch between the expectations of
the users with regards to the conversational abilities of the devices
and the reality. By understanding where exactly these capabilities
fail and how communication between the user and the VA can
be improved, the feeling of disappointment can be reduced in
users which may lead to a better adoption of the technology in
the future.

In the next section, we will explain how all these research
questions tie in with the existing research on voice assistants and
how our specific research questions emerge from it. Further on,
we will provide a more detailed description of our study and
the process of data preparation for statistical analysis and then
present the results of both qualitative and quantitative analysis.
Finally, we will discuss our results and their implications for the
design of voice-based interaction technology.

2. RELATED WORK AND RESEARCH
QUESTIONS

2.1. Expectations With Regards to
Conversational Abilities of VAs and Their
Influence on User Satisfaction
Based on the results of their long-term study of Amazon
Echo usage in various households and pre-existing models of
technology adoption, Cho et al. (2019) identified five phases
of Amazon Alexa use consisting of pre-adoption, adoption,
adaptation, stagnation, and acceptance. These phases describe
a pattern of user’s journey from having vague and mostly
inaccurate ideas about the VA pre-adoption over exploration
ending in disappointment, lower expectations, and negative
role recognition of the assistant up to the loss of interest
resulting in minimal use for simple functions or, in extreme
cases, abandonment of the device. Among possible reasons for
the establishment of this pattern is the mismatch between the
expectations for conversational abilities of the voice assistant and
its actual capabilities. Luger and Sellen (2016) and Cho et al.
(2019) report that users with more experience with technology
have more realistic ideas about the assistant, but those with less
experience would mostly draw their expectations from familiar
characteristics of human-human interaction due to insufficient
information provided by the system itself, which eventually leads
to disappointment at the lack of human-like conversational
abilities in the assistant, such as its inability to acknowledge
context across several temporally adjacent turns or understand
more natural colloquial ways of communication. It could be
argued, for example, based on findings of Porcheron et al.
(2018) that voice assistants are currently not designed to act
as conversation partners, but rather provide one-shot request-
response interactions which users embed into conversational
situations within human-human interaction domain, e.g., in
the family context. It leads to a differing treatment of voice
assistants and characterization of such interactions as can be seen
from the interviews in Clark et al. (2019) where users mostly

describe concepts relating to conversations with virtual agents in
a functional way in contrast to human-human conversations that
are described in more social terms. Along with these differences
in perception, users may also change the way they speak to the
assistant by, for instance, simplifying their utterances, removing
excess words that do not function as keywords, or altering
their prosody, a phenomenon Luger and Sellen (2016) call the
“economy of language”. Siegert and Krüger (2018) investigated in
their study differences in speaking style between human-human
and human-assistant communication. All of their participants
reported changes to their speaking style at some point during the
interaction with the VA with regards to loudness, intonation and
rhythm of speech. Analysis of the objective features of speech
in general supported these self-assessments, yet differences in
the amount of characteristics altered could be observed between
types of tasks, suggesting overall variability of user speech
style adaptation.

Even then, communication breakdowns still occur during
interaction. Beyond the initial playful exploration phase, users are
not particularly forgiving of failed interactions, which negatively
affects the frequency of assistant use, as was reported in Luger and
Sellen (2016). However, they also state that the more technically
savvy users were more tolerant in cases of miscommunication
and more persistent in their attempts to accomplish their
tasks. They were also more likely to identify the causes of
communication breakdowns, unlike less experienced users who
were more likely to blame themselves and experience negative
feelings as a result. The self-attribution of blame was also
observed by Cho and Rader (2020) in cases where the voice
assistant provided no clues as to the cause of miscommunication
by giving the user a neutral non-understanding reaction (e.g.,
“Sorry, I don’t know how to help with that yet, but I’m
still learning”).

Our hypothesis H1 assumes the existence of these
observations in our data. With the help of statistical methods,
we would like to investigate how a set of particular internal
characteristics of the user may influence user’s success in the
resolution of communication breakdowns.

H1: User’s affinity for technology, the party they attribute the
emergence of a communication breakdown to, and the emotions
they experience when such a breakdown occurs serve as predictors
for the number of abandoned failed requests (H1a) and successfully
repaired requests (H1b). Hereby, we expect users with lower affinity
for technology, users that attribute communication breakdowns
to own mistakes and users experiencing negative emotions during
breakdowns to abandon requests more frequently and achieve
successful resolution of miscommunication less frequently.

Other studies with adult participants such as Jiang et al.
(2015), Kiseleva et al. (2016) and the analysis of Amazon Echo
reviews by Purington et al. (2017) show that various aspects
connected to communication breakdowns, such as the quality
of speech recognition, occurrence of technical errors or effort
required to accomplish a task have an effect on user satisfaction
with speech-based human-machine interactions. Purington et al.
(2017) report that users who mentioned technical issues with the
device in their reviews were significantly less satisfied with it.
Jiang et al. (2015) found a significant positive correlation between
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intent recognition quality and user satisfaction across various
tasks and a lower, but also a significant positive correlation
between speech recognition quality and user satisfaction for
certain types of tasks, such as device function and web search.
The article of Kiseleva et al. (2016) also suggests that impact of
certain aspects on user satisfaction varies based on the type of
the underlying task, as they report a low correlation between user
satisfaction and task accomplishment in use cases of information
seeking, but high correlation in use cases of device control.
Additionally, they found a strong negative correlation between
perceived effort spent accomplishing a task and user satisfaction.
Correspondingly, our hypothesis H2 assumes an impact of
communication breakdown resolutions on user’s satisfaction
with the voice assistant.

H2: The number of abandoned failed requests negatively (H2a)
and successfully repaired requests positively (H2b) influence user’s
satisfaction with the voice assistant.

Hereby, we assume abandoned requests to have a negative
influence on user satisfaction as they correspond with unresolved
issues in VA’s understanding of user intent and potentially mean
that the user deemed the cost of repairing the breakdown too
high. We also hypothesize that successfully repaired requests
have a positive effect on user satisfaction as they correspond with
successfully accomplished tasks, especially if the user deemed the
effort of repairing the breakdown acceptable in these situations.

2.2. Types of Communication Breakdowns
in Speech-Based Human-Machine
Interaction and Corresponding User
Behavior
Various papers have addressed communication breakdowns in
speech-based human-machine interaction in general and voice
assistants in particular, for example, Stent et al. (2008), Jiang et al.
(2013), Myers et al. (2018), Beneteau et al. (2019), Cho and Rader
(2020),Motta andQuaresma (2022). These studies investigate the
relationship between different strategies that users employ in the
event of miscommunication and the types of underlying errors
or system’s responses to the user. System’s responses are widely
recognized as an important resource for the users to identify
communication breakdowns and a fitting course of action.

The results of these studies are often consistent with each
other, as Stent et al. (2008), Jiang et al. (2013), Myers et al. (2018)
and Motta and Quaresma (2022) observe hyperarticulation
or prosodic changes as one of the most common strategies
employed by users, especially when they are faced with errors in
speech recognition. Other commonly seen strategies mentioned
in Jiang et al. (2013), Myers et al. (2018), Porcheron et al.
(2018), Beneteau et al. (2019) and Motta and Quaresma (2022)
include simplification of utterances, variations of the amount
of information given to the system, semantic and syntactical
adjustments to queries, repetition of commands. Users tend to
explore these varied strategies when faced with errors seemingly
not directly related to speech recognition, such as the system
being unable to recognize the communicative intent of the user
or to follow through on the recognized intent or performing a
task that is different from the requested one.

Two of the above-mentioned studies have a unique focus.
Beneteau et al. (2019) investigate interactions with a voice
assistant as a joint family activity and look at various types of
discourse scaffolding employed by family members to support
each other during resolution of communication breakdowns,
such as giving instructions or redirecting the interaction back
to the desired conversation topic. Unfortunately, we cannot
systematically examine this phenomenon with the data available
through our study, since it requires extra recordings of
conversations between family members that are not documented
by the assistant. However, we could observe some cases of joint
miscommunication repair in the conversational data, examples
of which will be shown in the section 4.1.

Cho and Rader (2020) investigate the responses Google
Home gives in miscommunication situations with regards to
their advancement of conversational grounding between the
system and the user and their helpfulness for the achievement
of user goals. For this, they do not focus on specific repair
strategies, but rather categorize user utterances into “advancing”
and “backtracking” depending on whether the utterance seems
to move the conversation closer to task completion or not. They
find that the most common type of response observed from the
Google Home, which can be categorized as the “Cannot Help”
response (e.g., “Sorry, I don’t know how to help with that yet,
but I’m still learning”), provides the least clues to the user for
the resolution of the communication breakdown, despite being a
correct response in case of an error. On the contrary, “Unrelated”
responses that are not connected to user’s request and often occur
when the system acts on own misunderstanding may provide
more clues to the user for the cause of miscommunication or
invite experimentation with regards to repair strategies.

While out of scope of this paper, another type of
miscommunication can occur with the voice assistant, namely,
accidental activation of the device and, subsequently, a false
assumption about an unrelated user utterance being a request.
This may lead to issues, especially, as modern VAs have extensive
capabilities to make purchases, contact people via calls, etc. We
have seen examples of falsely assumed requests that Alexa acted
upon in our data, however, we do not focus on the analysis of
such situations here. Work by other researchers is concerned
with identifying potential reasons for accidental activation of the
VA and how the amount of such cases can be decreased through
improved addressee detection mechanisms. For example, Siegert
(2021) analyzed examples of audio recordings of utterances
incorrectly triggering Alexa and found that higher variety in
intonation leads to more accidental activations.

Researchers are in agreement that users require better
guidance from voice assistants in order to successfully
accomplish tasks and resolve communication breakdowns,
for example, Porcheron et al. (2018), Beneteau et al. (2019), Cho
and Rader (2020) andMotta andQuaresma (2022), that currently
available state-of-the-art systems are often unhelpful and act
as “black boxes”, leaving users under-informed. We pose our
first research question RQ1 to investigate the impact of internal
factors such as personal estimation of causes for communication
breakdowns and perception of own preferred cause of action in
these situations on the actual behavior of users. While different
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papers mentioned in this section use slightly different ways to
describe repair strategies in interaction with VAs, in our research,
we decided to base our classification on the system used in
Beneteau et al. (2019). Hereby, we grouped breakdown repair
strategies into three categories, namely reformulation (group
A), repetition (group B) and changes in articulation (group C)
that are used for the research questions RQ1a-c respectively.
More information on the repair strategies we identified in the
conversational data can be found in section 3.2.

RQ1: Do user’s attribution of communication breakdowns to
specific factors and issues, along with their perception of their own
behavior when such situations occur predict their choice of repair
strategy (RQ1a-c) or abandonment of the query before attempting
any repair in the first place (RQ1d)?

2.3. Children and Communication
Breakdowns in Interactions With Voice
Assistants
Prior research such as Gallagher (1977) suggests that children
in general are persistent when it comes to establishing
understanding and attempting communicative repairs. While
adults were not the primary users in the study conducted
by Cheng et al. (2018), but rather supported their children
and thus did not have an immediate interest in pursuing task
accomplishment, they gave up on the repair attempts faster than
the children, perhaps because they were quicker to attribute
the communication breakdown to a technical failure that could
not be resolved. Further research is required to study potential
differences in repair persistence between children and adults in
equal scenarios.

When it comes to interactions with voice assistants, children
employ a variety of repair strategies. Studies such as Lovato
and Piper (2015), Druga et al. (2017), Cheng et al. (2018) and
Yarosh et al. (2018) agree that the most commonly employed
strategies are repetition of the initial query and increase in
volume. However, children will also reword their requests or
supplement them with additional context, especially if their
initial repair attempts have failed. Lovato and Piper (2015), Druga
et al. (2017), Cheng et al. (2018), Beneteau et al. (2019) and Garg
and Sengupta (2020) also discuss the importance of discourse
scaffolding mentioned in the previous subsection with regards
to children and their repair strategies, as adults can encourage
children to try out different approaches through suggestion
or modeling and reinforce specific behaviors by giving their
approval. However, Garg and Sengupta (2020) report that in their
long-term study children learnt the interaction principles and
required less help when using voice assistants after 2–3 months.
It is also suggested that some of these scaffolding functions could
be relegated to the assistant itself, the successful realization of
which can be seen in Xu andWarschauer (2019) where the system
was able to provide re-prompts that would constrain children’s
response options in case of miscommunication or to use follow-
up questions to scaffold correct pronunciation of words and
prevent communication breakdowns in the future.

Our research question RQ2 ties in with this research and
investigates the effect of age (children vs. adults) and time spent

using a voice assistant on user behavior and choice of repair
strategies in case of communication breakdowns. Here again, we
operate within the three categories of repair strategies A to C for
research questions RQ2a-c respectively.

RQ2: Does user’s age and the length of time they have interacted
with a voice assistant predict their choice of repair strategy (RQ2a-
c) or abandonment of the query before attempting repair (RQ2d)?

3. STUDY DESCRIPTION AND DATA
ANALYSIS

In order to investigate our hypotheses and research questions,
we conducted a study during which families with children
and no previous ownership of voice assistants interacted with
an Amazon Alexa over the course of 5 weeks. This section
describes the exact qualities of the data sample we obtained
and the measures that were calculated from both empirical and
conversational data.

3.1. Sample
In our study, ten families with twelve children received an
Alexa Echo Dot device for 5 weeks. The study was conducted
in Germany between mid-January and end of February 2020.
Unfortunately, for one family, no log file data were retrieved.
Therefore, calculations were done with nine complete datasets.
Recruiting was carried out via local Facebook groups, the
distribution of flyers and personal contacts. Families who wanted
to participate must not have had previous voice assistant
experience and must at least have one child between 6 and 12
years of age living in the household. Out of the nine families, one
father was a single parent, whereas the remaining eight lived in
heterosexual relationships, which adds up to a total of 17 adults.
On average, the parents were 41.17 years old (SD = 5.37, Range:
31–48). In total, seven people had a degree below the German
Abitur (A-levels, formerly 9 years of secondary school), whereas
nine people finished their Abitur. One person had obtained a
university degree. Thus, gender and education amongst adults
were well-balanced and largely representative of the German
population. Across the families, there was a total of 11 children,
who were on average 8.91 years old (SD = 1.70, Range: 6–11).
Further information on the age and gender of the children can
be found in Table 1.

Throughout the 5 weeks, three home visits were carried out.
The first one included the device’s installation, encouragement
of a first interaction, and running of the first questionnaire.
Here, the families also provided their consent for participation
and log file retrieval after they had been briefed appropriately.
Afterwards, the parents filled in an online questionnaire
including sociodemographic data and affinity for technology.
In the second and third session they rated questions regarding
situations when misunderstandings with the voice assistant
occurred as well as their satisfaction with the device. If not
differently stated, participants were asked to rate the questions
as a mean for the entire household. These questionnaires can
be found in Supplementary Materials to this paper. Further
questionnaires which are of no relevance to this work were
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TABLE 1 | Gender and age of children participating in the study.

Gender Frequency

Female 7

Male 4

Age Frequency

6 1

7 2

8 1

9 2

10 3

11 2

included but will not be described here in more detail. The study
procedure was approved by the University of Duisburg-Essen
ethics committee.

3.2. Annotation of Conversational Data
With participants’ consent, we acquired access to the log files of
their Amazon Echo devices. These files provide audio recordings
of user queries, textual representations of these queries as
recognized by the voice assistant and system’s responses to the
queries. These data were annotated using ELAN 6.0 annotation
software (Hellwig and Sloetjes, 2021), a screenshot of which can
be found in Figure 1. There was a total of two annotation cycles
(done by one and two annotators, respectively).

In the first annotation cycle, the audio recordings of user
queries were manually transcribed to facilitate the comparison
with the textual representation given by Alexa, and then
each request was annotated with the information about the
speaker as perceived from the audio. Thus, the annotation tier
“AnnT”contains the transcription of the annotator and the tier
“SysT”—the transcription of the same query as provided by
Amazon Alexa. Regarding the speaker, the tier “Spr” contains the
perceived gender of the person, represented by M (male) or W
(female), and the age distinction between an adult (E) and a child
(K). The speakers are also numbered within their gender-age
category, e.g., KW1 and KW2 for “female child #1” and “female
child #2”. In addition to this, the tier “AnnS” was used to indicate
the certainty of the annotator regarding the classification of the
speaker on a scale from 1 (least certain) to 10 (absolutely certain).
Alexa’s responses were recorded in the tier “SysA”. The tier “TS”
was used to annotate the timestamp of the interaction.

The second annotation cycle was focused solely on
communication breakdowns. For this, conversational data
were segmented into temporally adjacent and thematically
consistent interaction episodes (blocks consisting of one or
more request-response pairs). Out of these, only episodes
containing communication breakdowns were selected. Each
of these episodes started with a request-response pair where
miscommunication occurred and ended with a request-
response pair corresponding to either a successful resolution
of the breakdown and fulfillment of the user’s request or the
abandonment of repair attempts by the user. These episodes
were then subjected to the second cycle of annotation. The paper

by Beneteau et al. (2019) served as basis for the annotation
scheme here, as it provided a comprehensive overview over
repair strategies seen in conversational data of an experiment
with conditions similar to ours.

Again, multiple tiers were defined during the annotation.
The tier “SprAct” was used to annotate the characteristics of
the speaker’s request. A full overview can be found in Table 2.
Characteristics describing conversational repair strategies were
partially taken from Beneteau et al. (2019) and additional ones
were defined to accurately represent the observations in our
data. To facilitate calculations concerning our research questions,
we then combined repair strategies into three supercategories,
namely reformulation (including lexical, syntactical and semantic
adjustments, termed “group A”), repetition (termed “group
B”), and changes in articulation (including increased volume,
prosodic changes and overarticulation, termed “group C”). These
groups are denoted by different colors in Table 2. The tier
“SysAct” was used to annotate how the Echo Dot responded
to the speaker. For this tier the response types “acting on
misunderstanding,” “neutral clarification response,” and “specific
clarification response” from Beneteau et al. (2019) were used.
Twomore response types were added: “no response” and “proper
response.” A description of these labels can be found in Table 3.
The tier “Skill” was used to indicate whether the user was
interacting with a third-party Alexa skill or not.

As the second annotation cycle involved two annotators, inter-
annotator agreement had to be determined. For this, a set of
conversational data including two families was annotated by
both annotators and then average Fleiss’ κ for these families
was calculated, once for the annotation of speaker’s speech acts
(κ = 0.685) and once for the annotation of system response types
(κ = 0.815). According to Viera and Garrett (2005), these values
indicate substantial agreement between annotators.

3.3. Measures
3.3.1. Failed and Successfully Repaired Request

Blocks
First, we assessed the number of requests a family made during
the 5 weeks of the study by investigating the respective log
files (M = 518.90, SD = 275.08, Range: 166–1,087). Then, as
mentioned in the section 3.2, these requests were grouped
into interaction episodes, consisting of one or many request-
response pairs connected by time and topic. For hypotheses
H1a and H1b, we defined successfully repaired request blocks
as the number of successful interaction episodes wherein at least
one repair attempt has been done. Hence, requests which were
successful directly are not included. Failed blocks were defined
as those interaction episodes where a request block ends with
an unsuccessful request whereupon the user abandons (further)
repair attempts. To make the number of failed and successfully
repaired blocks comparable among the families, we calculated the
number of request blocks per 100 requests (successfully repaired
blocks:M = 1.95, SD= 0.85; failed blocks:M= 10.82, SD= 3.55).

3.3.2. Repair Strategies
For research questions RQ1a-c we wanted to investigate the
repair strategies and the way in which they may be influenced by
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FIGURE 1 | Screenshot of ELAN annotation software from the second annotation cycle. All layers mentioned in section 3.2 can be seen here.

the perceived causes of errors and participants’ reactions to them.
For these calculations, repair strategies were not considered
separately, but in three groups described in section 3.2 and
Table 2. Hereby research question RQ1a corresponds to the
repair strategy group A and so on, respectively. For the research
question RQ1d we consider failed interaction episodes where
no repair was undertaken by the user in the first place. Again,
to make the number of times a specific strategy was used more
comparable, we calculated a number of uses for each strategy
per 100 “miscommunication and repair requests.” These include
all unsuccessful requests which required a repair strategy (M
= 197.78, SD = 110.74, Range: 90–405). The descriptive values
reveal that strategy A was most frequently used (M = 11.21, SD
= 7.89, Range: 2.13–27.78), followed by strategy B (M = 1.92,
SD = 1.25, Range: 0–3.39) and strategy C (M = 1.49, SD = 1.91,
Range: 0–4.92). On average, 1.95 out of 100 miscommunication
situations were left unrepaired (SD = 1.08, Range: 0.26–4.13). For
research questions RQ2a-d we furthermore made a distinction
between children and adults as well as the two phases of
measurement, i.e., between the first and second (MP1), and
between the second and third (MP2) house visit (for descriptive
values see Table 4).

3.3.3. Affinity for Technology
To measure participants’ affinity for technology, we used three
items inspired by two subscales of the TA-EG by Karrer
et al. (2009), namely enthusiasm for technology and technical
competencies: “We like integrating new electronic devices into our
everyday family life”, “Members of my family know most of the
functions of the electronic devices we own (to the extent they can
understand them based on their age)”, and “Compared to our social
environment, we are more open to the use of electronic devices
in everyday family life”. Testing for reliability, Cronbach’s Alpha

yielded a score of 0.74, which indicates a good scale reliability
(Streiner, 2003). Participants rated the items on a five-point
Likert scale during the first home visit, ranging from 1= not true
at all to 5 = fully true. To have a value for hypothesis testing, we
calculated a mean score (M = 3.67, SD= 0.82).

3.3.4. Reasons for Errors
In the questionnaire, to describe possible reasons for errors
during interaction with the VA six items concerned with
common problems were generated: “I/The other person spoke
too unclearly or too quietly”, “I expressed myself/The other person
expressed themself too ambiguously (e.g., by using a word that was
misunderstood by the voice assistant)”, “I/The other person did
not activate the voice assistant correctly”, “I have/The other person
has made a request incorrectly”, “My language skills/The language
skills of the other person were not sufficient” and “I/The other
person used a formulation/dialect which the voice assistant did not
understand”. On a five-point Likert scale, participants rated how
often these problems were reason for miscommunication during
the second and third home visit (from 1 = never to 5 = very
often). We first calculated a mean across the two sessions before
we ran a factor analysis which indicated a one-factor solution
including all items with a very good reliability (Cronbach’s α =

0.87). A scale mean was retrieved for further calculations (M =

2.04, SD= 0.68).

3.3.5. Error Attribution
Furthermore, we used Nass and Moon’s (Nass and Moon, 2000)
consideration that people can either direct their social reactions
to a system directly or to a person behind the system (such as a
programmer) to generate three items concerning the attribution
of blame when an error occurs. The participants were asked
to think of an error that had occurred multiple times, and in
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TABLE 2 | Annotations for request characteristics.

Request characteristic Definition

Wake word Alexa

Request A request where miscommunication

occurred

Falsely assumed request An utterance misunderstood by Alexa

as a request and reacted upon

Incorrect request Faulty request where user has made

a mistake

Follow-up request A response to a follow-up question

posed by Alexa

Semantic adjustment Rewording of the previous request,

so that it still concerns the topic of the

original request, but carries different

meaning

Lexical adjustment Rewording of the previous request, so

that it still carries the same meaning,

but is expressed in different words

Syntactical adjustment Modifying sentence structure of the

original query

Repetition Exact repetition of the previous

request

Prosodic changes Adjustments to the cadence of

speech

Overarticulation Hyperarticulation, i.e., exaggerated

pronunciation of sounds

Increased volume Raising the volume of the speaker’s

voice

Speaker Change change of the active speaker

compared to the previous request

Non-black colors indicate characteristics belonging to specific repair strategy groups.

Blue—group A: reformulation-based strategies, green—group B: repetition, red—group

C: articulation-based strategies.

TABLE 3 | Annotated system response types.

Response type Definition

Acting on misunderstanding Action or response based on

misunderstood user input

Neutral clarification response Generalized response indicating

non-understanding

Specific clarification response Clarification request related to the

latest query

No response Absence of an expected response

from Alexa

Proper response Correct response to the latest user

query

what way they would attribute that error to the following parties:
themself (“I have made an error”), the programmer (“The voice
assistant has not been satisfactorily programmed”) and the voice
assistant (“The voice assistant itself has committed an error”).
Participants rated the items on a five-point Likert scale (from 1
= not true at all to 5 = fully true) during the second and third
home visit. We calculated mean scores for each item across both
sessions for further computations (self: M = 2.40, SD = 0.70;

TABLE 4 | Descriptive statistics of repair strategies by time and age group (MP1,

first phase of the study; MP2, second phase of the study).

MP1 MP2

M SD Range M SD Range

Children Strategy A (reformulation) 20.20 10.67 8–37 9.56 11.50 0–37

Strategy B (repetition) 12.78 10.04 1–27 3.78 4.18 0–14

Strategy C (articulation) 3.67 3.97 0–12 1.22 1.92 0–6

No Repair 13.33 9.57 3–29 5.44 7.06 0–23

Adults Strategy A (reformulation) 16.44 13.37 3–48 4.67 5.15 0–15

Strategy B (repetition) 3.44 2.35 1–7 1.00 1.58 0–5

Strategy C (articulation) 2.33 3.94 0–12 0.78 1.39 0–4

No Repair 18.80 16.55 1–57 8.50 10.41 0–33

programmer: M = 3.40, SD = 1.13; voice assistant: M = 2.55,
SD= 0.93).

3.3.6. Emotions When Errors Occur
Based on the Differential Emotions Scale [DES; Izard et al.
(1974)] we extracted emotions that may occur due to a
communication breakdown with a VA and set up a scale of
nine items: anger, disappointment, sadness, surprise, desperation,
interest, motivation, annoyance, and amusement. Participants
rated to what extent they experienced the respective emotions
when an error occurred on a five-point Likert scale (1 = not
at all to 5 = very strongly) both in the second and third home
visit. For a factor analysis, mean scores of both sessions were
calculated. Factor analysis revealed a two-factor solution, one
including anger (M = 1.55, SD = 0.80), sadness (M = 1.45,
SD = 0.80), and desperation (M = 1.25, SD = 0.43), and one
encompassing the remaining six items. Since the first subscale
was more unambiguous in its meaning, we decided to use it
for further computations by calculating a mean value for each
participant (M = 1.42, SD= 0.56).

3.3.7. Reaction to Errors
ForRQ1we also wanted to investigate the predictive power of the
reaction to errors for the repair strategy a user picks. Therefore,
we generated four distinct items, each rated on a five-point Likert
scale from 1 = never to 5 = very often, asking the participants how
often they reacted to an error in the respective way: repetition (“I
repeat the request”), rephrasing (“I rephrase the request”), getting
help (“I get help”, e.g., from another person or the internet) and
abortion (“I abort the request”). Again, participants rated these
items during the second and third home visit, which is why for
further calculations, a mean score was retrieved for each item
(repetition:M = 3.05, SD= 1.14; rephrase:M = 3.00, SD= 1.03;
get help:M = 1.90, SD= 0.78; abortion:M = 2.70, SD= 1.18).

3.3.8. Satisfaction With the Voice Assistant
Lastly, we wanted to explore the connection between satisfaction
with the device and the number of aborted and successful
request blocks. Participants rated their satisfaction with the
device on a five-point scale, where a very sad emoji indicated
absolute dissatisfaction and a very happy emoji indicated absolute

Frontiers in Computer Science | www.frontiersin.org 8 January 2022 | Volume 4 | Article 791704101

https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/computer-science#articles


Mavrina et al. Communication Breakdowns With Voice Assistants

satisfaction with the voice assistant. The scale was rated at the end
of the experiment to measure the final level of satisfaction (M =

3.56, SD= 1.01, Range: 2–5).

4. RESULTS

In this section, we present the results of our study. First, three
interesting cases of communication breakdown (translated into
English from German) that occurred during the interactions
within our study will be considered to illustrate the repair
strategies and VA responses described in section 3.2. Then,
quantitative results of our statistical analysis with regards to the
hypotheses and research questions presented in section 2 will
be shown.

4.1. Examples of Communication
Breakdowns
Many interaction episodes involving miscommunication
observed in the conversational data are rather simple and do
not follow many steps until either resolution or abandonment.
However, these examples were selected because they showcase
some of the more complex behaviors, both on the side of the user
and the assistant and invite informed speculation about possible
reasons for such behaviors.

Consider the following example where an adult male speaker
during his second week as a participant in the study attempts
various reformulation-based repair strategies, such as semantic,
lexical and syntactical adjustment (defined in Table 2) in order to
get the desired information and accomplish his task.

Example 1

EM1: “Alexa, name me the member countries of the WHO”
A: “I am sorry, I don’t know anything about that”
EM1: “Alexa, what is the WHO?”
A: “Browser Helper Objects are computer programmes that
extend the functionality of the Internet Explorer. BHOs are used
since version 4 of the Internet Explorer. They have direct access
to the Document Object Model”
EM1: “Alexa, what is the World Human Organisation?”
A: “The World Human Vehicle Association was founded in 1976
in the US under the name of the International Powered Vehicle
Association”
EM1: “Alexa, name me the member countries of the World
Human Organisation”
A: no response
EM1: “Alexa, name me the member states of the World Human
Organisation”
A: no response
EM1: “Alexa, what is the WHO?”
A: “Browser Helper Objects are computer programmes that
extend the functionality of the Internet Explorer. BHOs are used
since version 4 of the Internet Explorer. They have direct access
to the Document Object Model”
EM1: “Alexa, the Health Organisation what, Alexa”
A: no response
EM1: “Alexa, name me the member states of the World Health
Organisation”

A: “Unfortunately, I don’t know anything about that”
EM1: “Alexa, what is the World Health Organisation?”
A: no response
Here, we can observe how the speaker tries to get information
from Alexa with regards to the World Health Organisation
(WHO) and its member states. Considering that the WHO
currently has 194 member states, as is stated on its official website
(World Health Organisation, 2021), this request is not well-
answerable via a speech-based interface and a voice assistant
would only be able to provide a fraction of the requested
information within the interaction and perhaps a link to a
website that could be followed by the user on a device such as
a mobile phone. However, judging by the transcription of the
user request provided in Alexa log files, it seems that the assistant
could not fulfil the request due to speech recognition errors
as two words, including the actual abbreviation “WHO,” were
mistranscribed. Yet Alexa only provides a neutral clarification
response here, not indicating to the user what the problem might
have been.

The first repair attempt the user undertakes is a semantic
adjustment of his initial request, showing his willingness to
settle for a more generalized type of information that might be
easier to retrieve for Alexa. The request is misunderstood by the
assistant and it acts on this misunderstanding by providing a
definition to an object with a name similar to the requested one.
This acting onmisunderstanding might have provided additional
clues to the speaker, which would be consistent with the findings
of Cho and Rader (2020) described in section 2.2, and so the
user decides to expand the abbreviation to eliminate it as a
possible source of the communication breakdown. However, he
gets the term wrong, calling the WHO the “World Human
Organisation” and Alexa acts on this incorrect request as
best it can, yet the moment the user reformulates his request
to be more specific again while keeping the wrong name
of the organization, the assistant fails to provide any kind
of response.

After the repetition of the first repair attempt with the same
result, the user corrects himself and uses the exact full name
of the WHO in his next repair attempt. He also briefly tries
dropping the sentence structure almost entirely and focusing
his request on the keyword, though it could be questioned
whether it was a deliberate syntactical adjustment at this point.
From the log files we can see that out of the last three repair
attempts of this block only the second one (“Alexa, name me
the member states of the World Health Organisation”) was
correctly transcribed by the speech recognition. However, Alexa
probably cannot deliver a response to query that specific and so
this is the only request out of these three that it reacts to with
a neutral clarification response. The other two failed requests
are not reacted upon, since speech recognition errors made
them into gibberish according to the log files. After these failed
breakdown resolution attempts, the user gives up and abandons
the request.

Next one is an example of parental help for resolution of
miscommunication situations. The importance of such help for
child-assistant interaction was mentioned in section 2.3. There
are two speakers here in their second week of the experiment, a
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male child that is aided by a female adult speaker (presumably,
his mother).

Example 2

KM1: “Alexa, what can I do together with my mom and sister?”
A: no response
EW1: “Alexa, events in [city name] today”
A: “Unfortunately, I am not sure how to respond”
EW1: “Alexa, what is happening today in [city name]?”
A: “‘Today’ means the present, the current times (the times in
which we live)”
EW1: “Alexa, events in [city name]”
A: starts a skill offering event recommendations in [city name]
Here, the child expresses his request in a rather colloquial
fashion, more appropriate for human-human conversation
where additional context is either known to the conversation
partner or can be acquired through additional questions. Alexa
does not provide a response to this request, despite the fact that
it was correctly transcribed by the speech recognition. That is
when the adult person comes to help and attempts a semantic
adjustment of the original request by creating a more precisely-
worded query-style utterance and providing required context
such as the name of the city and the fact that they are looking
for events specifically and not, for example, ideas on what to do
at home. It is not clear why Alexa cannot provide a response to
this, as it only gives a neutral clarification to the user, though
the request is transcribed correctly. Considering the last request-
response pair in this block, this request might be overspecified
and cannot be matched to the corresponding skill due to the use
of the word “today”. The user tries further repair strategies by
adjusting the lexical content and the syntactic form of the request,
yet it is misunderstood by Alexa and this misunderstanding is
acted upon. In the next step, the user returns back to the query-
style utterance consisting only of keywords which is ultimately
successful and resolves the communication breakdown. This ties
in with the phenomenon of the “economy of language” which is
a special modification of linguistic qualities of speech employed
by users of voice assistants as mentioned in Luger and Sellen
(2016).

And here is the third example of two children, male and
female, who are collaborating to receive information as to which
animal on Earth is the most agile. This example comes from the
third week of the experiment.

Example 3

KM1: “Alexa, what is the most agile animal in the world?”
A: “The sea wasp which is a kind of box jelly is the most
venomous animal in the world”
KW1: “Alexa, what is the most agile animal in the entire world?”
A: “The smartest animal in the world is a dolphin. They can
recognize emotions, plan own actions in advance and thus, solve
complex problems. The capacity of their brains can potentially
equal that of the human brain”
KW1: “Alexa, who is the most agile?”
A: “I am sorry, I don’t know anything about that”
KW1: “Alexa, is there alien alien something?”
A: “On WELT, there is a documentary ’Aliens, the Message’
tomorrow night at 1 a.m. and two episodes on N24 Doku starting
from 1:45. By the way, you can ask me questions such as ’What

movies are on tonight?’ or ’Is there a crime series on today?’ More
information can be found in your Alexa app”
KM1: “Alexa, what is the most agile animal in the world?”
A: “The longest animal on Earth is a blue whale that is 27.5 m
long”
KM1: “Alexa, what is the most agile animal in the world?”
A: “The smallest known animals in the world are the Myxozoa
that belong to the phylum of Cnidaria and do not grow bigger
than 20 µm. It is a parasitic lifeform living in the waters. The
smallest of the Myxozoa is the Myxabolus shekel with the average
size of 8.5 µm. The smallest vertebrate is the frog Paedophryne
amauensis with an average size of approximately 7.7 mm”
KM1: “Alexa, what are the most agile animals in the world?”
A: “Hmm, I don’t know, but I am still learning”
KM1: “Alexa, what is the most agile animal in the world?”
A: “I like seahorses”
In this example, we see two children supporting each other
in the resolution of a communication breakdown without
intervention or scaffolding from an adult. Apart from the
third request that is unclear and may be incomplete or
unintended, the rest are repair attempts utilizing various
strategies, such as lexical and syntactical adjustments (although
they are minor), speaker change and a repetition at an increased
volume as could be recognized from the audio files (the
sixth request).

Alexa for the most part, however, keeps providing the wrong
kind of information with regards to animals. It appears to be
mostly an issue of speech recognition, as in the first, the fifth and
the last request-response pairs the transcription substitutes the
word “gelenkigste” (“the most agile” in German) with similar-
sounding “giftigste” (“the most venomous”), “längste” (“the
longest”), and “beliebteste” (“the most beloved”), respectively,
and Alexa acts on these misunderstandings by providing
the corresponding answers. The seventh request is also
mistranscribed, but the resulting utterance is non-sensical, and
while the third one features the correct adjective, it lacks the
necessary context that animals are the subject of this request.
In both cases, Alexa provides a neutral clarification response.
The second and the sixth request are transcribed more or
less accurately by the system and feature at least the correct
adjective, yet Alexa seems to have misunderstood the intention
of the users again and delivered wrong results. After all these
unsuccessful repair attempts, the children have abandoned
their task.

These examples can be seen as an illustration of some of
the aspects known from previous research as described in
section 2. Sometimes family members help each other resolve
communication breakdowns in interactions with voice assistants
which happened in examples 2 and 3. Sometimes the assistant
acting on misunderstanding instead of delivering a neutral
message of non-understanding can provide clues as to what the
reason for the breakdown might be, which could have been the
case in example 1. Children in these interactions seem to have
more difficulty to be understood correctly by the system, either
due to errors in speech recognition or lack of context in their
requests or unclear communication of their intent. However,
these are just a few examples the reconstruction of which is
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limited by the characteristics of the conversational data that was
collected during this study.

4.2. Quantitative Results
4.2.1. Predictive Power of Affinity for Technology,

Error Attribution and Emotions on the Number of

Failed and Successfully Repaired Requests
H1: User’s affinity for technology, the party they attribute the
emergence of a communication breakdown to, and the emotions
they experience when such a breakdown occurs serve as predictors
for the number of abandoned failed requests (H1a) and successfully
repaired requests (H1b). Hereby, we expect users with lower affinity
for technology, users that attribute communication breakdowns
to own mistakes and users experiencing negative emotions during
breakdowns to abandon requests more frequently and achieve
successful resolution of miscommunication less frequently.

In our study, we were able to combine the results in form
of the empirical and conversational data in order to investigate
the connections between various variables present in these data
sets. For this hypothesis specifically, we analyse the relationship
of the measures described in sections 3.3.1, 3.3.3, 3.3.5, and
3.3.6. In order to do that, we calculate two multiple linear
regressions where the affinity for technology scale’s mean, the
error attribution items and the subscale for negative emotions are
used as predictors, whereas the number of failed and successfully
repaired request blocks per 100 requests serve as criteria. For
the first regression (H1a), homoscedasticity was not given,
which is why a multiple linear regression with bootstrapping
(1,000 samples) was calculated. Results revealed that there was
no significant relation [F(5, 3) = 1.883, p = 0.319]. For H1b,
all prerequisites were fulfilled, yet the calculations yielded no
significance either [F(5, 3) = 2.272, p = 0.266]. Therefore,H1a and
H1b need to be rejected.

4.2.2. Predictive Power of the Number of Failed and

Successfully Repaired Requests on the Satisfaction

With the VA
H2: The number of abandoned failed requests negatively (H2a)
and successfully repaired requests positively (H2b) influence user’s
satisfaction with the voice assistant.

To investigate to what extent the satisfaction with the
voice assistant (measure described in section 3.3.8) can be
predicted from the number of abandoned failed and successfully
repaired requests (measure described in section 3.3.1), we
conducted a multiple linear regression. The number of failed
and successfully repaired requests per 100 requests served as
predictors, whereas the satisfaction with the device was the
criterion. Heteroscedasticity was given, hence the regression
was calculated using bootstrapping (1,000 samples). The model
became significant with F(2, 6) = 11.798 and p = 0.013. According
to Cohen (1988), the model had a high goodness-of-fit (adjusted
R = 0.76). Taking a closer look at the predictors, only the number
of abandoned failed requests was significant for the prediction
of satisfaction (p = 0.005, β = −0.309), whereas the number
of successfully repaired requests was not (p = 0.361). Thus, we
can accept H2a: the number of abandoned failed requests has a
negative effect on user’s satisfaction with the VA.

4.2.3. Predictive Power of Reasons for Errors and

Reactions to Errors on the Choice of Repair Strategy

and Abortion of Requests
RQ1: Do user’s attribution of communication breakdowns to
specific factors and issues, along with their perception of their own
behavior when such situations occur predict their choice of repair
strategy (RQ1a-c) or abandonment of the query before attempting
any repair in the first place (RQ1d)?

Combining our empirical and conversational data, we
were able to investigate the relationship between the internal
perception of reasons for breakdowns (measure described in
section 3.3.4), user’s own reactions to them (described in
section 3.3.7) and the repair strategies they actually used during
these situations (described in section 3.3.2). Here, we calculated
four multiple regression analyses. For each of them, the mean of
all “reasons for errors”-items as well as the four items regarding
reactions to errors were included as predictors, whereas the
criterionwas the number of choices of specific repair behavior per
100 requests. Hereby, reformulation corresponds to the research
question RQ1a, repetition to RQ1b, changes in articulation to
RQ1c and absence of attempted repairs to RQ1d.

RQ1a lacked homoscedasticity, which is why the regression
was calculated with bootstrapping (1,000 samples). It yielded
significance [F(5, 3) = 17.926, p = 0.019] with an adjusted R
of 0.91, which, according to Cohen (1988), indicates a high
goodness-of-fit. Looking at the individual predictors, three out
of five proved to be significant in predicting the frequency of
making reformulations, namely the reasons for errors mean (p
= 0.015, β = −9.043), “I repeat the request” (p = 0.024, β =

3.173) and “I abort the request” (p = 0.010, β = 5.480). The
remaining two were not significant (“I rephrase the request”: p =
0.953; “I get help”: p = 0.051). RQ1c was the only other research
question which lacked homoscedasticity, which is why here, too,
bootstrapping was used (1,000 samples). For RQ1b, RQ1c and
RQ1d, no significant relationship could be shown [RQ1b: F(5, 3)
= 0.337, p= 0.864; RQ1c: F(5, 3) = 3.709, p= 0.155; RQ1d: F(5, 3)
= 0.200, p= 0.942].

Thus, we could only find a significant relationship
regarding RQ1a here. The questions about the reasons for
miscommunication with a VA are a negative predictor for the
number of reformulations that users applied during repairs.
These questions are described in section 3.3.4 and can be seen
to refer to certain actions of the speaker that might have led to
a communication breakdown, such as “I spoke too unclearly or
too quietly”. Meanwhile, the user’s perception of them repeating
their requests or aborting them in cases of miscommunication
was found to be a positive predictor of them using reformulation.

4.2.4. Impact of Time and Age on Choice of Repair

Strategy and Abortion of Requests
RQ2: Does user’s age and the length of time they have interacted
with a voice assistant predict their choice of repair strategy (RQ2a-
c) or abandonment of the query before attempting repair (RQ2d)?

One of the advantages of our study is that we could observe
developments over time due to two measuring points (MPs) and
one of our goals was to investigate the influence of time on
the choice/lack of repair strategy (as described in section 3.3.2),
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TABLE 5 | Descriptive statistics for repair strategy B by time and age (MP1, first

phase of the study; MP2, second phase of the study).

N M SD

Repair strategy B per 100 requests (MP1) Child 9 5.49 4.00

Adult 9 3.49 1.96

Total 18 4.49 3.22

Repair strategy B per 100 requests (MP2) Child 9 2.75 1.81

Adult 9 1.83 2.25

Total 18 2.29 2.03

including the distinction between children and adults. Therefore,
we calculated four repeatedmeasures ANOVAs, each with the age
group (adult/child) as within-subjects factor, and the respective
strategy (reformulation: RQ2a; repetition: RQ2b; changes in
articulation: RQ2c; no repair attempt: RQ2d) per 100 requests
as dependent variable. Testing for normal distribution with the
Shapiro-Wilk test (α = 0.05), we yielded significant results for
reformulation (MP1: p = 0.027; MP2: p < 0.001) and changes
in articulation (MP1: p = 0.009; MP2: p <0.001). As studies
have shown, though, that repeated measures ANOVAs are largely
robust against effects of normal distribution violations (Berkovits
et al., 2000), we proceeded with our calculations as usual.

For reformulation (RQ2a), no significant development could
be observed over time [F(1) = 0.202, p = 0.659], as was the case
for changes in articulation (RQ2c) [F(1) = 0.018, p = 0.896]
and the absence of repair attempts (RQ2d) [F(1) = 0.160, p =

0.694]. Regarding time’s effect on the frequency of repetition as
a repair strategy (RQ4b), the ANOVA became significant with
F(1) = 4.947 and p = 0.047. For descriptive values, see Table 5.
Age did not play a significant role [F(1) = 0.294, p = 0.595]. It
needs to be noted that for two research questions, Levene’s Test
for Equality of Variances revealed a significance, namely for the
first measuring point regarding repetition (RQ2b) (p = 0.001)
and the secondmeasuring point regarding changes in articulation
(RQ2c) (p = 0.025), which means that equality of variances is
only partially given here. Therefore, RQ2a, RQ2c, and RQ2d

could not be answered, whereas the calculations could give us
some insight regarding RQ2b, namely that the amount of time
the user has interacted with the VA has a negative impact on the
number of repetitions they use during repairs.

5. DISCUSSION

The study presented in this paper aimed at investigating
the situations in which communication breakdowns occur
in interactions with a voice assistant in the family context.
Hereby we address research gaps concerning (1) the behavior
of both child and adult users in situations with communication
breakdowns, (2) users’ perception of such situations and their
repair strategies, and (3) the consequences for user satisfaction
with the assistant. In the previous section the results of our
investigation were presented. Now we will reflect on these
findings with regard to their implications for the state of research

on the topic and their meaning for the design of future voice
assistants or speech-based agents, more generally.

The examples presented in section 4.1 illustrate the user and
VA behavior in situations when communication breakdowns
occur. Instances of different repair strategies and system
responses could be seen there, including some that seem rather
baffling and can be explained only by looking at actual speech
recognition results in the conversational data. The users of VAs,
however, do not have access to this information, unless they are
actively monitoring the history of their interactions online at
that moment. The feedback that the assistant uses to signal a
miscommunication is usually fourfold, as presented in Table 3.
Generally, this feedback is considered unhelpful, as most of it
puts the burden of finding a solution on the user. However,
unexpected system behavior in cases of misunderstanding might
still provide the users with clues to finding an adequate repair
strategy, as suggested by Cho and Rader (2020). One such case
could be seen in the first example in section 4.1.

In the conversational data we occasionally saw instances of
family members helping each other, both within and across the
two age groups (adults and children). Two examples of such
situations were also presented in section 4.1. Unfortunately, as
we did not have access to interactions between family members
outside of Alexa log files, we could not identify whether more
instances of such scaffolding took place during our study, and we
were unable to gather sufficient data on this repair strategy for
statistical analysis. In the second and the third examples, some
of the children’s requests lacked crucial contextual information
and were therefore not successful. Further, children probably
have difficulty recognizing the missing information due to an
inaccurate mental model of the capabilities of the VA. In the
second example, the adult was able to help the child by providing
the missing contextual information to the assistant. In the third
example, the children were unable to succeed with the request
on their own as the system gave them no direct clues on how to
fix the breakdown and their own knowledge about the VA may
not have been sufficient to find the cause of the problem and an
adequate repair strategy.

The statistical results give a mixed picture with regards to our
research questions and hypotheses. Contrary to our expectations,
H1a and H1b had to be rejected as we could find no significant
effect of user’s affinity for technology, their attribution of blame
for communication breakdowns, and emotions they experience
in miscommunication situations on either user’s abandonment of
failed requests or their success in accomplishing communicative
repairs. This result suggests that other factors may contribute
to the successful resolution of communication breakdowns, for
example, the users’ level of detail of knowledge about the VA
or their speech quality. As mentioned in the literature overview,
Siegert (2021) was able to find that accidental activation of
Alexa was connected to the intonation variety of the speaker,
so perhaps similar features could also be a factor here. Still,
user characteristics such as affinity for technology may have an
effect on the amount of effort the users are willing to invest into
resolution of communication breakdowns or the variety of repair
strategies they employ. These questions could be investigated in
further research.
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With regards to H2 we could confirm that the number of
abandoned failed requests was a significant negative predictor
for the satisfaction of the user with the voice assistant (H2a)
which connects to related findings presented in section 2.1.
Errors in speech and intent recognition were found to have a
negative impact on user satisfaction and they also can prevent
communication breakdowns from being resolved, which might
cause the user to abandon their request. Concerning H2b,
however, no effect of successfully repaired requests on user
satisfaction was identified. This might be connected to findings
of Kiseleva et al. (2016) that show that correlation between task
completion and satisfaction is task-dependent, so no general
significant impact could be found across all tasks. The positive
impact of task completion might also have been removed by
the negative effect of effort to be spent when repairing the
communication breakdown.

We were able to gain insights regarding the research question
RQ1a where three predictors became significant for the choice
of reformulation-based strategies: the mean of perceived reasons
for errors as a negative predictor (the reasons for errors as
can be seen in their description in section 3.3.4 all refer to
user’s linguistic and communicative shortcomings) and the self-
perceived frequency of repetitions and abortions of requests as
positive predictors. This suggests that the users tend to vary the
semantic, syntactical and lexical contents of their utterance when
they do not find reasons for errors in their own communicative
behavior, reverting to a general strategy of varying their
utterances to overcome internal errors or shortcomings of the
VA. The positive predictors here are especially interesting and
may suggest that the classification of repair strategies used in this
study is not experienced as such by the users, e.g., they might
see minor lexical or syntactical adjustments as repetitions of the
old request and major semantic adjustments as presenting a new
request after the abortion of the old one.

Additionally, we found a significant effect of the time spent
interacting with the voice assistant on the amount of repetitions
used to repair communication breakdowns (RQ2b). In the
second half of our experiment, the mean amount of repetitions
used by both adults and children per 100 requests decreased
significantly. It would be interesting to further investigate
whether repetitions were the least successful repair strategy and
were therefore used less over time. Unexpectedly, we could not
find a significant impact of age and time on other choices of
behavior. Perhaps our study was still too short to see any real
changes in children’s interaction style, as Garg and Sengupta
(2020) suggest it might take 2–3 months for them to become
more independent in voice assistant use.

Overall, we can summarize our findings and identify avenues
for further research as follows:

• As we could not support H1, we believe that other
factors might contribute to the failure or success of repair
attempts, for example, user’s speech style. Instead, the internal
characteristics such as affinity for technology could have an
effect on the amount of effort the users are prepared to spend
on resolution of communication breakdowns or the variety of
repair strategies they employ.

• We could confirm H2a and found a significant negative effect
of the number of abandoned requests on user satisfaction.

• We could not confirm H2b and believe that further
investigation of communication breakdown situations
distinguished by task and effort spent on repairs might be
necessary to understand the impact of successfully repaired
dialogues on user satisfaction. This kind of research may
give insight into the interaction quality necessary in various
use contexts and identify critical types of tasks where
miscommunication is associated with the highest cost for the
user. Being able to mitigate these costs can help reduce the
risk of abandonment of the device in the long run due to
disappointment of the user in conversational capabilities of
the system.

• We found that users are more inclined to use reformulation,
i.e., variation of semantic, syntactical or lexical content of
their requests when they do not perceive the emergence
of miscommunication as their fault. We could not find a
significant effect of internal reasons for the choice of other
strategies, so we suggest that situational clues such as the
immediate response of the VA are more important for the
choice of repair strategy (RQ1) which could be investigated
based on our conversational data set in the future.

• Our results suggest that the classification of repair strategies
that was created for this paper based on other approaches
in the field may be differently perceived by users, as
we found the self-perceived frequency of repetitions and
abortions of requests to be positive predictors for the use of
reformulation-based strategies (RQ1). This raises a plethora of
questions concerning studies of communication breakdowns
in interactions with VA in general, which should be addressed
in the future. On what basis should the classification of
repair strategies be constructed? Should there be an empirical
evaluation of strategy categories? How much does self-
perception of own repair behavior matter and what factors is
it influenced by? How does it correspond with mental models
about the functionality of the VA?

• In our data, use of repetition as repair strategy by both children
and adults significantly decreases over time. No changes were
found for other strategies (RQ2). To understand this finding,
further analysis is needed. We hypothesize that repetitions
might not lead to successful resolutions of breakdowns and,
therefore, are used less with time. Our data set can be used to
investigate the relationship between the used repair strategy
and the following Alexa response.

• No significant impact of age on the choice of repair strategy
was found, as well as no interaction effect between age and
time (RQ2). We suggest that a study over the course of
several months is needed to investigate changes in children’s
interaction style and the success of their communication with
the device over time.

Finally, some limitations of our study need to be pointed
out. Our sample of nine families is quite small and despite
good balance with regards to the representation of gender and
education amongst the demographic in Germany, it may not
be representative in terms of voice-assistant-related behavior.
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Additionally, we have only used the data sets of families that
interacted with Amazon Echo Dot due to the availability of
audio log files. While the results of Berdasco et al. (2019) show
Alexa and Google Assistant both as significantly better than
Cortana and Siri with regards to the quality and correctness of
their responses, but not significantly different among each other,
inclusion of various voice assistants into the study might have
provided a fuller picture and potentially more robust results.
Further, the conversational data might have missed some of
the dynamics within a family concerning the use of the voice
assistant, such as discourse scaffolding between family members.
We were able to detect only those instances when the other
family member actively addressed the voice assistant to help
in miscommunication repair, such as the examples shown in
section 4.1.

As far as consequences for the development of voice assistants
are concerned, we support the view previously advocated by other
researchers that VAs need to give better feedback to users in
cases of miscommunication. Based on our results, we suggest
that situational factors may play a major role in the choice of
repair strategy as opposed to internal characteristics of the user.
Finding appropriate repair strategies might reduce the amount
of requests that users abandon and thus increase the level of
satisfaction with the device. Hereby, the assistant could also gain
awareness of the cost of repair a particular user associates with
a particular type of task. The VA also could use information
about critical and non-critical tasks in terms of repair cost to
be more efficient. In the long run, all of these adjustments
could help alleviate the problem of device abandonment or
reduced usage shown in Luger and Sellen (2016) and Cho et al.
(2019).

The clues that the assistant gives in cases of
miscommunication, however, should be adapted to specific
user groups, accounting for their mental models with regards
to VA functionality, e.g., children. Here, specific discourse
scaffolding strategies could be employed by the system to address
unique challenges presented by children’s speech, for example,
building up on the research of Xu and Warschauer (2019).
Children already are active users of speech-based technology
(Yarosh et al., 2018), especially as it can alleviate the limitations
presented by the lack of reading and writing skills in younger
children, and the design of voice assistants or other speech-based
agents has to address their specific needs. In general, however,
one has to consider whether this sort of proactive or cooperative
system behavior is possible under the paradigm of one-shot
request-response interactions that can be seen in commercially
available voice assistants today (Porcheron et al., 2018). We
thus conjecture that future speech-based agents will require
additional capabilities that would allow understanding the
current interaction context and the mental states and knowledge
level of the user, through some sort of joint co-construction

and mentalizing occurring incrementally over the course of the
interaction (Kopp and Krämer, 2021).

DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be
made available by the authors, without undue reservation.

ETHICS STATEMENT

The studies involving human participants were reviewed and
approved by University of Duisburg-Essen, Germany. Written
informed consent to participate in this study was provided by the
participants’ legal guardian/next of kin.

AUTHOR CONTRIBUTIONS

LM responsible for the writing and editing of the most chapters,
the general structure of this work and its presentation. LM
and JS were additionally responsible for the formulation of the
hypotheses and research questions and the direction of the data
analysis process. CS was responsible for writing sections 3.1, 3.3,
and 4.2. LMB was responsible for writing section 3.2. NK and
SK were principal investigators of the project and are responsible
for the overall scientific and organizational supervision as well
as editing and revision of this article. All authors participated in
either the design and execution of the study or in the data analysis
process or both.

FUNDING

This research was part of the project IMPACT (The implications
of conversing with intelligent machines in everyday life
for people’s beliefs about algorithms, their communication
behavior and their relationship-building) and was funded by the
Volkswagen Foundation.

ACKNOWLEDGMENTS

The authors would like to thank Benedict Schneider, a former
student researcher at the Social Cognitive Systems Group who
greatly contributed to the data analysis process necessary for
this article.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found
online at: https://www.frontiersin.org/articles/10.3389/fcomp.
2022.791704/full#supplementary-material

Data Sheet S1 | Questionnaire for the first home visit.

Data Sheet S2 | Questionnaire for the second and third home visit.

REFERENCES

Beneteau, E., Richards, O. K., Zhang, M., Kientz, J. A., Yip, J., and Hiniker,

A. (2019). “Communication breakdowns between families and Alexa,” in

Proceedings of the 2019 CHI Conference on Human Factors in Computing

Systems (Glasgow). doi: 10.1145/3290605.3300473

Berdasco, A., Lopez, G., Diaz, I., Quesada, L., and Guerrero, L. A.

(2019). “User experience comparison of intelligent personal assistants:

Frontiers in Computer Science | www.frontiersin.org 14 January 2022 | Volume 4 | Article 791704107

https://www.frontiersin.org/articles/10.3389/fcomp.2022.791704/full#supplementary-material
https://doi.org/10.1145/3290605.3300473
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/computer-science#articles


Mavrina et al. Communication Breakdowns With Voice Assistants

Alexa, Google Assistant, Siri and Cortana,” in Proceedings of 13th

International Conference on Ubiquitous Computing and Ambient

Intelligence (UCAmI 2019) (Toledo). doi: 10.3390/proceedings20190

31051

Berkovits, I., Hancock, G. R., and Nevitt, J. (2000). Bootstrap resampling

approaches for repeated measure designs: relative robustness to

sphericity and normality violations. Educ. Psychol. Measure. 60, 877–892.

doi: 10.1177/00131640021970961

Cheng, Y., Yen, K., Chen, Y., Chen, S., and Hiniker, A. (2018). “Why doesn’t

it work?: Voice-driven interfaces and young children’s communication repair

strategies,” in Proceedings of the IDC 2018: The 17th International Conference on

Interaction Design and Children (Trondheim). doi: 10.1145/3202185.3202749

Cho, J., and Rader, E. (2020). “The role of conversational grounding in supporting

symbiosis between people and digital assistants,” in Proceedings of the ACM on

Human-Computer Interaction. 4, 1–28. doi: 10.1145/3392838

Cho, M., Lee, S.-S., and Lee, K.-P. (2019). “Once a kind friend is now a

thing: Understanding how conversational agents at home are forgotten,” in

Proceedings of the 2019 ACM Designing Interactive Systems Conference (DIS

2019) (San Diego, CA). doi: 10.1145/3322276.3322332

Clark, L., Pantidi, N., Cooney, O., Doyle, P., Garaialde, D., Edwards, J., et al.

(2019). “What makes a good conversation? Challenges in designing truly

conversational agents,” in Proceedings of the 2019 CHI Conference on Human

Factors in Computing Systems (Glasgow). doi: 10.1145/3290605.3300705

Cohen, J. (1988). Statistical Power Analysis for the Behavioral Sciences, 2nd Edn.

Hillsdale, NJ: Lawrence Erlbaum Associates.

Druga, S., Breazeal, C., Williams, R., and Resnick, M. (2017). ““Hey Google, is it

OK if I eat you?”: initial explorations in child-agent interaction,” in Proceedings

of the IDC 2017: The 16th International Conference on Interaction Design and

Children (Stanford, CA). doi: 10.1145/3078072.3084330

Dubagunta, S. P., Kabil, S. H., and Magimai-Doss, M. (2019). “Improving

children recognition through feature learning from raw speech

signal,” in Proceedings of the 2019 IEEE International Conference on

Acoustics, Speech and Signal Processing (ICASSP) (Brighton), 5736–5740.

doi: 10.1109/ICASSP.2019.8682826

Gale, R., Chen, L., Dolata, J., van Santen, J., and Asgari, M. (2019). “Improving

ASR systems for children with autism and language impairment using domain-

focused DNN transfer techniques,” in Proceedings of Interspeech 2019 (Graz).

doi: 10.21437/Interspeech.2019-3161

Gallagher, T. M. (1977). Revision behaviors in the speech of normal

children developing language. J. Speech Hear. Res. 20, 303–318.

doi: 10.1044/jshr.2002.303

Garg, R., and Sengupta, S. (2020). “He is just like me”: a study of the long-term use

of smart speakers by parents and children. Proc. ACM Interact. MobileWearable

Ubiquit. Technol. 4, 3381002. doi: 10.1145/3381002

Hellwig, B., and Sloetjes, H. (2021). ELAN - Linguistic Annotator. Available online

at: https://www.mpi.nl/corpus/html/elan/ (accessed September 28, 2021).

Izard, C. E., Dougherty, F. E., Bloxom, B. M., and Kotsch, N. E. (1974). The

Differential Emotions Scale: a Method of Measuring the Subjective Experience

of Discrete Emotions. Nashville, TN: Vanderbilt University Press.

Jiang, J., Awadallah, A. H., Jones, R., Ozertem, U., Zitouni, I., Kulkarni, R. G., et al.

(2015). “Automatic online evaluation of intelligent assistants,” in Proceedings of

the 24th International Conference on World Wide Web (WWW ’15) (Florence).

doi: 10.1145/2736277.2741669

Jiang, J., Jeng, W., and He, D. (2013). “How do users respond to voice input errors?

Lexical and phonetic query reformulation in voice search,” in Proceedings of

the 36th International ACM SIGIR Conference on Research and Development in

Information Retrieval (SIGIR ’13) (Dublin). doi: 10.1145/2484028.2484092

Karrer, K., Glaser, C., Clemens, C., and Bruder, C. (2009). Technikaffinität erfassen

- Der Fragebogen TA-EG. Der Mensch im Mittelpunkt technischer Systeme 8,

196–201.

Kats, R. (2018). Are Kids and Teens Using Smart Speakers? The Smart

Speaker Series Infographic. Available online at: https://www.emarketer.com/

content/the-smart-speaker-series-kids-teens-infographic (accessed December

18, 2021).

Kennedy, J., Lemaignan, S., Montassier, C., Lavalade, P., Irfan, B., Papadopoulos,

F., et al. (2017). “Child speech recognition in human-robot interaction:

evaluations and recommendations,” in Proceedings of the 2017 ACM/IEEE

International Conference on Human-Robot Interaction (HRI ’17) (Vienna),

82–90. doi: 10.1145/2909824.3020229

Kiseleva, J., Williams, K., Jiang, J., Awadallah, A. H., Crook, A. C., Zitouni, I.,

et al. (2016). “Understanding user satisfaction with intelligent assistants,” in

Proceedings of the ACM SIGIR Conference on Human Information Interaction

and Retrieval (CHIIR) (Chapel Hill, NC). doi: 10.1145/2854946.2854961

Kleinberg, S. (2018). Why Parents Are Voice-Assistance Power Users. Available

online at: https://www.thinkwithgoogle.com/marketing-strategies/app-and-

mobile/voice-assistance-parent-users/ (accessed December 18, 2021).

Kopp, S., and Krämer, N. (2021). Revisiting human-agent communication: the

importance of joint co-construction and understanding mental states. Front.

Psychol. 12, 580955. doi: 10.3389/fpsyg.2021.580955

Lovato, S., and Piper, A. M. (2015). ““Siri, is this you?”: understanding young

children’s interactions with voice input systems,” in Proceedings of the IDC

2015: The 14th International Conference on Interaction Design and Children

(Medford, MA). doi: 10.1145/2771839.2771910

Lovato, S., Piper, A. M., and Wartella, E. A. (2019). ““Hey Google, do unicorns

exist?”: conversational agents as a path to answers to children’s questions,” in

Proceedings of the IDC 2019: The 18th International Conference on Interaction

Design and Children (Boise, ID). doi: 10.1145/3311927.3323150

Luger, E., and Sellen, A. (2016). ““Like having a really bad PA”: the gulf between

user expectation and experience of conversational agents,” in Proceedings of the

2016 CHI Conference on Human Factors in Computing Systems (San Jose, CA),

5286–5297. doi: 10.1145/2858036.2858288

Motta, I., and Quaresma, M. (2022). “Users’ error recovery strategies in the

interaction with voice assistants (VAs),” in Proceedings of the 21st Congress

of the International Ergonomics Association (IEA 2021), eds N. L. Black,

W. P. Neumann, and I. Noy (Springer International Publishing), 658–666.

doi: 10.1007/978-3-030-74614-8_82

Myers, C., Furqan, A., Nebolsky, J., Caro, K., and Zhu, J. (2018). “Patterns for

how users overcome obstacles in voice user interfaces,” in Proceedings of the

2018 CHI Conference on Human Factors in Computing Systems (Montreal, QC).

doi: 10.1145/3173574.3173580

Nass, C., and Moon, Y. (2000). Machines and mindlessness: social responses to

computers. J. Soc. Issues 56, 81–103. doi: 10.1111/0022-4537.00153

Porcheron, M., Fischer, J. E., Reeves, S., and Sharples, S. (2018). “Voice interfaces

in everyday life,” in Proceedings of the 2018 CHI Conference on Human Factors

in Computing Systems (Montreal, QC). doi: 10.1145/3173574.3174214

Purington, A., Taft, J. G., Sannon, S., Bazarova, N. N., and Taylor, S.

H. (2017). ““Alexa is my new BFF”: Social roles, user satisfaction, and

personification of the Amazon Echo,” in Proceedings of the 2017 CHI Conference

Extended Abstracts on Human Factors in Computing Systems (Denver, CO).

doi: 10.1145/3027063.3053246

Shivakumar, P. G., and Georgiou, P. (2020). Transfer learning from adult to

children for speech recognition: evaluation, analysis and recommendations.

Comput. Speech Lang. 63, 101077. doi: 10.1016/j.csl.2020.101077

Siegert, I. (2021). “Effects of prosodic variations on accidental triggers of a

commercial voice assistant,” in Proceedings of INTERSPEECH 2021 (Brno).

doi: 10.21437/Interspeech.2021-1354

Siegert, I., and Krüger, J. (2018). How do we speak with ALEXA - Subjective

and objective assessments of changes in speaking style between HC and HH

conversations. Kognitive Systeme 1. doi: 10.17185/duepublico/48596

Stent, A. J., Huffman, M. K., and Brennan, S. E. (2008). Adapting

speaking after evidence of misrecognition: local and global

hyperarticulation. Speech Commun. 50, 163–178. doi: 10.1016/j.specom.2007.

07.005

Streiner, D. L. (2003). Starting at the beginning: an introduction to

coefficient alpha and internal consistency. J. Pers. Assess. 80, 99–103.

doi: 10.1207/S15327752JPA8001_18

Szczuka, J., Artelt, A., Geminn, C., Hammer, B., Kopp, S., Krämer, N., et al.

(2021). Konnen Kinder aufgeklärte Nutzer*innen von Sprachassistenten sein?:

Rechtliche, psychologische, ethische und informatische Perspektiven. University

of Duisburg-Essen, University Library, Essen.

Tenzer, F. (2021). Prognose zum Absatz von intelligenten Lautsprechern weltweit

bis 2025. Available online at: https://de.statista.com/statistik/daten/studie/

1079997/umfrage/prognose-zum-absatz-von-intelligenten-lautsprechern-

weltweit/ (accessed September 28, 2021).

Frontiers in Computer Science | www.frontiersin.org 15 January 2022 | Volume 4 | Article 791704108

https://doi.org/10.3390/proceedings2019031051
https://doi.org/10.1177/00131640021970961
https://doi.org/10.1145/3202185.3202749
https://doi.org/10.1145/3392838
https://doi.org/10.1145/3322276.3322332
https://doi.org/10.1145/3290605.3300705
https://doi.org/10.1145/3078072.3084330
https://doi.org/10.1109/ICASSP.2019.8682826
https://doi.org/10.21437/Interspeech.2019-3161
https://doi.org/10.1044/jshr.2002.303
https://doi.org/10.1145/3381002
https://www.mpi.nl/corpus/html/elan/
https://doi.org/10.1145/2736277.2741669
https://doi.org/10.1145/2484028.2484092
https://www.emarketer.com/content/the-smart-speaker-series-kids-teens-infographic
https://www.emarketer.com/content/the-smart-speaker-series-kids-teens-infographic
https://doi.org/10.1145/2909824.3020229
https://doi.org/10.1145/2854946.2854961
https://www.thinkwithgoogle.com/marketing-strategies/app-and-mobile/voice-assistance-parent-users/
https://www.thinkwithgoogle.com/marketing-strategies/app-and-mobile/voice-assistance-parent-users/
https://doi.org/10.3389/fpsyg.2021.580955
https://doi.org/10.1145/2771839.2771910
https://doi.org/10.1145/3311927.3323150
https://doi.org/10.1145/2858036.2858288
https://doi.org/10.1007/978-3-030-74614-8_82
https://doi.org/10.1145/3173574.3173580
https://doi.org/10.1111/0022-4537.00153
https://doi.org/10.1145/3173574.3174214
https://doi.org/10.1145/3027063.3053246
https://doi.org/10.1016/j.csl.2020.101077
https://doi.org/10.21437/Interspeech.2021-1354
https://doi.org/10.17185/duepublico/48596
https://doi.org/10.1016/j.specom.2007.07.005
https://doi.org/10.1207/S15327752JPA8001_18
https://de.statista.com/statistik/daten/studie/1079997/umfrage/prognose-zum-absatz-von-intelligenten-lautsprechern-weltweit/
https://de.statista.com/statistik/daten/studie/1079997/umfrage/prognose-zum-absatz-von-intelligenten-lautsprechern-weltweit/
https://de.statista.com/statistik/daten/studie/1079997/umfrage/prognose-zum-absatz-von-intelligenten-lautsprechern-weltweit/
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/computer-science#articles


Mavrina et al. Communication Breakdowns With Voice Assistants

Viera, A. J., and Garrett, J. M. (2005). Understanding interobserver agreement: the

kappa statistic. Family Med. 37, 360–363.

World Health Organisation (2021). World Health Organisation - Countries.

Available online at:https://www.who.int/countries (accessed September

29, 2021).

Wu, F., Garcia-Perera, L. P., Povey, D., and Khudanpur, S. (2019). “Advances

in automatic speech recognition for child speech using factored time

delay neural network,” in Proceedings of Interspeech 2019 (Graz).

doi: 10.21437/Interspeech.2019-2980

Xu, Y., and Warschauer, M. (2019). “Young children’s reading and learning

with conversational agents,” in Proceedings of the 2019 CHI Conference on

Human Factors in Computing Systems (Glasgow). doi: 10.1145/3290607.32

99035

Yarosh, S., Thompson, S., Watson, K., Chase, A., Senthilkumar, A., Yuan, Y.,

et al. (2018). “Children asking questions: speech interface reformulations

and personification preferences,” in Proceedings of the IDC 2018: The 17th

International Conference on Interaction Design and Children (Trondheim).

doi: 10.1145/3202185.3202207

Conflict of Interest: The authors declare that the research was conducted in the

absence of any commercial or financial relationships that could be construed as a

potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors

and do not necessarily represent those of their affiliated organizations, or those of

the publisher, the editors and the reviewers. Any product that may be evaluated in

this article, or claim that may be made by its manufacturer, is not guaranteed or

endorsed by the publisher.

Copyright © 2022 Mavrina, Szczuka, Strathmann, Bohnenkamp, Krämer and Kopp.

This is an open-access article distributed under the terms of the Creative Commons

Attribution License (CC BY). The use, distribution or reproduction in other forums

is permitted, provided the original author(s) and the copyright owner(s) are credited

and that the original publication in this journal is cited, in accordance with accepted

academic practice. No use, distribution or reproduction is permitted which does not

comply with these terms.

Frontiers in Computer Science | www.frontiersin.org 16 January 2022 | Volume 4 | Article 791704109

https://www.who.int/countries
https://doi.org/10.21437/Interspeech.2019-2980
https://doi.org/10.1145/3290607.3299035
https://doi.org/10.1145/3202185.3202207
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/computer-science#articles


Frontiers in Psychology | www.frontiersin.org 1 April 2022 | Volume 13 | Article 856283

ORIGINAL RESEARCH
published: 29 April 2022

doi: 10.3389/fpsyg.2022.856283

Edited by: 
Benjamin Weiss,  

Technical University of Berlin, 
Germany

Reviewed by: 
Adam Galpin,  

University of Salford,  
United Kingdom

 Guy Laban,  
University of Glasgow, 

United Kingdom

*Correspondence: 
Haoxuan Xu

haoxuanxu@zuel.edu.cn

Specialty section: 
This article was submitted to  

Human-Media Interaction,  
a section of the journal  
Frontiers in Psychology

Received: 17 January 2022
Accepted: 04 April 2022
Published: 29 April 2022

Citation:
Cao C, Hu Y and Xu H (2022) A Mind 

in Intelligent Personal Assistants: An 
Empirical Study of Mind-Based 

Anthropomorphism, Fulfilled 
Motivations, and Exploratory Usage 

of Intelligent Personal Assistants.
Front. Psychol. 13:856283.

doi: 10.3389/fpsyg.2022.856283

A Mind in Intelligent Personal 
Assistants: An Empirical Study of 
Mind-Based Anthropomorphism, 
Fulfilled Motivations, and Exploratory 
Usage of Intelligent Personal 
Assistants
Cuicui Cao 1, Yingying Hu 2 and Haoxuan Xu 3*

1 School of Management, Huazhong University of Science and Technology, Wuhan, China, 2 School of Information 
Management and Statistics, Hubei University of Economics, Wuhan, China, 3 School of Business Administration, Zhongnan 
University of Economics and Law, Wuhan, China

Intelligent personal assistants (IPAs) own anthropomorphic features which enable users’ 
perception of anthropomorphism. Adopting the perspective of mind-based 
anthropomorphism, the purpose of this paper is to investigate how mind-based 
anthropomorphism influences users’ exploratory usage of IPAs. Based on the notion that 
anthropomorphism can satisfy people’s sociality and effectance motivation, we hypothesize 
that mind-based anthropomorphism can enhance people’s social connection with IPAs 
and IPA self-efficacy, which can in turn influence their exploratory usage of IPAs. 
Questionnaires were developed and distributed to users who had experience in smart 
speaker-based IPAs on Wenjuanxing and 551 valid questionnaires were collected to test 
the research model. The results revealed that cognitive and affective anthropomorphism 
exerted common and differential impacts on IPA self-efficacy and social connection. 
Cognitive anthropomorphism versus affective anthropomorphism had stronger influences 
on IPA self-efficacy, while affective anthropomorphism had stronger impacts on social 
connection. Both IPA self-efficacy and social connection enhanced users’ intentions to 
explore IPAs. This study enriches previous studies on IPA adoption or post-adoption by 
investigating exploratory usage which captures how users are deeply engaged with IPAs.

Keywords: IPAs, anthropomorphism, IPA self-efficacy, social connection, intention to explore IPAs

INTRODUCTION

Intelligent personal assistants (IPAs) have emerged as one of the fastest-growing artificial 
intelligence (AI) applications in recent years, and many giant technology companies have 
developed their IPAs, such as Siri by Apple, Alexa by Amazon, and TmallGenie by Alibaba 
in China. The global IPA market size is expected to reach USD 45.1 billion by 2027, expanding 
at a CAGR of 34.0% (Businessware, 2020). IPA is defined as “a software agent that acts 
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intelligently and uses natural language to provide professional/
administrative, technical, and social assistance to human users 
by automating and easing many day-to-day activities”  
(Han and Yang, 2018; Moussawi et al., 2020). As disembodied 
agents or virtual agents embedded in various devices, IPAs 
can help manage home automation, complete daily tasks, and 
communicate with users in a way that resembles interpersonal 
communication (Han and Yang, 2018). They are permeating 
our daily lives and offer significant potential capabilities. Take 
Amazon’s Alexa, for example, it owns 80,000 skills and the 
number of skills is increasing each day (Amazon, 2021). In 
this case, users’ exploratory usage of IPAs (i.e., exploring 
various IPA skills to provide hedonic and utilitarian value) 
becomes especially important. For IPA users, they can fully 
utilize the powerful capabilities provided through IPA skill 
exploration. If they do not engage in exploration and only 
use several limited functions, they will soon find IPAs useless 
and abandon them. For IPA providers such as Amazon, users’ 
exploratory behaviors can help them save cost, acquire more 
value from users (Pan et  al., 2017), and maintain long-term 
relationships with users (Pan et al., 2017). Thus, it is imperative 
to find out what factors contribute to users’ exploratory usage 
of IPAs.

Previous studies on adoption or post-adoption of IPAs 
mostly focus on adoption/acceptance (Park et  al., 2018; Yang 
and Lee, 2018; Mclean and Osei-frimpong, 2019; Moussawi 
and Benbunan-fich, 2020; Moussawi et al., 2020; Mishra et al., 
2021; Vimalkumar et  al., 2021) or continuous usage of IPAs 
(Han and Yang, 2018; Moussawi and Koufaris, 2019; Ki et al., 
2020; Hu et al., 2021; Sun et al., 2021), which provide limited 
knowledge on how users deeply interact and engage with 
IPAs (Delgosha and Hajiheydari, 2021). Exploratory usage of 
IPAs belongs to such type of deeply-involved post-adoption 
behaviors and refers to using newly added skills of IPAs or 
using some other skills beyond their routine usage (Nambisan 
et  al., 1999; Ahuja and Thatcher, 2005). Such research is 
important and imperative since there are several examples 
of IPAs which fail to connect with users in a deeply social 
manner despite early success to create enthusiasm in user 
acceptance (Cho et  al., 2019).

In exploring factors influencing adoption or post-adoption 
of IPAs, prior studies emphasize the role of anthropomorphism 
(i.e., the attribution of human characteristics to nonhuman 
entities) since IPAs’ anthropomorphic features (e.g., voice 
and humor) generate users’ perceptions of anthropomorphism 
(i.e., humanlike perception), which may affect users’ 
subsequent behavior toward IPAs (Moussawi and Benbunan-
fich, 2020; Moussawi et al., 2020; Hu et  al., 2021; Mishra 
et  al., 2021). However, the findings regarding the direct 
effects of perceived anthropomorphism on users’ adoption 
behavior are mixed (Moussawi et al., 2020; Hu et  al., 2021). 
For instance, Hu et  al. (2021) found the direct influence 
of perceived anthropomorphism on the continuous usage 
of IPAs. Meanwhile, Moussawi et al. (2020) did not discover 
the direct effect of perceived anthropomorphism on users’ 
adoption intention. Thus, it is necessary to study mediators 
to avoid over- or under-estimate the role of anthropomorphism.

Driven by practical problems and theoretical gaps, this 
study aims to investigate the following questions: How does 
users’ anthropomorphism of IPAs influence their exploratory 
usage? To achieve this goal, we  adopt a perspective of mind-
based anthropomorphism, which refers to “the attribution of 
unobservable and uniquely human mental capacities to 
nonhuman entities” (Castelo et  al., 2019), to understand how 
users anthropomorphize IPAs. We  propose cognitive and 
affective anthropomorphism as the two dimensions of mind-
based anthropomorphism, operationalized by the humanlike 
cognitive abilities (i.e., autonomy and interactivity) and affective 
abilities (i.e., sociability) of IPAs, respectively. Drawing on 
fulfilled motivations of anthropomorphism, we contend that 
mind-based anthropomorphism of IPAs will satisfy users’ 
effectance and sociality motivations, which are manifested as 
IPA self-efficacy and social connection respectively, and users’ 
intentions to explore IPAs will be further enhanced by these 
fulfilled motivations. More importantly, cognitive and affective 
anthropomorphism will exert differential impacts on IPA self-
efficacy and social connection.

LITERATURE REVIEW AND 
THEORETICAL FOUNDATIONS

Prior Adoption-Related Studies in IPAs 
Context
We mainly classify IPA adoption-related studies into two 
streams. The first stream focuses on the adoption of IPAs, 
which focuses on whether users adopt IPAs or not (Park 
et  al., 2018; Yang and Lee, 2018; Mclean and Osei-frimpong, 
2019; Moussawi and Benbunan-fich, 2020; Moussawi et al., 
2020; Mishra et  al., 2021; Vimalkumar et  al., 2021). On the 
one hand, these studies apply traditional adoption perspectives 
like the Unified Theory of Acceptance and Use of Technology 
model, Uses and Gratification theory, and utilitarian and 
hedonic value (Yang and Lee, 2018; Mclean and Osei-frimpong, 
2019; Vimalkumar et  al., 2021). On the other hand, they 
investigate unique characteristics of IPAs such as 
anthropomorphism, intelligence, and privacy concern (Mclean 
and Osei-frimpong, 2019; Moussawi and Benbunan-fich, 2020; 
Moussawi et al., 2020; Vimalkumar et al., 2021). These studies 
are limited in offering an understanding of how users engage 
with IPAs after adoption.

The second stream focuses on the post-adoption of IPAs. 
These studies mostly focus on continuous usage of IPAs, which 
focuses on whether users continue to use IPAs after initial 
adoption (Han and Yang, 2018; Moussawi and Koufaris, 2019; 
Ki et  al., 2020; Hu et  al., 2021; Sun et  al., 2021). Some of 
the factors investigated are similar to that of adoption such 
as anthropomorphism and intelligence (Moussawi and Koufaris, 
2019). Further, they go beyond to investigate some other factors 
related to the para-social relationship (Han and Yang, 2018). 
In addition, they investigate how service failure influences users’ 
continuance usage of IPAs (Sun et  al., 2021). Besides general 
continuous usage, other researchers focus on a specific application 
setting of IPAs, such as voice shopping or playful requests 
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(Maarek, 2018, 2019, Shani et  al., 2021). Though insightful, 
these studies offer limited value in understanding how users 
deeply engage with IPAs.

Taken together, users’ exploratory usage of IPAs in current 
research remains less explored, which is distinct from the 
adoption or continuous usage. Considering the important role 
of anthropomorphism in the context of IPAs, we aim to examine 
how the anthropomorphism of IPAs is helpful for users’ 
exploratory usage. The conceptualization of anthropomorphism 
and related research will be  discussed in the next section.

Anthropomorphism of IPAs: From the 
Humanlike Mind Perspective
In the context of IPAs, prior studies have investigated 
anthropomorphic characteristics (e.g., voice, humor) and 
perceived anthropomorphism (i.e., humanlike perception). In 
the current study, we  focus on users’ humanlike perception 
of IPAs, namely, perceived anthropomorphism. Perceived 
anthropomorphism of IPAs has been investigated in prior 
studies from the perspective of humanlike mind perception 
(Hu et  al., 2021; Li and Sung, 2021), or attributes that are 
either uniquely or typically human (Moussawi and Benbunan-
fich, 2020; Moussawi et al., 2020). In the current study, we adopt 
the perspective of mind-based anthropomorphism which refers 
to attributing humanlike mental capacities to nonhuman entities 
(Waytz et  al., 2010a).

According to Castelo et al. (2019), mind-based anthro 
pomorphism can be classified into cognitive anthropomorphism 
and affective anthropomorphism. Cognitive anthropomorphism 
refers to the attribution of humanlike cognitive capacities to 
nonhuman entities, such as self-control, plan, and cognitive 
sophistication. It concerns more about the agents’ ability to 
“do” and how they deal with the tasks. Affective 
anthropomorphism is defined as attributing mental capacities 
to feel and express emotions, such as emotional responsivity, 
hunger, and fear, to nonhuman agents. It concerns more about 
the agents’ ability to “feel” and how they deal with others. 
Different kinds of AI applications own different humanlike 
cognitive and affective abilities (Castelo, 2019).

In the context of IPAs, prior studies also distinguish the 
two dimensions and they found the differential effects of these 
two dimensions (Hu et  al., 2021). At the same time, other 
researchers investigated the humanlike abilities of IPAs (Cao 
et  al., 2019; Wagner et  al., 2019; Wagner and Schramm-klein, 
2019). Contextualized in our study, cognitive anthropomorphism 
is manifested as interactivity and autonomy of IPAs. Interactivity 
refers to the ability to communicate with users in a consecutive 
way (Sundar et  al., 2016; Wagner and Schramm-klein, 2019). 
Autonomy refers to the capacity to help people autonomously 
perform tasks, such as controlling smart home devices and 
setting alarms (Rijsdijk et  al., 2007; Wagner and Schramm-
klein, 2019). Affective anthropomorphism is mainly manifested 
as sociability, which refers to the capability of IPAs to carry 
out sociable behavior (Heerink et  al., 2010; Cao et  al., 2019).

As for the direct effect of perceived anthropomorphism on 
adoption or post-adoption behaviors in the context of IPAs, 

prior studies present some mixed findings. For instance, Li 
and Sung (2021) posited that the relationship between people’s 
acceptance of AI assistants and perceived anthropomorphism 
was mediated by psychological distance. However, Hu et  al. 
(2021) found the direct effect of humanlike perception of IPAs 
on continuous usage of IPAs. Thus, we posit that it is necessary 
to study the mediators between perceived anthropomorphism 
and exploratory usage of IPAs.

Taken together, prior studies on IPA anthropomorphism 
indicate that mind-based anthropomorphism has two dimensions 
(i.e., cognitive vs. affective) and they may have differential 
impacts. However, they present some mixed findings between 
the direct effect of perceived anthropomorphism on adoption 
or post-adoption behaviors. Thus, we  intend to study the 
mediators from the perspective of fulfilled motivations of 
anthropomorphism, which will be discussed in the next section.

Fulfilled Motivations of IPA 
Anthropomorphism
Based on previous research, effectance motivation and sociality 
motivation are the two motivational factors of users’ 
anthropomorphism (Epley et  al., 2007). That is to say, 
anthropomorphism is a way to satisfy users’ effectance motivation 
and sociality motivation.

Effectance motivation involves humans’ motivation to interact 
with the outside world effectively (White, 1959). As vulnerable 
creatures, humans have the desire to reduce the uncertainty 
of the environment and try to understand and predict the 
agents that inhabit this environment. Anthropomorphism 
provides such an efficient way to better understand and predict 
a context by increasing its controllability and predictability 
and satisfies human’s desire to master the environment (Epley 
et al., 2007; Waytz et al., 2010c). Anthropomorphizing nonhuman 
entities enhances people’s ability to explain the nonhuman 
entities’ actions and accordingly improves users’ efficacy in 
interacting with them. For instance, yelling at a malfunctioned 
computer may help people ease their burden (Luczak et  al., 
2003). Similarly, anthropomorphism of IPAs can also satisfy 
users’ effectance motivation (Cao et  al., 2019; Chen and Park, 
2021; Li and Sung, 2021), which is manifested as IPA self-
efficacy in the current study. IPA Self-efficacy refers to users’ 
evaluation of their competence to use IPAs (Compeau and 
Higgins, 1995) and has been validated as a strong predictor 
of usage behaviors, especially those that extend beyond the 
defined usage (Wang et  al., 2008; Peng et  al., 2018; Tams 
et  al., 2018).

Sociality motivation refers to humans’ innate need and desire 
to build social connections with the outside world (Baumeister 
and Leary, 1995). Driven by this motivation, people are more 
likely to actively search for sources of social connections in 
their environment, and more sensitive to notice and perceive 
human characteristics of nonhuman agents (Epley et al., 2007). 
This desire can be  satisfied by anthropomorphizing nonhuman 
entities, such as technological devices and pets when people 
cannot establish social connections with other people. For 
example, lonely people anthropomorphize their pets to obtain 
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the social connection they need (Epley et  al., 2007). Similarly, 
anthropomorphism of IPAs can satisfy users’ sociality motivation 
as well (Cao et  al., 2019; Chen and Park, 2021; Li and Sung, 
2021; Noor et al., 2021), which is manifested by social connection 
with IPAs in the current study. Social connection refers to 
users’ feeling of closeness with the IPAs (Lee et  al., 2001) and 
has been validated by previous studies to strengthen usage 
behaviors (Tseng et  al., 2018).

When individuals are driven by different motivations 
(effectance vs. sociality), they tend to prioritize different abilities 
or attributes of the targets. For example, consumers with a 
sociality motivation attribute more affective abilities to brands. 
However, consumers with an effectance motivation attribute 
more cognitive abilities to brands (Changizi and Hall, 2001; 
Balcetis and Dunning, 2006; Chen et  al., 2013). Based on 
these arguments, we propose that although two types of mind-
based anthropomorphism can influence IPA self-efficacy (i.e., 
effectance motivation) and social connection (i.e., sociality 
motivation), their influences may be  different. In other words, 
the two types of mind-based anthropomorphism play different 
roles in satisfying these two motivations.

RESEARCH MODEL AND HYPOTHESES

We present our research model in Figure 1. Based on fulfilled 
motivations of anthropomorphism, we hypothesize that both 
cognitive and affective anthropomorphism of IPAs can satisfy 
users’ effectance and sociality motivation, which are 
represented by IPA self-efficacy and social connection. 
However, these two types of anthropomorphism also play 
different roles in satisfying these two motivations. To 
be specific, we hypothesize that cognitive anthropomorphism 
exerts stronger effects on IPA self-efficacy, while affective 
anthropomorphism has stronger effects on social connection. 
Finally, we  hypothesize that IPA self-efficacy and social 

connection positively influence users’ intentions to explore 
IPAs. We  also include several control variables, such as 
gender (GEN), age, relation status (STS), and frequency of 
use (FRE) in the research model.

Anthropomorphism and IPA Self-Efficacy 
(Fulfilled Effectance Motivations)
IPA self-efficacy refers to users’ evaluation of their competence 
to use IPAs (Compeau and Higgins, 1995). Humans have a 
fundamental need to effectively interact with the outside world 
and accordingly try to reduce the uncertainty and increase 
the controllability of the environment (White, 1959). 
Anthropomorphism is such an effective way to make contact 
with nonhuman agents (Epley et  al., 2007). It is realized based 
on knowledge about the self or humans; thus, people have 
confidence in predicting future behaviors of the agents (Epley 
et  al., 2007). Thus, anthropomorphism can enhance people’s 
sense of efficacy toward nonhuman agents.

In the context of IPAs, we  believe both cognitive and 
affective anthropomorphism of IPAs can enhance users’ IPA 
self-efficacy. Firstly, the cognitive intelligence of IPAs is 
increasing because sophisticated algorithms are continuously 
updated to improve the IPAs’ ability, such as predicting 
and satisfying users’ needs and conducting continuous dialogue 
with users. Users can contact with IPAs more simply and 
comfortably with less effort in adapting to the IPAs. It is 
expected that users who attribute humanlike cognitive 
capacities to IPAs will feel like they are communicating 
with humans, and will have a stronger sense of self-efficacy. 
Secondly, the emotional intelligence of IPAs is also improved 
in several ways. For example, users’ emotions can be identified 
through changes in tone or words, or some emotional phrases 
can be  used in specific contexts. In addition, the virtual 
characters of IPAs are usually designed with a sense of 
humor by telling jokes or witticisms. These techniques can 
help avoid machines’ coldness and also comfort the users 

FIGURE 1 | Research model.
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when there may be  failures during interactions. Users who 
attribute emotional capacities to IPAs will feel more 
comfortable communicating with the IPAs and less uncertain 
about the IPAs because they understand and express emotions 
as humans do. It has also been validated by prior studies 
that IPA anthropomorphism decreases the sense of 
unfamiliarity and brings about a stronger sense of efficacy 
toward IPAs (Cao et  al., 2019; Chen and Park, 2021; Li 
and Sung, 2021). Thus, we  hypothesize:

H1a: Cognitive anthropomorphism of IPAs positively 
affects users’ IPA self-efficacy.
H1b: Affective anthropomorphism of IPAs positively 
affects users’ IPA self-efficacy.

Anthropomorphism and Social Connection 
(Fulfilled Sociality Motivation)
Social connection refers to users’ feeling of closeness with 
the IPAs (Lee et  al., 2001). Humans have a natural desire 
and tendency to be  connected to other humans (Baumeister 
and Leary, 1995). They can also establish humanlike 
connections with nonhuman objects by anthropomorphism 
when the social connection to other people is absent (Epley 
et  al., 2007). For example, lonely people who lack social 
connection find nonhuman agents, such as dogs and electronic 
gadgets, to be  more humanlike because they can make it 
up by establishing connections with those nonhuman agents 
(Epley et  al., 2007). Not only chronic loneliness but also 
social disconnection in some circumstances may activate 
anthropomorphism, which is more prevalent in daily life 
for most people (Epley et al., 2007). Thus, anthropomorphism 
is a way to satisfy people’s sociality motivation. Previous 
research has found that interaction with anthropomorphic 
products can satisfy social needs and thus alleviate social 
exclusion effects (Mourey et  al., 2017).

In the context of IPAs, such needs for social connection can 
be  fulfilled by both cognitive and affective anthropomorphism 
of IPAs. Intelligent agents like IPAs become prevalent in our 
daily life, and they are more and more like friends that we  can 
communicate with without worrying about awkwardness and 
disturbance. For example, many users anthropomorphize IPAs 
and create certain social connections with them (Cao et  al., 
2019; Chen and Park, 2021; Li and Sung, 2021; Noor et  al., 
2021). As we  mentioned in the arguments for hypotheses 1a 
and 1b, as the cognitive and emotional intelligence of IPAs is 
gradually improved, users are more likely to attribute humanlike 
cognitive and emotional ability to IPAs and regard it as a source 
of social connection. Accordingly, we  also expect that IPA 
anthropomorphism will increase a feeling of social connection. 
Thus, we  hypothesize:

H2a: Cognitive anthropomorphism of IPAs positively 
affects users’ social connection.
H2b: Affective anthropomorphism of IPAs positively 
affects users’ social connection.

Comparative Effects of Cognitive vs. 
Affective Anthropomorphism on IPA 
Self-Efficacy and Social Connections
Although cognitive anthropomorphism and affective 
anthropomorphism can both influence IPA self-efficacy and 
social connection with IPAs, we  believe the degree of their 
influence will be  different. The underlying reason is that when 
people are influenced by different motivations, they tend to 
prioritize stimulus objects consciously or unconsciously, to better 
satisfy their motivation, which has also been validated by previous 
research (Changizi and Hall, 2001; Balcetis and Dunning, 2006; 
Chen et al., 2013). This can be explained by the three mechanisms 
for the motivation-based perception of humans, namely, selective 
sensitization, perceptual defense, and value resonance (Postman 
et  al., 1948). Selective sensitization means that motivation as 
a sensitizer lowers the threshold for acceptable stimulus objects. 
Perceptual defense refers to the increase of the threshold for 
unsuitable stimulus objects. Value resonance keeps people 
responding to objects that are valuable to their motivations.

In the context of IPA anthropomorphism, users motivated by 
sociality are more sensitive to the affective capacities of IPAs which 
can better directly alleviate their loneliness (selective sensitization), 
are less sensitive to cognitive capacities, such as autonomy and 
interactivity, which are not so critical for sociality motivations 
(perceptual defense), and also attribute affective capacities to IPAs 
in congruence with their sociality motivations (value resonance). 
The same reasoning process applies to those users motivated by 
effectance. Simply put, people will attribute more cognitive capacities, 
such as the ability to autonomously complete tasks and communicate 
with users in a contingent way, since doing so helps alleviate 
their desire for control and predictability. Consequently, we argue 
that affective anthropomorphism can better satisfy users’ sociality 
motivation compared with cognitive anthropomorphism, and 
cognitive anthropomorphism can better satisfy users’ effectance 
motivation than affective anthropomorphism. Thus, we hypothesize:

H3a: Cognitive anthropomorphism exerts stronger effects 
on IPA self-efficacy than affective anthropomorphism.
H3b: Affective anthropomorphism exerts stronger effects 
on social connection than cognitive anthropomorphism.

Fulfilled Motivations and Intention to 
Explore IPAs
Different from other traditional IT applications, IPAs are more 
like ambiguous technology, which relies on users’ self-driven 
exploratory form of learning rather than traditional instruction-
based learning (Zhao et  al., 2018). Thus, users’ self-confidence 
in interacting with IPAs may help them overcome barriers to 
explore unfamiliar or hidden functions or use familiar functions 
innovatively, such as searching for information or trialing new 
oral commands. Previous research has revealed that individuals 
with a higher level of self-efficacy are inclined to be  more 
devoted in pursuit of goals (Latham et al., 2000), more persistent 
in the face of difficulties (Schaefers et  al., 1997), and more 
proactive in information seeking. Recent IS research has also 
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validated the positive impacts of self-efficacy on exploratory, 
creative, or extended usage of ISs (Wang et  al., 2008; Peng 
et  al., 2018; Tams et  al., 2018). Thus, we  hypothesize:

H4: IPA self-efficacy positively influences users’ 
intentions to explore IPAs.

Though social connection in this study refers to the 
relationships and connections with IPAs, theories of interpersonal 
relationships may also be  referential to understanding such 
relationships. For example, for those users who establish social 
connections with IPAs, IPAs function not simply as a useful 
instrument but as a friend or family member to them (Purington 
et  al., 2017). One major characteristic or outcome of close 
interpersonal relationships is the commitment to the partner 
in the relationship, and such commitment will in turn, positively 
affect one’s feelings and behaviors toward the partner (Rusbult, 
1980). We  believe when users establish a close connection 
with IPAs, they will also experience a certain degree of 
commitment to these intelligent agents and also tend to cherish 
the possessions which signify social relationships (Richins, 
1994), such as making efforts to maintain the relationships 
with IPAs by exploring more functions of IPAs. Thus, 
we  hypothesize:

H5: Social connection positively influences users’ 
intentions to explore IPAs.

METHODOLOGY

Participants
In the present study, we  chose users of smart speakers as the 
research subjects. Smart speakers are one of the most popular 
IPAs in China. Despite a short history, smart speakers have 
permeated many people’s daily lives. Examples of popular smart 
speakers in China include Xiaoaitongxue by Xiaomi, TmallGenie 
by Alibaba, and Duer by Baidu. Though other IPAs, such as 
Siri, might also be  famous, we  did not choose those kinds of 
IPAs because the user base of smart speakers is larger. We 
believed it was appropriate to choose the smart speaker as 
the research object.

An online questionnaire was distributed through a leading 
online survey distribution platform with 260 million registered 
users in China. Only users who had experience in smart 
speakers were invited, and each of them received a monetary 
award for each questionnaire. The survey began in July 2020 
and lasted for 2 weeks. The responses were examined carefully, 
and invalid responses with missing answers, the same answers 
to all items, and a completion time of fewer than 6 min were 
removed. After deleting the invalid responses, 551 valid responses 
were left. The basic demographic information is listed in Table 1. 
Among all the respondents, 63.5% were male, and 36.5% were 
female, which was consistent with the overall composition of 
smart speaker users in China (Aurora Mobile, 2019). Most 
users were below 35 years old, which was reasonable since 

smart speakers were quite new in China, and young people 
tend to be  more interested in new IT products.

Measurements
All the measurement items in the current study were adapted 
from the previous literature. They were measured by seven-
point Likert scales. The measurement items for intention to 
explore IPAs were adapted from Nambisan et  al. (1999). The 
items for assessing social connection with IPAs were adapted 
from Lee et  al. (2001). The items for measuring IPA self-
efficacy were adapted from Compeau and Higgins (1995). 
Affective anthropomorphism was measured by users’ perceived 
sociability of IPAs, whose measurement items were adapted 
from Heerink et  al. (2010). Cognitive anthropomorphism was 
measured by users’ perceived autonomy and interactivity of 
IPAs, whose measurement items were adapted from Rijsdijk 
et al. (2007) and Bellur and Sundar (2017). The final questionnaire 
used in the survey is listed in Table A1  in Appendix A.

Data Analysis Procedure
Following the two-step procedure proposed by Anderson and 
Gerbing (1988), we  analyzed the research model with SPSS 
22 and AMOS 24, and the data analysis part was composed 
of the following two parts: analysis of the measurement model 
and structural model. In the current study, we  chose the 
covariance-based SEM method.

Measurement Model Testing
First, we  conducted the confirmatory factor analysis for the 
measurement model with AMOS 24. All the fit indices (i.e., 

TABLE 1 | Sample profile (N = 551).

Variable Option N Percentage (%)

Gender (GEN) Male 350 63.5
Female 201 36.5

Age <=25 118 21.4
26–30 189 34.3
31–35 138 25.0
36–40 67 12.2
41–45 30 5.4
> = 46 9 1.6

Education (EDU) High school or below 28 5.1
Two-year college 68 12.3
Four-year college 392 71.1
Graduate school or above 63 11.4

Frequency of 
use (FRE)

At least once per day 190 34.5
4–5 times per week 211 38.3
2–3 times per week 123 22.3
Less than once per week 27 4.9

Relation status 
(STS)

Single 118 21.4
Just in love 88 16.0
Married with no children 34 6.2
Married with children 311 56.4

Years used (YU) <=3 months 20 3.6
3–6 months 117 21.2
6 months–1 year 196 35.6
1 year–1.5 years 145 26.3
1.5 years above 73 13.2
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CMIN/DF = 1.832, RMSEA =0.039, NFI = 0.964, CFI = 0.974) met 
the criterion of each index (i.e., CMIN/DF < 3, RMSEA < 0.08, 
NFI > 0.9, CFI > 0.9), which indicated acceptable model fit (Bentler 
and Bonett, 1980).

Then, the construct reliability was evaluated. The construct 
reliability was all good (i.e., Cronbach’s alpha > 0.7; composite 
reliability > 0.7; Nunnally, 1978) and the details can be  found 
in Table B1 in Appendix. Next, the construct validity was 
evaluated through AVEs and the comparison of the square 
root AVEs of each construct with other correlation coefficients. 
Table B1 in Appendix shows that the AVEs were greater than 
0.5 and thus the convergent validity was good (Fornell and 
Larcker, 1981). Besides, Table  2 shows that the values on the 
diagonal (i.e., square root AVEs) were larger than other values 
on the corresponding rows and columns, indicating good 
discriminant validity (Fornell and Larcker, 1981).

Next, we  assessed the construct validity and reliability of 
cognitive anthropomorphism according to Petter et  al. (2007) 
since we  chose the second-order formative model for cognitive 
anthropomorphism (Diamantopoulos, 2011; Jarvis et al., 2004). 
(The reasons can be found in Appendix C). First, each first-order 
construct had a significant path pointing to cognitive 
anthropomorphism, indicating satisfactory validity. Second, the 
variance inflation factor (VIF) values of the two first-order constructs 
were under the recommended value of 3.3, suggesting acceptable 
reliability (Diamantopoulos and Siguaw, 2006).

Finally, we adopted Harmon’s single-factor analysis to examine 
the common method bias since the data were self-reported. 
The first factor explained 48.4% of the total variance, which 
was below the threshold of 50%; thus, no single factor existed, 
which explained most of the variance (Lindell and Whitney, 2001).

Structural Model Testing
We tested the structural model with the maximum likelihood 
technique in Amos 24. The model fit was acceptable since all 
the fit indices (i.e., CMIN/DF = 1.933, RMSEA = 0.041, NFI = 0.948, 
CFI = 0.974) met the criterion of recommended values (i.e., CMIN/
DF < 3, RMSEA < 0.08, NFI > 0.9, CFI > 0.9; Bentler and Bonett, 1980).

The hypothesis testing results are summarized in Figure  2. 
The explained variance of each dependent construct was 52.0, 
61.1, and 63.2% for IPA self-efficacy, social connection, and 
intention to explore IPAs, respectively. Regarding the impacts 
of cognitive and affective anthropomorphism on IPA self-efficacy 
and social connection, IPA self-efficacy was significantly affected 

by both cognitive anthropomorphism (b = 0.600, p < 0.001) and 
affective anthropomorphism (b = 0.150, p < 0.05), thus supporting 
H1a and H1b. Social connection was positively influenced by 
affective anthropomorphism (b = 0.699, p < 0.001) but not for 
cognitive anthropomorphism; thus, H2b was supported, and 
H2a was not. IPA self-efficacy also significantly influenced 
users’ intentions to explore IPAs, and the standardized path 
coefficient was 0.545 (p < 0.001); thus, H4 was supported. Social 
connection had a significantly positive effect on users’ intentions 
to explore IPAs with a standardized path coefficient of 0.364 
(p < 0.001); thus, H5 was supported. As for the control variables, 
age negatively influenced users’ intentions to explore IPAs, 
which was reasonable since young people are more tech-savvy 
and more likely to explore new functions of IPAs. Other control 
variables (gender, use frequency, and relation status) did not 
have significant impacts on users’ intentions to explore IPAs.

The comparison hypothesis was tested with the pairwise 
parameter comparisons in AMOS. The results are summarized 
in Table  3. Cognitive anthropomorphism and affective 
anthropomorphism differed in their impacts on IPA self-efficacy 
and social connection. Cognitive anthropomorphism had a stronger 
effect on IPA self-efficacy than affective anthropomorphism, thus 
supporting H3a. Affective anthropomorphism had a stronger 
effect on social connection than cognitive anthropomorphism; 
thus, H3b was also supported.

DISCUSSIONS OF RESULTS

The current study aims to examine how mind-based 
anthropomorphism, in terms of cognitive anthropomorphism 
and affective anthropomorphism, influences people’s exploratory 
usage of IPAs. The results depict a high degree of explanatory 
power for all dependent variables and reveal some significant 
and interesting findings as well.

Firstly, it is found that cognitive and affective 
anthropomorphism have common impacts on IPA self-efficacy 
and social connection. Though cognitive anthropomorphism 
exerts non-significant impacts on social connection, other 
supported hypotheses still reveal that users’ anthropomorphism 
of IPAs has a positive influence on self-efficacy and social 
connection. It is consistent with previous findings that 
anthropomorphism of IPAs can decrease their sense of 
unfamiliarity and increase their people’s social connection 
with IPAs (Cao et  al., 2019; Chen and Park, 2021; Li and 

TABLE 2 | Discriminant validity.

VIF SB INT AU ISE SC IE

Sociability 2.42 0.79
Interactivity 2.22 0.62 0.81
Autonomy 1.97 0.57 0.62 0.78
IPA self-efficacy 1.91 0.52 0.55 0.53 0.80
Social connection 2.14 0.66 0.54 0.48 0.35 0.82
Intention to explore IPAs 2.15 0.60 0.60 0.54 0.62 0.51 0.85

SB, sociability; INT, interactivity; AU, autonomy; ISE, IPA self-efficacy; SC, social connection; IE, intention to explore IPAs.
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Sung, 2021; Noor et al., 2021). Although most of our hypotheses 
were supported, the relationship between cognitive 
anthropomorphism and social connection was proved to 
be non-significant, which was inconsistent with prior research 
on anthropomorphism (Cao et  al., 2019; Chen and Park, 
2021; Li and Sung, 2021; Noor et  al., 2021). One possible 
explanation for the non-significant coefficient between cognitive 
anthropomorphism and social connection is that when users 
are majorly driven by sociality motivation, they care less 
about the cognitive capacities of IPAs. That is, satisfying users’ 
sociality motivation requires fewer cognitive capacities of the 
IPAs. Meanwhile, different from previous studies which highlight 
the importance of the cognitive capacities of intelligent agents 
(Castelo et  al., 2019), our study reveals that affective 
anthropomorphism (affective capacities involved) can 
significantly affect both IPA self-efficacy and social connection.

Secondly, our results show that cognitive and affective 
anthropomorphism have differential impacts on IPA self-efficacy 
and social connection. Specifically, cognitive anthropomorphism 
exerts stronger impacts on IPA self-efficacy than affective 

anthropomorphism, while affective anthropomorphism  
exerts stronger effects on social connection than cognitive 
anthropomorphism. These results confirm the proposition 
proposed by Waytz and Young (2014) that different motivations 
yield a different focus on the different dimensions of the mind 
attributed to out-groups. Our study validates that in the context 
of IPAs, cognitive and affective anthropomorphism is motivated 
by preferential motivations. Further, IPA self-efficacy and social 
connection exert significantly positive effects on users’ intentions 
to explore IPAs, which are consistent with previous research 
findings (Wang et  al., 2008; Peng et  al., 2018; Tams et  al., 
2018; Tseng et  al., 2018).

IMPLICATIONS AND LIMITATIONS

Theoretical Implications
The current study makes several important theoretical implications.

Firstly, our study contributes to IPA research by investigating 
its exploratory usage. Current studies on IPAs mostly focus 
on adoption intention (Park et  al., 2018; Yang and Lee, 2018; 
Mclean and Osei-frimpong, 2019; Moussawi and Benbunan-
fich, 2020; Moussawi et al., 2020; Mishra et al., 2021; Vimalkumar 
et  al., 2021) and continuous usage of IPAs (Han and Yang, 
2018; Moussawi and Koufaris, 2019; Ki et  al., 2020; Hu et  al., 
2021; Sun et  al., 2021), which provide very limited knowledge 
related to how users interact and engage with IPA. Because 
there are some IPAs whose users only use several basic functions 
after initial enthusiasm upon adoption, such research is timely 
and important. The current study is timely to theoretically 
and empirically examine how users can be  deeply engaged 
with IPAs.

Secondly, our study contributes to prior research on IPA 
anthropomorphism by validating the common and differential 
effects of the two dimensions of IPA anthropomorphism on 

FIGURE 2 | Structural model results.

TABLE 3 | Results of hypotheses test.

Hypothesis Path coefficient or 
comparison

C.R. Hypothesis 
supported (Y/N)

H1a βCA- > ISE = 0.600 4.562*** Y
H1b βAA- > ISE = 0.150 2.185* Y
H2a βCA- > SC = 0.105 1.530 N
H2b βAA- > SC = 0.699 9.508*** Y
H3a βCA- > ISE (0.600) > β AA- > ISE (0.150) 1.786* Y
H3b βAA- > SC (0.699) > βCA- > SC (0.105) 5.897*** Y
H4 βISE- > IE = 0.545 11.574*** Y
H5 βSC- > IE = 0.364 8.269*** Y

*p < 0.05;  **p < 0.01;  ***p < 0.001 (two-tailed tests, path comparisons used one-tailed 
tests).  CA, cognitive anthropomorphism, AA, affective anthropomorphism, ISE, IPA 
self-efficacy, SC, social connection, IE, intention to explore IPAs.
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the two fulfilled motivations (IPA self-efficacy and social 
connection). On the one hand, we found cognitive and affective 
anthropomorphism can influence users’ intention to explore 
IPAs through IPA self-efficacy and social connection with IPAs. 
On the other hand, this study empirically validates that the 
two dimensions of mind-based IPA anthropomorphism can 
differently satisfy their effectance and sociality motivations (i.e., 
IPA self-efficacy and social connection). Previous studies indicate 
that anthropomorphism can enhance efficacy (effectance 
motivation) and social connection (sociality motivation) with 
IPAs (Cao et  al., 2019; Chen and Park, 2021; Li and Sung, 
2021; Noor et  al., 2021). However, this study complements by 
decomposing mind-based anthropomorphism into cognitive 
and affective anthropomorphism and empirically validates that 
the two dimensions of mind-based IPA anthropomorphism 
can differently satisfy their effectance and sociality motivations.

Finally, our study contributes to IPA anthropomorphism by 
investigating the mediating mechanism between IPA 
anthropomorphism and the exploratory usage of IPAs. Previous 
studies identify purposes of using IPAs (utilitarian vs. hedonic), 
expectation-disconfirmation, and trust as mechanisms for 
explaining the relationship between anthropomorphism and IPA 
adoption (Moussawi and Koufaris, 2019; Moussawi and Benbunan-
fich, 2020; Moussawi et al., 2020; Mishra et  al., 2021). 
We complement by investigating that IPA self-efficacy and social 
connection with IPAs can be the mediating mechanisms between 
anthropomorphism and exploratory usage in the context of IPAs. 
Considering the mixed findings regarding the relationship between 
anthropomorphism and adoption-related behaviors (Moussawi 
et al., 2020; Blut et  al., 2021; Hu et  al., 2021), our study is 
timely to empirically investigate these two mediators and future 
studies are encouraged to study mediators from other perspectives.

Practical Implications
The present study has some practical implications as well.

Firstly, our study provides empirical support for the 
effectiveness of strategies adopted by service providers to make 
IPAs more humanlike. Users’ mind-based anthropomorphism 
of IPAs plays an important role in influencing the exploratory 
usage of IPAs. Considering the great number of functions 
untapped by users, the service providers need to encourage 
users’ mind-anthropomorphism of IPAs to satisfy their effectance 
and sociality motivations, which are also important antecedents 
of intentions to explore IPAs. In other words, adding design 
features that could increase users’ perception of cognitive 
capacities and affective capacities of IPAs may encourage their 
in-depth usage. As to the two dimensions of mind-based 
anthropomorphism, although cognitive and affective 
anthropomorphism have common effects on IPA self-efficacy 
and social connection, service providers should also consider 
their differential effects. Cognitive anthropomorphism facilitates 
stronger IPA self-efficacy than affective anthropomorphism, 
while affective anthropomorphism facilitates a stronger social 
connection than cognitive anthropomorphism. Thus, service 
providers should pay more attention to the cognitive capacities 
of IPAs which focus on task efficiency. At the same time, 

affective capacities should be  given more attention to when 
IPAs are developed for companionship.

Secondly, we  found that affective anthropomorphism exerts 
positive effects on IPA self-efficacy and social connection, while 
cognitive anthropomorphism only positively affects IPA self-
efficacy. This result highlights the importance of the affective 
capacities that users perceive IPAs to have. Though some studies 
point out that enhancing the capacities of intelligent agents 
to “feel” or “experience” might cause users to underestimate 
their abilities to finish tasks (Castelo et  al., 2019), our study 
reveals that in the IPAs context, the emotional capacities are 
still important and can result in positive results. This might 
be because, unlike those intelligent agents designed for specific 
tasks or contexts, IPAs are used for a wider range of purposes 
and in more relaxed circumstances. Thus, embedding IPAs 
with more features that make users perceive that the IPAs 
can understand their feelings and emotions may be an effective 
way to enhance their confidence in and connections with them, 
and further encourage their usage.

Thirdly, our study identifies autonomy, interactivity, and 
sociability as the specific mental capacities of IPAs, and we believe 
there are other mental capacities for other types of intelligent 
agents. Our study can help service providers of IPAs or other 
intelligent agents to identify specific mental capacities that users 
highlight in the following two aspects. The first one is that 
we  provide a useful framework (cognitive and affective) to 
classify these capacities, and service providers can take these 
two dimensions as overarching guidance. The second one is 
that the service providers can also make use of the reviews or 
interviews of users to identify the specific mental capacities as 
we  did in this study. This information provided by users can 
not only indicate how users use the intelligent agents and what 
they experience when interacting with these intelligent agents 
but also provide valuable information about what mental capacities 
of the intelligent agents’ users care about. It provides a bridge 
that links what the users want and what the designers can do.

Limitations and Future Research
This study also has some limitations. First, smart speaker-based 
IPAs were chosen as the research objects in our study, and 
future research is needed to examine whether our research model 
can be applied to other types of IPAs, which may be used in 
different contexts with different aims. Second, we use intentions 
to explore IPAs as the dependent variable in the model, and 
investigating users’ actual exploratory behavior in the future 
may provide more practical implications. Third, we only investigate 
the differential effect of two types of anthropomorphism on 
two different fulfilled motivations. More studies are needed to 
investigate the differential effects of cognitive anthropomorphism 
and affective anthropomorphism. For instance, the moral 
responsibilities of intelligent agents may deserve further 
investigation (Waytz et  al., 2010b). Finally, the specific mental 
capacities in the current study are posited based on previous 
studies. Future research is encouraged to apply quantitative 
content analysis to analyze mental capacities based on new and 
relevant data such as the latest product reviews of Amazon Echo.
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CONCLUSION

The current study sought to investigate how mind-based 
anthropomorphism of IPAs influences the exploratory usage 
of IPAs. To this end, we  empirically built a research model 
to investigate the effect of mind-anthropomorphism on the 
exploratory usage of IPAs through fulfilled motivations of 
anthropomorphism. The findings reveal that cognitive and 
affective anthropomorphism exert common and differential 
impacts on IPA self-efficacy and social connection. Cognitive 
anthropomorphism versus affective anthropomorphism has 
stronger influences on IPA self-efficacy, while affective 
anthropomorphism has stronger impacts on social connection. 
Both IPA self-efficacy and social connection enhance users’ 
intentions to explore IPAs.
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APPENDIX

Appendix A | Instrument measurement items

TABLE A1  |  Measurement Instruments.

Construct Items Source

Autonomy (AU) IPAs provide auto-adjusted control (Rijsdijk et al., 2007)

IPAs do things semi-autonomously by itself
IPAs help the users proactively without human intervention

Interactivity (INT) IPAs’ responses were related to my earlier responses (Bellur and Sundar (2017))
IPAs took into account my previous interactions with it
IPAs gave some smart suggestions based on my responses

Sociability (SB) I consider the IPAs a pleasant conversational partner (Heerink et al., 2010)
I find IPAs pleasant to interact with
I think IPAs are nice

IPA Self-Efficacy(ISE) I can use most skills of IPAs if there was no one around to tell me what to do as I go (Compeau and Higgins, 1995)
I can use most skills of IPAs if I had the tips and experiences from online users for reference.
I can use most skills of IPAs if I could call someone for help if I got stuck.

Social Connection (SC) I feel close to IPAs (Lee et al., 2001)
I feel socially connected with IPAs
I feel related to IPAs

Intention to Explore IPAs (IE) I intend to explore IPAs for other potential applications (Nambisan et al., 1999)
I intend to find some new uses of IPAs
I intend to spend some time and effort this year in exploring new functions of IPAs

Appendix B | Construct reliability and validity

TABLE B1 | Reliability and Validity.

Construct Items Loadings AVE CR Cronbach's Alpha

Sociability SB1 0.733 0.632 0.837 0.832

SB2 0.797
SB3 0.850

Interactivity INT1 0.856 0.662 0.854 0.853
INT2 0.774
INT3 0.809

Autonomy AU1 0.774 0.604 0.820 0.823
AU2 0.721
AU3 0.832

IPA Self-Efficacy ISE1 0.777 0.639 0.841 0.835
ISE2 0.873
ISE3 0.743

Social Connection SC1 0.817 0.674 0.861 0.860
SC2 0.817
SC3 0.829

Intention to Explore IPAs IE1 0.890 0.725 0.887 0.885
IE2 0.845
IE3 0.817

Appendix C | Confirmatory factor analysis for cognitive anthropomorphism

TABLE C1 | Confirmatory factor analysis for cognitive anthropomorphism. 

Fit index Cutoff First-order Second-order reflective Second-order formative

CMIN/DF <3 2.089 2.232 2.088

CFI >0.9 0.985 0.983 0.985
TLI >0.9 0.980 0.977 0.980
RMSEA <0.08 0.045 0.047 0.044

For cognitive anthropomorphism, three models were estimated and compared, namely, the first-order model, second-order 
reflective model, and second-order formative model. In covariance-based SEM, it is required that a formative construct has 
two emitting paths so that the model could be  identified (Diamantopoulos, 2011; Jarvis et al., 2004). Thus, we  included IPA 
self-efficacy and social connection and made cognitive anthropomorphism point to them since we  did not have any reflective 
indicators for cognitive anthropomorphism. As Table C1 shows, the second-order formative model fitted best among the three 
models. Therefore, we  chose the second-order formative model for cognitive anthropomorphism.
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Speech Assistant System With Local
Client and Server Devices to
Guarantee Data Privacy
Hans-Günter Hirsch*

Institute for Pattern Recognition, Niederrhein University of Applied Sciences, Krefeld, Germany

Users of speech assistant systems have reservations about the distributed approach of

these systems. They have concerns that people might get access to the transmitted

speech data or that somebody is able to access their microphone from outside.

Therefore, we investigate the concept of a setup with local client and server systems. This

comes along with the requirement of cost-efficient realizations of client and server. We

examined a number of different cost-efficient server solutions depending on the required

recognition capability of specific applications. A fairly cost-efficient solution is the use of a

small computing device for recognizing a few dozens of words with a GMM-HMM based

recognition. To perform a DNN-HMM based recognition, we looked at small computing

devices with an integrated additional graphical processor unit (GPU). Furthermore, we

investigated the use of low-cost PCs for implementing real-time versions of the Kaldi

framework to allow the recognition of large vocabularies. We investigated the control of

a smart home by speech as an exemplary application. For this, we designed compact

client systems that can be integrated at certain places inside a room, e.g., in a standard

outlet socket. Besides activating a client by a sensor that detects approaching people,

the recognition of a spoken wake-up word is the usual way for activation. We developed

a keyword recognition algorithm that can be implemented in the client despite its limited

computing resources. The control of the whole dialogue has been integrated in our client,

so that no further server is needed. In a separate study, we examined the approach of an

extremely energy-efficient realization of the client system without the need of an external

power supply. The approach is based on using a special microphone with an additional

low-power operating mode detecting the exceeding of a preset sound level threshold

only. This detection can be used to wake up the client’s microcontroller and to make

the microphone switch to normal operating mode. In the listening mode, the energy

consumption of the microphone is so low that a client system can be active for months

with an energy supply from standard batteries only.

Keywords: speech assistant, local recognition, compact client, keyword recognition, energy efficient client
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1. INTRODUCTION

Right now, the way to omnipresent speech assistants is
determined by special hardware realizations like the Echo devices
by Amazon or the Google home devices as well as by software
realizations like Siri by Apple or Cortana by Microsoft. Most of
these solutions consist of three components. The first component
contains the hardware with microphones and loudspeaker to
record and playback speech. This component is referred to as
client. The recorded speech signal is preprocessed in the client
to reduce the effects of background noise and reverberation. This
is usually done by recording the speech with several microphones
and applying multi-channel processing techniques. Furthermore,
an algorithm is implemented in the client to perform the
detection and recognition of a keyword that is used to wake up
the assistant.

After wake-up, the preprocessed speech signal is usually
transmitted via IP through a public network to a speech
recognition server, which represents the second component
of the entire system. The advantage of this approach is the
application of a server configuration with extremely high
computational performance, so that powerful recognition
algorithms can be applied to enable high recognition
performance. However, the data are transported to an external
server via a public network, which means that it is not clear who
gets access to the signal and what the signal could be used for
besides its input to the recognition system. Furthermore, users
have concerns that somebody can get access to their microphone
from outside and can record and analyze audio when the speech
assistant is not active (Chung et al., 2017; Lau et al., 2019;
Malkin et al., 2019; Hernández Acosta and Reinhardt, 2020).
The strength of this concern varies and depends on cultural
and country-specific behavior of people. This leads to a high
percentage of people in certain countries unwilling to use such
systems, although they are not refusing speech technology in
general. A number of approaches have been developed and
investigated for the case of speech transmission through a public
network. An overview about the privacy-by-design technology is
given in Nautsch et al. (2019). The encryption of data (Nautsch
et al., 2018; Bäckström et al., 2020) is an obvious approach to
reduce the concern that somebody else besides the receiver
can get access to the speech data or the recognition result. The
binarization and protection of i-vectors (Mtbiaa et al., 2021) is an

example for a so called cancelable biometric system. Speaker de-
identification (Bahmaninezhad et al., 2018) represents another
approach to privacy preservation. Furthermore, hardware based

techniques can be applied like the software guard extension in
Intels processor units (Brasser et al., 2018).

The result of the speech recognition is sent to a third

component, e.g., as a text string. The dialogue between user
and speech assistant is controlled by this additional server
component. This server takes over several tasks. The first task
is the interpretation of the received text string to find out what
the user wants to know or intends to do. For example, if a user
has uttered the sentence “What will be the weather in Krefeld
tomorrow?” and if the recognition component has perfectly
recognized the sequence of words, the task will be the correct

interpretation of this word sequence to enable the search for
the desired information. The inquiry can be formulated in many
different ways, so that powerful natural language processing is
needed at this point. The next task will be the acquisition of the
requested information from a data base or another server. Then, a
sentence has to be formulated as answer containing the acquired
information. The sentence is further transferred to speech with
means of a “Text-to-Speech” (TTS) algorithm. Finally, the speech
signal is sent to the client to create an acoustic output as feedback
to the user’s inquiry. The example described before contains the
retrieval of information as a frequent task given to a speech
assistant. Besides this, users want to apply the speech assistant
to control hardware devices at home or at a certain location. In
this case, the third component may not need to or does not only
have to create acoustic feedback. Its main task is the creation of a
command that has to be sent to the hardware device. Often, this
is not possible via direct communication between the dialogue
component of the assistant system and the hardware device.
Instead, another server system is needed that has access to and
is able to control the hardware components.

In our investigation, we focus on the application of speech
assistants to control hardware devices. This can be, for example,
the control of a smart home environment. Our approach differs
from the behavior of most commercial systems as they have
been described before in two respects. First, we are investigating
the concept of a setup with local client and server systems,
which makes it possible to guarantee users that their speech
is not transmitted outside their private networks and that
nobody can access their microphones. To realize this concept,
several requirements must be fulfilled, the main one being the
application of a recognition server system that is affordable
for private users on one hand and that guarantees a fairly
high recognition performance on the other hand. As a second
point, we want to simplify the whole structure of the system.
Usually, commercial systems have to include the client and
three server systems as described before. The possibility but
also the difficulty are presented in Seiderer et al. (2020) to set
up such a configuration as a local system with several open
source components. Due to developing and integrating the
needed components including the speech recognition ourselves
we achieve a more compact and more flexible configuration
in comparison to combining available open source components
(Seiderer et al., 2020). Besides the recognition server, two
additional servers are needed, one of them for the dialogue
control including the speech interpretation and the other for
accessing the hardware components. We combined the dialogue
control and the communication with the hardware components
in the client system. Thus, we can reduce the system to only two
components including a client and a recognition server.

2. SYSTEM OVERVIEW

Figure 1 gives an overview of the goal of our project and the
corresponding structure of the system. We want to allow the
control of devices like shutters, lights, and any other type of
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FIGURE 1 | Smart home control with local client and server systems.

actor by speech input from all rooms or locations in or nearby
a building.

Therefore, we developed client systems with the capability
of speech input and output that can be installed in each room.
Our intention was to integrate these client devices in the existing
electrical infrastructure as far as possible, e.g., as substitute of
switches in existing outlet sockets. For the case that it is not
possible to integrate them inside a room, we developed stand-
alone client devices that do not need external energy supply.
This leads to the requirement of an extremely low energy
consumption, so that we investigated this aspect in a separate
study. To cover also rooms or locations in the building that
are rarely used or have almost no electrical infrastructure, we
developed a software component for smart phones or smart
watches where this component offers the same functionality as
other client devices. Each client device can communicate with
the in-house recognition server via LAN or WLAN. We look at
the alternative of communicating and transferring speech via the
DECT-ULE (Digital Enhanced Cordless Telephony- Ultra Low
Energy) standard (ETSI, 2019) at a later point in this paper.
Each client includes a dialogue control module, so that the device
does not only accept the input of a single spoken command
and plays back an acoustic reaction but can also manage a
longer speech dialogue with the user. The client can send control
commands to the local smart home server via LAN/WLAN.
Furthermore, the direct switching via a relay is included in case of
an integrated device as substitute for an existing switch. Cost and
energy efficiency are the two main requirements for the design
of the client systems. The target of low costs is also the main
requirement for the choice of the local speech recognition server.
We investigated different possibilities for realizing the speech

FIGURE 2 | Implementation of client devices in an outlet socket (A), as a

switchable power socket (B), in a furniture corner (C), and as a stand-alone

device (D).

recognition server depending on the demand of the application-
specific recognition task. We applied our own realizations of
phoneme-based GMM-HMM or DNN-HMM based recognition
schemes when the recognition of smaller vocabularies containing
up to a few hundred of words is needed. For cases in which
the recognition task demands a larger vocabulary, we applied
a Kaldi based recognition scheme (Povey et al., 2011) on a
low-cost computer.

3. CLIENT

The goal of our investigation is the development of very compact
client devices that fulfill the requirements of low cost and
low energy consumption and that can be integrated in the
existing electrical infrastructure of a building. After presenting
the hardware setup, we will focus on the implemented software
modules, especially the algorithm for detecting and recognizing
the wake-up word. Furthermore, we will present the results of
two studies to minimize the energy consumption of a stand-alone
client and to communicate with a recognition server via DECT-
ULE.

3.1. Hardware
Some of the devices we have developed are shown in Figure 2.
Figure 2A shows the version of the client that can be integrated
in an outlet socket. It can be taken as substitute for an existing
switch. Figure 3 is a block diagram containing all components of
this version.

The small computer PI-Zero is used as a basis for this client
and a separate small device with two microphones (Seeed, 2021)
is applied to record the audio signal. A class-D amplifier is
connected to the analog output of the sound device to allow audio
output through the loudspeaker. Furthermore, a relay has been
integrated that realizes the switching in case the client serves
as substitute for an existing switch. The WLAN interface of the
PI-Zero is used for communication with the recognition server.
Figure 2B shows the integration of the client in a switchable
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FIGURE 3 | Components of a client device.

power socket. The hardware setup is similar to the one shown
in Figure 3 but it contains two loudspeakers at the sides of
the housing. Figure 2C shows the housing for an array of four
microphones (Seeed, 2021) that is placed at the corner of kitchen
furniture. A PI computer device is placed in the cavity behind the
cover element in this furniture corner. Figure 2D shows a stand-
alone version of the client, which is again based on a PI computer.
The speech is recorded by an array of four microphones. The
system is provided with energy by a rechargeable power bank.
Later in this chapter, we will present results of a study where
we investigated the application of a special microphone in
combination with specially designed algorithms to setup a client
system with extremely low energy consumption.

3.2. Dialogue Control
Most client devices run on Linux. The main software component
is responsible for controlling the dialogue between user and
client. The dialogue is modeled as a finite state machine. The
states and their chronology are described by a text file, so that the
dialogue can be easily defined andmodified. An action is assigned
to each state such as speech input, speech output, or sending a
command sequence to a hardware device in the building or to the
smart home server. This setup allows the individual configuration
of each client, so that the dialogue can be defined depending on
the room or the location of the client. For this application, we
do not need a text-to-speech component in our client systems.
Speech output is realized with pre-recorded audio files. The
activation of the dialogue is an important feature of the client.We
investigated the usage of sensors in our first versions to detect an
approaching person. These sensors use ultrasound or infrared as
basis for the detection. The integration and application of such
sensors is useful in rooms or at locations where it is very likely
that a person approaches the place with the intention to control a
hardware device. In general, the recognition of a spoken keyword
is the typical way of activating the client. Often, the keyword is
called the “wake-up” word. The recognition of the wake-up word
could be realized through the server system. However, this would
usually lead to a high data traffic from the client to the server due
to the permanent speech transmission or at least the transmission
of the speech signal in all segments where a Voice Activity

Detector (VAD) on the client assumes the presence of speech.
Alternatively, certain stages of the recognition process could be
distributed between client and server. In our investigation, we
realized the recognition of the wake-up word in the client system,
which requires an algorithm that can be implemented despite the
limited computational performance.

3.3. Keyword Recognition
The performance of keyword recognition can be measured by the
false acceptance rate (FAR) and the false rejection rate (FRR). In
our application, where we want to apply the keyword detection
for the activation of a home automation system, we prioritized
lowering the FAR. Hence, we have to avoid any command
recognition after an erroneous keyword detection because this
could lead to the uncontrolled activation of devices at home. We
developed an algorithm for the detection and the recognition of
the keyword that consists of two stages as shown in Figure 4.

To extract characteristic features, the speech signal is sampled
at a rate of 16 kHz. The short-term DFT spectra are calculated
for frames containing 400 samples (=25 ms) every 10 ms after
applying a pre-emphasis filtering and weighting the 400 samples
of each segment with a Hamming window. The 400 filtered
and weighted samples are transformed by means of a DFT
with a length of 512. The short-term logarithmic energy logE is
calculated by taking the logarithm of the sum of the squared DFT
magnitude coefficients in the range between 200 Hz and 7 kHz.
Furthermore, 12 cepstral coefficients C1–C12 are determined by
transforming the logarithmicMEL spectrumwith a DCT. Thirty-
six MEL filters have been defined in the range from 200 Hz to
about 7 kHz to calculate the MEL spectrum from the magnitude
DFT coefficients. The Delta coefficients (1logE, 1C1, ..., 1C12)
and the second derivative of the energy contour 11logE are
calculated according to the filtering scheme defined in ETSI
(2003). The vector containing the 26 components (C1, ..., C12,
1logE, 1C1, ..., 1C12, 11logE) is used as feature vector for the
GMM-HMM recognizer. The energy coefficient logE is omitted
due to its varying value in case of background noise.

As the keyword, we chose the personal Name “Esmeralda,”
which is rarely used as a given name in Germany andwhich rarely
occurs in German conversations. The word begins and ends with
a vowel. It contains a fairly long sequence of phonemes, which
supports a better recognizability.We created twoHiddenMarkov
Models that represent the keyword and which are applied for
the realization of the first recognition stage. The first model was
created from real recordings of the keyword and from augmented
versions of these recordings with HTK (Young et al., 2006).
For data augmentation, we applied a tool (Hirsch and Finster,
2005) to create versions containing noise and reverberation,
as these occur in real scenarios when recording in hands-free
mode. The second keyword HMM is built as a concatenation
of the corresponding triphone HMMs from a phoneme-based
recognizer that has been trained on several hundred hours of
German speech with HTK. The sequence of feature vectors and
the keywordHMMs are taken to set up a GMM-HMMrecognizer
as first stage of the recognition algorithm. A set of 25 monophone
HMMs and some pause and noise models are included as so-
called filler models (Rose and Paul, 1990). The intention is the
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FIGURE 4 | Two-stage keyword recognition (FE, feature extraction).

modeling of speech not containing the keyword as sequence
of filler and/or pause HMMs with a higher probability as with
one of the keyword HMMs. Only the spoken keyword should
lead to a higher probability when modeling it with one of the
keyword HMMs. We implemented a fast notification at the end
of a spoken keyword, so that further processing is not delayed. In
case the GMM-HMM recognition stage indicates the detection
of a keyword, we try to verify this assumption by a second
stage. It is known that the modeling of speech by means of filler
models works quite well, but the expected FAR of this approach
is too high for the intended application. Therefore, we apply a
neural network as the main component of the second stage. As
input, we use the sequence of logarithmic MEL spectra within
the speech segment that should contain the keyword according to
the recognition result of the first stage. To get a fixed number of
input coefficients for the neural network, we reduce the number
of Mel spectra to 50 by iteratively calculating the mean of two
consecutive logarithmic MEL spectra with the lowest spectral
City block distance. Figure 5 presents the average spectrum
that has been calculated over 850 utterances of the keyword
used to create one of the keyword HMMs. We observe a very
characteristic spectral pattern where the spectral characteristics
of each individual phoneme become clearly visible.

The input for the neural network consists of 1,800 spectral
amplitudes from 50 spectra with 36 MEL coefficients. We apply
a mean and variance normalization to each spectral pattern by
calculating the mean and the variance over all 1,800 spectral
parameters of each individual pattern.We apply a fully connected
multi-layer perceptron, consisting of three layers. The first layer
consists of 200 nodes, the second of 50 nodes and the output of
two nodes for the two cases of a keyword and a non-keyword.
To train the weights of the neural network, we needed spectral
patterns for spoken keywords as well as for segments where the
keyword was erroneously detected by the first stage. About 850
spectral patterns of the spoken keyword could be determined
from the utterances that have been used for training the keyword
HMM. To get spectrograms of speech segments where the
keyword was not spoken, we applied the detection algorithm of
the first stage to German speech data from different databases
(Burger and Schiel, 1998; Radeck-Arneth et al., 2015). Several
thousands of segments were erroneously detected. Thus, we had
about 850 examples of the keyword spectrogram and several
thousand examples of the non-keyword spectrogram available.

FIGURE 5 | Average MEL spectrogram of the keyword.

We applied the tools of Chollet (2015) to estimate the weights
of the neural network. We achieved a FAR of less than one
keyword per hour of speech as the result of these simulation
experiments (Hirsch et al., 2020). Then, we implemented and
ran the algorithm for the keyword recognition on some of the
client devices for several weeks in a laboratory and in a living
room. False detections are observed in cocktail party situations
where a lot people are talking in the background or in situations
with an active TV or radio. We stored the speech segments
and the corresponding MEL spectrograms when a keyword was
correctly or erroneously detected. Using these additional data
for retraining the network, we could show that the recognition
performance can be steadily increased by including more and
more recorded data from real life scenarios (Hirsch et al., 2020).

3.4. Energy Efficient Client
So far, we applied PI computers as the basic component for the
client systems. We performed a study to find out whether a client
can be operated over a period of several months with extremely
low energy resources. A setup with two standard batteries of type
AAA was taken as energy source. Each battery offers a voltage
of 1.5 V and has an energy capacity of about 1.8 Wh. PI-based
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systems can be operated for about an hour given the energy
resource of 3.6 Wh from two batteries and assuming an energy
consumption of about 3–5 W by the PI. The PI-Zero consumes
about 1 W, so that it can be operated for a few hours. Obviously,
other solutions are needed at this point. This study aims at the
development of a concept including hardware components and
algorithmic approaches with their implementation as software to
reach the goal of an extremely low energy consumption.

A lot of microcontroller units (MCU) exist that have been
optimized with respect to energy consumption. We looked at a
MCU with an ARM Cortex-M4 processor (Microchip, 2020a)
as an example for such a device. The MCU can be operated
at a voltage of less than 2 V. It can run in different modes
including a special power mode where the current is dependent
on the clock frequency at which the MCU runs. The value for
the current is specified as 65 µA per Mhz by the manufacturer.
The highest clock frequency of the MCU device is 120 MHz.
Even if we would be able to realize the permanent listening
for detecting the wake-up word with an efficient algorithm that
could run at a clock frequency of just a few MHz, the energy
consumption would be too high for operating the client over a
longer period of, e.g., a few months. We started thinking about
a separate analog circuit that allows the wake-up of the MCU
only if the sound level exceeds a certain threshold. During our
investigations of already existing solutions, we came up with
the special microphone VM3011 (Vesper, 2021). This MEMS
microphone and its predecessor model VM1010 have different
operating modes. The VM3011 can deliver digital sample data
to an MCU in its normal operating mode due to an integrated
ADC. Besides this, the microphone can operate at a so-called
zero-power listening mode, in which only the sound level is
determined. After exceeding a certain sound level threshold the
microphone sets a digital output to wake up the MCU. Then,
the MCU can initiate the mode switching at the microphone.
Optionally, a filtering can be enabled during the determination
of the sound level. Thus, the level estimation can be focused
on the frequency range of speech approximately. The sound
level detection and the mode switching can be executed in
the short period of a few milliseconds, so that only a short
segment at the speech onset is lost. Furthermore, the VM3011
contains the feature of adapting the sound level threshold to
the sound scenario in its environment. Thus, the threshold
will be automatically increased in the presence of stationary
background noise.

The remarkable feature of the microphone is a current of
just 10 µA when running in the zero power listening mode.
This allows the permanent operation over an extremely long
period. Based on this microphone, we developed a processing
scheme consisting of several processing stages with increasing
power consumption. The processing aims at the detection
and recognition of a wake-up word and the recognition of a
command word or command phrase in a succeeding phase, e.g.,
as input for the smart home control.

As first stage, we apply a VAD algorithm to detect the
beginning of speech (Hirsch and Ehrlicher, 1995). The speech
signal is sampled at 10 kHz. This algorithm is based on a rough
spectral analysis in 15 subbands in the frequency range from

about 300 Hz to 5 kHz. The spectral analysis is performed on
frames of 128 samples by applying a DFT of a length 32 on
the sum of the four accumulated subframes with length 32. The
energy of the background noise is estimated in each subband
every 12.8 ms by looking at the smoothed energy contour. This
estimation is used to define and adapt an energy threshold. In
case of exceeding this threshold, the subband is considered as
active. If a predefined number of active subbands is detected,
the corresponding frame is considered as speech frame. The
beginning of speech is indicated when speech has been detected
in several consecutive frames over a period of about 100 ms.
Based on the count of the needed processor cycles, we can
determine a clock frequency of less than 1 MHz to run the
very efficient algorithm on the MCU. We take into account the
usage of the CMSLIB library (Lorenser, 2016) that has been
developed for this type of ARM Cortex-M4 processor including
a floating point unit. The library contains software modules for
different signal processing algorithms. Detailed information is
available about the number of processor cycles to realize, for
example, a DFT with this library. The first processing stage can be
realized with an extremely low energy consumption of the MCU.
In comparison, the MEMS microphone needs a much higher
current of about 700 µA in its normal operating mode.

The speech samples are buffered during the period of about
100 ms in which the beginning of speech is detected. Mel spectral
features are extracted from the buffered and the succeeding
samples as second processing step. Twenty-four logarithmicMEL
spectral values are determined in the frequency range from
about 200 Hz to 5 kHz. A DFT is applied to frames of 256
samples. The analysis window is shifted by 12.8 ms, so that we
receive about 78 MEL spectra per second. We estimated again
the computational resources by counting the operations that are
needed for the realization of this second processing stage. The
feature extraction can be implemented on the MCU at a clock
frequency of <2 MHz.

As third processing stage, the feature vectors are fed into a
neural network to perform either the recognition of the wake-
up word or the recognition of a command phrase (Hwang et al.,
2015; Sainath and Parada, 2015). The networks needed for the
two tasks only differ in the number of nodes at the output layer.
The structure of the network is shown in Figure 6.

The MEL spectra are fed into a LSTM layer with its recurrent
structure to analyze and evaluate the sequence of MEL spectra.
The neural network has three nodes at its fully-connected output
layer for the recognition of the wake-up word. Due to a softmax
scaling in the last layer, the output can be treated as the three
probabilities that the sequence of MEL spectra contain the wake-
up word, a speech pause or a non-keyword. The second network
for the recognition of the command phrases has as many nodes
at its output as the number of different commands plus one node
for the speech pause and one node for the class of non-keywords.
We examined the exemplary recognition of 20 German words.
The 22 output values of the network for the spoken word
“korrigieren” are shown in Figure 7. The algorithmic approach
as described before has been realized with Matlab including the
detection of the speech begin, the feature extraction and the
recognition with the neural network. The training of the network
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FIGURE 6 | Structure of neural network.

FIGURE 7 | Twenty-two output values of the neural network for the spoken word “korrigieren”.

was performed with about 250 utterances of each command
word and several thousand utterances of different non-keywords
in Matlab.

Figure 7 shows the output values of the neural network for
all speech frames after detecting the speech begin with the
VAD approach described before. There are several nodes at the
beginning with a noticeable value at their output. After analyzing
the sequence of approximately the first 20 spectra, the output
value at the node of the spoken word takes a fairly high value.
Besides this node, only the non-keyword node takes some low
values from time to time, but the correct recognition will be fairly
easy for this example. In Figure 7, the criterion for detecting
the end of the spoken word becomes visible. We looked at the
probability at the node of the speech pause. If this probability
takes on a high value in a number of consecutive frames, we
take this as indication of the end of a spoken command. The
final decision can be made, for example, by calculating the
average probability at each node for the last 10 or 15 speech
frames. Moreover, the application of a further “attention” layer is
thinkable. So far, we did not deeply investigate the optimization
of the recognition with respect to the feature extraction and
the structure of the neural network. Clearly, our intention was
the investigation whether the recognition can be realized with

minimal energy consumption. We chose the small structure of
the neural network with only three layers with respect to the
realization on the MCU. The number of hidden units is set to
100 for the LSTM layer, the number of nodes to 200 for the
first fully connected layer. Assuming a number of 22 output
nodes for the recognition of 20 command words, the number
of multiplications can be estimated to be at about 75,000 to
realize the matrix multiplications of the three layers. Taking into
account the further effort for realizing the activation functions
and the calculation of the whole network at a frame rate of 78
Hz, the number of multiplications can be estimated to be at
about 6.25 million per second. We derived a factor of about
8–10 from Lorenser (2016) to estimate the number of MCU
cycles based on the number of multiplications. In Lorenser
(2016), the number of processor cycles is listed for different
signal processing tasks for which the number of multiplications
is known. Thus, we can estimate that we should be able to
realize the neural network with the MCU running at a clock
frequency of about 60 MHz. Assuming the usage of a processor
with a maximum clock frequency between 80 and 120 MHz,
the computational performance would be sufficient to apply
a neural network slightly more complex. There are software
development frameworks for this type of MCUs (Microchip,
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2020b) to create executable software modules for the integration
of neural networks which were trained with tools like Tensorflow
(Abadi et al., 2015).

Finally, we looked at the total energy consumption when
using the microphone with the zero power listening mode
in combination with an energy efficient MCU and applying
the algorithmic approach as described before. The microphone
would need 0.175 Wh of energy for operating in its listening
mode at a voltage of 2 V for 1 year. Assuming 50 voice activations
per day with the MCU running at 100 MHz for 10 s, we can
estimate 0.81 Wh of energy to operate the recognition device
for one year with a total current of 8 mA at a voltage of 2
V in its active phases. We have to consider that the client
will also consume energy for other interfaces, e.g., for wireless
communication, but it seems to be possible that such a device
can be operated with minimal energy resources for a period of
several months.

3.5. Communication via DECT-ULE
Communication between a client and a server system via
WLAN can be problematic, for example, when different wireless
networks are active in the same frequency band, e.g., at 2.4
MHz. This can delay and distort the communication process
between clients and the recognition or the smart home server.We
investigated the alternative use of the DECT-ULE standard for
the realization of communication in the frequency band at about
1.9 GHz. DECT is used for cordless telephony in the range of up
to 50 m at a fairly high transmission power of 250 mW. The ULE
extension has been introduced with the goal of reducing energy
consumption. Furthermore, it allows the transmission of data in
addition to the speech signal. Therefore, it is suitable in the field
of smart home control. With these features, it is well-suitable for
communication between client and recognition server within a
building. We developed a circuit based on the DHAN-Mmodule
(DSPGroup, 2020) into which the DECT-ULE protocol has been
implemented. This module contains interfaces for audio input
and output. Moreover, an MCU is part of our circuit as control
unit of the client. The layout of the circuit has been designed
to fit in an usual outlet socket. We could successfully prove the
speech and data transmission between the client and a DECT
base station. As the result of this short study, we consider the
use of the DECT-ULE standard as an interesting alternative
for communication between clients and the recognition server
within a building.

4. RECOGNITION SERVER

Our goal is the realization of speech recognition in a local
server system. Users can be sure that no speech data leave their
homes and that nobody from outside can get access to the
microphones of the clients as long as their local networks fulfill
the appropriate security guidelines. In consequence, we have to
aim at low cost server systems that customers are willing to
pay for. This requirement is partly contrary to the need of a
high computing power. We looked at three systems differing
with regard to the complexity of the recognition task in the
individual application. In most applications in the field of smart

home control, only small vocabulary containing a few dozens or
a few hundreds of words is needed. This already includes a larger
variety at uttering a certain command phrase, so that the user
is not forced to utter a command with only one fixed sequence
of words. A fixed grammar is applied for these recognition
tasks.

As the first system, we apply a PI computer which contains an
ARM processor with four kernels running at a clock frequency of
1.5 GHz as recognition server. We developed a triphone-based
GMM-HMM recognition scheme within the context of earlier
research (Hirsch, 2008). This recognizer enables the recognition
of up to a few hundred words on a PI device in real time.
The triphone models have been trained on several hundreds of
hours of German speech with HTK (Young et al., 2006). To
increase the robustness of the recognition, data augmentation is
applied to create further versions of the speech data including
the acoustic effects of recording speech in hands-free mode
in noisy and reverberant environments. The acoustic features
consist of 12 MEL cepstral coefficients and the logarithmic
energy plus the Delta and Delta-Delta coefficients. We can
run this server module also on a client, so that we can set
up a stand-alone device if necessary. But in case of using a
PI-Zero as basis for the client, the recognition is limited to
about a dozen words which could be sufficient for a simple
command recognition. The dialogue software of the client is
designed to freely choose different recognition servers for the
individual recognition tasks within a single dialogue. Thus, we
do not need communication between the client and a server
at a different location in the building in dialogue situations in
which only the recognition of a few words like “yes” and “no”
is necessary.

We derived a second recognition system from the first one
by substituting the GMM for a deep neural network (DNN).
The setup of this system is shown in Figure 8. Spectral analysis
is performed by means of a DFT at the rate of 100 frames per
second. We do not determine a set of MEL cepstral coefficients
as in case of the GMM-HMM recognizer. Instead, a set of
138 logarithmic compressed DFT coefficients is used as feature
vector. The set of 138 coefficients consists of the DFT coefficients
within the range from 250 Hz to 3 kHz. Furthermore, the mean
of two DFT coefficients is calculated within the frequency range
from 3 to 4 kHz and the mean of three values within the range
from 4 to 7 kHz. DFT components above 7 kHz are not used.
11 consecutive vectors are taken as input for the neural net that
consists of a CNN layer, a few LSTM layers and a few fully-
connected layers. The number of output nodes corresponds to
the number of tied triphone HMM states, which are 4,715 in
our current implementation. By applying a softmax scaling at the
output layer we try to estimate the emission probabilities of all
tied triphone states as output of the neural network, so that we
can calculate the probabilities of the HMMs as it is done with
the GMM-HMM recognizer. The training of the neural net is
done with Keras (Chollet, 2015) and Tensorflow (Abadi et al.,
2015) by taking the same speech data as used for the training of
the GMM-HMM recognizer. The mapping of feature vectors to
tied triphone states was achieved by Viterbi alignment with the
GMM-HMM recognizer.
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FIGURE 8 | Feature extraction and determination of emission probabilities

with the DNN-HMM recognizer.

TABLE 1 | Word error rates (%).

Task GMM-HMM DNN-HMM

Single-word 2.8 0.2

Digit-sequence 4.5 3.1

Short-sentence 27.1 15.4

The computational performance of a PI is not sufficient
to realize the calculation of the emission probabilities in real
time. Therefore, we take the Jetson Nano device from NVidia
(NVidia, 2020) as server component. This device contains an
ARM processor plus a GPU containing 128 Cuda kernels. Thus,
it is well-suited for performing the matrix multiplications in
order to calculate the output of the neural net. The cost of
this board is higher than that of a PI, but it is affordable for
usage in the field of smart home applications. The computational
performance of the board is high enough to run several instances
of the neural network computation in parallel. Some word
error rates are listed in Table 1 to indicate and to compare the
recognition performance of the GMM-HMM and the DNN-
HMM recognizers regarding three different tasks.

These error rates were achieved by training the GMMs, the
HMMs, and the neural network on about 2,000 h of clean
German speech data from different databases (e.g., Burger and
Schiel, 1998; Radeck-Arneth et al., 2015; Pratap et al., 2020). The

first task, marked as single-word in the table, is the recognition of
a single word from a set of 64 German commandwords. This self-
recorded database contains about 22,000 utterances in total. The
second task, marked as digit-sequence, contains the recognition
of sequences of German digits. The database consists of about
19,000 utterances with 78,500 digits in total. Moreover, the third
task, marked as short-sentence in the table, is the recognition of
the word sequence in short sentences from a train query task.
The database contains about 3,200 utterances with a total of
approximately 34,000 spoken words (Schiel and Baumann, 2013).
No language model or grammar was applied in the third task.
We allowed any sequence of words from a total of 364 words.
Here, the main focus was on the word accuracy regarding a
larger vocabulary. Most errors were due to the misrecognition
of a declination or a conjugation that have no influence on
the determination of the required information. All test data
were separate sets not used for training. The performance was
higher in all tasks applying the DNN rather than the GMM for
determining the emission probabilities. As mentioned before, the
error rates are presented to show the recognition schemes’ basic
performance that can be achieved in simulation experiments
without the usual techniques to improve the performance in
different application scenarios. Applying a client in a particularly
noisy environment, we improve the recognition performance
by training GMMs, HMMs, and neural networks on multi-
condition data. Besides clean data, we create noisy data for the
requested application scenario with appropriate tools for data
augmentation (Hirsch and Finster, 2005). We have a large set of
noise signals and a large collection of room impulse responses
available to simulate the transmission of speech in a noisy room
environment (e.g., Jeub et al., 2009; Avosound, 2022). Tomeasure
room impulse responses directly in the application scenario,
we have a measuring set-up (Hirsch et al., 2010). Furthermore,
we include additional garbage HMMs for modeling background
noises or speech artifacts like breathing or hesitations.

In case the recognition of a larger vocabulary without a
fixed grammar is needed, we looked at the Kaldi recognizer
(Povey et al., 2011) as a third recognition scheme. Kaldi has
become a tool that is often used for research in the field of
DNN based recognition. Besides its application in the field of
research, there are also versions available for the recognition in
real time (Alumäe, 2014). We implemented the interface into
our dialogue module on the client side to communicate with
Kaldi as third recognition scheme. We train the system on the
same speech data that we use for training the other recognizers.
Thus, we enable our clients to have access to the recognition
of a large vocabulary of ten thousands of words when it might
be needed within a dialogue. The use of the Kaldi recognition
can be initiated with or without a fixed grammar. Especially for
the recognition without a fixed grammar, an additional module
is needed for the interpretation of the recognition result. From
the field of natural language processing, different methods for
parsing the text string coming from the recognizer are known.
Nowadays, neural networks are applied for the realization of
speech interpretation. We implemented a first module into our
clients based on the well known word2vec approach (Mikolov
et al., 2013). But, its integration and use in the client is still
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an ongoing project. We implemented the real-time version of
Kaldi into a low cost PC to fulfill our requirement of limited
total cost.

We could proof that Kaldi can be run on such a system with
almost no noticeable delay in comparison to running on a much
more powerful system. Overall, we set up a system where the
clients are able to freely choose one out of several recognition
servers at a certain dialogue state depending on the demand of
the individual recognition task at this state.

5. CONCLUSIONS

We looked at technical solutions to set up a speech assistant
system that reduces the concerns of a lot of users with respect
to data privacy. Our focus is on the local realization of all needed
client and server components inside a local network, so that no
communication in a public network is necessary to realize speech
control of hardware devices in a building. Usually, the storage
of the recorded speech signals or speech features is disabled on
client and server side. But the user can enable the storing in his
local system during an initial operating phase. This data can be
used to retrain and adapt the recognition system to the acoustic
environment. The local realization implies the selection or the

development of cost-efficient client and server components. We
presented our hardware and software approach to realize the
client in a very compact shape. The client includes the dialogue
control and the communication with hardware devices besides
speech input and output. We conducted a separate study to
realize an extremely energy-efficient client that does not need any
external power supply.

Three different recognition servers have been presented.
These can be applied depending on the demand and the
complexity of the individual recognition task in a dialogue state.
The client can easily access all servers. We could prove our
concept by setting up several demonstrator systems in the field
of smart home control.
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Robot Voices in Daily Life: Vocal 
Human-Likeness and Application 
Context as Determinants of User 
Acceptance
Simon Schreibelmayr * and Martina Mara 

LIT Robopsychology Lab, Johannes Kepler University Linz, Linz, Austria

The growing popularity of speech interfaces goes hand in hand with the creation of 
synthetic voices that sound ever more human. Previous research has been inconclusive 
about whether anthropomorphic design features of machines are more likely to be 
associated with positive user responses or, conversely, with uncanny experiences. To 
avoid detrimental effects of synthetic voice design, it is therefore crucial to explore what 
level of human realism human interactors prefer and whether their evaluations may vary 
across different domains of application. In a randomized laboratory experiment, 165 
participants listened to one of five female-sounding robot voices, each with a different 
degree of human realism. We assessed how much participants anthropomorphized the 
voice (by subjective human-likeness ratings, a name-giving task and an imagination task), 
how pleasant and how eerie they found it, and to what extent they would accept its use 
in various domains. Additionally, participants completed Big Five personality measures 
and a tolerance of ambiguity scale. Our results indicate a positive relationship between 
human-likeness and user acceptance, with the most realistic sounding voice scoring 
highest in pleasantness and lowest in eeriness. Participants were also more likely to assign 
real human names to the voice (e.g., “Julia” instead of “T380”) if it sounded more realistic. 
In terms of application context, participants overall indicated lower acceptance of the use 
of speech interfaces in social domains (care, companionship) than in others (e.g., 
information & navigation), though the most human-like voice was rated significantly more 
acceptable in social applications than the remaining four. While most personality factors 
did not prove influential, openness to experience was found to moderate the relationship 
between voice type and user acceptance such that individuals with higher openness 
scores rated the most human-like voice even more positively. Study results are discussed 
in the light of the presented theory and in relation to open research questions in the field 
of synthetic voice design.

Keywords: speech interface, voice assistant, human–robot interaction, synthetic voice, anthropomorphism, 
uncanny valley, application context, user acceptance

134

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/journals/psychology
www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2022.787499&domain=pdf&date_stamp=2022--�
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2022.787499
https://creativecommons.org/licenses/by/4.0/
mailto:simon.schreibelmayr@jku.at
https://doi.org/10.3389/fpsyg.2022.787499
https://www.frontiersin.org/articles/10.3389/fpsyg.2022.787499/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2022.787499/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2022.787499/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2022.787499/full


Frontiers in Psychology | www.frontiersin.org 2 May 2022 | Volume 13 | Article 787499

Schreibelmayr and Mara Acceptance of Human-Like Synthetic Voices

INTRODUCTION

Talking machines have found a place in our lives. They are 
supposed to assist us in a range of activities, be  it performing 
an online search, navigating the way, or just letting us know 
when the spaghetti is ready. Around the world, 4.2 billion 
digital voice assistants, such as Amazon’s Alexa or Apple’s Siri, 
are already employed. By 2024, the number of digital voice 
assistants is predicted to reach 8.4 billion units, a number 
greater than the world’s human population (Juniper, 2019; 
Statista, 2021). Over the upcoming years, it is thus clear that 
ever more people will use spoken language to interact with 
machines—and these machines will eventually sound more and 
more human-like (Meinecke, 2019; Statista, 2021). Google 
Duplex, to mention one of the more recent innovations in 
the field of speech synthesis, gives us a glimpse of the future 
where computer voices might actually be indistinguishable from 
real people (Oord et al., 2016; Google Duplex, 2018). However, 
unlike us humans, who cannot fundamentally change the sound 
of our voices except for slight adaptations to the situation and 
interlocutor, synthetic voices are “design material” (Sutton et al., 
2019) allowing for customization (Amazon, 2017; Polly, 2019; 
Cohn and Zellou, 2020). Depending on deliberate design 
decisions, computer-generated voices may thus sound more 
female or male, younger or old, more bored or excited—more 
human or mechanical.

Since virtually no new skills need to be  learned for natural 
language communication with computers and speech interfaces 
are therefore considered particularly intuitive even for non-experts 
(e.g., Nass and Brave, 2005), synthetic voices are being used 
in a growing number of technological products. Besides voice 
assistants, these include conversational agents, customer service 
bots, navigation systems, social robots, vending machines, or 
even AI therapists (Niculescu et  al., 2013; Chang et  al., 2020). 
As voice interfaces evolve and their areas of application continue 
to expand, it must be  ensured that the needs of users are 
adequately addressed. If important acceptance factors are not 
accounted for in their design, this may not only backfire 
economically, but also have negative consequences for the 
psychological wellbeing of users. User-centered research is 
therefore needed to gain a better understanding of effects of 
vocal human-likeness in machines and to investigate what types 
of synthetic voices are considered acceptable in different 
contexts of use.

To date, we  know only little about whether realistically 
human-sounding computer voices would elicit particularly 
positive or negative user responses, and if it matters whether 
we  think of a more social application such as a talking care 
robot or a more formal one such as a financial assistant. In 
a recent attempt to shed light on this matter, Kühne et  al. 
(2020) found, contrary to their expectations, that participants 
generally liked highly human-like computer voices more than 
synthetically sounding ones. Against the background of the 
popular Uncanny Valley hypothesis (Mori, 1970) and empirical 
findings on visual or behavioral human-likeness in robots 
(Bartneck et  al., 2007; Mara and Appel, 2015a,b; Appel et  al., 
2016; Mathur and Reichling, 2016), however, it could be assumed 

that a too realistic imitation of the human would lead to 
aversive responses.

Given the mixed perspectives in the literature, the rapidly 
advancing progress in the development of human-sounding 
synthetic voices, and the diverse purposes for which speech 
interfaces may be  used in society, controlled user studies are 
required that include a range of more or less human-like voices 
while also considering contextual and individual differences. 
This is where the present work comes in with fourfold objectives. 
Based on a lab experiment with five different voices, supposedly 
belonging to a service robot, it shall contribute to answering 
the following questions:

(RQ1) Voice realism and anthropomorphism:
 Are machines with more realistic voices actually more 
anthropomorphized than machines with less realistic  
voices?

(RQ2) Human-likeness and the Uncanny Valley:
 Is the degree of perceived human-likeness related to 
how eerie or pleasant users evaluate a given voice?

(RQ3) Application context and acceptance of vocal human- 
likeness:

 Does the acceptance of vocal human-likeness depend 
on the assumed application context, and more 
specifically on whether it is a social context?

(RQ4) User personality and acceptance of vocal human-likeness:
 Considering tolerance of ambiguity and the Big Five 
personality factors, do individuals differ in how 
positively they evaluate vocal human-likeness?

Before we describe the conducted experiment in more detail, 
the underlying theoretical and empirical literature is presented 
in the following sections. For better comprehensibility, hypotheses 
are laid out directly below the literature section they were 
derived from.

Human-Like Voice as Anthropomorphic 
Cue
The human voice is the most impactful sound in our lives. 
It represents a very important component of interpersonal 
communication and it transmits highly relevant information 
about its creator (Kaplan et  al., 1995; McGee et  al., 2001). 
The moment we  start to speak, we  automatically reveal 
information about our biological, psychological, and social 
status. Research has demonstrated that characteristics, such as 
a person’s gender, age, affect, and their membership in social 
or ethnic groups, can be  inferred from the voice only, even 
if the person was previously unknown to the judge (Giles 
et  al., 1979; Eagly and Wood, 1982; Kohlberg et  al., 1987; 
Krauss et  al., 2002; Pinker, 2003; Tiwari and Tiwari, 2012; 
Smith et  al., 2016).

Looking at the crucial role of human voice to exchange 
information and to interpret others in our social life, it is not 
surprising that voice emitted by a computer is considered a 
particularly strong anthropomorphic cue (Nass and Brave, 2005; 
Qiu and Benbasat, 2009; Eyssel et al., 2012; Whang and Im, 2021), 
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along with visual cues, such as human-like embodiment or 
non-verbal behavior of a machine (cf. Mara and Appel, 2015a,b). 
Anthropomorphism describes the widespread tendency to 
attribute human characteristics, motivations, intentions, or 
emotions to non-human entities, or in short, to sense something 
human where there is actually nothing human (Epley et  al., 
2007). This can happen with things that do not use natural 
speech or resemble human appearance at all, such as cuddly 
toys or even plants. According to Theory of Anthropomorphism 
of Epley et  al. (2007), however, readily observable human-like 
features increase an object’s likelihood of being 
anthropomorphized because they facilitate the accessibility of 
anthropocentric knowledge structures and thus increase the 
chance that such knowledge will be  applied to the non-human 
target. This is in line with Nass and colleagues’ Computers 
Are Social Actors paradigm (CASA, Nass et  al., 1994; Reeves 
and Nass, 1996; Nass and Brave, 2005), which posits that 
individuals mindlessly apply social heuristics from interpersonal 
interactions to their interactions with computers. According 
to the authors, perceiving a computer as social actor is particularly 
likely when it takes on a role that was typically fulfilled by 
a human (e.g., tutor, salesperson, and therapist), when it is 
interactive, or when it uses natural speech (Nass et  al., 1994; 
Nass and Brave, 2005).

In support of these theories, empirical research has found, 
for example, that consumers perceive voice assistants as 
independent agents detached from the company behind them 
(Whang and Im, 2021), that different voices emitted by the 
same computer are treated as distinct social actors (Nass et al., 
1994), that the use of voice in online questionnaires elicits 
socially desirable responses comparable to the way a real human 
interviewer would (Couper et  al., 2001; Tourangeau et  al., 
2003), and that people deduce personality cues from synthetic 
voice (Nass and Lee, 2001). Furthermore, initial evidence 
suggests that it is not just the use of voice per se that matters, 
but that greater anthropomorphization occurs with more natural 
computer voices than with less natural ones (Eyssel et al., 2012; 
Ilves and Surakka, 2013; Baird et  al., 2018).

Various validated self-report scales exist to measure how 
much human someone sees in a machine (Bartneck et  al., 
2009; Ho and MacDorman, 2010; Carpinella et  al., 2017). 
Besides, a common expression of anthropomorphism in everyday 
life (and also a common strategy in product marketing) is 
giving a human name to an object (Epley et  al., 2007). Name-
giving and anthropomorphism have been previously associated 
in the scientific literature. For example, human first names 
have been used to experimentally manipulate the perceived 
human-likeness of a machine (e.g., Qiu and Benbasat, 2009; 
Waytz et al., 2010). Recently, Brédart (2021) studied this relation 
from the flip side and revealed that people with higher 
anthropomorphic tendencies were also more likely to call 
personal objects by a proper name. While we found no existing 
studies on the relationship between strength of 
anthropomorphism and name-giving with respect to synthetic 
speech, there is evidence that, depending on the perceived 
human-likeness of a computer voice, individuals also imagine 
the embodiment behind the voice to be  more or less human 

(e.g., with or without human face, hair, and hands; Mara et al., 
2020), which may also reflect anthropomorphism.

From the literature presented, we derive the following initial 
hypotheses regarding the relationship between voice realism 
and anthropomorphic attributions:

H1a: The more realistic a voice sounds, the more human-
like it is rated.
H1b: The more realistic a voice sounds, the more likely 
participants assign a real human name to the talking 
robot in a name-giving task.
H1c: The more realistic a voice sounds, the more likely 
participants describe the talking robot to have a human-
like appearance in an imagination task.

User Evaluations of Human-Like 
Machines: Pleasant or Uncanny?
Manufacturers of tech gadgets in many cases seek to fuel user 
perceptions of their products as human-like. In the context 
of this paper, voice assistance systems that often have not only 
human names but also specially created backstories (West et al., 
2019), are the best example of how companies assume 
anthropomorphism to be  associated with positive customer  
opinions.

Consistent with this popular belief, findings from a few 
recent studies indeed indicate more favorable user evaluations 
for greater human-likeness in computer voices. Kühne et  al. 
(2020) drew a comparison between two currently available 
synthetic female voices (CereVoice, IBM Watson) and a real 
woman’s voice. Results indicate that the real human voice was 
rated as most pleasant, intelligible, likable, and trustworthy. 
Anecdotal evidence from two other exploratory studies suggests 
similar patterns Baird et al. (2018) asked 25 listeners to evaluate 
the likability and human-likeness of 13 synthesized male voices 
and found likability to increase consistently with human-likeness. 
Based on data from 30 listeners, also Romportl (2014) reported 
that most though not all participants preferred a more natural 
female voice over an artificial sounding one. These results are 
also in line with two recent meta-analyses that overall show 
beneficial effects of—here, mostly visual—anthropomorphic 
design features for embodied robots and chatbots (e.g., on 
affect, attitudes, trust, or intention to use), although the 
dependence of these effects on various moderators (e.g., robot 
type, task type, and field of application) points to more complex 
relationships between human-likeness and user responses 
(Blut et  al., 2021; Roesler et  al., 2021).

The literature, however, also features a number of studies 
that report non-favorable user reactions to high levels of human-
likeness in machines. For example, in several experiments  
from the field of human-robot interaction it was found that 
people prefer more machine-like robot appearances over more 
human-like ones (Bartneck et  al., 2007; Broadbent et  al., 2011; 
Mara and Appel, 2015a,b; Mathur and Reichling, 2016; Vlachos 
et al., 2016; Jia et al., 2021). Works that suggest negative effects 
of anthropomorphic designs typically refer to the Uncanny 
Valley hypothesis (Mori, 1970; Mori et al., 2012), which proposes 
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a non-linear relationship between the human-likeness of an 
artificial character and the valence it evokes in its observers. 
According to Mori’s hypothesis, in a generally low range of 
human-likeness, pleasantness grows with increasing realism. 
At a point of rather high human-likeness, however, the effect 
reverses and the artificial entity is perceived as eerie or 
threatening. Only when the entity’s degree of realism reaches 
near-perfection or perfection will pleasantness go up again, 
since no distinction can be  made any longer between artificial 
and human (Mori et  al., 2012; Mara et  al., 2022). Various 
perceptual and cognitive mechanisms have been suggested to 
underlie uncanny experiences (cf. Diel and MacDorman, 2021). 
These include categorical uncertainty or prediction difficulties 
if features of a given entity seem to belong to different conceptual 
categories (e.g., a mechanoid robot head with a human-like 
voice, Mitchell et  al., 2011; Meah and Moore, 2014).

In summary, given some recent empirical findings on synthetic 
speech, it could be  assumed that voices that are perceived as 
more human-like are also perceived as more pleasant and less 
eerie (Romportl, 2014; Baird et  al., 2018; Kühne et  al., 2020). 
Against the background of the Uncanny Valley phenomenon, 
however, expectations would go in a different direction: On 
the one hand, it could be  assumed that highly realistically 
sounding voices are evaluated as eerier and less pleasant than 
either a perfect imitation of the human voice or mechanically 
sounding voices. This would depict the curvilinear relationship 
between human-likeness and elicited valence as originally 
predicted by Mori (1970). On the other hand, if we  refer to 
conflicting cues and categorical uncertainty as potential 
mechanisms behind uncanny experiences (cf. Burleigh et  al., 
2013; Diel and MacDorman, 2021), a mismatch between the 
sound of a voice (e.g., highly human-like) and available 
information about the speaker (e.g., “It is a robot”) could also 
be assumed to trigger eeriness. Since we consistently introduce 
each of the five voices in our study as a “robot voice,” following 
this idea, the real human voice might be  perceived as the 
greatest mismatch and therefore possibly evokes greatest eeriness. 
Overall, given the various plausible assumptions that could 
be  deduced from the theoretical and empirical literature, 
we remain with non-directional hypotheses on the relationship 
between voice realism, pleasantness, and eeriness at this point:

H2a: Eeriness evaluations differ between the voices and 
their human-likeness ratings.
H2b: Pleasantness evaluations differ between the voices 
and their human-likeness ratings.

Acceptance and Application Context
Computer voices are supposed to find use in a wide variety 
of applications, from care or companion robots (Bendel, 2022) 
to AI-based financial assistants (Kaur et al., 2020). While there 
is hardly any research on the contextual acceptance of voice 
interfaces to date, recent meta-analyses from the broader field 
of human–robot interaction suggest that user acceptance is 
unlikely to be  independent of the application area and the 
tasks for which a robot is to be used (Blut et  al., 2021; Roesler 

et  al., 2021). For example, Ullman et  al. (2021) show in a 
series of studies that robots are consistently regarded as less 
trustworthy in social application contexts than in non-social 
ones. This is in line with an experiment, which saw the robot 
iCub being trusted more for functional tasks, such as image 
analysis than for social tasks (Gaudiello et al., 2016). Transnational 
surveys from Europe also indicate that many people are generally 
more positive about the use of robots in areas, such as space 
exploration or manufacturing than in areas that typically require 
social–communicative skills and empathy, with only 3–4% of 
Europeans welcoming a priority use of robots for the care of 
children or the elderly (Eurobarometer, 2012).

Since different application areas raise different expectations 
about what a machine must be able to do, it seems reasonable 
to assume that the degree of human-likeness considered 
appropriate and acceptable by users is also context-dependent. 
A few empirical studies have so far addressed potential 
interaction effects of anthropomorphism and application 
context. In Roesler and colleagues’ recent experiment (Roesler 
et  al., 2022), participants had to choose one out of various 
robot pictures that differed in visual human-likeness based 
on different context descriptions. A lower degree of human-
likeness was found to be  preferred for industrial application 
and a higher degree of human-likeness for social application, 
while there were no clear preferences in the service domain. 
This is consistent with a previous study (Goetz et  al., 2003), 
which also observed a preference for human-like robots for 
social tasks, but machine-like robots for investigative tasks. 
Oyedele et al. (2007) found tentative evidence for an interaction 
effect in that more human-like robots were assessed more 
positively in an imagined household context, while the degree 
of human-likeness was irrelevant for acceptance in other 
contexts. In contrast, results by Jung and Cho (2018) indicate 
no interaction as images of highly human-like robots were 
rated more negatively than mechanoid robots across 
several contexts.

Taken together, empirical findings seem to suggest that while 
overall acceptance for the use of robots in social application 
domains is lower than for non-social domains, acceptance 
within social applications increases with the degree to which 
a machine is perceived human-like. Following definitions from 
Social Robotics, for the purpose of this study, social applications 
are defined as ones in which machines act as “social partners” 
(Mejia and Kajikawa, 2017), engage in meaningful two-way 
interactions, build emotional resonance, understand human 
states, and respond to them according to social rules (Duffy, 
2003; De Graaf et  al., 2015). This was described to be  the 
case with robots meant to provide caregiving or companionship, 
among others (Mejia and Kajikawa, 2017).

With respect to context-dependent differences in the 
acceptance of computer voices, we derive the following hypotheses 
from the literature:

H3a: Independent from voice type, acceptance for the 
use of voice interfaces is lower for social applications 
(care, companionship) than for non-social applications 
(business & finance, information & navigation).
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H3b: The more realistic a voice sounds and the more 
human-like it is perceived, the more likely it is to 
be  accepted for use in social application areas (care, 
companionship).

Acceptance and User Personality
Taking personality psychological approaches into account, it 
can be assumed that the evaluation and acceptance (or rejection) 
of anthropomorphic machines is not only determined by design 
parameters of the machine itself and its application area, but 
also by user-specific factors. Two of the personality traits of 
the famous five-factor model (FFM or “Big Five,” Digman, 
1990; John et  al., 1991), namely, openness to experience and 
neuroticism, have been associated with the acceptance of new 
technologies in many studies.

Openness to experience, that is, a person’s tendency to prefer 
novelty over routine and to have a broad rather than a narrow 
range of interests, has been found to correlate, among others, 
with more positive attitudes toward robots (Morsunbul, 2019), 
acceptance of robots (Esterwood et  al., 2021), acceptance of 
autonomous vehicles (Gambino and Sundar, 2019; Zhang et al., 
2020), and with personal innovativeness in IT (Nov and Ye, 
2008). In a study on a new teleworking software (Devaraj 
et  al., 2008), openness turned out to be  the only of the “Big 
Five” personality factors that had a direct impact on intentions 
to use beyond the two core predictors (usefulness, ease of 
use) of the widely used Technology Acceptance Model (TAM, 
Davis, 1989). Furthermore, people with higher openness scores 
were found to be less prone to technophobia (Anthony et al., 2000; 
Maricutoiu, 2014).

In contrast, individuals with higher neuroticism scores, that 
is, those who are more likely to experience emotional instability, 
negativity, anxiety, and irritation, showed less eagerness to 
adopt new technologies (e.g., Charness et  al., 2018; Zhang 
et  al., 2020) and were found to suffer more often from 
technophobia (Maricutoiu, 2014). Persons who scored higher 
in neuroticism also experienced highly human-like robots as 
eerier and less warm in a study (MacDorman and Entezari, 
2015), which could be  interpreted as a greater uncanny 
valley sensitivity.

Apart from the “Big Five,” initial empirical evidence indicates 
that persons who generally respond negatively to ambiguous 
stimuli or who are sensitive to a lack of structure describe 
highly human-like machines as eerier than others (Lischetzke 
et al., 2017). If a categorization process is hindered, for example 
due to machine characteristics that are close to categorical 
boundaries or due to conflicting cues (a robot as per information, 
but with a very natural voice), it could thus be  assumed that 
people who score low on tolerance of ambiguity may experience 
discomfort or even uncanniness (cf. Bochner, 1965; Norton, 
1975; Freeston et  al., 1994; Furnham and Ribchester, 1995; 
Robinson et al., 2003; Robinson, 2004; Oshio, 2009; MacDorman 
and Entezari, 2015).

Based on the literature presented, we  consider individual 
differences to play a role in user responses to human-like 
computer voices. Following findings from technology acceptance 

studies and the Uncanny Valley literature, we assume neuroticism 
and low tolerance of ambiguity to add to higher eeriness ratings 
of human-like voices, whereas greater openness to experience 
should add to greater acceptance for applying human-like 
computer voices, as reflected by the following hypotheses:

H4a: The relationship between perceived human-
likeness and eeriness of a voice is moderated by 
participants’ tolerance of ambiguity.
H4b: The relationship between perceived human-
likeness and eeriness of a voice is moderated by 
participants’ neuroticism.
H4c: Differences in user acceptance between the voices 
are moderated by participants’ openness to experience.

MATERIALS AND METHODS

To test our assumptions, we compared user responses to speech 
recordings of a total of five female-sounding voices supposed 
to belong to a (not visible) service robot in a randomized 
controlled lab experiment with constant listening conditions. 
In the following, we  give a detailed description of the voice 
stimuli created for this study, the characteristics of our sample, 
the study procedure, and the measures used.

Voice Stimuli
Recordings of five different voices (human, synthetic I, synthetic 
II, metallic, comic) were created as auditory stimuli. All speech 
samples were in German. Duration, speech content, and voice 
gender (female) were held constant to control for potential 
confounding effects. The total length of each recording was 
2 min and 20 s and consisted of 306 words. The speech content 
represented an introduction of the history and technical 
functionality of robots. It was written with the intent (i) to 
be  thematically apt but relatively neutral, (ii) not to bias the 
participants’ acceptance of specific robot application areas, and 
(iii) not to encourage anthropomorphic inferences which may 
systematically impact the perception of certain voice types in 
different ways than others (Fink et  al., 2012).

In order to cover a wide range of varying vocal realism 
across our stimuli, recordings of a real person, professional 
synthetic voices as well as less realistic sounding modifications 
of synthetic voices were included (see Table  1). Subsequently, 
an overview of the five experimental voices is given.

Human
This speech sample was recorded by a professional voice-trained 
speaker in a quiet room using the recording software “Logic” 
and a large-diaphragm condenser microphone with a cardioid 
characteristic called “Rode NT-1 A.” As the participants were 
supposed to believe that this real human voice was also artificially 
generated, noises like exhaling and inhaling between the words 
were removed using the software “Adobe Audition” (Adobe 
Audition, 2019). This ensured that the voice sounded highly 
realistic yet not perfectly natural.
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Synthetic I
In this condition, the high-quality synthetic voice “Vicki” from 
Amazon Polly’s text-to-speech portfolio (Polly, 2019) was used. 
Amazon described “Vicki” as a “voice of a similar fluency 
and naturalness as the German voice of Alexa” (Amazon, 2017).

Synthetic II
The voice “Hedda” represents an older text-to-speech system 
available on the Microsoft Speech Platform (Hedda, 2019). In 
comparison with synthetic I, this voice is more easily classified 
as artificial because of typically synthetic accentuations.

Metallic
Aiming for reduced vocal realism, here the original voice 
synthetic I was manipulated by means of a metallic echo effect 
(find details in Appendix A).

Comic
For this condition, the pitch of the original voice synthetic I 
was raised with the help of the software Voxal (2019) so that 
the voice sounded higher and more like a cartoon character 
(find details in Appendix A).

All recordings were cleaned with a manually created noise-
removal filter using the software “Audacity” and adjusted to 
the same volume by normalizing the amplitude using the 
extension “dpMeter4” by “Audiveris” (Audacity, 2019; Audiveris, 
2019; find details in Appendix A).

Sample Size Justification and Participants
The sample size required for the present between-subject 
experiment was calculated by a power analysis using G*Power 
(Cohen, 1992a; Faul et al., 2007). For the calculation, a medium 
effect size of f = 0.30 was assumed and α error probability was 
set to 0.05. In order to achieve a power (1 − β) of 85%, the 
analysis resulted in a recommended sample size of at least 
N = 154 to run an ANOVA. A total of 165 German-speaking 
individuals took part in our lab experiment. The participants 
were recruited at the campus of the Johannes Kepler University 
in Linz, Austria and through a snowball approach.1 Data of 

1 Individuals who had already participated were asked to invite new study 
participants. A general introductory text about the study was provided to help 
recruiting new participants. Persons who had already participated in the 
experiment were sensitized to not communicate any additional information 
about the contents of the study to newly recruited persons.

two participants had to be  excluded, because they reported 
not having responded conscientiously to all questions. Thus, 
the final sample consisted of 163 individuals (99 women, 64 
men, no person of another or unknown gender identity), aged 
between 16 and 74 years (M = 26.39, SD = 9.64). Most of them 
were students (64.4%). 21.5% of participants stated they currently 
used a voice assistance system, such as Siri or Alexa, and 
20.9% had personal experience with a robot at their home 
(e.g., lawn mower robot and vacuum cleaner robot). Their 
mean self-reported technology affinity (measured with a 5-point 
scale from 1 = low to 5 = high) was M = 3.64, SD = 1.21, overall 
indicating a slightly above-average interest in technology in 
our sample.

Procedure
After arriving at the university’s computer lab, participants 
received a short introduction by the experimenter, signed a 
consent form, and took a seat at one of the computers. They 
put on high-quality over-ear headphones (Beyerdynamic DT990 
Pro) and started the experiment by clicking on the computer 
screen. At the same time, each person was automatically 
assigned to one of the five voice conditions (NHuman = 34, 
NSynthetic I = 34, NSynthetic II = 33, NMetallic = 31, NComic = 31). The 
experiment began by asking participants to provide demographic 
information (including age, gender, and level of education) 
and to fill in personality questionnaires (including Big Five 
traits and tolerance of ambiguity). Next, they were told that 
they would now hear the first part of a voice recording of 
a new service robot, in which they would learn about the 
history and technical features of robots. This initial voice 
recording was 1 min 20 s long. No visual stimuli were presented 
while participants listened to one of the voices. After the 
first part of the recording, participants were asked to evaluate 
how pleasant, human-like and eerie they found the robot 
voice. Subsequently, the second half of the stimulus recording 
with a length of 1 min was played to them, again with the 
same voice variant as before. In the last part of the experiment, 
participants rated the degree of realism of the voice and 
indicated how much they would accept its use in different 
areas of application. In addition, participants were asked to 
physically envision the robot they had listened to, freely 
describe its appearance with a few keywords, and write down 
an appropriate name for it. Finally, some check items were 
queried (e.g., answered conscientiously and quality of 
headphones). The entire study was conducted by use of the 
software Questback (2018). The experiment took about 25 min 
per person. Participants were fully debriefed about the research 
background at the end of the experimental session. No financial 
compensation was provided for study participation.

Measures
Dependent Variables
We examined anthropomorphic attributions, eeriness, 
pleasantness, and acceptance as our dependent variables. The 
variable perceived realism was used as manipulation check 
(on a 9-point Likert scale).

TABLE 1 | Description of the five experimental robot voices.

Voice name Speech engine Modification

Real human Human (Pro speaker) Breath sounds filtered

High human-
likeness

Synthetic I Amazon Polly 
(German)

Original version

Synthetic II Microsoft Hedda 
(German)

Original version

Low human-
likeness

Metallic Amazon Polly Metallic effect, Echo (10%)
Comic Amazon Polly Pitch shift (1.35)
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Anthropomorphic Attributions
The perceived human-likeness of the speaking robot was assessed 
with five items on a five-point semantic differential scale (e.g., 
1 = synthetic, 5 = real; 1 = mechanical, 5 = organic, adapted from 
Ho and MacDorman, 2010), which yielded an excellent reliability 
with Cronbach’s α = 0.916.

Assigned Name. In an open text box, participants provided a 
name for the robot that they felt was fitting to the robot they 
had listened to.

Imagined Embodiment. In a second open text box, participants 
described how they imagined the physical appearance of the 
robot they had listened to.

Eeriness and Pleasantness
Eeriness was measured with three items on a five-point semantic 
differential scale (e.g., 1 = scary, 5 = comforting, as example of 
an inverse coded item, adapted from Ho and MacDorman, 
2010, Cronbach’s α = 0.765). The German items differed slightly 
from the English original items in favor of better 
comprehensibility (see Table  2, Appendix B).

Pleasantness was assessed by use of a single-item measure 
(“How pleasant did you  find the voice?,” ranging from 1 = not 
at all to 5 = very much).

Acceptance
Context-specific acceptance was measured with the help of one 
item for each application context (“How much would you agree 
with the use of the robot you  listened to in the following 
areas?,”—Care,—Companionship,—Information & navigation,—
Business & finance;—Entertainment,—Customer service, each 
ranging from 1 = not at all to 5 = very much).

With this selection of listed application contexts, we  attempted 
to cover domains (a) that have also been included in previous 
studies, and (b) in which voice-enabled robots or AI systems are 
already in use today or are expected to be  increasingly used in 
the upcoming years (e.g., Wada et  al., 2003; Wada and Shibata, 
2006; Eurobarometer, 2012; Aaltonen et  al., 2017; Pérula-Martínez 
et  al., 2017; Lopatovska et  al., 2019). Following our definition in 
chapter 1.3, the domains “care” and “companionship” were classified 
as social applications, while “business & finance” and “information 
& navigation,” where machines are usually not required to build 
emotional resonance or act as “social partners,” were classified as 
non-social applications in the context of our paper. “Entertainment” 
and “customer service” were included for exploratory purposes.

To compare the cross-context acceptance between the voices, 
a mean score for each voice was built by averaging the acceptance 
scores across all contexts.

For the context-specific acceptance index (including all voices), 
a score was created by averaging across all voices to one 
acceptance score for each context.

Moderator Variables
Big Five Personality Dimensions
To assess personality factors, we  used a 15-item short-scale 
from the Socio-Economic Panel (SOEP; see Schupp and 

Gerlitz, 2014), based on the Big Five Inventory by John et  al. 
(1991) and Costa and McCrae (1985). Each personality dimension 
is determined by three items in this scale. Internal consistencies 
were moderate to good (Openness to experience: Cronbach’s 
α = 0.73, Conscientiousness: Cronbach’s α = 0.64, Extraversion: 
Cronbach’s α = 0.80, Agreeableness: Cronbach’s α = 0.59, Neuroticism: 
Cronbach’s α = 0.70). While we  had formulated hypotheses 
regarding the role of openness to experience and neuroticism, 
the other Big Five variables were included for exploratory purposes.

Tolerance of Ambiguity
To measure the participants’ tolerance of ambiguity we  used 
10 items assembled through a factor analysis by Radant and 
Dalbert (2003). The selection of the items is based on the 
16-item short-scale developed by Schlink and Walther (2007). 
The scale showed a good internal consistency (Cronbach’s 
α = 0.78).

Manipulation Check
Realism was used as a manipulation check and assessed by 
use of a single-item measure (“How realistic does the voice 
of the robot sound in your opinion?,” ranging from 1 = not at 
all realistic to 9 = very realistic).

RESULTS

Before testing our hypotheses, we  examined if prerequisites 
of parametric analyses (normal distribution, homoscedasticity 
of the variances) were met by our data. As this was not the 
case for several variables, we  decided to apply non-parametric 
test procedures (Kruskal–Wallis tests, Spearman’s rank 
correlation). Significant differences in the realism ratings of 
the five voices indicate that our experimental manipulation 
worked [H(4) = 56.491, p < 0.001]. The real human voice was 
rated most realistic, the professional synthetic voices Synthetic 
I  (by Amazon) and Synthetic II (by Microsoft) were ranked 
middle, and the modified synthetic voices were rated least realistic.

Voice Realism and Anthropomorphism
We hypothesized that the five voices would be anthropomorphized 
to varying degrees. Along with increasing levels of voice realism, 
participants were expected to more likely rate a voice as human-
like (H1a), give it a real human name (H1b), and imagine the 
(invisible) speaking robot to have a human-like physical 
appearance (H1c).

In terms of human-likeness ratings, significant group 
differences between the five voices were found [human-likeness: 
H(4) = 77.968, p < 0.001; see Table 2], whereby the voice Human 
is distinct from all other voices in perceived human-likeness. 
The highest effect size (Cohen, 1992b) is r = 0.96 and corresponds 
to a strong effect describing the difference in human-likeness 
between the voice Human (M = 3.85, SD = 0.93) vs. Metallic 
(M =  1.52, SD = 0.42). Find all pairwise group comparisons in 
Table  4  in Appendix C. In Figure  1, voices are ranked in 
the order of their perceived human-likeness.
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For the analysis of assigned names, the collected names 
were manually classified into five categories, which we  created 
post-hoc on the basis of a first check of participant responses 
(1 = “female real name,” 2 = “male real name,” 3 = “existent voice 
assistant,” 4 = “fictional character,” 5 = “mechanical,” N = 158; 5 
missing). Two independent raters assigned each name to one 
of the classes. If they did not agree (in less than 5% of the 
cases), a collaborative decision was made.

A chi-square goodness-of-fit test revealed significant overall 
differences in the distribution of name classes, Χ2(4) =  
117.316, p < 0.001. As can be  seen in Figure  2 and 
Table  5 (see Appendix C), nearly half (45.4%) of the names 
that participants came up with were real female first names 
(e.g., “Barbara” and “Julia”), whereas about a third (33.1%) 
were mechanical names (e.g., “T380” and “R-74”), 7.4% were 
real male first names (e.g., “Robert” and “Antonius”), 6.1% 
fictional character names (e.g., “C3PO” and “iRobot”), and 
4.9% existing speech assistants’ names (e.g., “Siri” and 
“Cortana”).

To test H1b, a chi-square test including Monte Carlo 
Simulation (because of insufficient cell numbers <5; Hope, 
1968; Sprent, 2007) was used. As expected, significant differences 
were found in the distribution of chosen names between the 
voices, Χ2(16) = 32.360, p = 0.007, with the highest percentage 
of real human names (female/male first names) assigned to 
the voices Human and Synthetic I, whereas the lowest percentage 
of real human names was found for the voice Comic.

To test H1c, four independent evaluators rated the verbal 
descriptions of the robot’s imagined physical embodiments 
post-hoc by means of a five-point Likert scale ranging from 
1 = very mechanical embodiment to 5 = very human-like 
embodiment. A moderate inter-rater agreement was given 
(Fleiss’ kappa κ = 0.47; Landis and Koch, 1977). After there 
were a couple of missing values in the embodiment 
descriptions, for the following group comparisons, the voices 
Human and Synthetic I  were combined into a high vocal 
realism group, whereas the remaining voices Synthetic II, 
Comic, and Metallic were combined into a low vocal realism 
group. In line with our assumptions, a non-parametric 
Mann–Whitney U-test showed significant differences, 
indicating that the robot appearances were described as 
significantly more human-like after listening to one of the 

high vocal realism voices (Mdn = 3.5) than after listening 
to one of the low vocal realism voices (Mdn = 2.5), U = 2006.50, 
Z = −2.99, p = 0.003. Descriptions of robot appearances in 
the high vocal realism group included “Modelled after a 
female; friendly facial features and human-like behavior; 
blinking, head movements, female terminator?” or “female, 
white/light skin, blue eyes, young, cold.” Exemplary 
descriptions from the low vocal realism group included 
“Metal and plastic case, screen with text, nothing human” 
or “a round white disc (…); simple modern design, 
smooth surface.”

Human-Likeness and the Uncanny Valley
Next, we  examined our assumptions regarding the relationship 
between vocal human-likeness and pleasantness as well as 
eeriness evaluations. Our non-directional hypotheses inferred 
that there would be  significant group differences between the 
voices in both their eeriness scores (H2a) and their pleasantness 
scores (H2b).

As expected, significant group differences between the 
five voices were found both for eeriness [H(4) = 48.468, 
p < 0.001] and for pleasantness [H(4) = 65.432, p < 0.001; See 
Figure  1, Table  2]. As shown in Table  6 (see Appendix C), 
across all voices, zero-order correlations indicate that human-
likeness is negatively associated with the eeriness of a voice, 
rs(161) = −0.565, p < 0.01, but strongly positively associated 
with pleasantness, rs(161) = 0.699, p < 0.01. The real human 
voice was perceived as most human-like, but least eerie. 
Pleasantness and eeriness show a strong negative correlation, 
rs(161) = −0.666, p < 0.01. Find all significant correlations 
across voices as well as for each voice separately in 
Table  6 (see Appendix C).

After performing the Kruskal–Wallis tests, pairwise post-
hoc comparisons were carried out for further analyses (all 
ps Dunn–Bonferroni adjusted). As shown in 
Table 4 (Appendix C), 5 of 10 pairwise comparisons indicate 
significant differences in perceived eeriness and 6 of 10  in 
perceived pleasantness. The greatest effect for eeriness with 
r = 0.70 appears in the difference between the voices Human 
vs. Metallic. For pleasantness, the greatest effect of r = 0.89 
was found for the difference between the voices Human 
vs. Comic.

TABLE 2 | Means and standard deviations of the ratings of the five voices.

Human-likeness* Eeriness* Pleasantness**

Mean SD Mean SD Mean SD

All voices 2.27 1.13 All voices 2.81 0.93 All voices 2.81 1.20
Human 3.85 0.93 Human 2.14 0.80 Human 4.06 0.89
Synthetic I 2.19 0.60 Synthetic I 2.41 0.80 Synthetic I 3.15 0.96
Synthetic II 1.99 0.97 Synthetic II 2.82 0.79 Synthetic II 2.64 1.03
Comic 1.65 0.65 Comic 3.32 0.75 Comic 1.90 0.91
Metallic 1.52 0.42 Metallic 3.45 0.79 Metallic 2.16 0.87

NAll = 163, NHuman = 34, NSynthetic I = 34, NSynthetic II = 33, NMetallic = 31, NComic = 31. *Rated on a five-point semantic differential scale. **Rated on a five-point Likert scale from 1 (very 
unpleasant) to 5 (very pleasant).
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Application Context and Acceptance of 
Vocal Human-Likeness
Regarding context-specific effects, we  had hypothesized that, 
independent from the voice condition, acceptance for the 
application of a talking robot should be  lower for social 
domains (care, companionship) than for non-social domains 
(business & finance, information & navigation; H3a), whereas 
with increasing realism and perceived human-likeness of a 
voice, its acceptance for social applications should 
increase (H3b).

A context-specific mean acceptance index was built by 
including values of all voice conditions. A Kruskal–Wallis test 
indicated a significant main effect of application context on 
user acceptance, H(5) = 309.599, p < 0.001. In line with H3a, 
this suggests that, independent from the type of voice, application 
of the talking robot was regarded most acceptable for the less 
social contexts of “Information & navigation” (M = 4.07, 
SD = 1.14), “Business & finance” (M = 3.46, SD = 1.27), 
“Entertainment” (M = 3.10, SD = 1.35), and “Customer service” 
(M = 2.84, SD = 1.30), while study participants had considerably 
more reservations about its use in the highly social areas 
“Care” (M = 1.98, SD = 1.13) and “Companionship” (M = 1.68, 
SD = 1.06).

Significant differences in user acceptance between the voices 
could be  observed for five out of six contexts (Figure  3, 
Table 7 in Appendix C). A positive correlation between human-
likeness of the voices and the context-specific acceptance was 
found within all application contexts. The more human-like a 
voice was perceived, the higher was the acceptance to use the 
talking service robot in the respective application area. All 
correlations including a 95% confidence interval based on 1,000 
bootstrap samples (Davison and Hinkley, 1997; Shao and Tu, 
1995) lie in a range between rs = 0.223, [0.07, 0.38], in the 
context of “Information & navigation” to rs = 0.386, [0.24, 0.53], 
in the context of “Care.” Having found a positive correlation 
between human-likeness and user acceptance not specifically 
within the social domains “Care” and “Companionship” but 
across all application domains, we  regard H3b as only 
partially supported.

User Personality and Acceptance of Vocal 
Human-Likeness
Finally, we had assumed that individual differences in tolerance 
of ambiguity and neuroticism would change the nature of 
the relationship between the perceived human-likeness and 
eeriness of a voice (H4a, H4b) and that differences in the 

FIGURE 1 | The bar chart shows the mean values of the variables Human-likeness, Eeriness, and Pleasantness depending on the heard voice. The five voices are 
arranged from left to right in an increasing degree of Human-likeness.
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participants’ openness to experience would impact the 
relationship between perceived human-likeness and acceptance 
of a voice (H4c).

Using the PROCESS macro (version 3.3) for SPSS by Andrew 
Hayes (Hayes and Cai, 2007; Baltes-Götz, 2017; Process, 2019), 
we conducted moderation analyses to examine whether tolerance 

FIGURE 2 | The bar chart shows the absolute values as percentage of invented names depending on the heard voice. The names were assigned to one of the five name classes.

FIGURE 3 | The bar chart shows the mean values of acceptance of the five different voices depending on the respective context. A Kruskal–Wallis test was used 
for pairwise group comparisons (**p < 0.01; *p < 0.05).
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of ambiguity, neuroticism and, for exploratory purposes, the 
other personality variables of the Big Five had a significant 
influence on the associations between human-likeness and 
eeriness. No such interactions on a significance level of α = 0.05 
were revealed (find more information on the moderation models 
1–6  in Table  8; see Appendix C). Thus, our hypotheses H4a 
and H4b did not find support within this study.

Additionally, moderation models were calculated for the 
acceptance over all contexts (cross-context acceptance index) 
with openness to experience and, for exploratory purposes, the 
other personality variables as potential moderators. Since the 
human voice differed significantly from the computer-generated 
voices in its acceptance, we  created a dummy variable (real 
Human voice vs. all other voices) for model calculation. A 
confidence level of 95% was set and 5,000 samples were used 
for bootstrapping. A heteroscedasticity consistent standard error 
and covariance matrix estimator was used and continuous 
variables were mean-centered prior to analysis.

In support of H4c, a moderation model with robot voice 
as the predictor (Human vs. all others), openness to experience 
as the moderator, and cross-context acceptance as the outcome 
variable was found to be  significant, F(3, 159) = 9.63, p < 0.01, 
R2 = 0.15. A marginal significant interaction b = 0.35, 
t(159) = 2.01, p = 0.046, indicates a positive influence through 
higher scores in openness to experience on the acceptance of 
the voice Human, but no such effect for the less realistic 
voices. No moderation effects were found for tolerance of 
ambiguity or the other Big Five dimensions on a significance 
level of α = 0.05 (find more information on moderation models 
7–12  in Table  8; see Appendix C).

Finally, to check whether participants rated vocal human-
likeness differently due to different levels of prior experience, 
a Kruskal–Wallis test was used to measure the influence of 
current usage of voice assistant systems (“Are you  currently 
using a voice assistance system at home?”) on robot voice 
acceptance (cross-context). No significant differences were found 
between those people who are using a voice assistance system, 
such as Alexa or Siri, and those people who are not 
(Table  9; see Appendix C).

DISCUSSION

The human voice is an essential component of interpersonal 
communication and a significant influence on the formation 
of attitudes and opinions about others (Sporer and Schwandt, 
2006; Imhof, 2010). In the age of artificial intelligence, attempts 
are being made to mimic natural language and human voice 
as closely as possible through technology. Unlike synthetic 
speech from earlier years, which often failed to produce 
convincing quality (e.g., Mayer et  al., 2003; Atkinson et  al., 
2005), contemporary computer voices sound more and more 
natural (Craig and Schroeder, 2017). They prompt the idea 
that a phone call from a bot, for example, could soon be hardly 
distinguishable from a real person (Oord et  al., 2016; Seaborn 
and Urakami, 2021)—unless a different design decision is made 
by the creators of the voice.

User needs and differential preferences should be  taken into 
account early on in technology design. In light of the empirical 
and theoretical literature presented, however, it was left unclear 
whether highly realistic sounding synthetic voices were more 
likely to be  linked to positive or negative user responses. With 
this study, we contribute to the understanding of how different 
types of voices, supposedly belonging to a service robot, are 
anthropomorphized, evaluated as pleasant or eerie, and accepted 
for real-world use. Complementing existing evidence, our 
randomized experiment for the first time compared assessments 
of five synthetic voices that differed in their degree of realism 
while also considering potential influences of contextual 
(application domain) and dispositional (personality traits) factors.

General Discussion
Consistent with the notion that synthetic voices can serve as 
major anthropomorphic cues and in support of our Hypotheses 
1a–c, more realistic voices were more strongly anthropomorphized 
than less realistic sounding voices in our experiment. This 
was expressed not only by higher subjective human-likeness 
ratings but also by the fact that more realistic voices were 
more often given a real human name and that study participants 
also imagined the robot’s embodiment to look more human-
like. These results are in line with earlier work that revealed 
object naming as a manifestation of anthropomorphism (Qiu 
and Benbasat, 2009; Waytz et  al., 2010; Brédart, 2021) and 
they also point us to potential unconscious connections between 
associative components of auditory and visual stimuli. Further 
investigations into such associative linkages may be  crucial in 
order to create artificial voices and external object appearances 
that match each other (Mara et  al., 2020). This is underlined 
by previous research, in which congruent designs of 
conversational machines were found to contribute to effective 
interaction and trust (Kiesler and Goetz, 2002; Gong and Nass, 
2007; Elkins and Derrick, 2013; Torre et  al., 2015, 2018).

Our non-directional Hypotheses 2a–b, stating that there 
would be  significant group differences in pleasantness and 
eeriness ratings between the voices, found support in such a 
way that more human-like voices were experienced as significantly 
more pleasant and less eerie than more mechanical sounding 
voices. This is in agreement with prior empirical studies that 
also observed positive effects of anthropomorphic design features 
(Romportl, 2014; Baird et al., 2018; Kühne et al., 2020; Roesler 
et  al., 2021). At the same time, it seems to contradict the 
Uncanny Valley hypothesis (Mori, 1970) according to which 
we would have expected either the quite realistic yet not perfect 
voices Synthetic I  or II receiving the highest eeriness ratings 
or alternatively—assuming categorical conflicts as an important 
mechanism behind uncanny experiences—the real human voice 
(given that participants were told they were listening to a 
robot). What needs to be  noted here is that according to 
Mori’s popular Uncanny Valley graph, which illustrates the 
assumed curvilinear relationship between human-likeness of a 
figure and the valence of observer evaluations, a positively 
valenced peak (most likable, pleasant) should occur at about 
70% and a negatively valenced “valley” (most eerie, uncanny) 
at about 85% along the human-likeness continuum. However, 
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with a mean value of 3.8 (on a range of 1–5) in reported 
human-likeness perceptions, even the real human voice in our 
experiment was relatively far from the right end point of the 
human-likeness continuum, but closer to the predicted positive 
peak. From this perspective, by following Mori’s postulations, 
it is not surprising that linear rather than curvilinear relationships 
between perceived human-likeness and eeriness (or pleasantness) 
were identified from our data, since the Uncanny Valley 
hypothesis itself predicts a rather linear increase of positive 
valence in a low to medium-high range of human similarity, 
that is, left of the positive peak.

Based on the collected data, it is difficult to answer why 
the real human voice was not rated as clearly more human-
like. Perhaps filtering out the breath sounds in the actor’s 
speech recording (see section “Voice Stimuli”) removed an 
essential feature of human speech, perhaps study participants 
tried to resolve cognitive dissonance induced by the bad fit 
of the voice to the label “robot” by reporting lower perceived 
human-likeness (cf. Festinger, 1962; Marikyan et  al., 2020), or 
perhaps it had to do with the general tendency of study 
participants to avoid endpoints of response scales (cf. Douven, 
2018). A recent meta-analysis on Uncanny Valley effects of 
embodied humanoid robots suggests that this is a limitation 
not only of the current work but of many studies in the 
growing body of related literature. So far, there seem to be hardly 
any empirical studies that completely cover Mori’s human-
likeness spectrum or at least make it to the almost-human 
level with their choice of stimuli (Mara et  al., 2022). Future 
research on Uncanny Valley effects could therefore aim to 
include stimuli that are closer to the right endpoint of the 
human-likeness continuum and possibly also pre-test their 
appropriateness in pilot studies.

Regarding the context-dependent acceptance of robot voices, 
we  found support for our hypothesis H3a. Consistent with 
previous surveys, in which respondents were significantly more 
skeptical about the use of robots or AI systems in social applications 
than in non-social ones (Eurobarometer, 2012; Gaudiello et  al., 
2016; Ullman et  al., 2021), a similar pattern was also reflected 
in our data. On average across all voices, that is, regardless of 
their degree of human realism, our participants were significantly 
more positive about the use of a conversational robot in domains, 
such as information & navigation or business & finance than 
in the social–communicative domains care and companionship. 
In H3b, we had assumed that within these social domains, more 
human-like voices would yield particularly high acceptance scores 
due to a perceived congruence between the nature of such voices 
and typically required “human” skills in this field. After a positive 
correlation between human-likeness and user acceptance was 
found not just within social domains but across all included 
application scenarios, this hypothesis was only partially supported. 
It is worth noting, however, that the largest correlation coefficient 
was nonetheless observed in the highly social context of caregiving. 
However, we  cannot completely rule out that the more realistic 
voices might have been perceived as particularly appropriate for 
use in social domains, because they also sounded more female 
than the mechanical voices. Due to prevailing gender stereotypes 
in society, women are still more often associated with communal 

traits (e.g., friendly, caring, and gentle) than men (Eagly and 
Wood, 1982; Hentschel et  al., 2019). If voices that sounded 
more like a real woman were also unconsciously attributed more 
communal traits in our study, this may have led to a systematic 
bias in context-specific acceptance scores. To be  able to detect 
such effects, future research is encouraged to include also 
male-sounding or even gender-neutral synthetic voices (cf. 
Carpenter, 2019) as stimuli.

While the positive influence of a participant’s openness 
for experience on the acceptance of vocal realism was found 
in line with H4c, the expected moderating roles of tolerance 
for ambiguity (H4a) or neuroticism (H4b) in the relationship 
between human-likeness and perceived eeriness of a voice 
were not supported by our data. We  should note here that 
both of the latter hypotheses were based on previous findings 
from the empirical Uncanny Valley literature (MacDorman 
and Entezari, 2015; Lischetzke et  al., 2017), which suggested 
that individuals with lower tolerance for ambiguity or higher 
levels of neuroticism would be  particularly susceptible to 
uncanny effects of highly human-like machines. However, 
with a maximum eeriness rating of 3.45 for the voice Metallic 
(on a 5-point scale) and much lower eeriness scores for the 
more realistically sounding voices, no Uncanny Valley effect 
could be  revealed in our study, thus the foundation for the 
predicted interaction effects was lacking. For individuals with 
low ambiguity tolerance, our initial assumption was that a 
possibly perceived conflict between high vocal human-likeness 
and the simultaneous indication that the speaker is a robot 
might lead to more pronounced eeriness. Our experimental 
manipulation did not seem to induce such a conceptual 
conflict, however. This could be  due to the fact that even 
the real human voice was not rated as very much human-
like on average. What, conversely, could have played a role 
is that a few participants in the Human voice condition 
expressed disbelief at the end of the study that the voice 
they had listened could be  a robot. Future studies should 
therefore try to generate more convincing conflicting cues 
or include a measure for doubt about the presented stimulus 
as a control variable.

Limitations and Outlook
Beyond the topics discussed above, we  note several further 
limitations of the current study that may at the same time 
provide suggestions for future research.

First, we  were only able to include five stimulus voices in 
our experiment, which of course cannot cover the full range 
of existing text-to-speech systems on the market. Although 
no prior study has compared such a large number of different 
synthetic voice types, our selection still failed to cover the 
human-likeness spectrum of Mori’s Uncanny Valley graph (Mori, 
1970) in the higher third. Hence, it might make sense to 
elaborate on even more realistic sounding stimuli or on finer 
gradations along the vocal realism continuum. Instead of features 
like voice pitch as used in the current study, attempts could 
be  made to manipulate the human-likeness of a talking robot 
via other factors, such as affective content or vocal  
expression.
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Second, we  assessed participants’ acceptance for the use 
of the robot voice they had listened to only by means of a 
self-report scale, which included one item for each application 
scenario. Although the items were presented in random order 
within our study, this makes it possible that a participant’s 
different contextual acceptance ratings were not independent 
of each other. In order to focus more closely on context-
specific effects and to investigate them by means of a more 
rigorous study design, we propose to experimentally manipulate 
the supposed application area of talking machines in future 
work. In the frame of the current experiment, given five 
different voices and six application contexts (5 × 6 factorial 
design), this would have required a too large sample size 
for our lab experiment to ensure sufficient statistical power. 
However, future studies could focus on a smaller number of 
voices and create stimulus texts that target different applications 
for each voice.

Third, we  think that the methodological approach of using 
pre-recorded audio files as experimental stimuli deserves some 
attention. While we still consider them a straightforward method 
to keep constant all potential influences (e.g., text content and 
length) apart from the voice manipulation, unidirectional 
listening does not represent the typical use case of synthetic 
voices anymore. To account for the interactivity of today’s 
speech interfaces, it might be  worth considering having 
participants engage in dialog with various synthetic voices or 
even in live interaction with embodied talking robots.

Fourth, to advance the current line of research, it would 
also be  valuable to go beyond cross-sectional measurements 
and look at user evaluations over time. Especially with very 
lifelike synthetic voices, it seems possible that they will raise 
particularly high expectations about the vividness of human–
machine dialogs and the natural language capabilities of the 
machine. How acceptable or appropriate a synthetic voice is 
evaluated over time might thus also depend on how much it 
has been able to withstand such expectations.

Fifth, all participants in our experiment were prepared that 
they were about to hear a speech recording of a robot. It was 
not our goal to create ambiguity about the nature of the 
speaker. This approach is in line with current ethics guidelines 
for trustworthy technology (High-Level Expert Group on 
Artificial Intelligence, 2019), which include the requirement 
that conversational agents should not represent themselves as 
human but must disclose themselves as machines when 
communicating with a person. Since it can be  assumed that 
these guidelines will not always be  followed in practice, it 
would be  interesting from both a scientific and an applied 
perspective to see whether a subsequent disclosure—that is, 
a late notice that a lifelike voice you  just listened to was in 
fact a robot speaking—would trigger more negative user 
reactions, such as reactance, feelings of a loss of control or 
uncanny experiences. Thus, even if the participants in this 
study were relatively welcoming of highly human-like synthetic 
voices, ethical considerations and psychological consequences 
of intransparency may still require talking machines to 
be  designed in a way that humans can clearly identify them 
as such.

CONCLUSION

While technology companies deploy synthetic voices that are 
barely distinguishable from humans, research on user responses 
to different grades of vocal human-likeness in machines is 
still sparse. By testing effects of varying degrees of realism 
between five robot voices, our findings indicate that robots 
with more realistic sounding voices are anthropomorphized 
more strongly, are rated as more pleasant and less eerie, and 
face the highest acceptance scores across various practical 
application scenarios. Individuals with high openness for 
experience were particularly positive about the most human-
like voice. Irrespective of the voice type, participants were 
generally more skeptical of applying talking robots to social 
domains that, like caregiving, require typically human skills. 
While this study overall suggests favorable user responses to 
highly human-like robot voices, a human-centered design of 
conversational machines certainly requires further research to 
build on. Beyond our cross-sectional considerations, it remains 
unclear whether speech interfaces can meet the high user 
expectations, which are likely to result from lifelike synthetic 
voices, in the long term. Multidisciplinary research is encouraged 
to look beyond technical possibilities and psychological effects 
also at ethical issues, which human-sounding synthetic voices 
ultimately raise due to their deceptive capacity.
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