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Editorial on the Research Topic

Task-Related Brain Systems Revealed by Human Imaging Experiments

More than three decades have passed since the development of functional magnetic resonance
imaging (fMRI), a non-invasive neuroimaging technique that allows us to look into neural activity
of the human brain measured by local blood oxygenation level-dependent (BOLD) signals (Ogawa
et al., 1990). Progress in neuroimaging studies has clarified a number of brain systems that are
critical in higher cognitive functions, including learning and memory. Although “default mode
networks” have been assessed without using any tasks, task-design development is still vitally
important to reveal the specific brain networks responsible for individual cognitive functions.
Therefore, in this Research Topic our goal was to address how task designs for cognitive
neuroscience can be advanced, and which specific questions about cognitive functions can be
addressed by neuroimaging approaches.

Considering the accumulation of tasks reported in previous neuroimaging and psychological
studies, it would be a good start to utilize well-established tasks (e.g., a delayed matching-to-sample
task) and combine those tasks with new stimuli and/or stimulus presentation conditions. For
example, Zhou et al. used a “dual-feature delayedmatching task” to examine the neural mechanisms
underlying an attentional function. In their task, the participants attended to either the color
or shape of stimuli, and the trans-magnetic stimulation to the right posterior superior temporal
sulcus facilitated feature discrimination. In another study, Tsuruha and Tsukiura used a word-face
association memory task, where face stimuli were categorized into two age-groups. They examined
the effects of in-group (participants with ages close to those of the stimuli) and out-group members
(participants with ages different from those of the stimuli) on the neural mechanisms underlying
the recollection of association memory. Regarding stimulus presentation conditions, Chen and
Naya took over a series of studies (Chen and Naya, 2020a,b) to examine a scene perception using
a delayed matching task, in which the identity of an object and its location were encoded under
two conditions: a foveal-view (F-V) and a peripheral-view (P-V). Under the F-V condition, the
location information of an object was obtained as a gaze position, while under the P-V condition,
that information was obtained as a peripheral retinotopic position. In an electrophysiological study
of non-human primates, they found robust location signals in the ventral visual pathway, as well
as an integration of object and location information in the medial temporal lobe only under the
F-V condition.

It is worth noting that task conditions can change significantly according to the status or training
of participants. Khaksari et al. used a motor task under either a self-action (actor) or an observation
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(observer) condition, and observed brain lateralization when
participants were actors. On the other hand, Ohbayashi
conducted a series of studies to examine motor learning
in non-human primates using two sequential reaching tasks
(one visually-guided [random] and the other memory-guided
[repeating]), while, respectively, inactivating the corresponding
motor areas (Ohbayashi et al., 2016; Ohbayashi, 2020). In a
subsequent article, Ohbayashi discussed the distinct roles of the
motor areas, especially the dorsal premotor cortex and primary
motor cortex, on the effects of training over 100 daily sessions.
Although such repetitive and intensive training is usually
difficult to study in human participants, Sakai et al. focused
on second language acquisition in visitors to Japan over the
course of several months, and succeeded in revealing functional
changes in both modality-dependent networks and domain-
special language areas. Moreover, these cortical regions were
found to be selectively recruited for specified music processes
(pitch, tempo, stress, and articulation) after several years of
musical instrument training (Sakai et al., 2021).

To investigate neurological symptoms, some psychological
tasks designed for patients have been tested in non-human
primates as an animal model. Misonou and Jimura reversed
this common procedure, and tested decision making processes
(an immediate small reward vs. a delayed large reward) in
human participants given a liquid supply like that used in
monkey experiments. Another direction for a new task paradigm
would be the use of multi-voxel pattern analyses (MVPA), with
which residual bottom-up or top-down signals can be subtracted
out from the original signals in each brain region. Pham
et al. compared a visual perception task and a visual imagery
task, which involved more salient bottom-up and top-down
signals, respectively. Yuen et al. examined attentional effects on
brain activity during a driving simulation task, suggesting the
importance of oculomotor behavior.

It would be also interesting to conduct human neuroimaging
studies in which our daily lives are represented or simulated
using virtual-reality techniques or natural methods that avoid
artificial rule learning. Umejima et al. examined the effects
of the use of either paper notebooks or mobile devices on a
subsequent memory recall, and found enhanced activations in
the hippocampus, visual cortices, and language-related frontal
regions for the group using paper notebooks. Moreover, during
the natural acquisition of a new language, activations in the
bilateral frontal/temporal regions were maintained at a higher
level than the initial level during subsequent new grammar
conditions for multilinguals (Umejima et al., 2021). These results
suggest that individual brain networks become increasingly
specialized and intricate to adapt to a constantly changing
outer world.

Overall, the above-mentioned findings indicate that
hypothesis-driven or top-down approaches are crucial in
cognitive or systems neuroscience, together with insights
into experimental design. This is why a sophisticated task
is required for human neuroimaging studies, especially
when studying functions such as cognition, thinking, and
language. Such sophistication of task would also be crucial for
electrophysiological/imaging studies of non-human primates,
which contribute to our understanding of basic brain functions.
The above-mentioned findings also open up new and attractive
questions about humanmind, which could be addressed in future
research with much improved and sophisticated task designs.
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It remains to be determined how different inputs for memory-encoding, such as the
use of paper notebooks or mobile devices, affect retrieval processes. We compared
three groups of participants who read dialogues on personal schedules and wrote
down the scheduled appointments on a calendar using a paper notebook (Note), an
electronic tablet (Tablet), or a smartphone (Phone). After the retention period for an hour
including an interference task, we tested recognition memory of those appointments with
visually presented questions in a retrieval task, while scanned with functional magnetic
resonance imaging. We obtained three major results. First, the duration of writing down
schedules was significantly shorter for the Note group than the Tablet and Phone groups,
and accuracy was much higher for the Note group in easier (i.e., more straightforward)
questions. Because the input methods were equated as much as possible between
the Note and Tablet groups, these results indicate that the cognitive processes for the
Note group were deeper and more solid. Second, brain activations for all participants
during the retrieval phase were localized in the bilateral hippocampus, precuneus, visual
cortices, and language-related frontal regions, confirming the involvement of verbalized
memory retrieval processes for appointments. Third, activations in these regions were
significantly higher for the Note group than those for the Tablet and Phone groups. These
enhanced activations for the Note group could not be explained by general cognitive
loads or task difficulty, because overall task performances were similar among the
groups. The significant superiority in both accuracy and activations for the Note group
suggested that the use of a paper notebook promoted the acquisition of rich encoding
information and/or spatial information of real papers and that this information could be
utilized as effective retrieval clues, leading to higher activations in these specific regions.

Keywords: memory encoding, memory retrieval, hippocampus, language, fMRI

INTRODUCTION

The properties of human memory have been investigated with several approaches,
including clinical, psychological, and neuroimaging studies (Tulving, 2002; Schacter
et al., 2007; Miyashita, 2019). It remains to be elucidated how brain activations during
retrieval processes are modulated by different encoding procedures, because it has been
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reported that retrieval performances on paired words became
worse when the categorically similar target words were
simultaneously encoded, suggesting the importance of the
context-dependent encoding (Nairne, 2002; Goh and Lu, 2012).
It is also possible that the manner with which specific
information is encoded—e.g., whether by using a paper
notebook, computer, or mobile device—may affect retrieval
processes. A recent behavioral study showed that students
who took longhand notes performed better on conceptual
questions than those who took notes on laptop computers
(Mueller and Oppenheimer, 2014). A reasonable explanation
for this interesting finding would be that the use of a
paper notebook enables users to summarize and reframe
information in their own words for encoding, while the
use of a laptop tends to encourage them to write down
information more passively (i.e., more nearly verbatim). The
former processes thus naturally ensure deeper and more solid
encoding via the active process of making notes. Moreover,
it has been reported that longhand note-taking enhanced the
performance of students on recognition of memorized words,
even though typing on a computer keyboard allowed greater
speed (Aragón-Mendizábal et al., 2016).

Another possible explanation for the superiority of
longhand note-taking for conceptual understanding is
related to the use of paper for writing/reading since a
behavioral study reported the superiority of paper to
computer screens in terms of reading comprehension
(Wästlund et al., 2005; Mangen et al., 2013). These studies
indicated the importance of visual and tactile cues for
perceiving constant physical sizes and spatial locations,
because ‘‘the material substrate of paper provides physical,
tactile, spatiotemporally fixed cues to the length of the text’’
(Mangen et al., 2013). We hypothesized that the use of a
paper notebook, together with longhand note-taking, would
enhance both memory encoding and later retrieval processes
that could then be investigated at the brain level. More
specifically, the utilization of the paper likely enhances
the processes of associating episodic (what) and spatial
(where) information, especially in the hippocampus, given
its well-established role in the integration of what/where/when
information (Broadbent et al., 2004; Eichenbaum, 2004;
Chadwick et al., 2010).

To address this issue, we compared three groups of
participants who used a paper notebook (Note), electronic
tablet (Tablet), or smartphone (Phone) during the encoding
phase. Participants in the Tablet group used a stylus pen,
thereby controlling for the effects of longhand writing with
a pen in the Note group. It should be noted that physical
sizes and spatial locations of a document remain constant
for a paper notebook, whereas they become variable on the
display of a tablet or smartphone. Moreover, not only the
physical interaction of the hand with the pen/paper during
note-taking but the actual writing of notes relative to each page
of the real paper provides more concrete encoding information,
because that information can be easily erased and updated
by new information on the physically same screen of a tablet
or smartphone.

We asked participants to write down scheduled appointments,
and then, after one hour during which they performed an
interference task, we conducted a retrieval task in which we
tested participants’ recognition memory of those appointments
(Figure 1). We further hypothesized that the interaction with
physical paper, rather than the mental editing/preparation of
the notes or the physical act of handwriting, provides episodic
and spatial information of notes relative to each page of real
paper, together with visual/tactile information from the paper.
These properties and cues of papers could help to retrieve specific
information, and thus lead to increased activations in specified
brain regions for the Note group, compared with the other
groups using mobile devices lacking such processes.

It has been proposed that the hippocampus and the prefrontal
cortex support complementary functions in episodic memory
and that the bidirectional information flow between these
regions may play a crucial role in integrating and consolidating
individual information (Moscovitch et al., 2016; Eichenbaum,
2017). A previous functional magnetic resonance imaging (fMRI)
study reported that episodic memory of a word or picture is
related to a functional network that includes the left posterior
precuneus and the left lateral prefrontal cortex (Lundstrom
et al., 2003). On the other hand, language function is critically
involved in human episodic memory, and some language-related
regions would be recruited during both memory encoding and
retrieval. The left lateral premotor cortex (LPMC) and left
opercular/triangular parts of the inferior frontal gyrus (F3op/F3t)
are suggested to have central roles in syntactic processing,
whereas the left angular/supramarginal gyri (AG/SMG) make a
major contribution to lexical processing (Sakai, 2005). Moreover,
the right frontal cortex was identified as a supportive region for
syntactic processing (Kinno et al., 2014). Activations in these
regions would be observed during memory retrieval because
fMRI studies showed that the hippocampus and language-related
regions involved in the encoding phase were also activated during
the retrieval phase (Rugg et al., 2008). The retrieval task we used
critically involved episodic memory of scheduled appointments,
and thus activations in these regions would be increasedmore for
the Note group than the other groups.

MATERIALS AND METHODS

Participants
University student volunteers (48 native Japanese speakers,
18 females) aged 18–29 years were openly recruited from
multiple sources, including the University of Tokyo and Sophia
University, as well as the participant pool of the NTT Data
Institute of Management Consulting. The laterality quotient
(LQ) was measured according to the Edinburgh inventory
(Oldfield, 1971); all participants but one were right-handed,
and the exception was both-handed (LQ: −14). As stated
above, the participants were divided into three groups: Note,
Tablet, and Phone groups (Table 1). These three groups
were age- and LQ-matched (Kruskal–Wallis test, p > 0.1), as
well as gender-matched (Fisher’s exact test for count data,
p = 0.17). Each participant first answered a questionnaire
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FIGURE 1 | Recording and retrieval of schedule information. Participants first read dialogues (in Japanese), then extracted scheduled appointments contained in
the dialogues, and wrote them down with a paper notebook (Note group), electronic tablet (Tablet group), or smartphone (Phone group). This procedure reproduces
the daily making of to-do lists and naturally involves encoding processes. The upper panel shows a typical example (English translation) written by a participant. After
an hour including an interference task, the participants were asked to answer questions about the appointments and reported their level of confidence in their answer
to each question. The lower panel shows a typical trial in this retrieval task.
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TABLE 1 | Basic data on participants.

Experimental Number of Age (year) LQ The maximum length of
groups participants memorized sequences

Paper notebook (Note) 16 (8) 20.8 ± 1.6 (18.7–24.1) 90 ± 10 (71–100) 6.5 ± 1.2 (4–8)
Electronic tablet (Tablet) 16 (3) 20.1 ± 1.0 (18.7–22.4) 88 ± 12 (65–100) 6.4 ± 1.0 (5–8)
Smartphone (Phone) 16 (7) 21.8 ± 2.6 (19.0–27.7) 83 ± 28 (−14–100) 6.9 ± 1.1 (4–8)

For the number of participants, numbers of females are shown in parentheses. For age, laterality quotient (LQ), and the maximum length of memorized sequences, averaged data
(mean ± standard deviation) and their ranges (in parentheses) are shown.

on their daily use of paper notebooks, electronic tablets,
and smartphones for scheduling in an academic or personal
context (seven-point scale for each). Based on this result,
electronic tablet users were assigned to the Tablet group, and
smartphone users (those on the highest scale for smartphone
use) were assigned to either the Tablet or Phone group. To
estimate short-term memory ability, we used the number-letter
sequencing in the Wechsler Adult Intelligence Scale—Fourth
Edition (Drozdick et al., 2012), and the maximum length of
memorized sequences was not significantly different among
the three groups (p = 0.4). All participants in the Note
group used paper notebooks for daily schedule management,
whereas eight and seven participants in the Tablet and
Phone groups, respectively, also used paper notebooks for
that purpose. To control the experience and accustomedness
of using paper notebooks for daily schedule management,
these 15 participants (with eight females) were separately
designated the Device group, which was used in behavioral and
activation analyses.

Before they participated in the study, the nature and
possible consequences of the studies were explained to
each participant and written informed consent was obtained
afterward. None of the participants had a history of neurological
or psychological disorders. Approval for the experiments was
obtained from the institutional review board of the University of
Tokyo, Komaba.

Stimuli and Tasks
Two sets of written dialogues between two or three persons
(a set of dialogues on academic matters and a set on personal
matters) were presented to the participants, who were asked
to imagine that they were participating in those dialogues.
There were seven daily scheduled appointments for the academic
context and seven for the personal context (in February and
March, respectively). While silently reading the dialogues,
participants were asked to enter each of these appointments into
a monthly calendar (Figure 1, upper panel). The participants
used either a paper notebook [Noritsu NOLTY Notebook
(2017), size 20.6 × 17.6 cm2 when opened], an electronic tablet
[iPad Pro 10.5 inch (2017), screen size 21.4 × 16.1 cm2 in
landscape orientation], or a smartphone (Google Nexus 5 LG-
D821, screen size 6.2 × 10.9 cm2 in portrait orientation),
where the paper notebook and electronic tablet were similar
in physical layout (size and orientation). All three types of
calendars had a day, week, and month view, but we used
only the month view. In the case of the paper notebook
and electronic tablet, appointments could only be viewed
and edited individually in the relevant month (i.e., discrete

views). In the smartphone, individual weeks could be viewed
and edited by swiping continuously (i.e., continuous views).
This difference was notable, in that schedule information
would be encoded relative to the spatial configuration of
one month (see Figure 1) for the paper notebook and
electronic tablet.

Regarding input methods, a four-color pen was used to
write in the paper notebook [the use of color(s) was up to
each participant], and a stylus pen was used to write on the
electronic tablet with a free choice of multiple colors (without
using a virtual keyboard). In the case of the smartphone, the
text was written by either flick input with the finger(s) or by
using a virtual keyboard. In Japanese, there are three types of
characters (hiragana, katakana, and kanji; kanji basically consists
of Chinese characters), and kana-kanji transformation is usually
used for inputs in mobile devices and computers (kana-kanji
transformation converts a limited number of hiragana to vast
numbers of kanji by requiring users to select appropriate kanji
from multiple candidates). The flick input utilizes a telephone
keypad with a three by four layout, and one hiragana character
can be selected by either tapping a keypad or flicking from
a keypad to one of four directions (up, down, left, or right)
to enter one of five hiragana characters sharing the same
initial consonant.

We measured the time required by participants to write
down the appointments, but we set no time limit. When the
participants finished writing down, they were instructed to
review the calendar for 30 s. Then, after the retention period
for an hour including an interference task, participants were
asked to recall those appointments in a retrieval task; the
experimental purpose of writing down the appointments was
not disclosed to them. The interference task involved listening
comprehension; participants were informed that they would hear
a story, and then be asked about its contents while lying in an
MRI scanner. We used the first 6 min of a narrated version
of a Japanese classic short story called ‘‘Ma-jutsu (Magic)’’
(written by Ryūnosuke Akutagawa, narrated by Takeshi Sasaki,
and published by Pan Rolling, Japan). This story was unfamiliar
to all participants. The auditory stimuli were presented through
a headphone and participants were not permitted to take notes
while listening. Sixteen questions about the detailed contents of
the story were displayed inside the scanner (two questions per
run), and the participants pressed one of four buttons to select
the right answer.

After a short break outside the scanner to adjust the time
between the encoding and retrieval phases to 1 h, participants
performed a retrieval task inside the scanner (Figure 1, lower
panel), in which 16 questions about detailed contents of the
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appointments were displayed (two questions per run). Out of
the 16 questions, seven required recalling of the relationships
between multiple appointments, one required the conversion
from the date to the day of the week (using the spatial
information of the calendar), and three required recalling from
similar or confusing appointments. The remaining five questions
were more straightforward and thus considered as the easier
questions. In each trial, a question was presented with four
choices, and the participants pressed a button to select the
right answer within 10 s. After an interval of 1 s, participants
reported their level of confidence (1–4 scale, 4 = very confident)
for that answer by pressing one of four buttons within 2 s.
These responses were used to assess the correctness of each
participant’s self-evaluation, where the true positive rate vs. the
false positive rate was plotted for each of the four levels of
confidence. By connecting these plots, we obtained a receiver
operating characteristics curve (Fawcett, 2006), and we used the
area under the curve (AUC) for this assessment (0 = perfectly
wrong; 0.5 = no distinction; 1 = perfectly correct).

As a control condition, we added a 2-back task into the
run with the retrieval task. In each trial of the 2-back task,
two different non-words, each with three Japanese characters,
were sequentially displayed (each for 2 s). These characters were
randomly selected from those used in the retrieval tasks, where
the same type of characters (either hiragana, katakana, or kanji)
was presented in a block of trials. Then four choices were shown
for 5 s with a new non-word to be remembered. The correct
answer was the non-word that appeared 2-back before but in
a different order of three characters. There were two to four
continuous trials with button pressings in each block.

Each run consisted of three 2-back blocks and two retrieval
task trials, in which a 2-back block always started first, and
the 2-back blocks and retrieval task trials were alternated. As
fMRI events, we estimated the 6-s memory retrieval phase
[determined by response times (RTs)] and the subsequent 4-s
post hoc period from each 10-s period of the retrieval task,
as well as a 5-s event for the 2-back task. With regards to
contrasts between events, we always applied an exclusive mask
of negative activations for the control conditions (one-sample
t-test, uncorrected p < 0.05). During the scans, the participants
wore earplugs and an eyeglass-like MRI-compatible display
(resolution = 800 × 600 pixels, framerate = 60 fps; VisuaStim
Digital, Resonance Technology Inc., Northridge, CA, USA).
The stimuli were all presented in yellow letters on a black
background. For fixation, a small red cross was shown at the
center of the screen when a stimulus was not shown. The stimulus
presentation and collection of behavioral data (accuracy and
RTs) were controlled using the Presentation software package
(Neurobehavioral Systems, Albany, CA, USA).

MRI Data Acquisition
The MRI scans were conducted in a 3.0 T scanner (Signa HDxt;
GE Healthcare, Milwaukee, WI, USA) with a bird-cage head
coil. Each participant was in a supine position, and his or her
head was immobilized inside the coil. As regards the structural
images, high-resolution T1-weighted images of the whole brain
(136 axial slices, 1 × 1 × 1 mm3) were acquired with a three-

dimensional fast spoiled gradient-echo (3D FSPGR) acquisition
[repetition time (TR) = 8.6 ms, echo time (TE) = 2.6 ms, flip
angle (FA) = 25◦, field of view (FOV) = 256 × 256 mm2]. With
respect to the time-series data of fMRI, we used a gradient-echo
echo-planar imaging (EPI) sequence (TR = 2 s, TE = 30 ms,
FA = 78◦, FOV = 192 × 192 mm2, resolution = 3 × 3 mm2).
We scanned a set of 30 axial slices that were 3-mm thick with
a 0.5-mm gap, covering the range of −38.5 to 66 mm from the
line of the anterior commissure to the posterior commissure
(AC-PC). In a single scanning run, we obtained 45 volumes
and dropped the initial four volumes from analyses due to MR
signal increases.

fMRI Data Analyses
The fMRI data were analyzed in a standard manner using
SPM12 statistical parametric mapping software (Wellcome Trust
Center for Neuroimaging1; Friston et al., 1994) implemented
on MATLAB (Math Works, Natick, MA, USA). The acquisition
timing of each slice was corrected using the middle slice (the 15th
slice chronologically) as a reference for the functional images.We
spatially realigned each volume to the first volume of consecutive
runs, and a mean volume was obtained. We set the threshold
of head movement during a single run as follows: within a
displacement of 2 mm in any of the three directions, and a
rotation of 1.4◦ around any of the three axes. These thresholds
were empirically determined in our previous studies (Kinno
et al., 2008). If a run included one or several images over this
threshold, we replaced the outlying image with an interpolated
image, which was the average of the chronologically former and
latter ones, and conducted the realignment procedure again. The
realigned data were resliced every 3 mm using seventh-degree
B-spline interpolation.

Each individual’s structural image wasmatchedwith themean
functional image generated during realignment. The resultant
structural image was spatially normalized to the standard brain
space as defined by the Montreal Neurological Institute (MNI)
using the extended version of the unified segmentation algorithm
with light regularization; this is a generative model that combines
tissue segmentation, bias correction, and spatial normalization
in a single model (Ashburner and Friston, 2005). The resultant
deformation field was applied to each realigned functional image
to be spatially normalized with non-linear transformation. All
normalized functional images were then smoothed by using an
isotropic Gaussian kernel of 9 mm full-width at half maximum
(FWHM). Low-frequency noise was removed by high-pass
filtering at 1/128 Hz.

In the first-level analysis (i.e., the fixed-effects analysis within
a participant), each participant’s hemodynamic responses were
modeled for the following types of events: initial 2-back trials
with encoding alone, other 2-back trials, 6-s memory retrieval
phase of retrieval trials, and 4-s post hoc period of retrieval
trials. These event types were separately set for each group.
Each event was modeled with the boxcar function overlaid with
a hemodynamic response function. To minimize the effects of
head movement, the six realignment parameters obtained from

1http://www.fil.ion.ucl.ac.uk/spm
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preprocessing were included as a nuisance factor in a general
linear model.

These modeled responses were then generated in a general
linear model for each participant and used for the inter-subject
comparison in a second-level analysis (i.e., the random-effects
analysis for a group). To examine the activation of the regions
in an unbiased manner, we adopted whole-brain analyses. For
statistical analyses, a two-way ANOVA (group × event type)
with t-tests was performed with three nuisance factors (age,
gender, and laterality quotient), where the statistical threshold
was set to family-wise error (FWE) corrected p < 0.05 for
the voxel level. For the anatomical identification of activated
regions, essentially we used the Anatomical Automatic Labeling
(AAL) method2 (Tzourio-Mazoyer et al., 2002) and the labeled
data as provided by Neuromorphometrics Inc.3, under academic
subscription. In addition to whole-brain analyses, we adopted
analyses of each region of interest (ROI) by using the MarsBaR-
toolbox4, in which an ROI was taken from a cluster identified
by the ‘‘retrieval—2-back’’ contrast for all participants, which
were further extracted with an AAL mask of each region.

RESULTS

Behavioral Results
We first compared the amounts of time required to write
down the scheduled appointments (i.e., the duration of
schedule recording) among the Note, Tablet, and Phone
groups, and we observed a significant difference by a
one-way ANOVA (F(2,45) = 6.5, p = 0.003; Figure 2A).
The duration was significantly shorter for the Note group
compared to the Tablet and Phone groups combined (t-test,
t(46) = 3.2, p = 0.002). We also confirmed a significant
difference between the Note and Device groups (t(29) = 3.0,
p = 0.003).

Relative to the chance level of 25% accuracy, the accuracy
for the retrieval task was reliable and well below the ceiling
level (Figure 2B). The participants’ self-evaluation on confidence
was also correct, because the AUC for the Note, Tablet,
and Phone groups were 0.77 ± 0.14, 0.77 ± 0.12, and
0.74 ± 0.11, respectively, where group differences were not
significant (F(2,45) = 0.2, p = 0.8). The accuracy or RTs in the
retrieval was not significantly different among the three groups
(accuracy: F(2,45) = 0.5, p = 0.6; RTs: F(2,45) = 0.8, p = 0.5;
Figure 2C); the accuracy and RTs in the interference and 2-back
tasks were also comparable among the three groups (p > 0.4).
However, we observed significant group differences when we
focused on the easier questions of scheduled appointments (see
‘‘Materials and Methods’’ section; Figure 2B). According to
non-parametric tests for the data showing ceiling effects, the
accuracy of the easier questions was significantly higher for
the Note group than the Tablet group (Wilcoxon rank-sum
test, W = 179, p = 0.04), and the difference between the

2http://www.gin.cnrs.fr/AAL2/
3http://Neuromorphometrics.com/
4http://marsbar.sourceforge.net/

FIGURE 2 | Behavioral data. (A) The intergroup differences in the mean
duration of schedule recording (see Figure 1), together with individual data
points overlapped. In addition to the three groups (Note, Tablet, and Phone),
we also introduced a Device group, which consisted of participants who used
mainly notebooks daily and were assigned to either the Tablet or Phone
group. (B) Accuracy in the retrieval task. The broken line denotes the chance
level of 25% accuracy. For the easier (i.e., more straightforward) questions,
the Note group showed significantly higher accuracy than the Tablet group.
(C) Response times (RTs) in the retrieval task. Error bars indicate standard
errors of the mean. *p < 0.05.
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FIGURE 3 | Activated regions for the retrieval task. (A) Results of the “First
6 s—Last 4 s” contrast within the retrieval task period are shown for all
participants. (B) Results of the “retrieval—2-back” contrast are shown for all
participants. The lines indicate the locations of the sections. Localized
activations were observed bilaterally in the lateral premotor
cortex/opercular/triangular parts of the inferior frontal gyrus (LPMC/F3op/F3t),
angular/supramarginal gyri (AG/SMG), hippocampus, precuneus, and lingual
gyrus/calcarine/inferior occipital gyrus (LG/calcarine/IOG; see Table 2 for the
list of local maxima).

Note and Device groups was marginally significant (W = 164,
p = 0.06).

The Tablet and Phone groups (or Device group) took
more time for writing down (Figure 2A), and this might be
due to slower input of characters with such mobile devices
(no typing on the computer keyboard). However, at least
between the Note and Tablet groups, the use of a stylus
pen was just similar to writing with a four-color pen, and
the physical layout of a notebook or tablet was equated
as much as possible (see ‘‘Materials and Methods’’ section).
Moreover, there was ample time for every group to write
down all appointments into a monthly calendar. Therefore,
shorter amounts of time for writing down and higher accuracy
in easier questions for the Note group suggest that those
cognitive processes for the Note group were actually deeper and
more solid.

When all participants in the three groups were combined,
the accuracy in the retrieval and 2-back tasks were significantly
correlated (Pearson’s correlation, r = 0.31, t(46) = 2.2, p = 0.03).
RTs showed a significant correlation as well (r = 0.33, t(46) = 2.4,
p = 0.02). These results confirm consistent immediate- and
short-term memory capacities for every participant.

Enhanced Activations in Bilateral Regions
for the Note Group
To identify brain regions specifically involved in the memory
retrieval process, we directly compared activations between
the 6-s memory retrieval phase and the 4-s post hoc period
from each 10-s period of the retrieval task, denoted as
‘‘First 6 s—Last 4 s’’ contrast. This was because the mean
RTs were less than 6 s for all but two participants (see
Figure 2C). With this stringent contrast during the same
stimulus presentation and task, dynamic signal changes induced
by such active retrieval processes should be revealed. As shown
in Figure 3A, localized activations were found bilaterally in
the middle frontal gyrus, F3op/F3t, fusiform gyrus, AG/SMG,
middle/inferior occipital gyrus (MOG/IOG), pallidum, and
hippocampus; we also observed left-lateralized activation in the
LPMC and precuneus.

It is still possible that these activations reflect immediate
memory processes that were necessary to solve the retrieval task;
note the above-mentioned correlation between performances
of the two tasks. Thus, we further compared activations
in the retrieval task (10-s period) against those in the
2-back task with more demanding immediate memory, which
successfully removed common factors in both tasks (Figure 3B).
The result of activations replicated the above-mentioned
regions (Table 2), providing appropriate ROIs for further
analyses. Additional activations were found bilaterally in the
lingual gyrus (LG) and calcarine sulcus; we also observed
left-lateralized activation in the orbital part of the inferior frontal
gyrus (F3O).

We assessed percent signal changes for these ROIs, and
found significant intergroup differences in the posterior
hippocampus, precuneus, LG/calcarine/IOG, LPMC/F3op/F3t,
and AG/SMG (Figures 4A–E). Activations in the first four
regions were significantly different between the Note group
and the combined Tablet and Phone groups (hippocampus:
t(94) = 2.4, p = 0.02; precuneus: t(94) = 2.3, p = 0.03;
LG/calcarine/IOG: t(94) = 2.7, p = 0.008; LPMC/F3op/F3t:
t(94) = 2.0, p = 0.05), whereas those in the last region were
significantly different between the Note and Phone groups
(t(62) = 2.2, p = 0.03). Activations in the LG/calcarine/IOG
and LPMC/F3op/F3t were also significantly different between
the Note and Device groups (LG/calcarine/IOG: t(60) = 2.2,
p = 0.03; LPMC/F3op/F3t: t(60) = 2.4, p = 0.02), even when
the experience/accustomedness of using paper notebooks was
equated. Moreover, we observed a significant positive correlation
between the RTs in the retrieval task and the averaged signal
changes in the ROIs of LPMC/F3op/F3t and AG/SMG for
all participants (r = 0.31, t(46) = 2.2, p = 0.03; Figure 4F).
This link between behavioral results and brain activations
indicates that inner language processes were indeed involved
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TABLE 2 | ROIs determined by the contrast of “retrieval—2-back” for all participants.

Brain regions BA Side x y z Z Voxels

LPMC 6/8/9 L −36 8 47 Inf 1,030
R 39 17 53 7.1 *

F3op/F3t 44/45 L −48 20 8 5.9 *
R 48 29 35 7.5 *

ACC/pre-SMA 32/8 M −6 29 44 Inf *
F3t/F3O 45/47 L −45 41 −4 7.8 71
Insula 13 L −30 26 −4 7.0 46

R 33 29 −4 6.8 49
ITG 20 L −54 −43 −13 6.6 15
FG 37 L −36 −46 −22 5.4 12
AG/SMG 39/40 L −33 −70 35 Inf 246

R 39 −67 38 Inf 180
Precuneus 7 L −9 −64 41 7.8 97

−21 −61 26 6.9 *
R 24 −58 26 6.0 8

LG/Calcarine/IOG 18/19/17 L −12 −88 −10 Inf 622
R 9 −85 −10 Inf *

Cerebellum Crus I/Crus II/VI R 12 −79 −28 6.2 *
ibid. IV/V M −6 −40 −1 5.4 71
Hippocampus L −24 −31 −4 7.0 *

R 24 −28 −4 6.4 31

Stereotactic coordinates (x, y, z) in the MNI space are shown for activation peaks of Z values which were more than 12 mm apart in either direction of the x, y, or z-axis. FWE corrected
p < 0.05 for the voxel level. The region with an asterisk is included within the same cluster shown in the nearest row above. BA, Brodmann’s area; L, left; M, medial; R, right; ACC,
anterior cingulate cortex; AG, angular gyrus; F3O, orbital part of the inferior frontal gyrus (F3); F3op, opercular part of the F3; F3t, triangular part of the F3; FG, fusiform gyrus; IOG,
inferior occipital gyrus; ITG, inferior temporal gyrus; LG, lingual gyrus; LPMC, lateral premotor cortex; MOG, middle occipital gyrus; pre-SMA, pre-supplementary motor area; SMG,
supramarginal gyrus.

in during memory retrieval via the function of the language-
related regions.

DISCUSSION

Using three groups of participants who performed a schedule-
recording task using a paper notebook, electronic tablet, or
smartphone, followed by a retrieval task (Figure 1), we obtained
three major results. First, the duration of schedule recording
was significantly shorter for the Note group than the Tablet
and Phone groups, and accuracy was much higher for the
Note group in easier (i.e., more straightforward) questions
(Figure 2). Because the input methods were equated as much
as possible between the Note and Tablet groups, these results
indicate that the cognitive processes for the Note group were
actually deeper and more solid. Second, brain activations
for all groups during the retrieval phase were localized in
the bilateral hippocampus, precuneus, LG/calcarine/IOG, and
LPMC/F3op/F3t (Figure 3), confirming the involvement of
verbalized memory retrieval processes for appointments. Third,
activations in these regions were significantly higher for the
Note group than those for the Tablet and Phone groups
(Figure 4). These enhanced activations for the Note group
could not be explained by general cognitive loads or task
difficulty, because overall task performances were similar among
the groups. Brain activations for the Tablet and Phone groups
were similar, where the difference in input methods did not
affect the results. On the other hand, the Note and Tablet
groups showed a clear difference in brain activations even
if the physical layout and input methods were controlled.
Brain activations were significantly different also between the

Note and Device groups, even when accustomedness to paper
notebooks or mobile devices was equated for daily usage. The
significant superiority in both accuracy and activations for
the Note group suggested that the use of a paper notebook
promoted the acquisition of rich encoding information and/or
spatial information of real papers (see the ‘‘Introduction’’
section) and that this information could be utilized as
effective retrieval clues, leading to higher activations in these
specific regions.

The hippocampus is crucially involved not only in memory
encoding and retrieval processes but also in spatial memory
itself. The hippocampal-entorhinal cortex provides spatial
representations, as demonstrated by grid cells (Hartley et al.,
2014; Moser et al., 2015). It has also been suggested that
activations in the human hippocampus encode distances between
locations in the real world (Morgan et al., 2011; Howard et al.,
2014). In a recent fMRI study using a graph structure of
pictures, the adaptation signals in the hippocampal-entorhinal
cortex were suppressed for shorter distances on the graph,
indicating that non-spatial relationships were also encoded
in these regions (Garvert et al., 2017). Other neuroimaging
studies have shown that activations in the left posterior
hippocampus were enhanced during retrieval compared with
the encoding of word pairs (Prince et al., 2005) and that
better recollection of proverbs was associated with a larger
volume of the bilateral posterior hippocampus (Poppenk and
Moscovitch, 2011). The results of the present study are
consistent with these previous findings, in that the scheduled
appointments included various cues of spatial and structural
information in the calendar, which were especially abundant
when participants used paper notebooks. Moreover, the retrieval
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FIGURE 4 | Intergroup differences in brain activations for the retrieval task.
(A–E) Mean percent signal changes, together with individual data points
overlapped, for the three groups in the regions of interest (ROIs) of the
hippocampus (A), precuneus (B), LG/calcarine/IOG (C), LPMC/F3op/F3t
(D), and AG/SMG (E). The signal changes of an ROI in each hemisphere
were treated as independent samples, in reference to those in the 2-back
task. Error bars indicate standard errors of the mean. *p < 0.05. (F) A
significant correlation between the RTs in the retrieval task and the averaged
signal changes in the ROIs of the LPMC/F3op/F3t and AG/SMG (the
language-related regions) for all participants.

of such encoded information was explicitly required by our
retrieval task and was shown to elicit activations in the bilateral
posterior hippocampus.

Concerning activation in the visual cortex, a previous
study reported that the visual cortex was activated during
the retrieval of pictorial visual information without actual
visual stimulation (Wheeler et al., 2000). The visual areas
play a key role in visual imagery as well, and activations
in those regions could be affected by focal attention during

imagery (Sakai and Miyashita, 1994). Indeed, a study with fMRI
decoding revealed activation in the V1–V3 when participants
reported visual imagery of an object during dreaming, about
which was inquired afterward (Horikawa et al., 2013). Another
study reported that retrieval of visual information was related
to activation patterns in the V1–V3, and further showed
that the activation patterns in the hippocampus predicted
the mnemonic strength (Bosch et al., 2014). As regards the
precuneus, a positron emission tomography (PET) study with
a paired-word retrieval task showed memory-related activation
for both visual and auditory stimuli, indicating a modality-
general role of the precuneus (Krause et al., 1999). The
internal representation for visual imagery of the encoded
calendar provides a plausible account for our results, in
which the paper notebook provides richer information than
mobile devices.

According to our previous study, the left F3op/F3t, right
LPMC, and right F3op/F3t are included in the network for
syntax and its supportive system (Network I; Kinno et al.,
2014), whereas the left LPMC is critical to the network for
syntax and input/output interface (Network II). In the present
study, we observed activation in the left F3t/F3O, which is
an essential part of the network for syntax and semantics
(Network III). Thus all three networks that are crucial for
syntactic processing were involved in the retrieval of scheduled
appointments. The enhanced activations for the Note group
suggest that the use of paper notebooks even influenced
natural language processes, possibly reflecting the encoding of
specific episodes.

Our present experiments demonstrated that brain activations
related to memory, visual imagery, and language during the
retrieval of specific information, as well as the deeper encoding
of that information, were stronger in participants using a
paper notebook than in those using electronic devices. Our
results suggest that the use of a paper notebook affects
these higher-order brain functions, and this could have
important implications for education, particularly in terms
of the pros and cons of e-learning. The expanded use of
mobile devices or computers could undercut the use of
traditional textbooks and paper notebooks, which may in fact
provide richer information from the perspective of memory
encoding. Further research is needed to elucidate the actual
changes in brain activation due to the long-term exposure to
mobile devices.
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The dynamic nature of cortical activation changes during language acquisition, including
second-language learning, has not been fully elucidated. In this study, we administered
two sets of reading and listening tests (Pre and Post) to participants who had begun to
learn Japanese abroad. The two sets were separated by an interval of about 2 months
of Japanese language training. We compared the results of longitudinal functional MRI
experiments between the two time-points and obtained the following major findings.
First, the left-dominant language areas, as well as bilateral visual and auditory areas,
were activated, demonstrating the synergistic effects of multiple modalities. There was
also significant activation in the bilateral hippocampi, indicating the expected involvement
of memory-related processes. Second, consistent with the behavioral improvements
from Pre to Post, the brain activations decreased in the left inferior and middle frontal
gyri during the listening tests, as well as in the visual areas (the bilateral inferior and
superior parietal lobules, and left inferior and middle occipital gyri) during the reading
tests, while activations in the right superior and middle temporal gyri increased during
the listening tests. These modality-dependent activation changes could not be explained
by domain-general cognitive factors, such as habituation or familiarization, because we
used completely different test sets for Pre and Post. Third, the posterior hippocampus
showed a main effect of the hemisphere, whereas the anterior hippocampus showed
a significant main effect of the event (i.e., specific to first listening events), reflecting
initial encoding of auditory information alone. In summary, activation changes from Pre
to Post indicate functional changes in modality-dependent networks over a short period
of staying abroad, which would enable effective acquisition of a second language.

Keywords: language acquisition, syntax, fMRI, hippocampus, learning and memory (neurosciences)

INTRODUCTION

Recent advances in human neuroimaging studies have revealed both anatomical and functional
changes during second language (L2) acquisition (Chee et al., 2001; Reiterer et al., 2009;
Schlegel et al., 2012; Li et al., 2014), which occur in the language-related regions required
for first or native languages (L1), and possibly in other regions as well. By using diffusion
magnetic resonance imaging (diffusion MRI), we have recently shown that the structural measure
(fractional anisotropy) of the left arcuate fasciculus (i.e., dorsal pathway) connecting the left
inferior frontal gyrus (IFG) and other language-related regions was significantly correlated with

Frontiers in Behavioral Neuroscience | www.frontiersin.org 1 March 2021 | Volume 15 | Article 63195717

https://www.frontiersin.org/journals/behavioral-neuroscience
https://www.frontiersin.org/journals/behavioral-neuroscience#editorial-board
https://www.frontiersin.org/journals/behavioral-neuroscience#editorial-board
https://doi.org/10.3389/fnbeh.2021.631957
http://crossmark.crossref.org/dialog/?doi=10.3389/fnbeh.2021.631957&domain=pdf&date_stamp=2021-03-26
https://creativecommons.org/licenses/by/4.0/
mailto:sakai@sakai-lab.jp
https://doi.org/10.3389/fnbeh.2021.631957
https://www.frontiersin.org/articles/10.3389/fnbeh.2021.631957/full
https://www.frontiersin.org/journals/behavioral-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/behavioral-neuroscience#articles


Sakai et al. Brain Activations by L2 Acquisition

performance on a syntactic task in high-school students who had
studied English as an L2 at school (Yamamoto and Sakai, 2016),
and this correlation was clearly dissociated from developmental
changes (Yamamoto and Sakai, 2017). Another MRI study
performed during 16 weeks of vocabulary training in L2 for
university students showed a volume increase in the right IFG,
as well as a connectivity change in the right hemisphere (Hosoda
et al., 2013). Although the issue of hemispheric dominance
remains, such anatomical changes during L2 acquisition likely
affect the functions of those regions as well.

Each of the language-related regions in the left hemisphere
has a specific function irrespective of modalities (i.e., audition
or vision) or input/output. For example, the dorsal and ventral
regions of the left IFG are specialized in syntax and sentence
comprehension, respectively, whereas the left superior temporal
regions and angular/supramarginal gyri subserve phonological
and lexico-semantic processing, respectively (Sakai, 2005). By
using functional MRI (fMRI), we previously compared two
groups of high-school students, whose ages of acquisition (AOA)
in L2 were 6 years apart, and demonstrated that activations
of the left IFG correlated positively with the accuracy of a
syntactic task for the late learners (mean AOA: 12.6), whereas
activations of the left ventral IFG correlated negatively with
the accuracy for the early learners (mean AOA: 5.6; Sakai
et al., 2009). Although some fMRI studies support the idea
that AOA affects cortical activations, such that the left IFG
activation for grammatical processing in L2 is greater than that
in L1 (Wartenburger et al., 2003), other fMRI studies have
concluded that the degree of exposure to language affects the
left IFG activation, even if the AOA is matched (Perani et al.,
2003). To resolve these conflicting claims, we have proposed
that the cortical activations may initially increase upon onset of
acquisition, then remain at the increased level for some time,
and finally fall during the consolidation of linguistic competence
(see Figure 3E in Sakai, 2005). If this general law applies to
L2 in general, then the language-related regions may show
higher, lower, or comparable activation, depending on which
developmental phases or aspects are compared. It is also probable
that the time course of L2 acquisition depends on the specific
linguistic function we focus on.

It is also likely that modality-specific regions, i.e., auditory
and visual areas, would also show activation changes during
L2 training for listening and reading abilities. In our previous
study on newly learned Hangul letters with speech sounds, we
showed a positive correlation between accuracy improvements
and activation increases in the left posterior inferior temporal
gyrus (Hashimoto and Sakai, 2004), indicating that activation
changes occur even within two consecutive days during the
initial stage of learning. It would be interesting to examine
whether cortical activations continue to increase or rather begin
to decrease after several months of exposure to newly acquired
speech sounds and letters in L2, still at the early stage of
training. In our present longitudinal experiments, we conducted
reading and listening tests (see Figure 1) before and after about
2 months of L2 training for each participant, and examined the
differences in brain activation between the two time-points. The
reading and listening tests in L2 were similar to those used in

a classroom, where auditory stimuli are usually presented twice:
first listening for general comprehension, and second listening
for more selective focusing on specific questions. The reading
and listening tests differed not only in their modalities but in
their question contents and presentations (e.g., visual material
can be read repeatedly). However, both syntactic and semantic
processes were crucially involved in both types of tests, and we
should bear in mind that modality-dependent effects examined
here may contain such subsidiary processes as well.

During the initial L2 training, language-related regions,
as well as auditory and visual areas, are expected to be
crucially involved. Because they are the most critical regions
of syntactic processing, we predict that the left inferior and
middle frontal gyri (L. IFG/MFG) will exhibit activation changes.
The L. IFG/MFG have been proposed as grammar centers
(Sakai, 2005), and we have recently clarified that their right-side
homologs, the right IFG/MFG (R. IFG/MFG), play a supportive
role as a part of the syntax-related network I (Kinno et al., 2014;
Tanaka et al., 2020). The auditory areas include the bilateral
superior and middle temporal gyri (STG/MTG), and the visual
areas may include at least the bilateral inferior and superior
parietal lobules (IPL/SPL), fusiform gyrus (FG), and inferior and
middle occipital gyri (IOG/MOG). Another candidate region
involved in L2 acquisition would be the hippocampus due to
its role in processing episodic memory (Zeidman and Maguire,
2016), although its role in the process of language acquisition has
not been fully elucidated. While an fMRI study suggested that an
increased proficiency level of an artificial language was associated
with decreased activity in the left posterior hippocampus (Opitz
and Friederici, 2003), the left posterior hippocampus is selectively
activated for memory retrieval of word associations (Prince
et al., 2005). The objectives of the present study were to clarify
how each of these cortical regions and hippocampi showed
activations depending on different modalities and time-points
during L2 acquisition.

MATERIALS AND METHODS

Participants
We recruited 18 participants, who had learned Japanese through
EF (EF Education First, Switzerland) courses for the first
time at the EF Tokyo campus in Shibuya. During their 6-
12 months stay abroad in Japan, the participants were exposed
to Japanese in various rich social environments for at least 3 h
each day. To focus on activation changes at the early stage of
training in a second language, one participant who had studied
Japanese for 6 years before the stay was dropped. The other
participants had no history of learning Japanese before their stay
in Japan. We assessed handedness according to the Edinburgh
inventory (Oldfield, 1971), and dropped two participants whose
laterality quotients showed left-handedness. The remaining
15 participants (10 males and 5 females) were 21 ± 3.5 years
old [mean ± standard deviation (SD)], and showed right-
handedness (laterality quotients: 79 ± 26). Their L1s were
German (7), Norwegian (4), Spanish (2), French (1), and Dutch
(1); they had also learned English as L2 mostly at school.
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FIGURE 1 | Examples of reading and listening tests for learning Japanese as a second language. (A) A single trial of the reading tests. Following the presentation of
a fixation point for 5 s (baseline for brain activation), a test sentence was visually presented for 10 s (an fMRI event of reading), and then four choices were additionally
presented as possible replacements for the underlined portion of the sentence. The participants were required to select one of the choices within 50 s. The double
tilde symbols denote continuation of similar trials in that run. Visual stimuli were presented in Japanese, but English equivalents are shown here. (B) A single trial of the
listening tests with short stimuli. The same speech stimulus was presented twice, for 4–10 s each time (fMRI events labeled first listening and second listening). After
listening to the first stimulus, the participants were visually presented with a question sentence and four possible answers and were given 30 s to proceed without
choosing an answer. After listening to the second stimulus, the participants finally chose one of the four answers by pressing a button. Both auditory and visual
stimuli were presented in Japanese, but English equivalents are shown here. (C) A single trial of the listening tests with long stimuli. The same speech stimulus was
presented twice, for 20 s each time (fMRI events labeled first listening and second listening), together with multiple questions. English equivalents are shown here.

All experiments were performed as per relevant guidelines
and regulations, including the Declaration of Helsinki, and
the Singapore Statement on Research Integrity. All participants
provided their written informed consent to participate in this
study after the nature and possible consequences of the study
were explained. Approval for these experiments was obtained
from the institutional review board of the University of Tokyo,
Komaba Campus.

Stimuli and Tasks
We designed two sets of tests (A and B) from EF placement
tests in Japanese, each of which consisted of 25 reading and
five listening tests, including questions about syntactic structures
and sentence comprehension. Auditory stimuli were speech

sounds taken from EF placement tests in Japanese. During the
EF course of Japanese for beginners, different sets of tests (Pre
and Post) were administered 40–100 days apart (61 ± 18 days),
where the Pre sets followed 2 or 3 months of initial courses at the
beginning of their stay in the L2 environment. The order of sets
A and B was counterbalanced across participants.

For the reading tests, participants read a short sentence with
a missing phrase or particle, and chose one from four suggested
replacements. All visual stimuli were presented in white against
a dark background. For fixation, a small red cross was shown at
the center of the screen to initiate eye movements from the same
fixed position, and the participants were instructed to return
their eyes to this position. During the scans, the participants wore
an eyeglass-likeMRI-compatible display (resolution = 800× 600,
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framerate = 60 fps; VisuaStim Digital, Resonance Technology
Inc., Northridge, CA, USA). For weak-sighted participants,
correction lenses were inserted in front of the display.

For each reading test, we presented a fixation point for 5 s,
which was used as a baseline for the fMRI analyses (Figure 1A).
A test sentence with a missing phrase or particle was visually
presented for 10 s (an fMRI event of reading), and then four
choices were presented to fill in the blank. Participants read
the stimuli and responded within 50 s while the sentence was
presented, which was the maximum time set for beginners. A
set of reading tests were presented in three different writing
systems, corresponding to the three steps of learning to read
in Japanese: five sentences written in the Roman alphabet of
Japanese sounds (easiest notation for Europeans), 15 sentences in
kana (a phonetic alphabet in Japanese, including both hiragana
and katakana), and five sentences in kana and kanji (with
Chinese characters, in a normal writing style). The leading
questions (e.g., ‘‘Which one is the best among 1, 2, 3, and 4?’’)
and choices were presented in kana alone. For each participant,
we tested five scanning runs, where each run included five
reading tests.

For the listening tests, not only short stimuli of a brief
Japanese sentence for 4–10 s (Figure 1B), but long stimuli
of multiple sentences for 20 s were administered to examine
different aspects of listening abilities (Figure 1C). The former
involved a basic knowledge about sentence construction and
comprehension of a single sentence, while the latter required
further syntactic and contextual understanding of connected
sentences; we combined both aspects in the subsequent analyses.
Only one straightforward question was assigned to each short
stimulus, whereas two or three questions were associated with
each long stimulus. Test set A included three short stimuli with
one question each, and a long stimulus with two questions;
test set B included two short stimuli with one question
each, and a long stimulus with three questions. For each
participant, we tested a scanning run with five listening tests
(i.e., five questions).

For each listening test with a short stimulus, we presented
a fixation point as a baseline, and then speech sounds were
presented for 4–10 s (an fMRI event of first listening). The
first listening event was the initial pure exposure to speech
stimuli without performing a task or seeing any visual material.
Next, a question was visually presented in kana with four
choices to let the participants know what would be asked
on the auditory stimuli; the participants were given up to
30 s to read this material, and indicated their readiness to
proceed, without choosing an answer, by pressing any of the
four buttons. The same speech sounds were presented again
while the same question set (but without choices) was visually
presented (an fMRI event of second listening), which simulated
a listening test with questions on the display, like a TOEFL
(Test of English as a Foreign Language) listening test; this
event thus involved multimodal integration. After listening to
the second stimulus, the participants finally chose one of the
four answers by pressing an appropriate button. Concerning
each listening test with a long stimulus (20 s), the differences
from the listening test with short stimuli were the duration

of fMRI events and the presence of multiple questions, as
stated above.

During the scans, the participants wore an MRI-compatible
headphone, VisuaStim Digital (Resonance Technology Inc.,
Northridge, CA, USA), a pair of earmuffs (3M Peltor, St. Paul,
MN, USA), and a pair of earplugs (Earasers, Persona Medical,
Casselberry, FL, USA) to reduce the high-frequency noises
(>1 kHz) of the scanner. Before scanning, we appropriately
adjusted the sound pressure level for each participant by
presenting sample stimuli. The stimulus presentation and
collection of behavioral data [accuracy and response times
(RTs)] were controlled with the Presentation software package
(Neurobehavioral Systems, Albany, CA, USA).

MRI Data Acquisition and Analyses
For the MRI data acquisition, we used a 3.0 T MRI system with
a bird-cage head coil (Signa HDxt; GE Healthcare, Milwaukee,
WI, USA), and all tests were conducted in an MRI scanner.
We obtained fMRI data using a gradient-echo echo-planar
imaging (EPI) sequence [30 axial slices, thickness = 3 mm, slice
gap = 0.5 mm, repetition time (TR) = 2 s, echo time (TE) = 30
ms, flip angle (FA) = 78◦, field of view (FOV) = 192 × 192 mm2,
in-plane resolution = 3 × 3 mm2]. In each run, we discarded
the initial four volumes that allowed for the rise of the MR
signals. We also obtained high-resolution T1-weighted images of
the whole brain with a three-dimensional fast spoiled gradient
recalled acquisition in the steady-state (3D FSPGR) sequence
(136 axial slices, TR = 8.5 ms, TE = 2.6 ms, FA = 25◦,
FOV = 256 × 256 mm2, volume resolution = 1 × 1 × 1 mm3)
for normalizing fMRI data.

The fMRI data were analyzed in a standard manner using
SPM12 statistical parametric mapping software (Wellcome Trust
Center for Neuroimaging1 (Friston et al., 1995), implemented
on MATLAB (Math Works, Natick, MA, USA). The acquisition
timing of each slice was corrected using the middle slice (the
15th slice chronologically) as a reference for the EPI data. We
realigned the time-series data in multiple runs to the first volume
in all runs, and further realigned the data to the mean volume
of all runs. The realigned data were resliced using seventh-degree
B-spline interpolation so that each voxel of each functional image
matched that of the first volume.

After alignment to the AC-PC line, each participant’s
T1-weighted structural image was coregistered to the mean
functional image generated during realignment. The coregistered
structural image was spatially normalized to the standard brain
space as defined by the Montreal Neurological Institute (MNI),
by using the unified segmentation algorithm with medium
regularization, which is a generative model that combines
tissue segmentation, bias correction, and spatial normalization
in the inversion of a single unified model. After spatial
normalization, the resultant deformation field was applied to
the realigned functional imaging data, which was resampled
every 3 mm using seventh-degree B-spline interpolation. All
normalized functional images were then smoothed by using an
isotropic Gaussian kernel of 9 mm full-width at half maximum.

1http://www.fil.ion.ucl.ac.uk/spm/

Frontiers in Behavioral Neuroscience | www.frontiersin.org 4 March 2021 | Volume 15 | Article 63195720

http://www.fil.ion.ucl.ac.uk/spm/
https://www.frontiersin.org/journals/behavioral-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/behavioral-neuroscience#articles


Sakai et al. Brain Activations by L2 Acquisition

Low-frequency noise was removed by high-pass filtering at
1/128 Hz.

In the first-level analysis (i.e., the fixed-effects analysis)
for each test, we set three types of conditions: reading, first
listening, and second listening. Each participant’s hemodynamic
responses induced by fMRI events were modeled with a boxcar
function with a duration as shown in Figure 1. The boxcar
function was then convolved with a hemodynamic response
function. To minimize the effects of head movement, the
six realignment parameters obtained from preprocessing were
included as a nuisance factor in a general linear model. The
images under the fMRI events and those under the baselines were
then generated in the general linear model for each participant,
and they were used for the ‘‘fMRI event – baseline’’ contrast in
the second-level analysis (i.e., the random-effects analysis), which
was thresholded at uncorrected p < 0.0001 for the voxel level,
and at corrected p < 0.05 for the cluster level, with family-wise
error (FWE) correction across the whole brain. To examine the
activation of the regions in an unbiased manner, we adopted
whole-brain analyses.

To calculate averaged percent signal changes for the
Pre and Post sets, we focused on seven bilateral regions of
interest (ROIs), which were selected from the significantly
activated regions during the second listening events of the
Pre sets: the inferior and middle frontal gyri (IFG/MFG),
superior and middle temporal gyri (STG/MTG), inferior and
superior parietal lobules (IPL/SPL), fusiform gyrus (FG),
inferior and middle occipital gyri (IOG/MOG), and posterior
hippocampus. The ROI of the anterior hippocampus was
selected from activations during first listening events of the
Post sets, and the following mask was further applied to
separate y coordinates from the posterior part: −50 < x < 0,
−26 < y < 30, −40 < z < 30 for the left hippocampus,
and 0 < x < 50, −23 < y < 30, −40 < z < 30 for the
right hippocampus. To separate larger clusters spanning
multiple regions into each ROI, we used masks combining
cortical regions defined by the Anatomical Automatic
Labeling method2; (Tzourio-Mazoyer et al., 2002), together
with the labeled data as provided by Neuromorphometrics
Inc.,3 under academic subscription. The IFG/MFG consisted
of three regions [middle frontal gyrus (Frontal_Mid_2),
inferior frontal gyrus/opercular part (Frontal_Inf_Oper), and
inferior frontal gyrus/triangular part (Frontal_Inf_Tri)], the
STG/MTG of three regions [Heschl’s gyrus (Heschl), superior
temporal gyrus (Temporal_Sup), and middle temporal gyrus
(Temporal_Mid)], the IPL/SPL of four regions [superior parietal
gyrus (Parietal_Sup), inferior parietal gyrus (Parietal_Inf),
supramarginal gyrus (SupraMarginal), and angular gyrus
(Angular)], and the IOG/MOG of six regions [calcarine fissure
and surrounding cortex (Calcarine), cuneus (Cuneus), lingual
gyrus (Lingual), superior occipital gyrus (Occipital_Sup), middle
occipital gyrus (Occipital_Mid), and inferior occipital gyrus
(Occipital_Inf)]. For each ROI, we extracted the mean percent

2http://www.gin.cnrs.fr/AAL2/
3http://Neuromorphometrics.com/

signal changes from each participant using the MarsBaR-
toolbox4.

RESULTS

Here, we present an outline of our analyses carried out on
behavioral data and fMRI data. First, we assessed improvements
in the reading and listening tests from Pre to Post sets in
terms of the accuracy and response times (RTs). We measured
RTs from the onset of choice presentation for the reading
tests, and the second presentation of each question for the
listening tests. Because listening tests were generally difficult for
L2 learners, the listening stimuli were always presented twice,
as in the case of original placement tests. Note that the first
presentation of each question and the choices (options) was just
preparatory without choosing an answer (see the ‘‘Stimuli and
Tasks’’ section). This procedure was identical between the short
and long stimuli (see Figure 1), and the RTs would become
consistent if the participants could reach a correct answer by the
second presentation; we thus averaged behavioral data for these
stimuli together.

Next, we examined cortical activation during the presentation
of Pre or Post Sets. By observing overall activation patterns
for the events of reading, first listening, and second listening,
we identified the most critical regions that showed significant
activations, including sensory areas and language areas, as well as
memory-related hippocampi. We finally conducted ROI analyses
to statistically compare signal changes among various conditions:
hemispheres [left, right], sets [Pre, Post], and events [reading,
first listening, second listening]. We used t-tests for direct
comparisons between individual conditions, whereas a repeated
measures ANOVA (rANOVA) was used when the main effect of
hemisphere or event was expected.

Behavioral Results
The accuracy and RTs are shown in Figure 2. With respect to
the accuracy, there was a significant improvement in the reading
tests from Pre to Post sets (paired t-test, t(14) = 3.1, p = 0.0073;
Figure 2A), while there was no difference in the listening tests
(t(14) = 0, p = 1). In regard to the RTs, we observed a significant
improvement in listening tests, i.e., a reduction in RTs from Pre
to Post (t(14) = −3.1, p = 0.0073; Figure 2B), while there was no
significant difference in the reading tests (t(14) = −1.1, p = 0.29).
These behavioral results indicate that there were improvements
in both tests during the course of about 2 months.

Regarding the individually variable intervals between the Pre
and Post sets, there was no significant correlation between the
intervals and significant performance improvements from Pre
to Post sets: the accuracy changes in the reading tests (r = 0.16,
p = 0.6), or the RT changes in the listening tests (r = 0.28, p = 0.3).

Overall Cortical Activation During the
Presentation of Pre or Post Sets
Significant activation was observed in both hemispheres with
some notable differences for the reading, first listening, and

4http://marsbar.sourceforge.net/
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FIGURE 2 | Behavioral results. (A) Accuracy of the reading and listening
tests. Note the significant improvement in the reading tests from Pre to Post
sets during the course of learning Japanese. (B) Response times (RTs) of the
reading and listening tests. Note the significant improvement (i.e., reduction in
RTs) in the listening tests from Pre to Post. The error bars denote the SEM
(standard error of the mean). *p < 0.05 (paired t-test).

second listening events. During the reading events (Figure 3A),
prominent activation was observed in the left-dominant
IFG/MFG, as well as in the bilateral IPL/SPL, FG, and IOG/MOG,
i.e., the language areas and visual areas. This activation pattern
was similar for the Pre and Post sets (see Figure 3 for lateral

FIGURE 3 | Overall cortical activation during the presentation of the Pre or
Post sets. (A) Reading events, (B) first listening events, and (C) second
listening events. Activations were projected onto the left (L) lateral, back, and
right lateral surfaces of a standard brain (thresholded at uncorrected
p < 0.0001 for the voxel level, and at corrected p < 0.05 for the cluster level).
Regions of interest (ROIs) are denoted with black ellipses. Visual and audio
areas were activated bilaterally, while the language-related frontal activations
were left-dominant. IFG/MFG, the inferior and middle frontal gyri; STG/MTG,
the superior and middle temporal gyri; IPL/SPL, the inferior and superior
parietal lobules; FG, the fusiform gyrus; and IOG/MOG, the inferior and
middle occipital gyri.

and back views, and Figure 4 for parasagittal planes). After
including the individual intervals between the Pre and Post sets as
a nuisance factor in a general linear model, we obtained the same
activation patterns for the Post sets (Supplementary Figure 1).

During the first listening events (Figure 3B), the
left-dominant activation in the IFG/MFG remained, while
the visual areas were completely replaced by the bilateral
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FIGURE 4 | Activation in the bilateral hippocampus. (A) Reading events, (B)
first listening events, and (C) second listening events. On the parasagittal
planes (x = ± 24), each arrow denotes the posterior or anterior hippocampus.
ROIs are denoted with black ellipses.

STG/MTG, a part of the auditory areas. Moreover, overall
cortical activation was greatly increased during the second
listening events (Figure 3C), in which the same speech sounds
were presented again together with visual stimuli (see Figure 1).
In addition to the bilateral IFG/MFG and STG/MTG, visual
areas of the bilateral IPL/SPL, FG, and IOG/MOG were also

markedly activated during the second listening events in
both the Pre and Post sets, much more than during the first
listening events. These results indicate the synergistic effects
of multiple modalities (i.e., vision, audition, and language),
in that the sentence comprehension of auditory stimuli could
be enhanced by questions and possible answers provided by
visual information.

We also found significant activation in the bilateral
hippocampi, which was evident on the sagittal sections of
x = ± 24 (Figure 4). While the posterior hippocampus [MNI
coordinates of local maxima: (−21, −34, −1) and (24, −28, −4)]
showed consistent activation for all events (see Figure 4C), the
anterior hippocampus [MNI coordinates of local maxima: (−27,
−16, −16) and (24, −13, −19)] exhibited selective activation
during the first listening events (see Figure 4B). This result
indicates the critical role of the anterior hippocampus for the
initial encoding of auditory information (see Figure 1).

Lateralization and Changes in Activation
Between Pre and Post Sets
To quantify and compare activation changes from Pre to Post
for each type of event, as well as activations between ROIs
of both hemispheres, we calculated mean signal changes in
each ROI, separately for the Pre and Post sets (Figure 5).
First, we observed a significant reduction in the L. IFG/MFG
activations from Pre to Post during the second listening events
(paired t-test; t(14) = −2.3, p = 0.041; Figure 5A), though
this effect was not evident in the reading or first listening
events (reading: t(14) = −0.79, p = 0.44; first listening: t(14) =
−0.95, p = 0.36). The R. IFG/MFG did not show significant
changes during any of the events. Moreover, activations in
the L. IFG/MFG were significantly larger than those in the R.
IFG/MFG during all events except the Pre sets in the reading
events. This lateralization is consistent with the critical role of
the L. IFG/MFG as a grammar center. Regarding some brain
regions without significant activation changes during this short
period, those regions may not be critically involved in the
acquisition processes, although negative results cannot exclude
possible involvement.

In contrast, the R. STG/MTG showed a significant increase
in signal changes from Pre to Post during the second listening
events (t(14) = 2.3, p = 0.038), whereas this increase was
marginal during the first listening events (t(14) = 1.8, p = 0.089;
Figure 5B), indicating that the auditory areas became more
sensitive during the course of acquiring a new language,
at least at this early stage. This activation increase was in
marked contrast with the results in the visual areas—namely,
each side of the IPL/SPL showed a significant decrease in
signal changes from Pre to Post during the reading events (L.
IPL/SPL: t(14) = −3.8, p < 0.005; R. IPL/SPL: t(14) = −3.0,
p = 0.0097; Figure 5C). The L. IOG/MOG also showed a
similarly significant tendency during the reading events (t(14) =
−2.3, p = 0.040; Figure 5E). On the other hand, the L. FG
activation was consistently stronger than the R. FG activation
during the reading events, just like the IOG/MOG, while
this tendency was reversed during the first listening events
(Figure 5D). These results suggest the existence of differential
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FIGURE 5 | Lateralization and changes in activations from Pre to Post for each ROI. (A) The IFG/MFG, (B) the STG/MTG, (C) the IPL/SPL, (D) the FG, (E) the
IOG/MOG, (F) the posterior hippocampus, and (G) the anterior hippocampus. *p < 0.05 (paired t-test).

control mechanisms of activation changes depending on the
modalities and hemispheric regions.

On the other hand, the posterior and anterior hippocampi
showed different activation patterns, exhibiting differences
related to hemispheres or events rather than Pre/Post sets.
Therefore, we used an rANOVA with three factors (hemisphere
[left, right] × set [Pre, Post] × event [reading, first listening,
second listening]). The posterior hippocampus showed a
significantmain effect of the hemisphere (F(1,14) = 14, p< 0.0005)
with larger activations in the left hippocampus (Figure 5F). In
contrast, the anterior hippocampus showed a significant main
effect of the event (F(2,28) = 15, p < 0.0005) with increased
activations during the first listening events alone, but without
a hemispheric or set difference (p > 0.5), i.e., no significant
learning effects (Figure 5G). A post hoc analysis further showed
marked differences between the first listening events and others
(reading, t(14) = 4.9, p < 0.0005; second listening, t(14) = 6.0,
p < 0.0005). These results suggest different functional roles of
the posterior and anterior hippocampi.

DISCUSSION

By administering a series of reading and listening tests (Figure 1)
to participants who had begun to learn Japanese abroad, we
obtained the following major findings. First, the left-dominant
language areas, as well as bilateral visual and auditory areas,
were activated (Figure 3), demonstrating the synergistic effects
of multiple modalities. There was also significant activation in
the bilateral hippocampi (Figure 4), indicating the expected
involvement of memory-related processes. Second, consistent
with the behavioral improvements from Pre to Post (Figure 2),
the brain activations decreased in the L. IFG/MFG during the
listening tests, as well as in the visual areas (the bilateral
IPL/SPL and L. IOG/MOG) during the reading tests, while
activations in the R. STG/MTG increased during the listening
tests (Figure 5). These modality-dependent activation changes
could not be explained by domain-general cognitive factors, such
as habituation or familiarization, because we used completely
different test sets for Pre and Post. Third, the posterior
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hippocampus showed a main effect of the hemisphere, whereas
the anterior hippocampus showed a significant main effect
of the event (i.e., specific to first listening events), reflecting
initial encoding of auditory information alone. In summary,
activation changes from Pre to Post indicate functional changes
in modality-dependent networks over a short period of staying
abroad, which would enable effective acquisition in an L2.

The relevance of these findings to the second language
acquisition was evident from the involvement of sensory
areas and language-related regions. Moreover, the decreased
activations in the L. IFG/MFG are consistent with our previous
hypothesis (Sakai, 2005) that such decreases reflect the saving of
extraneous energy to process syntactic structures in L2. Although
a further longitudinal evaluation of our participants was not
possible, brain activations during the period of consolidation
for the acquired linguistic knowledge would directly verify the
hypothesis. The decreased activations in the visual areas may also
be explained by reduced visual attention to letters and words
when skills or proficiency in reading texts improved. On the
other hand, the increased activations in the R. STG/MTG would
be due to an improved ability to catch the sound patterns in L2,
which further facilitate auditory attention to speech sounds as
well. Further studies are required to clarify when activations in
the bilateral STG/MTG turn to a decrease or become more focal
during the subsequent development of L2 acquisition.

A previous study suggests that hemispheric asymmetry
or lateralization of L2 processing depends on the similarity
between L1 and L2 (D’Anselmo et al., 2013). The activation
differences found in the present study might be affected by
such linguistic factors, where Japanese belongs to a type of
language different from the Indo-European family as L1 for
the participants. Moreover, the use of a complicated writing
system in Japanese (kana, kanji, and the Roman alphabet) would
have required additional visual processes of identifying letters
for inexperienced participants. However, our previous fMRI
results of acquiring English as L2 for Japanese participants,
i.e., in the reverse direction between languages from L1 to
L2, have already established the basic commonality between
L1 and L2 for both anatomical and functional properties in the
language areas (Sakai et al., 2004, 2009; Tatsuno and Sakai, 2005;
Nauchi and Sakai, 2009).

The anterior hippocampus, which is typically located at
MNI coordinates close to those in the present study (22, −20,
−18), has been suggested to have multiple cognitive functions:
perception, imagination, and episodic memory (e.g., recall
of scenes and events; Zeidman and Maguire, 2016). These
proposed functional roles are consistent with the event-related
activations in the present study. Indeed, perceptual encoding
was particularly required for the initial exposure to auditory
information, together with the ability to imagine what was
being described in the presented speech and conversation,
which were required most for the first listening events among
the events we tested. It might be possible that increased
activations during the first listening, but not during the second
listening events, suggest domain-general responses to novel
auditory/visual stimuli, but the complete absence of activations
in the anterior hippocampus during the reading events (see

Figure 5G) excluded this possibility. On the other hand, an
fMRI study on associative memory showed that activations in
the left posterior hippocampus were increased more during
retrieval, while the left anterior hippocampus was activated more
during encoding (Prince et al., 2005). The region was centered
at Talairach coordinates of (−19, −41, 6), which were also close
to those in the present study. Our results are consistent with
this interesting double dissociation, in that the left posterior
hippocampus was activated irrespective of the events we tested,
but only when specific linguistic information had to be retrieved
to solve the tests. This finding suggests the possible network for
these subregions of the hippocampus and the modality-specific
cortical regions, indicating that dynamic encoding and retrieval
processes are involved in the acquisition of a new language.
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The ability to learn and perform a sequence of movements is a key component of
voluntary motor behavior. During the learning of sequential movements, individuals
go through distinct stages of performance improvement. For instance, sequential
movements are initially learned relatively fast and later learned more slowly. Over multiple
sessions of repetitive practice, performance of the sequential movements can be further
improved to the expert level and maintained as a motor skill. How the brain binds
elementary movements together into a meaningful action has been a topic of much
interest. Studies in human and non-human primates have shown that a brain-wide
distributed network is active during the learning and performance of skilled sequential
movements. The current challenge is to identify a unique contribution of each area to the
complex process of learning and maintenance of skilled sequential movements. Here,
I bring together the recent progress in the field to discuss the distinct roles of cortical
motor areas in this process.

Keywords: sequential movements, motor skills, learning, motor cortex, premotor cortex, SMA

INTRODUCTION

The production of sequential movements is a fundamental aspect of voluntary behavior. Many
of our daily actions, such as playing a musical instrument, handwriting, typing, etc., depend on
attaining a high level of skill in the performance of sequential movements. The performance
of sequential movements can be acquired and improved to the expert level through extensive
practice (Rosenbaum, 2010). Such performance can be maintained as a motor skill. How the brain
binds elementary movements together into skilled sequential movements has been a fundamental
problem of systems neuroscience.

The neural basis of sequential movements has been extensively studied in human and non-
human primates. Human imaging studies have shown that a brain-wide distributed network,
which is composed of the presupplementary motor area (pre-SMA), supplementary motor area
(SMA), dorsal premotor cortex (PMd), primary motor cortex (M1), primary somatosensory cortex,
superior parietal lobule, thalamus, basal ganglia, and the cerebellum, subserves the learning
and performance of skilled sequential movements (e.g., Shibasaki et al., 1993; Grafton et al.,
1994, 1995; Karni et al., 1995; Hikosaka et al., 1996, 2002; Sakai et al., 1998; Ungerleider
et al., 2002; Dayan and Cohen, 2011; Hardwick et al., 2013). Studies in non-human primates
showed that neural activity of these areas reflected aspects of sequences (e.g., Mushiake et al.,
1991; Mushiake and Strick, 1993, 1995; Tanji and Shima, 1994, 1996b; Clower and Alexander,
1998; Nakamura et al., 1998; Miyachi et al., 2002; Lee and Quessy, 2003; Matsuzaka et al.,
2007; Picard et al., 2013; Ohbayashi et al., 2016). Nevertheless, the results sometimes appear
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contradictory. This could be due to the various cognitive
demands associated with different formulations of sequential
tasks. Several features of sequential movement tasks can be
identified, such as guidance (i.e., guided by external vs. internal
cues), memory (i.e., guided by short-term vs. long-term memory),
movement outcome (i.e., configuration vs. spatial position), and
movement flow (i.e., with temporal separation vs. continuous).
It was suggested that spatial and non-spatial sequences may be
learned and controlled by different cortical circuits (Tanji, 2001;
Ohbayashi et al., 2016). Furthermore, neural activity has been
shown to change as a result of practice on motor skill tasks (e.g.,
Grafton et al., 1994; Karni et al., 1995; Sakai et al., 1998; Coynel
et al., 2010).

In this review, I will focus on the roles of the SMA,
PMd, and M1 in skilled sequential movements, i.e., those
acquired through repetitive practice and internally generated
from long-term memory. I will especially focus on the spatial
sequence tasks as this type of task was used in non-human
primate studies after extensive practice (Table 1). The current
challenge is to identify a unique contribution of each area to
the complex process of acquisition and retention of sequential
movements. Interventional studies in non-human primates could
represent a valuable complement to neuroimaging studies.
These methods can critically address the causal relationship
between the activity in a brain area and behavior. I will aim
to integrate recent discoveries regarding the cortical control of
skilled sequential movements at multiple levels of complexity
by highlighting interventional (e.g., inactivation) studies in non-
human primates.

LEARNING OF SKILLED SEQUENTIAL
MOVEMENTS

An important characteristic of learning skilled sequential
movements is that individuals seem to go through several
learning stages (Fitts and Posner, 1967; Hikosaka et al., 2002;
Doyon et al., 2003; Doyon and Benali, 2005; Rosenbaum,
2010; Dayan and Cohen, 2011; Schmidt and Lee, 2011). An
improvement of performance can be detected as changes in
the speed and accuracy during learning (Figure 1). During an
initial learning stage of skilled sequential movements, a subject
improves performance of sequential movements relatively fast.
The subject tends to make a large number of errors and highly
variable movements with a lack of consistency from trial to trial,
but achieves large performance improvements (Fitts and Posner,
1967; Rosenbaum, 2010; Dayan and Cohen, 2011; Schmidt and
Lee, 2011). Later, the subject improves the performance more
slowly over multiple sessions of practice by making fewer and
smaller errors. The durations of the learning stages are highly
specific to the tasks, subjects, and definitions. For example, the
fast stage of learning to perform a sequential finger opposition
task was defined as an initial within-session improvement phase
in a human study (Karni et al., 1995, 1998), whereas the fast
stage of learning to play an advanced piano piece may last
months. Monkeys performing a sequential reaching task rapidly
improved their response speed over about 50 days (Matsuzaka

et al., 2007). Despite timing differences, the learning curves on
different skill tasks follow the same patterns of initially fast,
then slowing performance improvements with further practice.
Through extensive and repetitive training, subjects can further
improve their performance to the expert level. Then, the skill
will become almost automatic with very small variability and
small improvement (Fitts and Posner, 1967; Rosenbaum, 2010;
Schmidt and Lee, 2011).

The progress in the learning of sequential movements is
associated with a shift in functional MRI (fMRI) activation from
the anterior regions to the posterior regions of the brain (Grafton
et al., 1994; Sakai et al., 1998; Coynel et al., 2010). The change
in fMRI activation is shown to be associated with improvement
in the task performance during learning (Bassett et al., 2015;
Reddy et al., 2018). This suggests that the extent of contribution
of each area may change during learning. Hikosaka et al. (2002)
proposed that a subject learns the spatial features of sequences
during the fast learning stage and then learns the motor features
of the sequences during the slow learning stage. In the following
sections, I will discuss the contributions of the SMA, PMd, and
M1 to the learning and performance of spatial sequence tasks
and how the skilled sequential movements are maintained after
extensive practice.

SUPPLEMENTARY MOTOR AREA

Classically, the preparation for and the generation of sequential
movements have been thought to depend on the supplementary
motor area (SMA) and the pre-SMA (Roland et al., 1980;
Brinkman, 1984; Goldberg, 1985; Dick et al., 1986; Halsband,
1987; Halsband et al., 1993; Tanji and Shima, 1994, 1996a,b;
Grafton et al., 1995; Shima et al., 1996; Tanji et al., 1996; Gerloff
et al., 1997; Picard and Strick, 1997, 2001; Nakamura et al.,
1998; Shima and Tanji, 1998, 2000; Tanji, 2001; Hikosaka et al.,
2002). Human patients with lesions that include these areas
had deficits in performing self-initiated movements, sequential
movements, and/or speech (Goldberg, 1985; Dick et al., 1986;
Halsband et al., 1993). In agreement with the reports of human
patients, studies in non-human primates clearly demonstrated
the contributions of the SMA and pre-SMA to the learning
or performance of sequence tasks composed of non-spatial
movements (Brinkman, 1984; Halsband, 1987; Tanji and Shima,
1994, 1996a,b; Shima et al., 1996; Tanji et al., 1996; Shima
and Tanji, 1998, 2000, 2006; Tanji, 2001; Table 2). Neural
recordings in monkeys demonstrated that neurons in the SMA
and the pre-SMA respond preferentially to a specific order of
movements rather than a single movement (Tanji and Shima,
1994, 1996a; Shima and Tanji, 2000). The inactivation of these
areas in monkeys demonstrated the contributions of the SMA
and pre-SMA in the performance of a sequence composed of
non-spatial movements (Shima and Tanji, 1998). When the SMA
or pre-SMA was bilaterally inactivated by injecting muscimol
(GABAA agonist), the inactivation disrupted the monkey’s
performance of sequences of arm movements guided by memory,
leaving the execution of simpler, single movements unaffected
(Shima and Tanji, 1998).
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On the other hand, non-human primate studies using spatial
sequence tasks suggested that spatial and non-spatial sequences
may be learned and controlled by different cortical circuits
(Tanji, 2001; Ohbayashi et al., 2016). Even though neural activity
reflected a specific order of movements in a sequence in both
types of tasks, the results of an inactivation study using a spatial
sequence task were different from the results using the non-
spatial sequence task. Neurons in the SMA and the pre-SMA
respond preferentially to a specific order of movements rather
than a single movement during the performance of internally
generated spatial sequence tasks (Clower and Alexander, 1998;
Nakamura et al., 1998; Lee and Quessy, 2003). The activity of the
SMA neurons reflected a particular serial position in a sequence
(Lee and Quessy, 2003). The pre-SMA is particularly active for the
learning of new sequences of movements, but not the production
of movement components (e.g., reaching) (Hikosaka et al.,
1996). Furthermore, the 2-deoxyglucose (2DG) signals of these
areas after extensive practice (>12 months) reflected the effect
of long-term training on spatial sequences (Picard and Strick,

1997, 2003). The 2DG signal is suggested to be associated with
presynaptic activity at both excitatory and inhibitory synapses
and reflects the metabolic activity of synapses (discussed in
Picard and Strick, 2003). In the studies, the monkeys were
trained on remembered sequential movements or visually guided
reaching for years (>12 months). After extensive practice, both
the SMA and the pre-SMA displayed substantial uptakes of 2DG
in association with visually guided reaching movements (Picard
and Strick, 2003). On the other hand, 2DG incorporation in the
SMA and pre-SMA was relatively low in the case of remembered
sequential reaching movements (Picard and Strick, 1997). The
differential metabolic activities of the pre-SMA and SMA in
the two tasks suggested that these areas may be reorganized
with overtraining on the remembered sequences after extensive
practice. Therefore, the results from neural recording and 2DG
showed that neurons in both the SMA and pre-SMA may play
roles in the learning and performance of spatial sequence tasks.

Nevertheless, an inactivation study using spatial sequences
provided results different from the inactivation study using

TABLE 1 | Non-human primate studies on memory-guided sequential reaching tasks.

Study Area Training duration Method Main findings

Lee and Quessy, 2003 SMA 1 day Neural recording About one-third of the neurons in the SMA displayed gradual changes in
their activity across different trials when a particular movement sequence
was repeatedly performed.

Mushiake et al., 1991 SMA, PMd, M1 3–5 months Neural recording More than a half of the SMA neurons were preferentially active during
memory-guided sequential reaching (55% and 65% during the
pre-movement and movement periods). More than a half of the PM neurons
were preferentially active in visually guided reaching (55% and 64% during
the pre-movement and movement periods). M1 neurons showed similar
activity regardless of whether it was guided by memory or visual stimulus.

Clower and Alexander, 1998 SMA – Neural recording Neurons in the SMA and pre-SMA reflected the numerical order of the
specific movement component of a sequence.

Nakamura et al., 1998 SMA 8 months–2 years Neural recording Neurons in the SMA and pre-SMA respond preferentially to a specific order
of movements.

Nakamura et al., 1999 SMA 8 months–2 years Muscimol injection Inactivation of the SMA did not disrupt the learning or performance of the
sequential reaching guided by memory.

Picard and Strick, 1997 SMA ∼39 months 2DG 2DG uptakes in the SMA and pre-SMA were relatively low in the
remembered sequential reaching movements.

Picard and Strick, 2003 SMA 12–17 months 2DG 2DG uptakes in the SMA and pre-SMA were substantial in the visually
guided reaching.

Ohbayashi et al., 2016 PMd >50 days Neural recording,
muscimol injection

Injection of muscimol disrupted the performance of the memory-guided
sequential reaching, but not the visually guided reaching. Forty-three
percent of the neurons were differentially active during the memory-guided
sequential reaching and visually guided reaching.

Lu and Ashe, 2005 M1 ∼6 months Neural recording,
muscimol injection

Neurons exhibited anticipatory activity related to specific sequences. After
muscimol injection, the number of errors in the sequential movements
increased.

Ohbayashi, 2020 M1 >100 days Anisomycin
injection, muscimol
injection

Anisomycin injection disrupted the performance of the memory-guided
sequential reaching, but not the visually guided reaching. Muscimol injection
disrupted the performance of both the memory-guided sequential reaching
and visually guided reaching.

Matsuzaka et al., 2007 M1 >2 years Neural recording ∼40% of the task-related neurons were differentially active during the
memory-guided sequential reaching and visually guided reaching.

Picard et al., 2013 M1 ∼1–6 years 2DG, neural
recording

2DG uptake was lower in monkeys that performed sequential reaching
guided by memory compared with the 2DG uptake in monkeys that
performed visually guided reaching. 2DG uptake was lower in monkeys that
were trained for a longer duration.

SMA, supplementary motor area; PMd, dorsal premotor cortex; M1, primary motor cortex; 2DG, 2-deoxyglucose.–: Training duration was not provided in the manuscript.
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FIGURE 1 | Schematic diagram of the learning of skilled sequential
movements. During learning, individuals seem to go through several learning
stages. The subject improved the performance of sequential movements
relatively fast initially and, later, more slowly over multiple sessions of practice.
Through repetitive practice, subjects improve their speed and accuracy of
sequential movements. The performance of sequential movements can be
improved to the expert level through extensive practice and can be
maintained as a motor skill.

non-spatial sequences. Hikosaka’s group trained monkeys to
learn a spatial sequence of reaching movements to targets
(Nakamura et al., 1999). In their sequence task, reaching
movements in space were required, so that the selection of spatial
end points in sequential reaching was a critical factor to control.
When the pre-SMA was bilaterally inactivated by injecting
muscimol, the inactivation disrupted the monkeys’ learning
of a new sequence of movements, but not the performance
of the memorized sequence of movements. Interestingly, local
inactivation of the SMA did not significantly disrupt the learning
or the performance of the sequential reaching task (Nakamura
et al., 1999). The result suggests that the SMA may not be critically
involved in the performance of this type of spatial sequences
at the tested stage of learning, even though neurons exhibited
the sequence-related activity. Clearly, the inactivation results
highlight the most unique contribution of the targeted area to
the sequence task.

Taken these findings together, the pre-SMA seems to be more
critically involved in the cognitive aspects of acquiring a novel
sequence of movements compared to the SMA (Hikosaka et al.,
1996; Shima et al., 1996; Nakamura et al., 1998, 1999; Shima
and Tanji, 2000, 2006). The SMA seems to be involved in the
temporal organization of multiple non-spatial movements into
a sequence (Boecker et al., 1998; Shima and Tanji, 1998; Tanji,
2001; Nachev et al., 2008; Orban et al., 2010; Wiener et al., 2010;
Cona and Semenza, 2017). On the other hand, for the spatial
sequence tasks, even though neural activity of the SMA neurons

reflected aspects of sequences, its role is still debatable and needs
to be further investigated. The results of the spatial sequence task
suggested that the effect of muscimol injection in the SMA could
be compensated by another motor area, possibly the PMd, which
is anatomically connected with both the SMA and M1. In the next
section, I will discuss the role of the PMd in the performance of
internally generated sequential movement tasks.

DORSAL PREMOTOR CORTEX

The dorsal premotor cortex (PMd) has been regarded as the
area for the visual guidance of motor behavior in many studies
(Kalaska and Crammond, 1995; Johnson et al., 1996; Wise et al.,
1997; Hoshi and Tanji, 2007; Averbeck et al., 2009). Moreover,
the PMd is suggested to be involved in the cognitive aspects
of visually guided motor tasks, such as mental rehearsal and a
decision making (Cisek and Kalaska, 2002, 2004, 2005; Pesaran
et al., 2008). Considerable evidence suggests that the PMd is
specifically involved in the guidance of movements based on
memorized arbitrary sensorimotor associations (Passingham,
1988; Mitz et al., 1991; Kurata and Hoffman, 1994). Firstly, lesions
or the inactivation of the PMd produces deficits on tasks that
rely on the associations between an arbitrary visual cue (e.g.,
color or shape of a visual stimulus) and a movement (Halsband
and Passingham, 1982; Passingham, 1988; Kurata and Hoffman,
1994). For example, Kurata and Hoffman trained monkeys to
learn the visuo-motor association task in which the monkeys
were required to move their wrist to the right or the left direction
based on the color of a conditional cue (Kurata and Hoffman,
1994). Then, they locally inactivated the PMd by injecting a small
amount of muscimol at sites where the preparatory neural activity
was recorded during the performance of the conditional visuo-
motor association task. The local inactivation of PMd disrupted
the monkeys’ performance of the visuo-motor association task.
Secondly, neurons in the PMd show a sustained activity that
is specifically related to the performance of these visuo-motor
association tasks (Kurata and Wise, 1988; Mitz et al., 1991; Kurata
and Hoffman, 1994). The PMd neurons showed sustained activity
after the presentation of the arbitrary visual cue during the
movement preparation period (Kurata and Wise, 1988; Kurata
and Hoffman, 1994). Although these findings are in line with the
proposal that the PMd plays a crucial role in the visual guidance
of movements in general, they specifically point to the important
contribution of the PMd to memory-guided movements in which
selection, preparation, and execution of movements are guided by
memorized visuo-motor associations (Halsband and Passingham,
1982; Wise, 1985; di Pellegrino and Wise, 1993; Kurata and
Hoffman, 1994).

Moreover, human imaging studies consistently reported the
activity of the PMd during the performance of sequential
movements (Dayan and Cohen, 2011; Hardwick et al., 2013).
The studies indicated that the PMd may be a structure of
key importance for sequence learning and may contribute
to sequence learning by selecting appropriate responses. This
idea was verified by a study using non-human primates. The
role of the PMd in internally guided sequential reaching
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was studied using neural recordings and local inactivation
(Ohbayashi et al., 2016). Monkeys were trained to perform
two types of reaching tasks (Figures 2A–C). In one task, the
movements were instructed by spatial visual cues (random task,
visually guided reaching; Figure 2B), whereas in the other task,
sequential movements were internally generated from memory
after extended practice (repeating task, internally generated
sequential movements guided by memory; Figure 2C; Ohbayashi
et al., 2016; Ohbayashi and Picard, 2020). After more than
50 days of training on the tasks, the group examined neural
activity in the arm area of the PMd, which was identified
by intracortical microstimulation. About 40% of the neurons
displayed responses that were enhanced in one task compared
with the other (i.e., differential neurons). Approximately half of
the differential neurons displayed enhanced activity during the
repeating task, internally generated sequential movements. In the
same study, the PMd was locally and transiently inactivated by
injecting a small amount of muscimol into the arm representation
area of the PMd after more than 50 days of training (Figures 3A–
E). The inactivation of the PMd had a marked effect only on
the performance of sequential movements that were guided
by memory, but not on the performance of visually guided
reaching (Figures 3D,E; Ohbayashi et al., 2016). Even though
comparable numbers of neurons displayed enhanced activity
during the internally guided sequential reaching and visually
guided reaching, movement performance during the visually
guided reaching was unaffected by the PMd inactivation.
Furthermore, the monkeys made two types of errors after
the inactivation of the PMd: errors of accuracy and errors
in direction. Accuracy errors reveal an execution deficit: the
monkeys reached in the correct direction for the next target
in the sequence, but the movement end points were outside
of the correct target. Direction errors indicate a deficit in the
selection of the next target in a sequence: the monkeys reached
in the direction opposite to the correct target. The inactivation
results provide a clear demonstration of the importance of
the PMd in the performance of internally generated sequential
movements. Similarly, an inactivation of the left PMd of a human
subject using transcranial magnetic stimulation (TMS) disrupted
the performance of internally generated sequential movements

(Wymbs and Grafton, 2013). In the study, human subjects
practiced sequence production task using either a button box or
a laptop keyboard with their right hand. After 30 days of practice,
when the left PMd was stimulated, the error rate during the
retrieval of practiced sequences increased.

Taken together, the results suggest that, although the PMd
neurons are active during both visually guided and internally
generated sequential movements, the PMd plays an important
role in the internal generation of sequential movements. The
inactivation results demonstrated that the PMd is involved in
guiding sequential movements based on internal instructions
after practice. With practice on sequential movements, the animal
could learn arbitrary motor–motor associations of elements in
the sequence and perform the practiced sequence in a seamless
and predictive manner. Therefore, one possible interpretation
is that the PMd inactivation disrupted the arbitrary motor–
motor associations in the same way as lesions of the premotor
cortex disrupt an animal’s performance of arbitrary sensorimotor
associations (Halsband and Passingham, 1982; Wise, 1985;
Passingham, 1988; di Pellegrino and Wise, 1993; Kurata and
Hoffman, 1994). This is consistent with human imaging studies
in which performance of the serial reaction time task (SRTT)
variants elicited the bilateral PMd activity (e.g., Hardwick et al.,
2013). Hardwick et al. (2013) suggested that the left PMd of
humans is “a critical node in the motor learning network” for
sequential movements. Further studies are necessary to explore
the role of the PMd during early learning and after extensive
practice, as well as in different types of sequential movements
such as non-spatial sequence tasks.

PRIMARY MOTOR CORTEX

The primary motor cortex (M1) controls muscle activity through
its projections to the spinal cord, and its contribution to
patterning muscle activity has been extensively studied (Evarts,
1981). Growing evidence suggests that M1 is involved in both
the learning and maintenance of motor skills (e.g., Shibasaki
et al., 1993; Karni et al., 1995, 1998; Ungerleider et al., 2002;
Floyer-Lea and Matthews, 2004). For example, human imaging

TABLE 2 | Non-human primate studies on non-spatial sequence tasks guided by memory.

Study Area Training duration Method Main findings

Tanji and Shima, 1994 SMA – Neural recording A group of neurons exhibited activity related to a
predetermined sequence of movements.

Shima et al., 1996 Pre-SMA – Neural recording A group of pre-SMA cells were active when a monkey was
required to switch a sequence of movements to perform
the next one.

Shima and Tanji, 1998 SMA, pre-SMA – Muscimol injection An inactivation of either the SMA or the pre-SMA disrupted
the performance of memorized sequential movements.

Shima and Tanji, 2000 SMA, pre-SMA – Neural recording Neurons in both the SMA and pre-SMA exhibited activity at
different phases in the task.

Shima and Tanji, 2006 Pre-SMA – Neural recording A group of pre-SMA neurons represented odd-numbered
trials within the sequential movements; others represented
even-numbered trials.

pre-SMA, presupplementary motor area; SMA, supplementary motor area.–: Training duration was not provided in the manuscript.

Frontiers in Behavioral Neuroscience | www.frontiersin.org 5 June 2021 | Volume 15 | Article 64065931

https://www.frontiersin.org/journals/behavioral-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/behavioral-neuroscience#articles


fnbeh-15-640659 June 3, 2021 Time: 17:23 # 6

Ohbayashi Motor Areas in Sequential Movements

FIGURE 2 | (A) Apparatus of the training setup. A monkey sits in front of a touch-sensitive monitor. To make a correct response, the monkey is required to contact a
yellow target cue displayed on the touch monitor. The yellow target is presented at one of five squares displayed on the touch monitor. Squares are arranged in a
horizontal row and identified as numbers 1 to 5 from left to right. (B) Random task. A new target cue is presented in pseudo-random order in one of the five squares.
A new target is presented 100 ms after the monkey made a correct response or immediately after an error. Therefore, the monkey performs visually guided reaching
from a target to the next target. (C) Repeating task. Targets are presented according to a predetermined sequence (left). As the monkey learns the sequence, the
monkey started to touch the target in the sequence before the presentation of the visual cue (right). After extended practice, the monkeys perform the task without
help of visual cues (modified from Ohbayashi and Picard, 2020).

studies have shown that the fMRI blood oxygen level-dependent
(BOLD) signal in M1 is modulated by the learning of sequential
movement tasks. Karni et al. (1995) reported that after 3 weeks
of practice on finger opposition sequences, the extent of M1
activation evoked during the performance of a trained sequence
was significantly larger compared with the extent of activation
evoked by the control task. The change in the BOLD signal in M1
persisted for several months. Moreover, the effects of prolonged
and repetitive practice on the functional organization and cortical
structure in M1 have been studied with musicians (i.e., the
experts of sequential movements). The functional activation in
M1 during the performance of sequential tasks is reduced or
becomes more focused in professional musicians compared to
non-musicians or amateurs (Hund-Georgiadis and von Cramon,
1999; Jancke et al., 2000; Krings et al., 2000; Haslinger et al.,
2004; Meister et al., 2005). The reduced activation after years
of extensive training is considered as evidence for the increased
efficacy of the motor system and the need for a smaller number
of active neurons to perform a highly trained set of sequential

movements (Jancke et al., 2000; Krings et al., 2000; Haslinger
et al., 2004; Meister et al., 2005). These suggested that the M1
of musicians is reorganized after years of extensive practice on
sequential movements.

The view that M1 is reorganized after extensive practice on
sequential movements has also been supported by studies focused
on the anatomical and functional changes of musicians’ M1. The
volume of M1 is reported to be larger in professional musicians
compared to that in amateurs or non-musicians (Amunts et al.,
1997; Gaser and Schlaug, 2003a,b; Draganski and May, 2008;
Herholz and Zatorre, 2012; Zatorre et al., 2012; Sampaio-Baptista
and Johansen-Berg, 2017; Wenger et al., 2017). The motor
representations of the body parts used for skilled performance
are enlarged in professional musicians compared with non-
musicians (Elbert et al., 1995; Schwenkreis et al., 2007). The
structural changes were proposed to be supported by processes
occurring at the synapse level, including intracortical remodeling
of dendritic spines and axonal terminals, glial hypertrophy,
and synaptogenesis (Anderson et al., 1994; Draganski and May,

Frontiers in Behavioral Neuroscience | www.frontiersin.org 6 June 2021 | Volume 15 | Article 64065932

https://www.frontiersin.org/journals/behavioral-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/behavioral-neuroscience#articles


fnbeh-15-640659 June 3, 2021 Time: 17:23 # 7

Ohbayashi Motor Areas in Sequential Movements

FIGURE 3 | Effect of muscimol injection in the PMd on the performance of internally generated sequential movements. (A) Sequence 5-3-1 of the repeating task.
(B) Lateral view of a Cebus brain. Dashed lines indicate the M1–PMd border and the pre-PMd–PMd border. PS, principal sulcus; ArS, arcuate sulcus; CS, central
sulcus; IPS, intra parietal sulcus; LS, lateral sulcus; pre-PMd, pre-dorsal premotor cortex; PMd, dorsal premotor cortex; M1, primary motor cortex; R, rostral; L,
lateral. (C) Intracortical stimulation map of a Cebus monkey. Letters indicate the movements evoked at each site. S, shoulder; E, elbow; W, wrist; D, digit; F, face.
Injections were done at sites in which intracortical stimulation evoked shoulder or elbow movements (i.e., arm representation) in the PMd. (D) Reaching end points of
movements from target 5 to target 3 before and after muscimol injection in the PMd. Left: pre-injection; right: post-injection. Top: random task; bottom: repeating
task. The monkey was performing sequence 5-3-1 during the repeating task. EA: accuracy errors, a reach performed in the correct direction (e.g., to the left), but to
an end point outside of the correct target. Gray dots: correct response; black dots: error response. The percentages of trials ending in each target are given below
the targets. *p < 0.05. (E) Error rates of the random task (left) and the repeating task (Right) in the injection session in (D). After muscimol injection, the number of
errors increased dramatically in the repeating task, but not in the random task (modified from Ohbayashi et al., 2016. Copyright 2016 Society for Neuroscience).

2008; Herholz and Zatorre, 2012; Zatorre et al., 2012). These
studies suggested that increased synaptic efficacy as a result
of extensive practice may contribute to changes in structural
volume. Similarly, the plasticity of the white matter structure
was correlated with skill practice, such as the number of practice
hours (Bengtsson et al., 2005; Han et al., 2009). Bengtsson et al.
(2005) discussed that increased myelination, caused by neural
activity in fiber tracts during training, could be a mechanism
underlying the observed increased volume of white matter.
Taken together, extensive practice on sequential movements
is suggested to lead to the increased synaptic efficacy in M1
through the remodeling of dendritic spines and axonal terminals,
synaptogenesis, increased myelination, and glial hypertrophy.
The change of fMRI activation in the M1 of humans, decreased

2DG signal in the M1 of non-human primates, and the enlarged
volume of the M1 in musicians may all reflect the reorganization
in M1 with extensive practice.

Recent fMRI studies suggested that M1’s contribution to
structured and higher-order aspects of sequential movements
may be limited when the training duration was short (Yokoi
and Diedrichsen, 2019). In the study, human subjects practiced
higher-order sequences that are composed of chunks of short
sequences of keyboard pressing. Then, the authors examined
whether this hierarchical structure was reflected in the brain
activity patterns of the participants using fMRI data (Yokoi and
Diedrichsen, 2019). The authors concluded that single-finger
movements were represented in M1 and higher-order sequences
were represented throughout the frontoparietal regions of the
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cortex after 1 week of training. The neural basis for the acquisition
and retention of long and high-ordered sequences after extensive
practice should be further investigated in future studies.

Neurophysiological studies in non-human primates showed
that the neural activity in M1 is modulated by the sequence
components. When a monkey performs sequential movements,
the neural activity of M1 neurons reflects aspects of the sequential
movements (Hatsopoulos et al., 2003; Lu and Ashe, 2005). The
effect of extensive practice on the neural and metabolic activities
in the M1 of monkeys was examined after 1–6 years of training
on a sequential reaching task (Matsuzaka et al., 2007; Picard
et al., 2013). In these studies, the monkeys were trained to
perform the internally generated sequential reaching task and
visually guided reaching task for 1–6 years (Figure 2). Then,
the neural and metabolic activities were compared between
these two conditions to elucidate the characteristics specific to
the extensively trained sequential movements. After extensive
training on the two tasks (∼2 years), Matsuzaka et al. (2007)
recorded the activity of single neurons in the proximal arm
representation of M1. In this experiment design, the movements
were performed either in the context of an internally generated
trained sequence or of a visually guided reaching on the same
experiment day (e.g., movement from target 5 to target 3
in Figures 2B,C). Therefore, the comparison of activity for
movements performed in two different contexts (i.e., internally
generated sequence or visually guided reaching) revealed changes
of activity associated with training, even though the activity
patterns of the neurons before training were unknown (i.e.,
not recorded). Forty percent of the task-related neurons in
M1 were differentially active during the performance of the
visually guided and internally generated sequential reaching. The
majority of differentially active neurons had enhanced activity for
the trained, internally generated sequential reaching (Matsuzaka
et al., 2007). Similarly, the uptake of 2DG was examined in
the arm area of M1 after extensive training of the sequential
reaching task (Picard et al., 2013). Uptake of 2DG is suggested
to be associated with presynaptic activity at both excitatory and
inhibitory synapses (discussed in Picard and Strick, 2003; Picard
et al., 2013). They found that the uptake of 2DG was low in
monkeys that performed highly practiced, internally generated
sequences of movements compared with the 2DG uptake in
monkeys that performed visually guided reaching (Picard et al.,
2013). Surprisingly, the low uptake of 2DG was not matched by
low neural activity in the same area. Neural activity in arm M1
during the internally generated movements was comparable to
that observed during the visually guided movements. Therefore,
there was a marked dissociation between the metabolic and
neural activities in M1. These observations imply an increase
of the synaptic efficacy in M1 after extensive practice, which
led to M1’s contribution to the planning and generation of
sequential movements.

M1 is critical for implementing motor output, so that it has
been challenging to test its involvement in the acquisition or
the maintenance of motor sequences. Lesions or inactivation
of M1 will abolish the motor commands to the spinal cord
that generates muscle activity. A few studies reported that,
when M1 was inactivated, subjects made more errors in

the performance of trained sequential movements compared
with that before the inactivation (Lu and Ashe, 2005; Cohen
et al., 2009; Censor et al., 2014). However, because M1 is
critically involved in motor execution, an advanced approach
is required to further understand how M1 contributes to
internally generated sequential movements without the confound
of basic motor deficits. This was achieved in a recent study by
selectively manipulating protein synthesis in the M1 of non-
human primates in order to disrupt information storage in
this cortical area (Figure 4; Ohbayashi, 2020). In the study,
the monkeys were trained on two tasks: internally generated
sequential movements (repeating task, guided by memory;
Figures 2C, 4A) and reaching movements guided by visual
cues (random task, visually guided reaching as a control task;
Figure 2B; Ohbayashi, 2020). After the monkeys practiced
each sequence for more than 100 training days and started
to perform the memorized sequential movements predictively,
the protein synthesis inhibitor anisomycin was injected into
the arm representation of M1 to test M1’s involvement in the
maintenance of sequential movements after extensive practice
(Figure 4B). Anisomycin injections had a significant effect on
the performance of the sequential movements guided by memory
during the repeating task. The injections resulted in a significant
increase in the number of errors (Figures 4C,D) and a significant
decrease in the number of predictive responses, an indication
of sequence learning, during the repeating task. Moreover, the
monkeys made errors reaching in the direction opposite to the
correct target (Figure 4C, bottom). This type of error suggests a
deficit in selecting the movement component in the sequence. In
contrast, performance of the visually guided movements during
the random task was not significantly disrupted. Interestingly,
inactivation of M1 using muscimol injection disrupted the
performance on both the random and repeating tasks, suggesting
that the inactivation of M1 caused a deficit of motor production
(Ohbayashi, 2020). Differences in the effects between anisomycin
injection and muscimol injection suggest that the anisomycin
injection disrupted the performance of internally generated
sequential movements by interfering with the information
storage in this area. This observation emphasizes the importance
of M1 for the generation of sequential movements guided by
memory. The results suggest that, although M1 is critical for
movement production, it also is involved in the maintenance of
skilled sequential movements (Ohbayashi, 2020).

Protein synthesis inhibitors have been widely used in rodents
to study the neural basis of learning and memory. The studies
have been conducted in rodents, especially extensively in the
context of fear conditioning (Davis and Squire, 1984; Nader
et al., 2000a,b; Kandel, 2001; Dudai, 2004, 2012; Dudai and
Eisenberg, 2004; Kelleher et al., 2004; Rudy, 2008a,b). De novo
protein synthesis, during or shortly after the initial training, is
shown to be essential in the consolidation of long-term memory
(Davis and Squire, 1984). Moreover, when a protein synthesis
inhibitor (e.g., anisomycin) was given during the retrieval, the
performance of retrieved task was disrupted (Nader et al., 2000a;
Nader, 2003; Lee et al., 2008). The studies suggested that the
neural trace may be destabilized upon retrieval through protein
degradation and then rebounded through protein synthesis
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FIGURE 4 | Effect of anisomycin injection in M1 on the performance of internally generated sequential movements. (A) Sequence 1-2-4 of the repeating task.
(B) Intracortical stimulation map of a Cebus monkey. Letters indicate the movements evoked at each site. S, shoulder; E, elbow; W, wrist; D, digit. Injections were
done at sites in which intracortical stimulation evoked shoulder or elbow movements (i.e., arm representation). (C) Reaching end points of trials from target 2 to target
4 before and after anisomycin injection. Left: pre-injection; right: post-injection. Top: random task; bottom: repeating task. The monkey was performing sequence
1-2-4 during the repeating task. EA: accuracy errors, a reach performed in the correct direction (e.g., to the right), but to an end point outside of the correct target;
ED: direction errors, a reach performed in the direction opposite to the correct target. Gray dots: correct response; black dots: error response. The percentages of
trials ending in each target are given below the targets. *p < 0.05. (D) Averaged error rates of six injection sessions in the random task (left) and the repeating task
(right). After anisomycin injection, the number of errors increased dramatically in the repeating task, but not in the random task (modified from Ohbayashi, 2020).

during the “reconsolidation” process (Nader et al., 2000a,b; Sara,
2000; Nader, 2003; Lee et al., 2008; Rudy, 2008a,b; Dudai, 2012).
Thus, the injection of the protein synthesis inhibitor disrupted
the task performance as the inhibitor prevented the synthesis of
the proteins needed to reconsolidate the memory trace (Nader
et al., 2000a; Lee et al., 2008; Dudai, 2012). The series of studies
also proposed that the destabilized trace may be bidirectionally
modified to be weakened or strengthened, so that the neural
trace can be “updated” (Sara, 2000; Dudai and Eisenberg, 2004;
Rudy, 2008b; Dudai, 2012). Although it is unclear whether these
proposals can be generalized to other forms of memory, they
may inform us of the way by which anisomycin injected in M1
interfered with the performance of the well-practiced sequential
movements (discussed in Ohbayashi, 2020). The neural basis

for motor skill improvement needs to be further investigated
in future studies.

The rodent studies provide valuable insights into the
reorganization of the motor cortex during motor skill learning,
even though the rodent motor system and the range of motor
skills differ from those of human and non-human primates (Dum
and Strick, 1991; He et al., 1993, 1995; Rathelot et al., 2016).
Early in the learning of the reach–grasp task, the expressions
of transcription factors (e.g., an immediate early gene, c-fos)
increase within the rodent’s motor cortex and remain elevated
in the plateau phase of the learning curve relative to control
animals (Kleim et al., 1996). The increase of gene expression
precedes both the changes in synapse number and motor map
reorganization (Kleim et al., 1996). The injection of protein

Frontiers in Behavioral Neuroscience | www.frontiersin.org 9 June 2021 | Volume 15 | Article 64065935

https://www.frontiersin.org/journals/behavioral-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/behavioral-neuroscience#articles


fnbeh-15-640659 June 3, 2021 Time: 17:23 # 10

Ohbayashi Motor Areas in Sequential Movements

synthesis inhibitors into the motor cortex of rodents disrupted
the maintenance (Kleim et al., 2003) or the learning (Luft et al.,
2004) of the skilled forelimb reaching. In these studies, the rats
were trained to reach and grasp for a food pellet placed outside
the cage (Kleim et al., 2003; Luft et al., 2004). The injection of
anisomycin into the motor cortex after the training disrupted the
performance of the skilled forelimb task and caused reductions in
the synapse number and size in the motor cortex in vivo (Kleim
et al., 2003). The injection of anisomycin into the rodents’ motor
cortex during the learning disrupted the learning of the motor
skill task (Luft et al., 2004). Two photon imaging or electron
microscopy studies have shown that skill training leads to the
rapid formation of enduring postsynaptic dendritic spines and
an increase in synaptic density in neurons in the motor cortex
(Kleim et al., 2003; Xu et al., 2009; Yang et al., 2009; Yu and
Zuo, 2011). When the newly modified dendritic spines during the
training of rotarod tasks were optically manipulated to shrink in
the motor cortex, the rodents’ performance of the trained task
was disrupted (Hayashi-Takagi et al., 2015). The study suggested
that the structural plasticity of spines plays a critical role in the
learning of motor skills in the motor cortex of rodents.

Taken together, these observations support the view that M1
is involved in skilled sequential movements, especially after
extensive practice. The neural activity, metabolic activity, and
the structural organization in M1 were influenced by extensive
practice on the motor skill tasks. Further studies will expand
our understanding of how M1 contributes to the continuous
improvement of skilled sequential movements during repetitive
practice as well as its contribution to fast learning.

COLLABORATION OF CORTICAL
MOTOR AREAS

Studies on anatomical connectivity provided valuable insights
into the interaction between multiple areas. The functional
distinction of pre-SMA and SMA is supported by the differences
in the anatomical connections between these areas (Luppino
et al., 1990, 1993; Bates and Goldman-Rakic, 1993, reviewed
in Picard and Strick, 2001). Firstly, only the SMA has direct
projections to the M1 and the spinal cord (Muakkassa and
Strick, 1979; Dum and Strick, 1991, 1996; He et al., 1995; Wang
et al., 2001). Secondly, the pre-SMA does not have substantial
connections with M1 (Tokuno and Tanji, 1993; Galea and
Darian-Smith, 1994; Lu et al., 1994; Hatanaka et al., 2001; Dum
and Strick, 2005). Instead, the pre-SMA is densely interconnected
with regions of the prefrontal cortex as well as from the rostral
cingulate motor area and pre-PMd (F7) (Luppino et al., 1990,
1993, 2003; Bates and Goldman-Rakic, 1993; Lu et al., 1994;
Takada et al., 2004; Wang et al., 2005). Moreover, the pre-SMA
does not appear to be densely interconnected with the SMA
(Luppino et al., 1990, 1993, 2003; Wang et al., 2001). These
observations suggest that the SMA is a part of the cortical motor
areas and that the pre-SMA can be functionally considered as
a region of the prefrontal areas (Bates and Goldman-Rakic,
1993; Luppino et al., 1993; Lu et al., 1994; Picard and Strick,
2001). This view is consistent with the observations of the

inactivation studies described above showing that the pre-SMA
is involved in cognitive aspects such as the early learning of
movement sequences, whereas the SMA is primarily involved in
the performance of memorized movement sequences.

The anatomical connections of the M1, PMd, PMv (ventral
premotor cortex), and the SMA of monkeys were precisely
studied by Dum and Strick’s group (Dum and Strick, 2005).
The anatomy results showed that the digit representations of the
PMd, PMv, and M1 are densely interconnected with each other.
Thus, these three cortical areas form a network for the control
of hand movements (Dum and Strick, 2005). The projections
from the digit representation in the SMA to the PMd and the
PMv are stronger than the SMA projections to M1 (Dum and
Strick, 2005). This suggests that the SMA may influence through
connections with the premotor areas rather than through M1.
Overall, the laminar origins of neurons that interconnect the
PMd, PMv, and M1 are typical of “lateral” interactions. Dum
and Strick commented that “from an anatomical perspective, this
cortical network lacks a clear hierarchical organization” (Dum
and Strick, 2005). The strong, reciprocal interconnections suggest
that these areas may act in concert with each other to produce
commands for movements.

In fact, a subset of neurons in each premotor area exhibits
activity for relatively simple movements as M1 neurons do
(Kurata and Tanji, 1986; Shima et al., 1991; Cadoret and Smith,
1997). Furthermore, in non-human primate studies, aspects of
practiced sequences were reflected in the neural or the metabolic
activity in all the SMA, PMd, and M1 (Picard and Strick, 1997,
2003; Matsuzaka et al., 2007; Picard et al., 2013; Ohbayashi et al.,
2016; Ohbayashi, 2020). On the other hand, the injection of
chemical agents in these areas showed that each premotor area is
differentially involved in sequential movements. Inactivation of
the SMA did not have an effect on the learning and performance
of internally generated spatial sequences (Nakamura et al., 1999).
Nevertheless, both the muscimol injection in the PMd and the
anisomycin injection in M1 selectively disrupted the performance
of internally generated sequences, but not the visually guided
reaching (Ohbayashi et al., 2016; Ohbayashi, 2020). Moreover,
both injections caused deficits in target selection, in which a
monkey reached to the direction opposite to the correct target
(Ohbayashi et al., 2016; Ohbayashi, 2020). Together with the
dense anatomical connection between the PMd and M1, as
described above, these suggested a possibility that anisomycin
injection disrupted the interaction from the PMd to M1, which
resulted in the deficit in the performance of internally generated
spatial sequences. These suggest that the PMd functions as
a major source of input to M1 to guide the performance
of internally generated spatial sequences after practice. More
experiments are required to tease out the exact nature of
interactions between M1 and the premotor areas in the learning
and performance of sequential movements.

SUMMARY

The performance of sequential movements can be improved
to the expert level and maintained as a motor skill through
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extensive practice. Functional imaging studies in humans show
that a brain-wide network subserves the performance of skilled
sequential movements. Interventional studies in non-human
primates advanced our understanding of its neural basis. The
results of interventional studies suggested that each motor area
in the network makes a distinct contribution to skilled sequential
movements. The SMA is involved in the temporal organization
of multiple non-spatial movements into a sequence and the
execution of the sequential actions. Its role in spatial sequences
is still debatable and needs to be further investigated. The
PMd may act as a key structure for the learning of sequential
movements by contributing to the selection of appropriate
responses. Specifically, the PMd may be critical for the acquisition
and maintenance of arbitrary motor–motor associations. In M1,
the neural activity, metabolic activity, and structural organization
were shown to be modified by extensive practice on sequential
movements. M1’s involvement in sequential movements after
extensive practice was verified by an interventional study using
an inhibitor for protein synthesis. These studies suggest that
the PMd functions as a major source of input to M1 to guide
the performance of internally generated sequences. Together, the
PMd and M1 may be parts of the key structures for the learning
and maintenance of internally generated sequential movements.

The involvements of these areas along the dimensions of time
(i.e., learning stages) and sequence category (e.g., spatial and
non-spatial) need to be further explored in future experiments.
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Attention is the dynamic process of allocating limited resources to the information that

is most relevant to our goals. Accumulating studies have demonstrated the crucial

role of frontal and parietal areas in attention. However, the effect of posterior superior

temporal sulcus (pSTS) in attention is still unclear. To address this question, in this

study, we measured transcranial magnetic stimulation (TMS)-induced event-related

potentials (ERPs) to determine the extent of involvement of the right pSTS in attentional

processing. We hypothesized that TMS would enhance the activation of the right

pSTS during feature discrimination processing. We recruited 21 healthy subjects who

performed the dual-feature delayed matching task while undergoing single-pulse sham

or real TMS to the right pSTS 300ms before the second stimulus onset. The results

showed that the response time was reduced by real TMS of the pSTS as compared

to sham stimulation. N270 amplitude was reduced during conflict processing, and the

time-varying network analysis revealed increased connectivity between the frontal lobe

and temporo-parietal and occipital regions. Thus, single-pulse TMS of the right pSTS

enhances feature discrimination processing and task performance by reducing N270

amplitude and increasing connections between the frontal pole and temporo-parietal and

occipital regions. These findings provide evidence that the right pSTS facilitates feature

discrimination by accelerating the formation of a dynamic network.

Keywords: transcranial magnetic stimulation, posterior superior temporal sulcus, dual-feature matching task,

event-related potentials, electroencephalography

INTRODUCTION

Attention is the key cognitive function that selects currently relevant pieces of information at
the expense of irrelevant ones, thereby facilitating the selection of features (Moore and Zirnsak,
2017). Classical studies of attention have identified that different attentional processing methods
are carried out by two distinct attention systems: a dorsal system comprising the intraparietal
sulcus and frontal eye fields, which are involved in top-down attention control, and a ventral
feature-based system comprising the temporo-parietal junction for unexpected stimuli (Katsuki
and Constantinidis, 2014; Majerus et al., 2018).
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It is widely accepted that frontal and parietal cortices are
the main brain areas related to attention control (Moore and
Zirnsak, 2017), but recent evidence suggests that temporal
cortex is also involved in the modulation of motion and
color discrimination (Bogadhi et al., 2018; Stemmann and
Freiwald, 2019) and is a critical structure in the cortical
control of covert selective attention (Bogadhi et al., 2019).
The posterior superior temporal sulcus (pSTS), as an essential
part of temporal cortex, is thought to be involved in
multiple neural processes (Hein and Knight, 2008; Beauchamp,
2011). Thus, clarifying the role of the pSTS in feature
discrimination can provide a novel insight into the attention
control system.

Transcranial magnetic stimulation (TMS) is a non-invasive
brain stimulation method used to alter brain activity (Barker
and Jalinous, 1985; Hallett, 2007). The TMS-induced spread of
synchronized neural activity in the target area to connected
brain regions can be observed by functional brain recording
techniques (Siebner et al., 2009). Electroencephalography (EEG)
has been increasingly employed in recent years to measure
the cortical responses evoked by focal TMS at high temporal
resolution (Bergmann et al., 2016). Combining TMS with
EEG (TMS–EEG) enables the measurement of brain-wide
cortical responses to TMS (Ilmoniemi and Kicic, 2010) and
has permitted studies to examine the brain states and the
dynamics across the cortical areas with excellent temporal
resolution (Pellicciari et al., 2017). In addition, TMS–EEG
provides precise information on the spatiotemporal order of
activation of cortical areas, which can reveal causal interactions
within functional brain networks (Rogasch and Fitzgerald,
2013).

Event-related potentials (ERPs) reflect brain functioning at
a high temporal resolution (Luck, 2014). P100 (P1) and N150
(N1) are associated with early visual perceptual processing
(Taylor, 2002; Luck, 2014), while P300 (P3) is related to
information recognition and inhibition processing (Polich,
1998). N270 is a negative ERP component with a peak latency
of around 270ms that is elicited by conflicting modalities
[e.g., visual and auditory (Wang et al., 2002), color and
shape (Wang et al., 2004) and position mismatch (Yang and
Wang, 2002)]. N270 amplitude is modulated by attention
(Mao and Wang, 2008; Zhang et al., 2013). Thus, N270
is generally regarded as an electrophysiological marker of
attention (Wang et al., 2001; Scannella et al., 2016). The
dual-feature delayed matching task is associated with conflict
processing (Wang et al., 2003; Zhang et al., 2003). Previous
studies have revealed that conflict processing is modulated
by attention (Carter et al., 2000), so we could use the
task to explore the attentional modulation of pSTS to the
conflict processing.

In this study, we used a single-pulse TMS–EEG procedure
combined with a dual-feature delayed matching task to explore
the role of the right pSTS in feature discrimination. We
hypothesized that TMS applied over the right pSTS would
modulate the brain dynamic network and facilitate the processing
of the color-shape feature discrimination.

MATERIALS AND METHODS

Participants
We recruited 21 healthy right-handed subjects [11 females; mean
age (±SD): 24.2 ± 1.9 years] for the study. All subjects had a
normal or corrected-to-normal vision with no color blindness
and no history of any major diseases or neurological or mental
disorders. Written informed consent was obtained from all
participants, and the experiment was approved by the Ethics
Committee of the Xuanwu Hospital, Capital Medical University.

Experimental Procedures
All of the participants underwent a MRI scan and TMS. T1-
weighted anatomic MRI was performed using a 3T MRI scanner
(Siemens Medical Solutions, Erlangen, Germany) before the
TMS to identify the target site for stimulation. Each participant
completed two TMS sessions on 2 different days (for sham and
real TMS sessions). Each TMS session comprised of four blocks,
namely, two color and two shape task blocks; and each block
consisted of 80 trials and lasted approximately 8 min.

During the two TMS sessions, participants sat on a
comfortable chair in a dimly lit and quiet room with their gaze
fixated on the computer monitor, completing both color and
shape tasks in each TMS session. The order of tasks and TMS
sessions was counterbalanced across subjects.

The resting motor threshold (RMT) of each participant was
measured before the start of each session with an EEG cap. The
RMT was defined as the lowest stimulus intensity that induced at
least five motor evoked potentials of 50 µV over ten consecutive
pulses in the first dorsal interosseous muscle.

Experimental Task
Each participant performed a dual-feature delayed matching task
(Wang et al., 2004; Figure 1). A stimulus presentation system
(STIM; Neurosoft Labs, Charlotte, NC, the United States) was
used to present each target in the task, which was defined by the
combination of a specific color (red, green, yellow, or white) and
shape (pentagon, ellipse, triangle, hexagon, octagon, arrow, cross,
circular, pentagram, or rhombus).

Each trial began with a central fixation point presented for
2,000ms. The first (S1) and second (S2) stimuli were presented
for 500ms each with an interstimulus interval of 500ms. A single
sham or real TMS pulse was delivered 300ms before the onset of
S2 in each trial. The interval between the end of the previous S2
and the onset of the next S1 was 5 s. Stimuli were presented in
the center of the screen on a black background. There were four
types of stimulus pair: C–S– [same color, same shape (match)];
C + S– [different color, same shape (task-relevant mismatch in
color task)]; C–S + [same color, different shape (task-irrelevant
mismatch in color task)]; and C + S+ [different color, different
shape (conjunction mismatch)]. The four types of stimulus pairs
were randomly presented in sequence, and each type had the
same probability.

The color task (selective attention to color, Ac) required
participants to judge whether the color of S2 was identical to
that of S1 while ignoring their shape. The shape task (selective
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FIGURE 1 | Dual-feature delayed matching task. (A) TMS-targeted areas of

the right pSTS in one subject. The TMS coil orientation was determined based

on the anatomical MRI scan. (B) For each trial, two presentations of the first

(S1) and second (S2) stimuli were separated by 500ms, during which a sham

or real TMS pulse was applied over the right pSTS 300ms before the onset of

S2 presentation. At the end of the trial, the subject pressed the left or the right

button of a mouse to judge whether the color of S2 was identical to that of

S1while ignoring the shape of the stimulus in the color task, or whether the

shape of S2 was identical to that of S1 while ignoring the color of the stimulus

in the shape task.

attention to shape, As) required participants to discriminate
whether S1 and S2 had identical shapes while ignoring their color.
Upon the presentation of S2, participants were required to press
the left or right button of a mouse with their left or right thumb
to indicate their response as quickly and accurately as possible.
The response hand was counterbalanced in each subject.

TMS Site Localization
The TMS target sites in the right pSTS were individually
identified using T1-weighted anatomic MRI image of
the participants with Brainsight frameless stereotactic
neuronavigation system (SofTaxic Navigator System, EMS
Italy). For each participant, the right pSTS area was localized
using anatomical features: the inflection point in the pSTS
where it angles upward toward the parietal lobe (Beauchamp
et al., 2008). We manually selected the inflection as the location

of pSTS on the structural MRI image of an individual. A
near-IR navigation system was used to track the position of
the stimulation coil to identify the right pSTS in the head of
the participant.

TMS–EEG
Single-pulse TMS was delivered to the right pSTS using
a monophasic Magstim stimulator (Magstim Company Ltd.,
London, the United Kingdom) with a figure-of-eight coil (outer
winding diameter of 70mm). The stimulation intensity was
applied at 90% of the RMT. In the sham TMS condition,
the intensity was the same but the surface of the coil was
perpendicular to the head of the subject.

Continuous EEG recording from 21 scalp electrodes in an
elastic cap that were positioned according to the international
10–20 system (Greentek Ltd,Wuhan, China) was performed with
a magnetic field-compatible EEG amplifier (Yunshen, Beijing,
China). The apex nasi was used as a reference. Skin impedance
was maintained below 5 kΩ . The signal was digitized at a
sampling rate of 1,024Hz. Earplugs with white noise were used
at all times by the participants to attenuate the sound of TMS.

Data Analysis
Behavioral Data Analysis
Behavioral data were extracted from the perceptual reports.
Trials with incorrect responses or a reaction time (RT)
<200 or >1,500ms were excluded from the analysis. The
results from the two tasks were averaged across the 21
participants. The correct rate and mean RT data were
subjected to repeated-measures analysis of variance (ANOVA)
with condition (real/sham), task (color/shape), and type
(match/task-relevant/task-irrelevant/conjunction mismatch) as
within-subject factors.

ERP Data Analysis
The EEG data were analyzed with MATLAB vR2015b
(MathWorks, Natick, MA, the United States) using customized
scripts and EEGLAB Toolbox (Delorme and Makeig, 2004).
The preprocessing consisted of two rounds of independent
component analysis (ICA) (Hyvärinen and Oja, 2000): the
first to remove the components containing large-amplitude
TMS-induced artifacts and the second to remove any remaining
artifacts (e.g., blinking). TMS-induced artifacts were removed by
discarding the signal for 60ms after each pulse. The EEG epochs
were extracted using a time window of 2,000ms (1,000ms before
and 1,000ms after TMS) and baseline-corrected to the 200ms
before the first visual stimulus onset.

The amplitude of P1, N1, N270, and P3 was measured
from the averaged waveforms at notable electrodes. By the
visual inspection of the ERPs, the mean amplitudes of P1 (60–
110ms), N1 (112–200ms), N270 (220–320ms), and P3 (322–
500ms) in corresponding notable electrodes were analyzed.
Electrophysiological parameters were analyzed by means of a
four-way ANOVA with conditions and task, type, and electrode
sites as factors. The Greenhouse–Geisser epsilon correction
for non-sphericity was applied where appropriate. Post-hoc
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paired t-tests were passed through Bonferroni correction for
multiple comparisons.

Time-Varying Network Analysis
EEG data analysis was divided into preprocessing and
time-varying network analysis. The latter required several
segmentations to enable the construction of a reliable network
that captured the brain architectures and networks. In this study,
we used TMS disturbances as stimulus labels. For each labeled
disturbance event, the time point corresponding to the peak of
the label was set as time 0; data corresponding to 0.5 s before and
1 s after time 0 were extracted (total segment length= 1.5 s).

To reduce the calculation load in the time-varying network
analysis, eight times downsampling was applied to obtain a
sampling frequency of 32Hz. The time-varying network was
calculated by the adaptive directed transfer function (ADTF)
method and a time-varying multivariate adaptive autoregressive
(tv-MVAAR) model (Zhang et al., 2017) to observe dynamic
information processing during TMS disturbance. The two-
sample t-test was used to compare time-varying networks under
the sham and real TMS conditions, and false discovery rate
correction was applied for multiple comparisons. P < 0.05 were
regarded as statistically significant.

Time-Varying Multivariate Adaptive Autoregressive

Model
For each artifact-free segment, the tv-MVAARmodel is defined as

X (t) =
∑

p
i=1A (i, t)X (t − 1) + E(t) (1)

where X(t) represents the data vector of EEG signal and
E(t) represents the multivariate independent white noise. A(i,t)
represents the matrix of tv-MVAAR model coefficients, which is
estimated by the Kalman filter algorithm. p represents the order
of the model that is automatically determined by the Akaike
Information Criterion (AIC) within the range of 2–20 as,

AIC
(

p
)

= In
[

det (χ)
]

+ 2M2p/N (2)

where M is the number of the electrodes, p is the optimal
order of the model, N represents the number of the time
points of each time series, and χ represents the corresponding
covariance matrix.

Adaptive Directed Transfer Function
Parameters A(f,t) and H(f,t) in the frequency domain are defined
as follows:

A
(

f , t
)

=
∑

p

k=0
Ak(t)e

−j2π ftk (3)

A
(

f , t
)

X(f , t) = E(f , t) (4)

X
(

f , t
)

= A−1
(

f , t
)

E
(

f , t
)

= H(f , t)E(f , t) (5)

where Ak is the matrix of the tv-MVAAR model coefficients, and
X(f,t) and E(f,t) are the Fourier transformations of X(t) and E(t)
in the frequency domain, respectively.

Moreover, the normalized ADTF describing the directed flow
from the jth to the ith node is defined in Equation (6), and

the final integrated ADTF is defined in Equation (7) within
the frequency band of interest (i.e., 0.5–14.5Hz in this work)
as follows:

γ 2
ij (f , t) =

∣

∣Hij(f , t)
∣

∣

2

∑n
m=1

∣

∣Him(f , t)
∣

∣

2
(6)

Q2
ij(t) =

∑f2
k=f1

γ 2
ij (k, t)

f2 − f1
(7)

The normalized total information outflow of the jth node is
further estimated in Equation (8) as:

Q2
j (t) =

∑n
k=1 Q

2
kj (t)

n− 1
, for k 6= j (8)

where n is the total number of nodes. When each node (n) has
been calculated for each sample time point (t), a directional
edge (i to j) can be displayed. From Equation 8, we can derive
an outflow that denotes the time-varying of each node across
different time points.

RESULTS

Behavior Data
The correct rate and mean RTs in the dual-feature delayed
matching task are shown in Table 1. The 2 × 2 × 4 ANOVA
of RTs revealed the main effects of condition [F(1,20) = 26.87, P
< 0.001] and stimulus type [F(3,60) = 15.47, P < 0.001]. A post-
hoc analysis showed that RT was significantly shorter in the real
TMS condition than in the sham TMS condition with all types
(Ps < 0.05). In both conditions, RTs were significantly longer for
task-relevant and conjunctionmismatch types than for the match
type in each task (P < 0.05). The overall correct response rates
for each type and task did not differ between the two conditions
(P > 0.05).

ERP data
Grand-Averaged ERP Waveforms
Grand-averaged ERP waveforms difference between the real and
sham conditions for the four types in each task are shown in
Figures 2, 3. The ERPs with the four types consisted of P1 and
N1 components at the posterior scalp and the P3 component over
the whole scalp. The amplitude of P1 in the real TMS condition
was increased than that in the sham TMS condition, while
the amplitude of N270 was reduced in mismatch types. Visual
inspection of the grand-averaged data showed mean amplitudes
measured at 60–110ms for P1, 112–200ms for N1, 220–320ms
for N270, and 322–500ms for P3. The components were similar
in the sham and real TMS conditions.

P1 Component
In the time window between 60 and 110ms, after the onset of S2,
the condition showed a main effect on the amplitude [F(1,20) =
10.32, P= 0.004] as well as interaction with electrode area [F(3,60)
= 10.08, P < 0.001). The pairwise comparisons indicated that
the amplitude at electrode P4 was more positive in the real TMS
condition than in the sham condition (P < 0.05; Table 2).
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TABLE 1 | Mean reaction time and correct rate in two conditions for each task and type.

Type† Sham TMS Real TMS

Ac As Ac As

Reaction time (ms) Match 573.8 ± 72.8 555.6 ± 90.2 527.4 ± 81.8* 524.4 ± 85.5*

Task-relevant 616.4 ± 66.7a 638.9 ± 64.2a 572.9 ± 84.6*a 602.8 ± 77.7*a

Task-

irrelevant

559.3 ± 71.1b 574.5 ± 81.0b 533.8 ± 87.5* 547.4 ± 77.6*b

Conjunction 623.6 ± 62.5ac 614.7 ± 75.7ac 578.2 ± 88.9*a 599.3 ± 85.8ac

Correct rate (%) Match 98.3 ± 2.1 99.3 ± 1.8 99.0 ± 1.7 99.2 ± 1.4

Task-relevant 99.2 ± 1.4 98.6 ± 2.0 99.0 ± 1.8 98.6 ± 2.0

Task-

irrelevant

99.0 ± 1.5 99.1 ± 1.6 99.1 ± 1.6 98.1 ± 2.0

Conjunction 98.4 ± 2.0 99.2 ± 1.4 99.3 ± 1.1 98.3 ± 2.6

Data represent mean ± SD.

*Significantly different from sham condition in the same task and type (P < 0.05).
aSignificantly different from match type in the same condition and task (P < 0.05).
bSignificantly different from the relevant type in the same condition and task (P < 0.05).
cSignificantly different from the irrelevant type in the same condition and task (P < 0.05).
†
Match, Ac/C–S– or As/C–S–; task-relevant, Ac/C + S– or As/C–S +; task-irrelevant, Ac/C–S+ or As/C+S–; conjunction, Ac/C + S + or As/C + S+; C–S–, color and shape are the

same in stimulus pair; C–S+, the same color with different shape; C + S–, different color with the same shape; C+S+, color and shape both are different.

Ac, attention to color; As, attention to shape; TMS, transcranial magnetic stimulation.

N1 Component
In the time window between 112 and 200ms after the onset
of S2, the stimulus type showed main effects on the amplitude
[F(3,60) = 4.63, P = 0.006]. Type also showed an interaction
with electrode area [F(9,180) = 3.78, P < 0.001]. The post-hoc
analysis showed that the conjunction type was more positive than
match and irrelevant types at electrode P4 (P < 0.05). However,
no significant difference of the amplitude between the real and
sham TMS conditions was found [F(1,20) = 3.25, P = 0.087;
Table 2).

N270 Component
In the time window between 220 and 320ms, ANOVA revealed
the significant main effects of condition [F(1,20) = 20.40, P <

0.001] and type [F(1.35,27.05) = 11.02, P= 0.001] on the amplitude.
Type showed an interaction with electrode [F(5.27,105.30) = 2.92, P
= 0.015]. The post-hoc analysis showed that the amplitude of the
mismatch types was more negative than that of the match type at
electrodes C3 and C4 (P < 0.05).

Condition also showed an interaction with type [F(1.50,29.96)
= 4.85, P = 0.023]. The pairwise comparisons revealed
that amplitude was significantly more positive in the real
TMS condition than in the sham TMS condition with
all three mismatch types in each task (all Ps < 0.05).
However, in the match type, there was no significant difference
in amplitude between the sham and real TMS conditions
(Table 2).

P3 Component
In the time window between 322 and 500ms, the mean
amplitude of P300 did not differ between the sham and real
TMS conditions [F(1,20) = 0.16, P = 0.693]. The TMS condition

did not interact with task [F(1,20) = 0.24, P = 0.629], type
[F(3,60) = 0.74, P = 0.533], or electrode [F(1.66,33.25) = 1.41,
P = 0.257; Table 2].

Topography
Viewing the topography of the two conditions, it showed
that the amplitude of P1 at different scalp areas in the
real TMS condition was more positive than that in the
sham TMS condition in both tasks. The N1, N270, and
P3 distributions have showed no distinct differences
between the sham and real TMS conditions in both tasks
(Figures 2, 3).

Time-Varying Network
Changes in the time-varying network differed significantly
between sham and real TMS conditions (Figure 4). TMS of
the right pSTS induced changes in the time-varying networks
of different types. The increased and decreased connections by
real TMS appeared at the timing of TMS and are maintained
throughout S2 presentation. Here, we focused on the conflict
processing stage, which was around 270ms after the presentation
of S2.

In the color task, the connections between the bilateral
frontal poles and the temporo-occipital region were
significantly increased with each type compared to the sham
TMS condition (Figure 4A). Meanwhile, the connections
between the bilateral frontal regions and the temporo-
parietal region, central regions, were decreased in each
type (Figure 4B).

In the shape task, the connections between the bilateral frontal
poles and the temporo-occipital region, parietal regions, were
increased in each type (Figure 4C). Meanwhile, compared to the
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FIGURE 2 | The grand-averaged ERPs and topographies of each type and

condition in color task. The ERPs showed difference between the sham and

real TMS condition [upper of (A–D)]. The amplitude of P1 in real TMS condition

was increased than that in sham TMS condition, while the amplitude of N270

was reduced in mismatch types. The topographies [bottom of (A–D)] showed

that P1 at posterior scalp areas in real TMS condition was more positive than

sham one. Vertical lines indicated the TMS, S1, and S2 stimulus onset.

Horizontal solid line indicates the time after the onset of S2 with statistical

significance between the two conditions. The purple-shaded areas indicate

the time window (60–110ms) in which the P100 was measured, the

blue-shaded areas indicate the time window (112–200ms) in which the N150

was measured, the gray-shaded areas indicate the time window (220–320ms)

in which the N270 was measured, and the orange-shaded areas indicate the

time window (322–500ms) in which the P3000 was measured.

sham TMS condition, the information outflows in the frontal
and midline region were significantly reduced in the real TMS
condition (Figure 4D).

FIGURE 3 | The grand-averaged ERPs and topographies of each type and

condition in shape task. The ERPs showed difference between the sham and

real TMS condition [upper of (A–D)]. The amplitude of P1 in real TMS condition

was increased than that in sham TMS condition, while the amplitude of N270

was reduced in mismatch types. The topographies [bottom of (A–D)] showed

that P1 at posterior scalp areas in real TMS condition was more positive than

in sham one. Vertical lines indicated the TMS, S1, and S2 stimulus onset.

Horizontal solid line indicates the time after the onset of S2 with statistical

significance between the two conditions. The purple-shaded areas indicate

the time window (60–110ms) in which the P100 was measured, the

blue-shaded areas indicate the time window (112–200ms) in which the N150

was measured, the gray-shaded areas indicate the time window (220–320ms)

in which the N270 was measured, and the orange-shaded areas indicate the

time window (322–500ms) in which the P3000 was measured.

DISCUSSION

The results of this study demonstrate that, in addition to
the frontal and parietal cortices, the pSTS makes a significant
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TABLE 2 | Mean amplitude with all stimulus types for each task and condition in different time windows.

Time window Condition Area Ac As

Match Task-relevant Task-irrelevant Conjunction Match Task-relevant Task-irrelevant Conjunction

60–110ms Sham TMS P3 −3.5 ± 7.7 −4.2 ± 6.8 −3.0 ± 7.4 −2.5 ± 5.5 −4.2 ± 6.0 −3.6 ± 8.4 −5.2 ± 5.5 −3.2 ± 8.7

P4 −3.4 ± 8.0 −3.3 ± 7.1 −2.3 ± 8.2 −2.3 ± 6.6 −4.3 ± 6.8 −2.5 ± 5.5 −5.1 ± 7.0 −3.4 ± 7.6

O1 −0.6 ± 8.5 −1.2 ± 7.0 −0.9 ± 9.3 −0.3 ± 7.6 −2.0 ± 8.3 −0.4 ± 6.2 −2.5 ± 8.2 −1.5 ± 9.8

O2 −1.3 ± 9.1 −0.9 ± 6.9 −1.1 ± 9.4 −1.0 ± 8.1 −5.2 ± 7.0 −0.8 ± 7.0 −3.5 ± 9.1 −1.8 ± 9.6

Real TMS P3 −2.8 ± 6.5 −0.6 ± 7.7* −1.4 ± 6.5 −1.1 ± 6.7 −2.0 ± 4.4 −0.9 ± 5.7 −2.9 ± 5.1 −0.1 ± 4.2*

P4 −0.1 ± 7.5* 1.9 ± 8.0* 2.1 ± 8.0* 2.3 ± 6.5* 1.2 ± 6.3* 3.0 ± 6.6* 1.9 ± 6.7* 2.8 ± 5.6*

O1 0.2 ± 8.2 1.2 ± 7.9 2.8 ± 9.0* 1.0 ± 8.8 0.3 ± 7.1 3.5 ± 7.3* 0.1 ± 7.7 1.0 ± 8.3

O2 0.7 ± 8.3 0.8 ± 6.6 1.0 ± 8.1 0.9 ± 8.1 0.4 ± 8.4 3.9 ± 7.9* 1.9 ± 5.7* 1.4 ± 7.4

112–200ms Sham TMS P3 −7.4 ± 6.4 −6..2 ± 5.1 −7.6 ± 6.6 −5.4 ± 7.2 −8.1 ± 5.8 −7.0 ± 7.8 −6.9 ± 5.1 −6.4 ± 7.4

P4 −8.5 ± 6.4 −6.4 ± 7.8 −8.8 ± 6.8 −5.4 ± 6.5ac −9.2 ± 6.8 −7.8 ± 7.0 −8.0 ± 6.5 −5.1 ± 8.8abc

O1 −10.7 ± 7.8 −9.5 ± 7.1 −10.9 ± 7.8 −8.1 ± 6.3ac −11.2 ± 7.2 −9.7 ± 6.9 −9.8 ± 6.7 −10.6 ± 8.4

O2 −10.4 ± 8.7 −9.1 ± 9.8 −11.2 ± 9.1 −9.1 ± 9.5 −10.6 ± 5.1 −10.6 ± 7.7 −9.5 ± 9.3 −10.6 ± 9.9

Real TMS P3 −6.8 ± 5.7 −5.1 ± 5.3 −5.6 ± 5.9 −4.4 ± 5.2a −6.0 ± 5.0 −5.1 ± 4.7 −4.8 ± 6.5 −6.5 ± 5.9

P4 −6.8 ± 8.0 −5.6 ± 5.3 −6.2 ± 8.4 −3.2 ± 6.8ac −8.3 ± 8.7 −4.7 ± 6.0 −8.4 ± 4.5b −5.1 ± 7.7ac

O1 −10.1 ± 8.0 −8.5 ± 6.7 −9.9 ± 7.1 −8.6 ± 6.9 −9.4 ± 7.5 −8.6 ± 5.9 −8.1 ± 6.5 −8.6 ± 5.9

O2 −8.9 ± 9.5 −7.2 ± 7.9 −9.3 ± 8.9 −8.3 ± 8.1 −7.7 ± 7.6 −8.8 ± 7.2 −8.0 ± 8.4 −8.8 ± 6.4

220–320ms Sham TMS C3 6.1 ± 7.8 −1.6 ± 3.9a 1.0 ± 4.7ab −1.0 ± 5.4a 6.2 ± 7.6 0.5 ± 5.0a 1.9 ± 5.1a 1.0 ± 5.5a

C4 6.7 ± 7.8 0.1 ± 6.1a 2.0 ± 6.3a 0.5 ± 4.4a 6.2 ± 8.0 0.5 ± 5.6a 2.0 ± 5.4a 1.5 ± 4.1a

P3 8.2 ± 9.7 0.4 ± 4.2a 4.7 ± 5.0b 3.3 ± 5.6ab 7.0 ± 9.4 2.9 ± 5.4 2.5 ± 6.8a 3.8 ± 4.2

P4 8.1 ± 9.3 2.1 ± 5.0a 6.1 ± 5.3b 3.2 ± 5.8c 8.0 ± 9.8 3.9 ± 8.5a 2.8 ± 7.2a 4.9 ± 5.2

Real TMS C3 6.5 ± 6.2 1.5 ± 5.1*a 4.0 ± 5.8*ab 2.4 ± 5.6*a 6.0 ± 6.4 3.1 ± 4.8*a 3.8 ± 5.4*a 3.6 ± 5.1*a

C4 8.5 ± 5.9 5.7 ± 5.7*a 5.4 ± 7.2*a 3.5 ± 5.2*a 7.5 ± 6.7 4.5 ± 5.8*a 5.0 ± 5.1*a 4.3 ± 5.2*a

P3 8.7 ± 7.0 3.7 ± 5.3*a 7.1 ± 3.0*b 5.8 ± 5.2*b 6.6 ± 7.5 6.1 ± 5.3a 3.7 ± 6.9* 6.6 ± 5.0*

P4 9.9 ± 7.1 5.2 ± 5.4*a 9.1 ± 4.8*b 6.0 ± 5.7*ac 8.4 ± 7.9 7.5 ± 7.0*a 5.6 ± 6.0* 7.4 ± 5.0*

322–500ms Sham TMS C3 −7.4 ± 4.9 7.8 ± 3.4 8.6 ± 4.4 8.1 ± 3.5 9.1 ± 5.5 8.6 ± 5.6 9.9 ± 4.9 7.7 ± 4.7

C4 9.7 ± 4.6 8.9 ± 4.1 9.2 ± 3.6 8.7 ± 4.8 9.7 ± 5.3 9.7 ± 5.9 9.9 ± 5.2 8.7 ± 5.1

P3 9.7 ± 5.4 9.7 ± 4.2 10.4 ± 5.4 9.5 ± 3.9 9.9 ± 5.4 10.0 ± 7.0 10.2 ± 5.6 8.7 ± 6.1

P4 8.4 ± 6.3 9.3 ± 5.9 10.0 ± 4.8 8.9 ± 5.3 9.5 ± 6.3 10.7 ± 8.0 9.8 ± 5.1 8.3 ± 6.7

Real TMS C3 7.1 ± 4.4 8.3 ± 6.1 9.6 ± 5.0 7.4 ± 5.0 8.5 ± 3.9 7.2 ± 4.1 10.3 ± 3.9 6.8 ± 4.8

C4 9.0 ± 4.6 10.2 ± 6.1 10.2 ± 3.9 9.5 ± 5.7 9.8 ± 4.0 9.6 ± 5.3 10.9 ± 4.0 8.9 ± 5.5

P3 9.7 ± 5.0 10.7 ± 5.7 10.6 ± 6.0 9.6 ± 5.2 9.6 ± 4.9 8.9 ± 4.6 12.0 ± 5.6 8.4 ± 5.3

P4 9.4 ± 5.0 10.6 ± 5.2 9.9 ± 5.3 9.4 ± 5.5 9.3 ± 5.2 9.9 ± 6.0 11.2 ± 5.6 8.8 ± 6.1

Data represent mean ± SD.

*Significantly different from sham condition in the same type and areas of each task (P < 0.05).
aSignificantly different from match type in the same condition and areas of each task (P < 0.05).
bSignificantly different from the relevant type in the same condition and areas of each task (P < 0.05).
cSignificantly different from the irrelevant type in the same condition and areas of each task (P < 0.05).

Ac, attention to color; As, attention to shape; TMS, transcranial magnetic stimulation.

contribution to attentional processing in humans. Furthermore,
we found that single-pulse TMS of the pSTS facilitates feature
discrimination, possibly by promoting the formation of a
dynamic attention network.

Behavior Performance
In this experiment, the better performance in RTs was not
at the cost of correct response in the real TMS condition.
Previous studies have reported that behavioral changes were
facilitated or inhibited by TMS, depending on the stimulated

region or parameters (Shapiro et al., 2001; Cappa et al.,
2002).

The results of this study demonstrate that single-pulse TMS of
the pSTS facilitated task performance, as the temporal areas have
been claimed to be associated with perceptual discrimination
(Lambert andWootton, 2017). The positive outcome on behavior
may result from the excitatory effects of TMS on neurons in the
pSTS stimulated area (Pascual-Leone et al., 2000). However, Sack
and Linden showed that TMS-induced changes in behavior may
be ascribed not only to the stimulated area but also to the network
of areas connected to the stimulated site (Sack and Linden, 2003).
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FIGURE 4 | The time-varying network changes between sham and real TMS in color and shape task. (A,B) Increased network connections between sham and real

TMS condition. (A) The connections between the bilateral frontal pole and temporo-occipital region were significantly increased in the color task. (B) The connections

between the bilateral frontal pole and temporo-occipital, parietal region were significantly increased in the shape task. (C,D) Decreased network connections between

sham and real TMS condition. (C) The connections between the bilateral frontal region and temporo-parietal region, central region were significantly reduced in the

color task. (D) The information outflows in the frontal and mid-line region were significantly reduced. Red and green lines indicate the increased connection and

decreased connection, respectively. Arrows indicate the direction of information flow.

Thus, the greater performance may also probably result from
the facilitation of intracortical networks associated with feature
discrimination. The overall correct response rates for each type
and task in two conditions were over 98%. It is noteworthy that
although the RT showed the difference between sham and real
TMS, the correct rate did not show a significant difference, which
may be due to a ceiling effect.

P1 and N1
P1 and N1 are the earliest components linked to visual perceptual
processing. N1 is related to the orientation of attention to
relevant stimuli, and the P1 component reflects the early sensory
processing of stimulus present to a specific location (Luck et al.,
1990; Lin et al., 2019). Previous studies have shown that P1

amplitude enhancement is linked to the attention-related sensory
gain control in the early stage of visual processing (Hillyard et al.,
1998; Finnigan et al., 2011). The temporal cortex was claimed
to be involved in the early stages of feature processing and
perceptual discrimination (Lambert and Wootton, 2017). In the
present study, P1 amplitude was more positive in the real TMS
condition, suggesting the pSTS-TMS facilitates the early stage of
feature discrimination, which may result from enhanced sensory
gain control through the activation of pSTS.

N270
N270 amplitude was reduced in the real TMS condition with
all mismatch types, while no difference was observed with the
match type. This is similar to the previous finding that the
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pSTS showed greater activation in response to incongruent vs.
congruent stimulus pairs and bimodal vs. unimodal conflict
(Hocking and Price, 2008). The pSTS plays an important role in
conflicts related to face and orientation processing (Eacott et al.,
1993), and the results show that pSTS is also involved in color
and shape discrimination, as TMS of this brain area facilitated the
processing of mismatched stimulus features to a greater extent
than that of matched features.

It is well-established that the capacity for processing
information is limited. Smaller N270 amplitude reflects reduced
neuronal activities and less effort in conflict processing (Wang
et al., 2001; Scannella et al., 2016). More attention is required
to process conflicting or mismatched information as compared
to matched information. The efficient and effective allocation
of attentional resources during conflict processing is important
for achieving optimal performance (Kramer et al., 1983). In the
present study, TMS of the pSTS decreased the amplitude of
N270 and shortened RTs, suggesting that less cognitive effort was
needed for correct responses with pSTS-TMS. Thus, TMS of the
pSTS preferentially enhanced the processing of conflicting over
matched information by increasing the availability and efficiency
of neurons involved in feature discrimination.

P3
The P3 component is elicited by cognitive tasks that engage
attention after an unexpected stimulus (Polich, 1998). P3
amplitude reflects the mental representations of sensory stimuli
at the final stage of information processing. In the present study,
there was no difference in P3 amplitude between the sham and
real TMS conditions, indicating that the pSTS is not involved in
the late stage of visual information processing.

Time-Varying Network
In the present study, a comparison of the time-varying network
changes between the sham and real TMS conditions revealed that
TMS of the right pSTS enhanced information flow in the frontal
pole, especially with mismatched stimuli.

Previous studies revealed that the frontal pole was associated
with cognitive functions such as selective attention (Burgess et al.,
2007) and multitasking (Gilbert et al., 2006). The frontal pole
cortex is presumed to play a role in tracking and evaluating
competing stimuli and is coactivated with the default mode
network (Euston et al., 2012). A previous study also showed
that patients with right frontal–temporal lobe brain damage
have difficulty in performing visual searches due to deficits in
feature-based control (Kumada and Hayashi, 2006).

The results of this study suggest that the frontal pole plays
a key role in feature discrimination. TMS of the right pSTS
activated bilateral frontal poles and enhanced their connectivity
with other brain regions, especially the temporo-parietal and
occipital regions. This confirms that TMS canmodulate neuronal
activity beyond the site of stimulation, impacting a distributed
network of brain areas (Ferreri et al., 2011). The information flow
and formation of a dynamic attention network with the frontal
pole as the core were essential for color and shape discrimination,
with the pSTS facilitating attentional processing by increasing
information flow in the frontal pole.

LIMITATIONS

The present study had some limitations. First, the experimental
conditions were relatively limited in terms of target regions (e.g.,
vertex or motor cortex) and stimulation conditions. Second, as
is common in TMS–EEG studies, the TMS pulse caused a high-
amplitude artifact in the EEG signals that lasted 200ms, which
was beyond the scope of our analysis. However, we performed
ICA and discarded the signal for 60ms after each pulse to
remove these artifacts. Nonetheless, future studies should address
these limitations.

CONCLUSION

In the present study, we investigated the effects of single-pulse
TMS over the right pSTS in the dual-feature delayed matching
task. We found that the right pSTS activation improved task
performance, especially with mismatched types, and reduced
N270 amplitude. The results of the time-varying network analysis
revealed that pSTS-TMS altered the dynamic attention network
by increasing the connectivity between bilateral frontal poles and
the temporo-parieto-occipital regions. These findings provide
evidence that the pSTS plays an important role in the feature
discrimination aspect of attentional processing.
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Introduction: Driving motor vehicles is a complex task that depends heavily on how
visual stimuli are received and subsequently processed by the brain. The potential
impact of distraction on driving performance is well known and poses a safety
concern – especially for individuals with cognitive impairments who may be clinically
unfit to drive. The present study is the first to combine functional magnetic resonance
imaging (fMRI) and eye-tracking during simulated driving with distraction, providing
oculomotor metrics to enhance scientific understanding of the brain activity that
supports driving performance.

Materials and Methods: As initial work, twelve healthy young, right-handed
participants performed turns ranging in complexity, including simple right and left turns
without oncoming traffic, and left turns with oncoming traffic. Distraction was introduced
as an auditory task during straight driving, and during left turns with oncoming traffic.
Eye-tracking data were recorded during fMRI to characterize fixations, saccades, pupil
diameter and blink rate.

Results: Brain activation maps for right turns, left turns without oncoming traffic, left
turns with oncoming traffic, and the distraction conditions were largely consistent with
previous literature reporting the neural correlates of simulated driving. When the effects
of distraction were evaluated for left turns with oncoming traffic, increased activation was
observed in areas involved in executive function (e.g., middle and inferior frontal gyri) as
well as decreased activation in the posterior brain (e.g., middle and superior occipital
gyri). Whereas driving performance remained mostly unchanged (e.g., turn speed, time
to turn, collisions), the oculomotor measures showed that distraction resulted in more
consistent gaze at oncoming traffic in a small area of the visual scene; less time
spent gazing at off-road targets (e.g., speedometer, rear-view mirror); more time spent
performing saccadic eye movements; and decreased blink rate.

Conclusion: Oculomotor behavior modulated with driving task complexity and
distraction in a manner consistent with the brain activation features revealed by fMRI.
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The results suggest that eye-tracking technology should be included in future fMRI
studies of simulated driving behavior in targeted populations, such as the elderly and
individuals with cognitive complaints – ultimately toward developing better technology
to assess and enhance fitness to drive.

Keywords: driving simulation, distraction, neural correlates of driving, fMRI, eye-tracking

INTRODUCTION

Distracted driving poses a danger to drivers, passengers,
pedestrians and cyclists and is a growing threat to road safety
across the world. For example, the United States (US) National
Highway Traffic Safety Administration reported 37,461 fatalities
caused by motor vehicle crashes (MVCs) in 2016, with over 2
million people in the United States injured in MVCs each year
(National Center for Statistics and Analysis, 2018). In many of
these cases, the MVC occurred because drivers were engaged
in dangerous multi-tasking (including activities such as texting,
eating, or talking to a passenger). Such behavior can distract
the driver from performing driving-related tasks safely, such as
maintaining proper lane position (Hamish Jamson and Merat,
2005). The rapid development and widespread use of smart
cellphone technology in particular has increased concerns over
distracted driving - as texting while driving takes a hand away
from the wheel, decreases visual attention to the road (Fitch
et al., 2015), and impairs driving response and reaction time
(Strayer and Drew, 2004; Drews et al., 2009). Studies have shown
that distracted driving with cell phone usage results in failure
to stop completely at stop signs, delayed braking responses
and more rear-end collisions (Strayer and Drew, 2004; Kramer
et al., 2006; Thompson et al., 2012). Cell phone usage alone has
been attributed to approximately 15 – 25% of fatal distracted
driving crashes (National Center for Statistics and Analysis, 2013;
Ortiz et al., 2016).

From the perspective of psychological science, driving is
a complex, demanding task that requires numerous cognitive
abilities, including attention, memory, decision-making, and
alertness to adapt to a rapidly changing environment. A decline
in driving performance can arise due to processes that negatively
affect such abilities, such as distraction (Lee et al., 2003; Cantin
et al., 2009; Rizzo, 2011). Distraction, introduced as a secondary
task that requires executive functions (as opposed to distraction
by sudden, attention capturing events, such as children running
into the street) has the potential to divert attention and resources
from the primary driving task, thereby increasing risk of MVCs
from degraded driving ability (Thompson et al., 2012).

Moreover, cognitive abilities are relevant for processing and
responding to the continuous stream of sensory input that
is received by the driver, requiring them to make informed
and correct decisions, especially during complex road or traffic
scenarios. Examples of these scenarios include driving at busy
intersections, making left turns with oncoming traffic, or merging
into traffic and making lane changes (Thompson et al., 2012;
Noyce et al., 2017). Declines in cognitive abilities also pose a
safety risk and potentially make the driver more prone to the

effects of distracted driving (Fraade-Blanar et al., 2018). Elderly
and middle-aged drivers have been shown to commit significantly
more driving errors and reduced steering wheel control when
distracted (Thompson et al., 2012).

In many cases, physicians lack quantitative and objective tools
to assess fitness to drive in patients, and must make such decisions
based on clinical exam and rapid cognitive assessments that
are often insufficiently informative (Marshall and Gilbert, 1999;
Withaar et al., 2000). The decision to declare an individual unfit
to drive is also complicated by the fact that in the developed
world, driving is very often key to functional dependence
and to employment.

Neuropsychological tests (NPTs) may also have a role in
clinical and scientific settings in the assessment of fitness to drive
and the ability to drive safely. These standardized behavioral
tests are more detailed than clinical assessments and can be
used to assess cognitive functions that underpin driving abilities,
determining whether test performance is impaired in relation
to population norms (Lundberg et al., 1997; Lezak et al., 2004).
Although NPTs are useful to identify cognitive decline, they
have not been established as good predictors of driving ability,
however. For example, one study investigating a range of NPTs
found that the best four-test combination was able to identify at-
risk drivers with 95% specificity, but only 80% sensitivity (Bowers
et al., 2013). Further research is needed to develop complex
cognitive tasks or screening tools to predict driving performance
better. As an initial part of this work, there is a strong need to
understand the underlying brain activity associated with normal
and unimpaired driving performance. From this information,
it may be possible in the future to develop objective, robust
behavioral methods to assess fitness to drive.

Many researchers have followed this line of thinking to study
the task-related brain activity associated with various types
of driving behavior, especially using the method of functional
magnetic resonance imaging (fMRI). By necessity, these studies
involve simulated rather than actual driving behavior, using
various forms of virtual reality or video game technology
to give test participants the simulated experience of driving
while they lie in the magnet bore of an MRI system. The
costs associated with fMRI and other practical considerations
(e.g., access and availability) make it very unlikely that this
imaging method can provide direct utility as a clinical tool
for assessing fitness to drive – however, fMRI is very useful
for providing scientific insight. Simulated driving studies using
fMRI have revealed a broad network of task-related brain
activity, engaging areas in all major lobes of the brain (Calhoun
et al., 2002; Graydon et al., 2004; Callan et al., 2009; Crundall
and Underwood, 2011; Calhoun and Pearlson, 2012; Choi
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et al., 2017). In simple straight driving, increased activations
in the visual-association, parietal and occipital regions were
observed, related to visuomotor integration; additionally, the
precentral gyrus, superior and inferior parietal lobules, and
cerebellum were seen to activate and contribute to motor control
(Calhoun and Pearlson, 2012). In a study investigating driving
while concurrently performing arithmetic tasks, activations of
the motor cortex, parietal and occipital lobes were seen to
decrease in comparison to the driving only task; whereas the
temporal and inferior frontal regions, associated with auditory
processing and additional task performance, showed an increase
in activation when concurrently performing a secondary task
(Choi et al., 2017). Similarly, activation in the motor cortex,
parietal and occipital lobes and superior temporal gyrus was
reported when driving with an auditory task (Uchiyama et al.,
2012). Furthermore, an auditory distraction task was reported to
shift activation from the posterior and visual areas to the frontal
regions, which are responsible for planning, decision-making and
cognition (Schweizer et al., 2013).

Despite the knowledge gained from these studies, the
interpretation of the brain activity associated with simulated
driving behavior remains limited, as many brain areas are active
when performing simulated driving tasks and it is difficult to
link the contribution of specific areas to the various behavioral
subcomponents of driving behavior. One method to overcome
this difficulty involves augmenting the behavioral recording that
is undertaken during fMRI experiments of simulated driving.
In particular, vision and visual attention are extremely crucial
to safe driving. Attention has been described to be involved in
guiding eye movements, including point of gaze spatiotemporal
characteristics, eye blink rate and pupil dilation (Schneider,
1995; Moore and Fallah, 2001). Such parameters can be readily
measured using modern eye-tracking devices (Land, 2006). The
introduction of a secondary task to driving has been shown
to decrease the percentage of gaze points in peripheral regions
(e.g., speedometer, rearview mirror), and to cause spatial gaze
concentration due to the increased mental workload (Recarte and
Nunes, 2003; Tsai et al., 2007). In addition, eye blink rate and
duration have been shown to have associations with cognitive
load in a range of behavior including word-naming tasks (Ohira,
1996), visuospatial memory tasks (Van Orden et al., 2001) and
driving in various environments (Brookings et al., 1996; Tsai
et al., 2007; Haak et al., 2009; McIntire et al., 2014; Faure
et al., 2016). It has been suggested that the blink rate decreases
to minimize the loss of incoming information, or to prevent
disruption to cognitive processes involved in the mental task
(Holland and Tarlow, 1972; McIntire et al., 2014; Maffei and
Angrilli, 2018). One study that investigated changes in driving
behavior in the presence of a secondary cognitive task found
that when the driving environment was more demanding, blink
rate decreased (Faure et al., 2016). Pupil dilation has also been
observed to modulate cognitive processing. Greater dilation has
been correlated with greater cognitive load across various mental
tasks (Recarte and Nunes, 2003; Tsai et al., 2007; Palinko et al.,
2010; Gable et al., 2015; Niezgoda et al., 2015) and individuals
with better task performance have been shown to undergo a larger
percent change in pupil size (Tsai et al., 2007; Palinko et al., 2010).

Because eye-tracking technology can be used to measure
cognitive load, combining eye-tracking with fMRI is likely to
support and inform the interpretations of the ensuing activation
maps associated with simulated driving behavior by providing
additional information about the participant behaviors during
each task. At present, no studies have been conducted using both
fMRI and eye-tracking simultaneously in the context of simulated
driving.

To fill this gap in the scientific literature, the present study
adopts simultaneous eye-tracking and fMRI. It is hypothesized
that complex driving conditions will engage greater brain activity
in areas involved in visual and motor processing, and that the
addition of a distracting cognitive task will engage medial and
lateral frontal areas, while decreasing the extent of occipital
activation. It is also hypothesized that an increase in driving task
demand and distraction during simulated driving will result in
decreased gaze distribution and blink rate, and increased pupil
diameter, and that these effects will correlate with similar changes
in fMRI signals.

MATERIALS AND METHODS

Ethics Statement
This study was carried out in accordance with the
recommendations of the Research Ethics Board at Sunnybrook
Health Sciences Centre, Canada. All participants were given a
full explanation of the experimental procedures and provided
written informed consent prior to participating in the study.

Participants
Nineteen healthy adults between the ages of 20 and 30 were
recruited for this study. Seven participants were excluded due
to unusable eye-tracker data quality (arising from factors such
as blue eye color, and obstruction of the view between the eye
and the eye-tracking video camera due to long eyelashes). Twelve
participants remained for subsequent analysis (4 females and 8
males, mean age = 23.4 years, SD = 1.1 years) with mean driving
experience of 5.3 years (SD = 2.1 years, range = 1.5 – 9.0 years). All
participants had a valid driver’s license in the Canadian province
of Ontario, no history of psychological or neurological illness,
and were able to be imaged in a 3 T MRI system (i.e., they
were free from MRI exclusion criteria, such as claustrophobia or
ferromagnetic implants). All participants were right-handed with
normal or corrected vision. Ten of the participants were right-
eye dominant (4 females, 6 males), whereas two were left-eye
dominant (2 males).

Driving Simulation
Simulated driving tasks were administered using STISIM
Drive Software (Systems Technology, Inc., Hawthorne, CA,
United States), controlled by custom fMRI-compatible driving
simulator hardware (with foot pedals and steering wheel) (Kan
et al., 2012). The steering wheel included response buttons
embedded on the wheel that enabled participants to answer
questions while driving, similar to modern steering wheels in
real life that include buttons to adjust volume or answer cell
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phone calls. The simulation environment was shown on a screen
using an fMRI-compatible projector (Avotec SV-6011 LCD
Projection System, Stuart, FL). The environment was observed
by the participants through a mirror mounted on the head coil,
and auditory stimuli were delivered through fMRI-compatible
headphones (Avotec SS-3100, Stuart, FL).

Prior to the fMRI experiment, participants underwent training
in an fMRI simulator for approximately one hour to familiarize
them with the driving hardware and software. The training
scenario included the same tasks to be performed during fMRI,
in pseudo-randomized order. Participants were told to follow
traffic laws and maintain the posted speed limit of 60 km/h
during the session.

Driving Tasks
When in the magnet, participants were again instructed to adhere
to traffic lights and road rules while maintaining the posted
speed of 60 km/h. The environment of the driving scenario was
mainly rural, with minimal scenery, trees and buildings. Driving
tasks included straight driving (“Straight,” “S,” Figure 1A) and
turns at intersections with and without oncoming traffic, with
or without having to perform an auditory task simultaneously.
At task onset, participants were presented with an auditory
recording of a male voice to mimic instructions from a modern
navigation device (e.g., “At the intersection, turn right”). The
recording occurred one hundred virtual meters in advance of
the intersection (a time duration of approximately 6 s when
driving at the speed limit). For all turning tasks, the intersection
included a set of traffic lights with the appropriate light in the
green “go” condition. Each participant performed eight trials
of right-hand turns (“Right Turn,” “R,” not shown) and seven
trials of left-hand turns (“Left Turn,” “L,” Figure 1B) without
any traffic or distraction. To increase complexity of the driving
task, oncoming traffic was introduced to left turns (without
distraction), which required participants to decide when it was
safe to turn (“Left Turn+ Traffic,” “LT”; seven trials, Figure 1C).
To simulate distraction, an auditory task was presented to the
participant as a general knowledge true or false question (e.g.,
“a hammer is lighter than a feather”) during straight driving
(“Straight + Audio,” “SA”; six trials) and in left turns with
oncoming traffic (“Left Turn + Traffic + Audio,” “LTA”; seven
trials), immediately after the turn instruction was presented.
Questions were answered by pressing buttons corresponding
to true and false on the steering wheel. During LTA and
SA conditions, participants were not told to prioritize either
the driving or the auditory task; and no error feedback was
provided throughout all the task conditions, other than what each
participant detected using their senses. The simulated driving
scenarios were administered in pseudo-randomized order and
were split into two runs to enable participants to remain
vigilant without becoming fatigued. Each trial duration was
approximately 20 s long, and each run had a duration of
approximately 12 min (depending on the driving speed of the
participant), for a total driving time of approximately 25 min.
Straight driving after each turn task served as the baseline
condition and was the same for all participants. Driving task
trials were separated by at least 10 s of baseline straight driving

to minimize overlapping of fMRI and eye movement response
signals between the various driving task conditions.

Functional MRI Protocol
Once each participant completed the fMRI simulator session,
they were asked to complete a screening form to ensure that
they were able to undergo fMRI. The form was reviewed by
the MRI technologist and after clearance was granted to enter
the magnet room, the participant was positioned on the patient
table of the MRI system. To increase participant comfort and
to minimize body and head motion, pillows were placed under
the knees for leg support, and pads were placed under the arms
and elbows and beside the head. The foot pedals (accelerator
and brake) were placed appropriately such that when they were
fully depressed, there was no bulk body movement that could
translate into unwanted head motion. The steering wheel was
then placed over the torso. The fMRI-compatible headset was
fitted on the participant over noise-reducing ear plugs, and the
sound system was tested to ensure that the participant was able
to hear instructions clearly during the driving scenarios. Because
both hands were used to steer, the peripheral pulse monitor
was placed on the toe to record heart beat information, rather
than the standard placement on the finger. Respiration was
monitored, and an emergency call squeeze bulb was placed on
the participant so that they could discontinue the study for any
reason, if they wished.

Two fMRI runs with simulated driving were performed to
enable the participant to maintain vigilance throughout task
performance and to reduce fatigue. Anatomical imaging was
acquired at high spatial resolution in between the runs to
allow the participant to rest their eyes. The fMRI session
took approximately one hour to complete, involving 30 min
of setup and calibration and 30 minutes of imaging. The
driving scenarios were triggered synchronously with the start
of fMRI data collection. Images were acquired using a 3.0
Tesla MRI system (Prisma, Siemens, Erlangen, Germany).
Functional MRI during simulated driving was performed
using T2∗-weighted echo planar imaging (EPI; repetition
time (TR) = 1.75 s, echo time (TE) = 30 ms, flip angle
(FA) = 40◦, field of view (FOV) = 256 × 256 mm2, 60
slices, voxel size = 2.5 × 2.5 × 2.5 mm3, 377 time points).
Anatomical imaging was performed using T1-weighted, three-
dimensional magnetization prepared rapid acquisition gradient
echo imaging (3D MPRAGE; TR = 1.8 s, TE = 2.21 ms,
FA = 10◦, FOV = 256 × 256 mm2, 176 slices, voxel
size = 1.0× 1.0× 1.0 mm3).

Eye-Tracking Setup
An fMRI-compatible high-speed eye-tracker was used to record
movements of the right eye for consistency of methodology, at
1000 Hz using a monocular system with a 50 mm lens (EyeLink
1000 Plus, SR Research Ltd., Mississauga, Canada) and infrared
illumination (910 nm wavelength). The eye was tracked using
corneal reflection, and the pupil was detected using a centroid
fitting algorithm, using the standard hardware and software of
the system. Metrics that were measured included brief pauses
(ocular fixations) as well as rapid shifts (saccades) in the point of
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FIGURE 1 | Screenshots of STISIM driving scenarios. (A) S, straight driving; (B) L, left turn at an intersection without traffic; and (C) LT, left turn with traffic.

gaze, fixations and blinks. Each sample included the time latency
(measured from the time the tracker software was started),
eye position on the display screen (measured as coordinates
on the calibrated display screen), and pupil size (measured in
arbitrary units).

If vision correction was required, the appropriate prescription
MRI-compatible lens was selected and prepared. When the lens
was placed in MRI-compatible frames, it created reflection onto
the eye-tracker camera, preventing the eye to be tracked. To
avoid this, the lens was gently placed on the participant’s face,
supported with tape and cotton pads (five participants). To
calibrate the eye-tracking system, the participant was instructed
to fixate on each of thirteen target locations on the display
screen, appearing consecutively after a fixation on the target
was detected. Following calibration, a validation procedure was
undertaken to measure gaze position accuracy on the screen
using the prior calibration parameters. Calibration and validation
were performed before each simulated driving run. Eye-
tracking measurements were started manually, then subsequent
initialization of the fMRI acquisition sent a synchronous trigger
to the eye-tracker to denote the time that the fMRI and driving
scenario were started.

Data Extraction and Analysis
Driving Simulator Data
Driving simulator data were automatically generated and saved
at the end of each driving scenario as an STISIM Drive data file.
This output was parsed to extract the time series data of driving
metrics that were measured. Driving metrics extracted included
length of run, longitudinal position, lane position (deviation of
lateral lane position of the vehicle referenced in relation to the
center of the driver vehicle with respect to the roadway center
dividing line), driving speed, vehicle heading angle, and number
of collisions. These metrics, which have been used to characterize
impaired driving performance in various patient populations
with neurological impairment (e.g., Mansur et al., 2018; Hird
et al., 2017), were converted into a matrix of size N × M (with
N variables and M time points) and read into MATLAB (The
MathWorks Inc., Natick, MA, United States). Metrics that were
calculated in MATLAB included event onset time (longitudinal
position of event onset converted into time), time to turn (time
between event onset and when the vehicle heading angle was

at 25◦, considered to be start of the turn position), turn speed
(mean speed between turn start time and turn end time, after the
vehicle heading angle returned to 0◦), and question response time
(time a response button was pressed minus the time the question
was administered). Metrics of interest were concatenated for
both driving runs. Statistical analyses of behavioral data were
completed using Statistical Product and Service Solutions (SPSS)
software (IBM SPSS Statistics Version 25, IBM, Armonk, NY,
United States). Repeated Measures ANOVA tests were used to
determine if there were significant differences between the time
to turn and turn speed across R, L, LT, and LTA conditions, with
subsequent Bonferroni-corrected post hoc contrasts to determine
which factors were significantly different. Paired samples t-tests
were used to assess significance of driving speed and lane position
between S and SA conditions, and question response time and
accuracy between SA and LTA conditions.

MRI Data
The fMRI time series data were preprocessed using Analysis of
Functional NeuroImages (AFNI) freeware (Cox, 1996) to remove
large spikes in the time series, to correct for the physiological
effects of the cardiac and respiratory cycles, to suppress artifacts
from head motion correction (and ensuring no excessive head
motion), and to correct for the slight differences in time that
each image slice was collected in each multi-slice acquisition of
the brain volume (i.e., “slice-time correction”). The data were
spatially smoothed using a 5 mm full width at half maximum
Gaussian kernel, then normalized by the mean of each voxel.
From the driving simulator data, the times of each event onset
for all trials of all tasks (L, R, LT, LTA, S and SA conditions
as defined in section “Driving Tasks”) were extracted for both
driving runs and saved as individual text files for each task. These
event onset times, reflecting the time the auditory instructions
were presented, were used to enter a stimulus timing file into
a general linear model (GLM) using straight driving (the S
condition) as the control, to estimate task-related brain activity
at each voxel location. The stimulus-timing file, which included
the full 20 s duration of each driving task, was convolved with
a canonical hemodynamic response function with six regressors
(head motion parameters in six degrees of freedom). The maps
were then averaged in Talairach and Tournoux (TT) atlas space
(Talairach and Tournoux, 1988) and thresholded using a false
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discovery rate (Genovese et al., 2002) of q = 0.05 to correct
for multiple statistical comparisons. Maps for all 12 participants
were entered into a within-participants, random effects analysis
of variance (ANOVA) to create final group activation maps,
which were overlaid on an anatomical average in Talairach atlas
space for interpretation. Activation maps were generated for the
following task contrasts of interest: R - S, L - S, (L – S) – (R – S),
LT - S, LT – L, LT – R, (LT – L) – (LT – R), SA - S, LTA - S, LTA -
SA and LTA - LT.

Eye-Tracker Data
The eye-tracker output data were converted from the native
Eyelink Data File (.EDF) to ASCII text format and were then
read into MATLAB. These data consisted of the raw pupil size
time series, blink start and end times, saccade start and end times,
fixation start and end times and the associated gaze locations on
the display screen. The first data pre-processing step involved
removing invalid pupil size samples (non-positive values, created
by loss of eye target, eyelid occlusion or blinks). The remaining
pupil size samples were subjected to additional criteria for
removal, including dilation speed outliers and edge artifacts,
trend-line deviation outliers, and samples that were temporally
isolated (Kret and Sjak-Shie, 2019). Dilation speed outliers are
samples that have a disproportionately large absolute pupil size
change relative to adjacent samples, likely due to artifacts. These
were detected based on the median absolute deviation calculated
from the dilation speed. Trend-line deviation outliers are samples
that deviate greatly from the signal trend line, which was
generated through interpolation and data smoothing. Temporally
isolated samples are likely the result of noise or system error
(e.g., pupil detection when eyes are shut or not properly tracked)
(Kret and Sjak-Shie, 2019).

A temporal threshold of 100 ms was subsequently used
in the eye-tracking data to distinguish between fixations and
saccades. This threshold is suitable for tasks that involve
visual processing of complex geometric stimuli, whereas highly
automatic processing (e.g., of the human face) typically involves
longer fixations (Manor and Gordon, 2003). Fixations were
grouped by tasks, then further grouped by areas of interest
(road, non-road) within each task. Percentage of time spent in
fixation (i.e., percent fixation duration) was measured as the
total duration of fixations from the time of trial onset to the
time the participant turned, divided by this time duration and
multiplied by 100%. The spatial distribution of percent fixation
duration was determined for each participant by the additive
superposition of Gaussians, centered at each fixation location and
weighted by the fixation duration. The distribution maps for each
of the L, LT and LTA conditions were then averaged over all
participants, and depicted as colored contour lines overlaid on
the driving simulation screen. A Gaussian function was also fit
to the distributions for each participant, resulting in estimated
values for the percent fixation duration peak and width for
each task condition. The sampling distributions of the peaks
and widths were tested for normality using the Kolmogorov-
Smirnov test using SPSS, then tested for differences using
paired samples t-tests and 95% Confidence Interval (CI) testing
by bootstrapping.

Saccades that did not meet the minimal saccadic duration
of 10 ms were removed, and the percent saccade duration was
measured as the total duration of saccades over the length
of the trial (Nij Bijvank et al., 2018). The saccade amplitude,
peak velocity, and number of performed saccades were also
compared for each task.

The average percentage duration of each eye behavior,
including saccades, blinks and fixations, was also plotted on a
stacked bar graph for each left turn condition from the time of
trial onset to the time of turning. Fixations were categorized as
“road” (including motor vehicles), and non-road (including the
horizon and interior locations of the driven car, such as the rear-
view mirror and speedometer). In separate analyses, the effect of
blink rate and pupil size was investigated over the trial duration,
measured as the time of trial onset to offset. Blink rate was
calculated for each task as the number of recorded blinks for each
participant divided by the total trial duration (reported as blinks
per minute). Similarly, the mean pupil dilation size was calculated
as the temporally averaged pupil size for each task condition.

Relationships Between BOLD Signal and
Eye-Tracking Metrics
To investigate the relationships between the BOLD signal and
eye-tracking metrics, the mean BOLD signal intensity was first
calculated in key brain regions that have been associated with
eye movements, attention and cognitive processing (inferior
frontal, inferior occipital, medial frontal, middle frontal, middle
occipital, orbitofrontal, superior frontal, superior occipital,
superior temporal and thalamic regions). The brain regions of
interest were masked and the time series were averaged over all
voxels in a given mask region. The mean BOLD signal intensity
was then calculated for each left turn task (L, LT, and LTA). The
differences in BOLD signal from the LT condition were then
calculated as a change score for each region of interest (i.e.,
mean BOLD signal intensity of L – mean BOLD signal intensity
of LT, and mean BOLD signal intensity of LTA – mean BOLD
signal intensity of LT). Change scores for blink rate and pupil
dilation were calculated in the analogous manner. Scatter plots
were then generated to compare the change scores for the BOLD
signal intensity and each eye-tracking metric to investigate the
relationships based on the Pearson correlation value.

RESULTS

Driving Behavior
Descriptive statistics for the behavioral metrics of simulated
driving performance, as obtained from the STISIM software and
further calculated in MATLAB, are shown in Table 1 for the
S, SA, R, L, LT, and LTA conditions. Participants followed the
rules of the road and were able to complete all the driving
conditions “safely”: a total of 2 collisions was observed across
all participants for each of R, LT and LTA conditions, whereas
only 1 collision was observed for the L condition (The metric
was not relevant for the S and SA conditions). Moreover, a
number of the behavioral metrics were not significantly different
across the driving conditions. This included the time to turn
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TABLE 1 | Descriptive statistics of behavioral metrics of simulated driving performance: turn speed, time to turn and number of collisions in the turning tasks (R, L, LT,
and LTA), driving speed and lane position in straight driving tasks (S, SA), and response time and response accuracy in audio tasks (SA, LTA).

Condition Turn speed Time to turn Collisions

Mean (km/hr) SD (km/hr) 95% CI Mean (s) SD (s) 95% CI total count

LB UB LB UB

R 30.5 5.9 26.8 34.3 10.4 1.3 9.6 11.3 2

L 37.9 4.8 34.9 40.9 10.2 1.2 9.4 11.0 1

LT 35.6 3.4 33.4 37.7 9.9 2.5 8.3 11.5 2

LTA 34.3 3.0 32.4 36.3 10.5 1.7 9.4 11.6 2

Driving speed Lane position

Mean (km/hr) SD (km/hr) 95% CI Mean (m) SD (m) 95% CI

LB UB LB UB

S 62.5 2.0 61.2 63.8 2.2 0.4 1.9 2.5

SA 60.4 0.8 59.9 60.9 2.3 0.3 2.1 2.5

Response time Response accuracy

Mean (s) SD (s) 95% CI Mean (%) SD (%) 95% CI

LB UB LB UB

SA 4.1 0.7 3.6 4.6 83.3 20.1 70.6 96.1

LTA 4.1 1.3 3.3 5.0 77.4 14.2 68.3 86.4

SD, standard deviation; CI, Confidence Interval; LB, Lower Bound; UB, Upper Bound. R, right turns; L, left turns; LT, left turns with oncoming traffic; LTA, left turns with
oncoming traffic and auditory distraction; S, straight driving; SA, straight driving with auditory distraction.

(Repeated Measures ANOVA; p > 0.05), and lane position for the
S and SA conditions (paired samples t-test; p > 0.05). However,
a paired samples t-test showed that driving speed (reported as
the mean (SD), where SD is the standard deviation) for the
SA condition (60.4 (0.8) km/hr) was significantly slower than
that of S condition (62.5 (2.0) km/hr). In addition, there was a
significant effect of turning condition on turn speed (Repeated
Measures ANOVA; p < 0.05; Figure 2B). Bonferroni-corrected
post hoc contrasts showed no significant differences in the turn
speed between L and LT conditions, and between R and LTA
conditions. The turn speed was significantly slower for the R
condition (30.5 (5.9) km/hr) than for the L condition (37.9
(4.8) km/hr), and similar contrast was found between the R
and LT condition (35.6 (3.4) km/hr) (corrected p < 0.05). In
addition, the turn speed for the LTA condition (34.3 (3.1) km/hr)
was significantly slower than for the L condition (corrected
p < 0.05).

Regarding the auditory task performance during distracted
simulated driving, paired samples t-tests did not reveal significant
differences between the SA and the LTA conditions, neither
for question response time, nor response accuracy (p > 0.05).
Notably, the mean (SD) of the response time was 4.1 (1.0) s over
both conditions, whereas the time to turn in the LTA task was 10.5
(1.7) s. Because the time to turn was not significantly elevated for
the LTA condition in comparison to the other turn conditions
and the turn speed was slower for the LTA condition than for
the L condition, this suggests that participants were dual-tasking
rather than performing the two tasks sequentially during the LTA

condition. If the tasks were performed sequentially, then a time
to turn of approximately 10.5 + 4.1 = 14.6 s would have been
expected for the LTA task. As this was not observed, it can be
inferred that the tasks were performed in parallel.

Brain Activity
Regular Driving
Brain activations are reported relative to the S control condition.
The R (Figure 2A) and L (Figure 2B) turning conditions without
traffic showed similar activation maps (p < 0.001), and contrast
maps between the two conditions were not significantly different.
Both R and L conditions showed significant positive bilateral
activation in the occipital (lingual gyrus, middle occipital),
inferior parietal, primary motor, primary somatosensory and
premotor cortices. Activation was also observed in the precuneus,
cerebellum and basal ganglia.

The addition of oncoming traffic to left turns (LT, Figure 2C)
produced activation maps (p < 0.001) that were very similar to
those for the R and L conditions. Although negative activations
were slightly more extensive in the frontal (left inferior, left and
right medial, left middle, left superior) cortex and the anterior
cingulate cortex, the contrast maps between the regular driving
conditions (LT – L, LT – R) did not show statistically significant
differences (p > 0.01).

Distracted Driving
When evaluating the differences in brain activation between
distracted straight driving and straight driving conditions, the
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FIGURE 2 | Brain activations of participants when performing regular driving tasks: (A) R, right turns; (B) L, left turns; (C) LT, left turns with oncoming traffic.
Activations are shown as t contrasts in comparison with straight driving, and are reported with a statistical significance threshold of p < 0.001. “Right” indicates the
right cerebral hemisphere.

(SA – S) contrast showed significant positive activations in the
temporal (left and right superior, right middle) and frontal (left
and right inferior) cortices and the anterior cingulate cortex
(p < 0.001, Figure 3A). No significant activation was observed
in the occipital, parietal and somatosensory areas. The (LTA –
S) contrast was evaluated in analogous fashion. In addition
to activations in occipital, parietal, motor, somatosensory and
cerebellar regions observed for the L and LT conditions, the LTA
condition showed greater positive activations in relation to the
S condition in frontal (right middle, left and right inferior) and
temporal (left and right middle and superior) cortices, anterior
cingulate cortex and insula (p < 0.001, Figure 3B).

Next, the difference maps between LTA – SA and LTA – LT
are shown in Figure 4. These two contrasts are of interest as
they serve to illustrate the differing effects of distraction response
for different driving demands. Compared to SA, LTA showed
significantly greater activation in the left and right superior
temporal gyrus (p < 0.001, Figure 4A). Significant increases in
activation were also seen in the occipital (middle, superior); the
primary motor, somatosensory and premotor cortices; as well as
the precuneus and cerebellum. Significant decreases in activation
were seen in the left inferior frontal gyrus. Compared to LT, LTA
showed significantly greater activation in the frontal (left and
right inferior, left superior, left medial, left middle), temporal (left
and right middle, left and right superior) cortices and precuneus
(p < 0.001, Figure 4B). Significant decreases were observed in
the right occipital (middle, superior), right inferior parietal, and
cerebellar areas.

The activations shown in Figures 2–4 are subsequently listed
in Table 2, which provides the t-value of peak activation, the

location of each peak in Talairach and Tourneaux (TT) atlas
coordinates and the associated brain region in the TT atlas.

Oculomotor Measures
Contour lines representing the spatial distribution of percent
fixation duration for the L, LT and LTA conditions are shown in
Figure 5, overlaid on the driving simulation environment. The
distribution map for the L condition showed the widest span of
fixation across the screen, including peripheral areas (mirror and
speedometer) and the left side of the screen. The LT condition
showed less fixation on the left side of the screen, as participants
directed their gaze more to the oncoming traffic. The addition of
auditory distraction in the LTA condition further narrowed the
percent fixation duration onto the road immediately ahead.

Statistical analyses were subsequently conducted to test for
the effects of driving condition on the spatial distribution of
percent fixation duration. The sampling distributions of the
peak amplitudes and widths of the percent fixation duration
were normal for the L, LT, and LTA conditions (Kolmogorov-
Smirnov Test, p < 0.05). No significant differences were found in
the percent fixation duration distribution widths between these
conditions, and no significant differences were found in the
peak amplitudes of the fixation distribution between LT and L.
However, the 95% CI testing of the mean difference of estimated
peak amplitudes between “LTA – L” and “LTA – LT” rejected the
null hypothesis. The peak amplitude for the LTA condition (56.8
(7.8)%) was found to be significantly greater than the values for
both the LT condition (27.4 (4.5)%) and the L condition (25.4
(3.4)%) (95% CI Testing, Paired Samples T-Test, p < 0.05). The
interpretation of this effect is that during the LTA condition,
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FIGURE 3 | Brain activations of participants when performing driving tasks while distracted. (A) SA, straight driving with audio task; (B) LTA, left turns with oncoming
traffic and audio. Activations are shown as t contrasts in comparison with straight driving, and are reported with a statistical significance threshold of p < 0.001.
“Right” indicates the right cerebral hemisphere.

FIGURE 4 | Brain activation maps of contrast between task factors: (A) LTA – SA, Left turns with oncoming traffic and audio vs. straight driving with audio; and
(B) LTA – L, left turns with oncoming traffic and audio vs. left turns with oncoming traffic without audio. Activations are shown with a statistical significance threshold
of p < 0.001. “Right” indicates the right cerebral hemisphere.

the spatial distribution of percent fixation duration for each
participant was more consistent across the group than during the
other two conditions.

Next, the average percentage of time spent performing each
different eye behavior (fixations, saccades, blinks) was plotted
in a stacked bar graph for each left turn task condition
(Figure 6). No significant differences were found for the
time spent fixating on the road (including motor vehicles)
between LTA and LT conditions (Repeated Measures ANOVA;
p > 0.05), whereas a significant elevation was found for LT
compared to L (mean difference = 7.2%, Repeated Measures
ANOVA; p < 0.05). Time spent fixating on non-road locations
showed decreases with increasing task complexity, with mean
differences of −7.3% and −3.3% for LTA compared to L and
LTA compared to LT, respectively (Repeated Measures ANOVA;
p < 0.05). The percentage of time performing saccades was
significantly increased for LTA compared to LT and compared to
L (mean difference = 5.4%, 5.0% respectively, Repeated Measures

ANOVA; p < 0.05). No significant differences were observed
between the peak velocity and number of saccades performed
across the three tasks, however the mean saccade amplitude for
the LTA condition (2.6 (0.28) units) was significantly less than
that for the L condition (3.3 (0.35) units) (Repeated Measures
ANOVA; p < 0.05).

In a separate analysis of eye-blink behavior (i.e., not reported
in Figure 6), the mean blink rate over the total trial duration for
the LTA condition [34.8 blinks/min (3.8)] was significantly lower
than that for the L condition (37.0 blinks/min (5.3), Repeated
Measures ANOVA; p < 0.05). No significant differences were
found for the mean pupil dilation size for L, LT and LTA, although
an increasing trend was observed across the conditions.

Relationships Between Eye-Tracking
Metrics and BOLD Signals
No significant relationships were found between the mean
BOLD signal intensity and pupil dilation size. However,
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TABLE 2 | Peak activation (t-value), spatial coordinates (Left, Posterior, Inferior)
and brain region of statistically significant brain activity with respect to the
Talairach and Tournoux (TT) brain atlas.

Peak activation
intensity (t-value)

Atlas coordinates TT Atlas region

L P I

R - S

16.45 9 59 64 Left Precuneus, BA 7
14.20 11 34 71 Left Postcentral Gyrus, BA 3
9.89 −26 61 −14 Right Declive

7.48 39 64 −14 Left Fusiform Gyrus, BA 19
7.06 29 66 −14 Left Declive
7.03 −1 1 49 Right Medial Frontal Gyrus, BA

6
6.39 −11 69 6 Right Cuneus, BA 18
6.04 −11 76 4 Right Lingual Gyrus, BA 18
5.93 −21 6 61 Right Middle Frontal Gyrus, BA

6
5.03 9 69 11 Left Cuneus, BA 30

5.02 9 94 -9 Left Lingual Gyrus, BA 17

L - S

12.67 −14 79 41 Right Precuneus, BA 7
10.10 26 74 −16 Left Declive

9.72 −16 81 36 Right Cuneus, BA 19

9.51 −24 66 −14 Right Declive

8.14 −1 14 54 Right Medial Frontal Gyrus, BA
6

7.86 1 26 56 Left Medial Frontal Gyrus, BA 6

6.21 26 49 −11 Left Culmen, BA 37

6.11 29 84 6 Left Middle Occipital Gyrus, BA
18

5.94 −19 59 16 Right Posterior Cingulate, BA
30

5.85 −24 49 −11 Right Culmen, BA 37

5.75 −1 41 −9 Right Cerebellar Lingual

LT - S

11.38 −14 79 41 Right Precuneus, BA 7
9.51 −26 66 −16 Right Declive
8.60 26 76 −16 Left Declive
6.62 −4 1 46 Right Cingulate Gyrus, BA 24

6.34 −1 11 49 Right Medial Frontal Gyrus

6.08 1 76 −1 Left Lingual Gyrus, BA 18

6.06 6 44 49 Left Precuneus, BA 7

5.82 16 36 −39 Left Cerebellar Tonsil

5.66 −24 46 −11 Right Culmen, BA 37

5.38 44 26 11 Left Transverse Temporal
Gyrus, BA 41

5.07 −11 46 −46 Right Cerebellar Tonsil

5.02 −19 59 19 Right Posterior Cingulate

SA - S

4.48 1 −9 51 Left Superior Frontal Gyrus, BA
6

4.33 −49 31 1 Right Middle Temporal Gyrus,
BA 21

3.71 −49 39 6 Right Superior Temporal Gyrus,
BA 22

(Continued)

TABLE 2 | Continued

Peak activation
intensity (t-value)

Atlas coordinates TT Atlas region

L P I

LTA - S

9.39 −29 66 −16 Right Declive

8.28 −1 56 49 Right Precuneus, BA 7

7.13 16 79 36 Left Precuneus, BA 7

7.05 29 66 −14 Left Declive

6.92 −51 21 11 Right Transverse Temporal
Gyrus, BA 41

6.47 −1 6 44 Right Cingulate Gyrus, BA 24

6.32 −1 11 51 Right Medial Frontal Gyrus, BA
6

5.36 1 -11 39 Left Cingulate Gyrus, BA 24, 32

LTA - SA

10.18 −1 56 49 Right Precuneus, BA 7

7.67 −29 69 −14 Right Declive

6.60 −19 56 19 Right Posterior Cingulate

6.46 −21 26 −21 Right Culmen

5.91 −1 11 51 Right Medial Frontal Gyrus, BA
6

5.53 46 24 11 Left Transverse Temporal
Gyrus, BA 41

5.42 11 44 −44 Left Cerebellar Tonsil

LTA - LT

9.23 51 −19 −1 Left Inferior Frontal Gyrus, BA
47

6.61 64 29 6 Left Superior Temporal Gyrus,
BA 42

4.12 44 −4 44 Left Middle Frontal Gyrus, BA 6

3.83 54 51 9 Left Middle Temporal Gyrus, BA
22

3.67 14 −46 41 Left Superior Frontal Gyrus, BA
8

3.25 −46 36 4 Right Superior Temporal Gyrus,
BA 22

1.71 −36 56 24 Right Middle Temporal Gyrus,
BA 39

BA, Brodmann Area; S, straight driving; SA, straight driving with auditory
distraction; L, left turns; R, right turns; LT, left turns with oncoming traffic; LTA,
left turns with oncoming traffic and auditory distraction. Atlas coordinates L, left;
P, posterior; I, inferior. Not all regions of significant activation are reported, with a
cutoff value of t = 5 (unless there were less than 3 regions greater than this cutoff).
Each peak within a given activation zone is only reported once.

scatter plots showing the change scores for the mean BOLD
signal intensity and blink rate (L – LT, LTA – LT) showed
negative, statistically significant Pearson correlations in
the insula [mean slope of −0.13 (0.05)], middle frontal
[−0.01 (0.04)] and superior temporal [−0.03 (0.07)] regions,
as shown in Figure 7. A positive, statistically significant
Pearson correlation was found in the middle occipital
gyrus [0.02 (0.02)].
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DISCUSSION

The present study investigated simulated driving using the
novel combination of fMRI and eye-tracking. As the study was
intended to investigate whether it was possible to replicate the
fMRI findings of Schweizer et al. (2013) using the same task
design, comparisons to this prior work are made throughout.
In addition, given that driving requires considerable visual
processing demands, the study extends beyond Schweizer et al.
(2013) to include eye-tracking for an initial evaluation of
oculomotor measures for each task, and their relationship with
simulated driving task-related behavior and brain activity. The
results of the study are in good agreement with the stated
hypotheses, and are discussed below for the behavioral metrics of
the driving simulator performance, brain activity and oculomotor
measures. The inter-relationships between these measures are
then discussed, followed by the limitations of the study.

Behavioral Metrics of Simulated Driving
The behavioral metrics of simulated driving performance
(Table 1) indicated that the R, L, LT, and LTA conditions were
performed well by participants for the most part, while they
obeyed the “rules of the road.” Over all participants and fMRI
runs, only two collisions were observed for both the LT and
LTA conditions, whereas only one collision was observed for
the L condition. Only one participant was involved in multiple
collisions (one in each of the R, LT, and LTA conditions). The
left turn conditions were performed similarly by all participants
on the time to turn metric, and the turn speed was similar in the
L and LT conditions. In addition, the S and SA conditions were
performed without differences in lane position. These results
suggest that each of the simulated driving conditions, while
containing variations in the complexity of task, were well within
the skill level for efficient execution by the participants without
large changes in the behavioral metrics studied. It is important to
emphasize that these results are specific to young healthy drivers,
and analogous results for other populations of interest, such as
elderly drivers or individuals with cognitive impairments, are
likely to be different.

Two noteworthy differences in simulated driving performance
were found between certain conditions. First, the turn speed
was significantly slower for the R condition than for the L, LT
and LTA conditions. This may have resulted from the smaller
turning radius of the road when turning right, resulting in slower
turn speeds to drive safely and maintain lane position. However,
the R and L conditions showed similar brain activation maps
(see below), suggesting that both turns require similar behavioral
elements. Second, there were slight but significant reductions
in driving speed associated with distracted driving. The effect
was slightly more pronounced when comparing the SA and
S conditions, whereas the slowing in the LTA condition was
only significant in comparison to the L condition, not the LT
condition. These results suggest that the primary task (driving)
was slightly impacted by the additional cognitive demand
associated with responding to the secondary task (auditory
questions) in both cases. From the auditory task performance,
there was no evidence that participants were making trade-offs

between how well to perform the driving tasks in comparison to
the auditory task – as the question response time and response
accuracy was not statistically significant between the LTA and
SA conditions. This may be due to the age of the participants,
or the auditory tasks that were administered (general knowledge
true or false questions), as they were not very demanding. This
effect on driving speed could be investigated in more detail in the
future by conducting a behavioral study with more participants,
and by manipulating the strength of the auditory distraction.
Certain behavioral data related to the LTA condition were
also noteworthy: the question response time was substantially
shorter than the time to turn, and the time to turn was not
significantly different from that of the LT condition. As described
in the Results, these findings suggest that participants engaged in
driving-auditory dual-tasking in the LTA condition rather than
performing the two tasks sequentially.

The results observed in this study were similar to those
previously reported by Schweizer et al. (2013), however some
slight discrepancies were also observed. In both studies, no
significant differences were found between the lane position
in straight driving and distracted straight driving. The average
response accuracy to the audio distraction task was also similar,
and the observed turn speed of right turns was slower than
all left turns (L, LT and LTA). In this study, the turn speed
of the L condition was faster than both LT and LTA, whereas
Schweizer et al. (2013) reported the turn speed of the L condition
was slower than both LT and LTA. Additionally, no significant
differences were previously observed in the average speed during
straight driving and distracted straight driving. It is reasonable
to speculate that these discrepancies were observed due to the
different cohorts investigated in the two studies, the relatively
low sample size and the variability in human behavior. None
of the participants volunteered in both studies. Although the
two studies were conducted using slightly different versions of
fMRI-compatible driving simulator, one-hour simulator training
periods were part of the experimental design in both cases to
control for systematic bias. Irrespective of the discrepancies, the
simulated driving behavior in the present study helps to inform
the interpretation of the task-related brain activation maps, as
discussed below.

Brain Activity
Previous simulated driving studies have shown a network of
brain regions activated during straight driving, including the
occipital and parietal lobes, cerebellum, and areas involved in
motor control and somatosensory integration (Calhoun et al.,
2002; Uchiyama et al., 2003; Graydon et al., 2004; Spiers and
Maguire, 2007; Just et al., 2008; Callan et al., 2009; Crundall and
Underwood, 2011; Calhoun and Pearlson, 2012; Li et al., 2012;
Schweizer et al., 2013; Hyung-Sik et al., 2014; Choi et al., 2017;
Ware et al., 2020). Straight driving involves visual vigilance and
small adjustments in driving control to maintain speed and lane
position. To isolate the visual, motor and cognitive functions
activated in more demanding driving tasks (e.g., performing
turns), straight driving was chosen as the baseline condition. As
such, all the subsequent activation maps of the task conditions
must be thought of as referenced to this baseline behavior, and
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FIGURE 5 | Distribution of gaze in the various tasks, averaged over all participants. Maps of percent fixation duration were computed as described in the text, and
are shown as contour lines overlaid on the driving simulation screen. (A) L, left turn condition; (B) LT, left turn with traffic condition; and (C) LTA, left turns with traffic
and auditory distraction.

FIGURE 6 | Percentage of time spent on eye movements for L, left turns; LT, left turns with oncoming traffic; and LTA, left turns with oncoming traffic and auditory
distraction. Fixations on the road are shown in blue, fixations away from the road are shown in green, saccades are shown in yellow and blinks are shown in orange.
Horizontal bars and asterisks represent statistically significant differences at p < 0.05.

represent an augmentation of this supposedly least-taxing state
of driving and associated brain activity.

In this study, occipital, parietal, cerebellar and motor areas
were recruited in both the R and L conditions, and also the LT
condition (Figure 2). The brain regions that were found to be
activated (occipital, parietal, cerebellar and motor areas) were

consistent with previous studies investigating simple driving as
noted above (Calhoun et al., 2002; Uchiyama et al., 2003; Graydon
et al., 2004; Spiers and Maguire, 2007; Callan et al., 2009; Crundall
and Underwood, 2011; Calhoun and Pearlson, 2012; Li et al.,
2012; Hyung-Sik et al., 2014; Choi et al., 2017; Ware et al., 2020).
Some additional aspects are noteworthy. First, the driving

Frontiers in Human Neuroscience | www.frontiersin.org 12 August 2021 | Volume 15 | Article 65904063

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/human-neuroscience#articles


fnhum-15-659040 August 16, 2021 Time: 10:43 # 13

Yuen et al. Driving With Distraction: fMRI, Eye-Tracking

FIGURE 7 | Mean change in BOLD fMRI signal vs. mean change in blink rate for “L – LT” (green) and “LTA – LT” (blue) task contrasts for the insula, and regions of
interest in the middle frontal, middle occipital and superior temporal gyri. The dotted line connects the data points for each participant. The linear regression line is
shown in black, with the 95% confidence interval for the regression line shown in red. BOLD, blood oxygenation level dependent; L, left turns; LT, left turns with
oncoming traffic; LTA, left turns with oncoming traffic and auditory distraction.

conditions showed decreased activity in the medial frontal cortex
and anterior cingulate cortex (ACC). Both regions are part of
the default mode network (DMN), which decreases in activity
when performing tasks (Raichle, 2015). Thus, it is speculated
that the more engaging R, L, and LT conditions produced
more suppression of the DMN than occurred during straight
driving. Second, minimal activity was observed in the rest of the
prefrontal cortex, suggesting that the R, L, and LT conditions
were performed by the participants as a consequence of extensive
training and practice in driving maneuvers, leading to efficient
mental processing controlled primarily by the posterior brain,
largely in the absence of executive control. Third, no significant
differences were found in the brain activation between R, L and
LT conditions. The lack of difference in brain activation between
R and L conditions is expected because the task requirements are
largely the same, except that the direction of simulated movement
is different. Additionally, the lack of difference in brain activation
between the LT and L or R conditions is consistent with the
behavioral metrics, which showed that each condition produced a
similar time of turning. This suggests that the inclusion of traffic
to left turns was not very challenging for this cohort of young but
experienced drivers.

The present results are similar to but slightly different from
those reported by Schweizer et al. (2013), in which the R
condition produced minimal significant activations, including
the somatosensory association, parietal and visual cortices,
whereas the L condition showed greater activation in the
posterior regions (occipital, parietal, motor, cerebellar), and
the LT condition showed a progressive increase in the extent
of activation in the posterior network and cingulate cortex.
Two methodological elements are noteworthy in discussing the
findings of this prior study in relation to the present work.
First, the differences in brain activation between conditions
were assessed visually and qualitatively in the prior study,
whereas the present study used a quantitative assessment of
statistical contrasts. Thus, it is possible that effects interpreted
between conditions in the previous study were not statistically
significant. Second, as previously discussed in section 4.1
above, the two studies consist of different samples of young
healthy adults. Although the two studies were conducted
using slightly different versions of 3T Siemens MRI system,
systematic differences arising from this effect are anticipated
to be minor when comparing task-related brain activity at
the group level.
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Shifting to the effects of distraction on brain activity, brain
activations were observed in the middle and superior temporal
gyrus (MTG, STG) when the SA – S contrast was evaluated
(Figure 3A). These regions have previously been associated with
cognitive processes including language and semantic processing,
spatial awareness, and attentional processing from the dorsal
and ventral streams (Chao et al., 1999; Tranel et al., 1997;
Onitsuka et al., 2004). Similar effects were observed for the LTA –
S contrast (Figure 3B). Furthermore, the LTA – SA contrast
showed activation of the STG, occipital, primary motor and
premotor cortices, whereas significant decreases in activations
were observed in the left inferior frontal gyrus (IFG) (Figure 4A).
The activations in the occipital, primary motor and premotor
cortices are consistent with the increased visuomotor demands
associated with performing left turns with oncoming traffic in
the LTA condition in relation to the straight driving required
in the SA condition. Greater activation in the STG suggests a
higher demand for cognitive processing in the LTA condition
in relation to the SA condition. In addition, the LTA condition
showed less activation of the left IFG compared to the SA
condition. The left IFG has been linked to language processing
and working memory, and has been found to be activated
during semantic tasks (Petersen et al., 1989; Démonet et al.,
1992; Moss et al., 2005; Liakakis et al., 2011). Two possible
mechanisms may be speculated for the observed decrease in
activation, although future work with a larger sample size will
be required to determine which is correct. From Table 1, there
was a trend for lower response accuracy for the auditory task in
the LTA condition compared to the SA condition, but without
statistical significance. Considering this trend as a “false positive,”
then the difference in IFG activity (and inferred resources for
language processing) should disappear with larger sample size.
Alternatively, if the trend is thought of as a “false negative,”
then both the difference in response accuracy and IFG activity
should persist in a study with larger sample size. As the task
instructions were not specific about prioritizing the auditory task,
it is conceivable that participants performed as they would in
the real world, to trade off auditory task performance to ensure
safe driving behavior in the more cognitively demanding task
(LTA compared to SA). The observed trend in response accuracy
is consistent with this interpretation, although no more definite
statements can be made at present.

Distraction poses a great risk to drivers especially when
they perform left turns. Of the MVCs that occur while drivers
turn or cross an intersection, 61% involve turning in the left
direction (U.S. Department of Transportation National Highway
Traffic Safety Administration, 2008). Compared to L or LT
conditions, the LTA condition showed significantly greater
bilateral activation in the middle frontal gyrus (MFG), IFG, SFG,
MTG, STG and ACC (Figure 4B). In particular, the increase in
frontal activity is characteristic of dual-tasking (Dux et al., 2006)
and is consistent with the hypotheses of the study. The right
MFG and IFG have been associated with the ventral attention
network, activated in response to unexpected stimuli and to
attend to relevant task information and distractors (Friedman-
Hill et al., 2003; Hahn et al., 2006; Buschman and Miller, 2007;
Fan et al., 2008; Neufang et al., 2011; Weissman and Prado,

2012; Japee et al., 2015). The IFG has also been suggested to be
play a role in sustained attention, attentional control, working
memory and motor response inhibition (Swick et al., 2008;
Hampshire et al., 2010; Tops and Boksem, 2011). The activation
of this region suggests the involvement of attentional control and
reorientation when a secondary task was introduced. The left
SFG is known to play a role in working memory and executive
processing, suggesting that recruitment of this region is necessary
for performance of the auditory task (Boisgueheneuc et al.,
2006). Recruitment of the MTG and STG suggests involvement
of spatial awareness and attentional processing to undertake
executive functions and additional task processing, consistent
with previous findings (Schweizer et al., 2013). The ACC has been
linked to cognitive modulation and error processing (Bush et al.,
2000; Paus, 2001; Fan et al., 2008; Orr and Hester, 2012). Greater
activation in the ACC suggests that the secondary auditory task
increased the overall cognitive load, and thus the need to monitor
and correct for errors.

In addition to the regions of increased activation in the LTA
condition compared to the LT or L conditions, significantly
decreased activation was observed in the right middle occipital
gyrus (MOG), superior occipital gyrus (SOG), right inferior
parietal lobe (IPL), cerebellum and precuneus. This observation is
also in line with the study hypotheses. The right MOG and SOG
are considered to be part of the visual dorsal stream, associated
with spatial and visuomotor processing (Dumoulin et al., 2000;
Wandell et al., 2007; Matthys et al., 2009; Renier et al., 2010), and
the right IPL is involved in sustained visual and somatosensory
attention (Wilkins et al., 1987; Pardo et al., 1991; Rueckert
and Grafman, 1996, 1998). These results are in agreement with
those of previous studies that investigated brain activity in
simulated driving with a relatively simple secondary behavioral
task, showing a shift in activation from the posterior, visual
areas to the frontal areas responsible for planning, decision-
making and cognition (Just et al., 2008; Schweizer et al., 2013;
Choi et al., 2017).

Oculomotor Measures
Investigating the same driving tasks as in the present work,
Schweizer et al. (2013) stated that “the distracted brain sacrificed
areas in the posterior brain important for visual attention
and alertness to recruit enough brain resources to perform a
secondary cognitive task.” However, the inclusion of oculomotor
measures in the present study, as subsequently described below,
suggest an additional, alternative interpretation. Given the
task instructions, participants modified their gaze behavior to
maintain the ability to make left turns in the presence of
oncoming traffic. As the task was performed in a simulator
under very simple conditions, there were no significant task
penalties associated with not gazing at off-road areas such as
the dash-board and rear-view mirror. Instead, in the presence
of distraction there were performance advantages to directing
gaze much more consistently at the oncoming traffic to simplify
the visual processing demands (and the resulting brain activity).
Additional experimental methodology involving augmented
simulated driving tasks will be required to evaluate these two
interpretations further.
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There is a correlation between distraction and increased risk
of crashes and near-crashes (2006). The implication of interest
here is that one of the effects of distraction, contributing to its
role in dangerous driving, is an associated modification in visual
processing that can potentially stop drivers from reacting to
possible threats. Supporting the modulation of visual processing
in the present study, and as hypothesized, it was found that the
less demanding left turn task (i.e., L condition) resulted in a wide
distribution of gaze points across the scene as quantified using
the percent fixation duration map, including peripheral areas
(mirror and speedometer) and the left side of the road (Figure 5);
as the task became more demanding, (i.e., LT condition), the
distribution remained similar, although there was an increase
in the fraction of time spent fixating on the road at oncoming
traffic, as appropriate for the specific task (Figure 6). With the
introduction of distraction (i.e., the LTA condition), the fixation
distribution narrowed: the fixation duration onto the immediate
road and oncoming vehicles was increased further, as participants
concentrated on the essential features of the visual scene to
maintain driving performance. Although differences in the
widths of the fixation distribution were not significantly different
(LTA – LT, LTA – L), the effect was nevertheless detected as an
increase in the mean peak amplitude of the fixation distribution
for these contrasts. This suggests that as a group, the participants
were gazing more consistently at the oncoming traffic during
the LTA condition. Although not specifically studied in these
driving tasks, it would be useful in future studies to investigate
whether these changes in gaze behavior result in decreased ability
to react appropriately to other dynamic changes in the visual
scene that would constitute a threat to safe driving - such as cross-
traffic failing to obey traffic lights – requiring aversive maneuvers.
Furthermore, the current methodology and study findings are not
definitive regarding how to quantify attention (and modulations
thereof) across the driving task conditions, and this should be
addressed in future studies.

Irrespective of the two interpretations discussed above, the
oculomotor results are consistent with the brain activation maps
showing a decrease in activation in the visual cortex for the
LTA – LT contrast (Figure 4B). Figures 5, 6 confirm that this
reduction is accompanied by a narrowed field of view, involving
an increasing trend in the percentage of on-road fixations and a
significant decrease in the percentage of off-road fixations when
comparing LTA to LT. Furthermore, compared to the LT and
L conditions, the LTA condition showed less percentage time
of overall fixations (i.e., road and non-road) with significantly
greater percentage of time spent performing saccades. This
observation is consistent with recent eye-tracking research
showing that the percentage of time spent in fixation can decrease
when visual processing tasks are performed in the presence of
auditory distraction tasks (Wu et al., 2019). Control of saccades
has been associated with the frontal eye fields (Brodmann Area
8), the dorsolateral prefrontal cortex (DLPFC) and the cingulate
eye field within the ACC (Künzle et al., 1976; Vernet et al.,
2014). In Figure 4B, increased activation was observed in these
regions when comparing the LTA condition to the LT condition,
consistent with increased saccades in the former. Together with
the decrease in fixation on the periphery in the LTA condition,

these results further support the interpretations that for the
simulated driving tasks investigated, distraction resulted in less
visual processing resources (a) made available or (b) required to
support driving performance.

No significant differences were found in blink rate for the
LT – L contrast. This is consistent with the brain activation maps
and behavioral results, which did not show significant differences
between the two tasks. As hypothesized, however, distraction
resulted in a statistically significant decrease in blink rate for the
LTA – L contrast. This finding is consistent with consensus in the
literature that blink rate decreases with increased cognitive load
(Brookings et al., 1996; Ohira, 1996; Van Orden et al., 2001; Haak
et al., 2009; McIntire et al., 2014; Faure et al., 2016; Maffei and
Angrilli, 2018). However, one study found an increase in blink
rate when a straight driving task was combined with an auditory
arithmetic task - suggesting that other factors may influence the
effect, such as disinhibition of blink rate effects under certain
task conditions and ranges of workload (Tsai et al., 2007). The
experimental design of the present study cannot refute this claim.

A trend of increasing pupil diameter was observed across the
left turn conditions (L, LT, LTA) suggesting that greater cognitive
processing may have occurred across this progression of tasks.
Although this effect was small and not statistically significant,
the direction of the effect is consistent with the brain activation
data, and with the study hypotheses. Pupil dilation in cognitive
processing has been linked to activation of the MFG and ACC,
measuring attention and effort (Siegle et al., 2003; Alnaes et al.,
2014; Murphy et al., 2014; Zekveld et al., 2014; Joshi et al., 2016).
This is consistent with the increase in activation of the MFG and
ACC observed in the brain activation maps for the LTA - LT
contrast (Figure 4B).

Relationships Between Eye-Tracking
Measures and Bold Signals
The change score relationships for BOLD signals and eye-
tracking metrics were invested as r2 values, representing the
proportion of variance of the change in BOLD signal that
can be attributed to the change in each eye-tracking metric.
As hypothesized, significant Pearson correlations were found
between the BOLD signal change score and blink rate change
score for several regions. Negative correlations were found for
the insula, the STG and the MFG, whereas a positive correlation
was found for the MOG. The insula and STG have been described
to play a role in the suppression of eye blinking (Lerner et al.,
2009; Berman et al., 2012). The MFG, which has been associated
with the reorientation of attention, has also been correlated with
blink inhibition (Andersson et al., 2009; Mazzone et al., 2010;
Neufang et al., 2011; Japee et al., 2015). The increased activation
in the insula, STG and MFG is consistent with the suppression
of the blink mechanism as the cognitive load is increased. The
MOG has been related to visual attention, spatial and visuomotor
processing, suggesting a decrease in one, two, or all of these
components across the driving tasks in step with the associated
decrease in blink rate (Mangun et al., 1998; LaBerge, 2000; Hahn
et al., 2006; Wandell et al., 2007; Renier et al., 2010). However,
it must be noted that the observed r2 values were modest for
all four brain regions. In addition to the natural variations

Frontiers in Human Neuroscience | www.frontiersin.org 15 August 2021 | Volume 15 | Article 65904066

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/human-neuroscience#articles


fnhum-15-659040 August 16, 2021 Time: 10:43 # 16

Yuen et al. Driving With Distraction: fMRI, Eye-Tracking

in human performance and brain function, the BOLD signal
is influenced by numerous confounding factors, including age,
sex and caffeine levels (D’Esposito et al., 2003; Chang et al.,
2018). This can result in high inter-subject variability, reducing
the power of the fMRI data. More work will be required to
determine the main factor underlying the change in BOLD signal
related to oculomotor behavior in the present context, involving
a larger sample size and/or different analysis tools. Despite this,
the observed relationships are important to note nevertheless.
They support the interpretation that an increase in cognitive load
across L, LT and LTA tasks increases certain brain activity to
suppress blink rate; and also results in decreasing activity related
to aspects of visual processing – suggesting a strategy of using
neural resources efficiently to maintain task performance.

Limitations
The results of the present study must be considered in relation
to a number of limitations in the experimental design and
execution. Technical issues associated with fMRI-compatible
eye-tracking caused the sample size to be somewhat lower
than originally intended. One disadvantage of eye-tracking is
that participant factors (e.g., glasses, contacts, eye color) can
negatively impact how the pupil or the eye are tracked from the
video recordings (Jacob and Karn, 2003; Nyström et al., 2013; Kok
and Jarodzka, 2017). Additionally, cognitive processes cannot be
inferred directly and conclusively from eye-movements. Visual
attention can also be guided by peripheral vision, which cannot
be captured through eye-tracking (Kok and Jarodzka, 2017).
Just as it is possible to attend to something without directly
fixating on it, it is also possible to fixate on something without
attending to it - an effect known as attentional blindness (Mack,
2003). As a result, it can be challenging to develop a complete
understanding of the relationships between eye movements
and cognition. Thus, the eye-tracking results in the present
study must be viewed as supporting (rather than defining) the
interpretation of brain/behavior relationships across the various
driving conditions.

Although the results largely replicate (while also extending
from) a previous fMRI study with a very similar experimental
design (Schweizer et al., 2013), additional work involving a larger
sample size would be beneficial to better characterize human
variability and potentially to detect important new findings with
potentially smaller effect sizes in the driving conditions studied.
The current study also examines the effect of distraction in a
young adult population, which is like to differ when conducting
analogous work involving the elderly. When distracted, older
drivers have been found to drive slower with increased steering
variability, and to commit more driving errors (Thompson et al.,
2012). Although MVCs more frequently involve younger drivers
(possibly due to lack of sufficient driving skills and incomplete
maturation), older drivers have been attributed to an increased
risk of MVCs in highly complex situations (e.g., intersections)
due to age-associated changes in attention and cognitive decline
(Stinchcombe and Gagnon, 2013). In addition, deficits in visual
functioning, perception and information processing have been
observed in the elderly (Kline et al., 1992; Stinchcombe and
Gagnon, 2013). However, the present study of young adults

is useful, as distracted driving is a prominent issue in this
demographic with the rise in cell phone technology and social
media (Klauer et al., 2014). This study also provides a normative
data set to be used as a baseline for future studies.

The eye-tracking data obtained in this study were useful, but
did not exhibit sufficient detection power to reveal statistically
significant effects in all cases. In this study cohort, an increasing
trend was seen in the pupil dilation size with the increase
in cognitive load, although the effect was not significant. If
this work were to be extended to an older adult or clinical
population with cognitive deficits, this eye-tracking metric
will remain important to investigate, as eye-tracking has been
suggested for assessment of cognitive impairment and diagnosis
of neurodegenerative conditions. Patients with dementia and
Alzheimer’s disease have been shown to demonstrate altered
pupillary responses and oculomotor impairments, which can be
associated to brain function and neural mechanisms to assess
cognitive dysfunction (Pavisic et al., 2017; Marandi and Gazerani,
2019; Tao et al., 2020). Aging has also been associated with
an increased latency of saccades and increased blink frequency
in addition to neurocognitive decline (Marandi and Gazerani,
2019). Thus, the inclusion of eye-tracking methodology to future
simulated driving studies may provide critical insight to the
understanding of brain activity and behavior.

Another limitation of this study is that the simulation used did
not replicate potential anxiety experienced in real driving due to
the lack of stressing factors (e.g., other drivers, no real crash risk
or danger). A subsequent experiment may expand on this area by
incorporating more factors into the simulation such as vehicles
to maintain a safe following distance, multiple lanes on the road
with other vehicles, increased traffic or construction; as well as
narratives, rewards and penalties related to driving performance.

Lastly, the simulated driving apparatus used inside the MRI
system inevitably produced an experience that was different from
real world driving, as the participants viewed the simulation
through a projector screen while lying on a patient table, driving
with minimal head and body motion. Usage of driving simulator
hardware is suggested to provide a sufficient level of realism for
evaluating demanding driving scenarios that would be dangerous
to assess in on-road testing (Kan et al., 2012). However, the setup
may create activation maps for simulated driving that imperfectly
reflect the mental processes that occur when individuals drive
motor vehicles in the real world (Kan et al., 2012). To mitigate this
possibility, each participant underwent a training session with
the driving simulator prior to fMRI. The training session was
intended to familiarize participants with the simulator controls
and thus ensure that their driving skills encompassed use of the
experimental apparatus.

CONCLUSION

The present study uses a unique multi-measurement approach,
combining fMRI with eye-tracking to measure brain and
oculomotor behavior during simulated driving. It was observed
that simple driving primarily involved the visual and motor
systems, whereas the introduction of auditory distraction
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shifted resources to the frontal and temporal systems for
greater cognitive processing. Neural resources were modulated
as task complexity increased, with re-allocation of resources
when there were competing task demands in driving with
auditory distraction. The inclusion of eye-tracking data furthered
understanding of the effect of distraction on driving behavior and
brain activity. Decreased brain activation in the visual system
for distracted driving was supported by a more peaked mean
distribution of gaze points as quantified by the percent fixation
duration metric, concentrated on the road at the expense of the
periphery, as well as a decrease in blink rate. Providing a baseline
for comparison, these findings may be applied to future research
involving an elderly or clinical population to determine the effect
of aging or brain damage on the ability to multitask while driving.
Because distraction promotes dangerous driving behavior and
has been shown to display significant changes in brain activation
and eye movements, assessing fitness to drive should consider
including varying driving demands (e.g., with a secondary task
introduced as distraction) to mimic real world scenarios where
distraction is prevalent. Automotive companies may also wish
to consider implementing strategies to mitigate visual tunneling
when distracted, or to minimize the effect of distracting activities
and communication devices.
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Memories related to ingroup members are remembered more accurately than those
related to outgroup members. However, little is known about the age-dependent
differences in neural mechanisms underlying the retrieval of memories shared with
ingroup or outgroup members that are categorized by age-group membership. The
present functional magnetic resonance imaging (fMRI) study investigated this issue.
Healthy young and older adults participated in a 2-day experiment. On the first day
outside fMRI, participants were presented with words by unfamiliar persons in movie
clips and exchanged each word with persons belonging to the same age group (SAG) or
different age group (DAG). On the second day during fMRI, participants were randomly
presented with learned and new words one by one, and they judged whether each
word had been encoded with either SAG or DAG members or neither. fMRI results
demonstrated that an age-dependent decrease in successful retrieval activation of
memories presented by DAG was identified in the anterior temporal lobe (ATL) and
hippocampus, whereas with memories presented by SAG, an age-dependent decrease
in activation was not found in any regions. In addition, an age-dependent decrease
in functional connectivity was significant between the hippocampus/ATL and posterior
superior temporal sulcus (pSTS) during the successful retrieval of memories encoded
with the DAG people. The “other”-related mechanisms including the hippocampus, ATL,
and pSTS with memories learned with the outgroup members could decrease in older
adults, whereas with memories learned with the ingroup members, the “self”-related
mechanisms could be relatively preserved in older adults.

Keywords: fMRI, source memory, aging, generation, social interaction, hippocampus, anterior temporal lobe,
superior temporal sulcus
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INTRODUCTION

Memories for persons who belong to the same age group
(SAG) as ingroup members are remembered more accurately
than memories for persons who belong to the different age
group (DAG) as outgroup members (for review, see Rhodes and
Anastasi, 2012). This enhancing effect on memory is known as the
own-age bias, which is a type of intergroup bias (for review, see
Molenberghs and Louis, 2018). Previous studies have consistently
demonstrated that faces, words, and behaviors related to ingroup
members are perceived and remembered more accurately than
those related to outgroup members (for review, see Molenberghs
and Louis, 2018). In addition, there is functional neuroimaging
evidence that recollection-related processes, such as association
memory or source memory, are significantly disturbed by aging,
and age-dependent disturbances in recollection are caused by
decreased activation in the hippocampus (for review, see Shing
et al., 2010; Koen and Yonelinas, 2014). However, little is known
about how neural mechanisms underlying the recollection of
memories related to the SAG people as an ingroup member and
the DAG people as an outgroup member are changed by aging.
To address this issue, the present functional magnetic resonance
imaging (fMRI) study investigated age-related differences in
task-related activation and functional connectivity during the
recollection of memories encoded by social interactions with
persons belonging to the SAG people as an ingroup member and
the DAG people as an outgroup member.

Neural mechanisms during the processing of information
related to ingroup members are shared with neural mechanisms
during the processing of information related to “self ” (for
review, see Northoff et al., 2006), whereas neural mechanisms
are common between the processing of information related to
outgroup members and of “other”-related information (Golby
et al., 2001; Rilling et al., 2008; Greven and Ramsey, 2017).
For example, people belonging to the ingroup are regarded
as the social self, which involves the dorsomedial prefrontal
cortex (dmPFC; Volz et al., 2009) or precuneus (Scheepers
et al., 2013). In addition, functional neuroimaging studies have
shown that functional connectivity between the memory-related
hippocampus and the self-related cortical midline structures
(CMS), which include the dmPFC and precuneus, contributes
to the self-reference effect known as the memory enhancement
of self-related information (for review, see Murray et al.,
2015). The importance of hippocampus-CMS interactions in
the self-reference effect on memory was also reported in a
social context, in which memories for unfamiliar faces encoded
with the anticipation of future friendship with self were
significantly enhanced compared to face memories encoded with
the anticipation of friendship with others (Yamawaki et al., 2017).
Regarding the processing of information related to outgroup
members, one fMRI study demonstrated that the posterior
superior temporal sulcus (pSTS), reflecting social cognition of
others (for review, see Patel et al., 2019), showed significant
activation in prosocial behavior toward outgroup members
compared to those toward ingroup members (Do and Telzer,
2019). In addition, activation in the right hippocampus and
the right pSTS, which reflects “theory of mind” related to the

process of inferring mental states in others, was significantly
identified in the competition with other persons compared to
that with machines (Polosan et al., 2011). Significant activation
in the right pSTS has been found when perceiving social
information such as faces (Dasgupta et al., 2017) or when
watching movies of faces with rich social information (Pitcher
et al., 2011). Thus, memories of ingroup members could involve
interacting mechanisms between the self-related CMS and the
memory-related hippocampus, whereas interactions between
the right pSTS related to social cognition for others and the
memory-related hippocampus could contribute to memories of
outgroup members.

Episodic memory is disrupted by aging (for review, see Tromp
et al., 2015; Nyberg, 2017), and age-dependent decreases in the
recollection of episodic details have been linked with disrupted
function of the hippocampus in older adults (for review, see
Shing et al., 2010; Koen and Yonelinas, 2014). For example, one
fMRI study reported that recollection-related activation in the
hippocampus age-dependently decreased, whereas familiarity-
related activation in the entorhinal and perirhinal cortex was
relatively preserved in older adults (Daselaar et al., 2006). An age-
dependent decrease in hippocampal activation was also identified
in the recollection of autobiographical memory (St. Jacques et al.,
2012). In addition, there is functional neuroimaging evidence
that an age-dependent decrease in activation and functional
connectivity related to memories for face-name associations
has been found in the anterior temporal lobe (ATL) as well
as the hippocampus. For example, an age-related decrease
in correlations between hippocampal and ATL activation was
observed in the retrieval of social knowledge (name or job title)
associated with faces (Tsukiura et al., 2011). Another study using
transcranial direct current stimulation (tDCS) demonstrated
that the retrieval of face-name associations was significantly
improved by tDCS stimulation over the left ATL in both
young and older adults, whereas tDCS stimulation over the
right ATL had a beneficial effect on the retrieval of face-
name associations only in young adults (Ross et al., 2011). In
neuropsychological studies of brain-damaged patients, patients
with ATL atrophy were significantly impaired in perceiving faces
or voices of familiar persons (for review, see Gainotti, 2013;
Cosseddu et al., 2018). Taken together with previous findings,
an age-related decrease in the functional network between the
self-related CMS and the memory-related hippocampus-ATL
regions could be critical in age-related decreases in memory
for faces belonging to the SAG people as an ingroup member,
whereas the aging effects on memory for faces belonging to
the DAG people as an outgroup member could be modulated
by age-related decreases in the functional network between the
other-related pSTS and the memory-related hippocampus-ATL
regions. However, little is known about the neural mechanisms
underlying age-related differences in the retrieval of memories
shared with ingroup and outgroup members that are categorized
by age-group memberships.

To address this issue, using the event-related fMRI technique,
we scanned healthy young and older adults during the retrieval
of memories shared with the SAG people as ingroup members
and with the DAG people as outgroup members. On the
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basis of previous studies, we made two predictions. First,
activation in the dmPFC, precuneus, hippocampus, and right
ATL would significantly decrease by aging during the recollection
of memories associated with the SAG people as ingroup
members, whereas age-dependent decreased activation in the
right pSTS, hippocampus, and right ATL would be found in
the recollection of memories associated with the DAG people
as outgroup members. Second, functional connectivity between
the CMS regions, including the dmPFC or precuneus, and
the hippocampus-ATL regions would be significantly impaired
by aging during the recollection of memories encoded with
the SAG people as ingroup members, whereas age-dependent
decreases in functional connectivity between the right pSTS
and the hippocampus-ATL regions would be identified in the
recollection of memories encoded with the DAG people as
outgroup members.

MATERIALS AND METHODS

Participants
Thirty-six healthy young adults (17 females; mean age: 22.42,
SD: 1.66) and 36 healthy older adults (18 females; mean age:
66.22, SD: 3.01) participated in a 2-day experiment and were
paid for their participation. All participants were right-handed,
native Japanese speakers, with no history of neurological or
psychiatric disease. All young participants were recruited from
the Kyoto University community, and all older participants
were recruited from Kyoto City Silver Human Resource Center.
All participants gave informed consent to an experimental
protocol approved by the Institutional Review Board (IRB) of
the Graduate School of Human and Environmental Studies, the
Kyoto University (29-H-8).

All participants performed several neuropsychological tests,
including the FLANDERS handedness test (Nicholls et al., 2013;
Okubo et al., 2014), the Japanese version of Montreal Cognitive
Assessment (MoCA-J; Nasreddine et al., 2005; Fujiwara et al.,
2010), and Center for Epidemiologic Studies Depression Scale
(CES-D; Radloff, 1977; Shima, 1998). In addition, personality
and social traits in each participant were assessed by NEO–FFI
(Costa and MarcCrae, 1992; Shimonaka et al., 1999), University
of California Los Angeles Loneliness Scale (UCLA-LS; Russell
et al., 1978; Masuda et al., 2012), Subjective Well-Being Scale
(SWBS; Sell and Nagpal, 1992; Ito et al., 2003), Interdependent
Happiness Scale (IHS; Hitokoto and Uchida, 2015), Japanese
version of Rosenberg Self-Esteem Scale (RSES-J; Rosenberg, 1965;
Mimura and Griffiths, 2007), and Loyola Generativity Scale (LGS;
Mcadams and Destaubin, 1992; Tabuchi et al., 2012). However,
these personality and social trait scores were not included in all
analyses of the present study.

One young participant and one older participant had MoCA-
J scores lower than 2 SD below the mean scores in each group,
and four young participants and five older participants had CES-
D scores that extended far beyond the cutoff value. In addition,
one young participant was found to have possible pathological
changes (probable arachnoid cyst) in a structural MRI, one
older participant did not complete her/his MRI scan due to

a piece of internal metal, one older participant had difficulty
communicating without hearing aids, one older participant had
difficulty perceiving visual stimuli due to glaucoma, one young
participant and one older participant showed head movement
greater than 3 mm during the scanning, and one older participant
showed more no-response trials than 2 SD above the mean
number of no-response trials in all participants. Based on the
exclusion criteria, behavioral and MRI data from 19 participants
(seven young and 12 older adults, some of whom met several
exclusion criteria) were excluded from all analyses. Thus, we
analyzed data from 29 young adults (15 females; mean age: 22.45,
SD: 1.72) and 24 older adults (11 females; mean age: 65.96, SD:
3.09) in the present study.

Neuropsychological test scores were compared between the
two groups of 29 young and 24 older adults by two-sample t-tests
(two-tailed). Significant differences between the two groups were
identified in age [t(51) = 64.78, p < 0.01, d = 17.88], education
years [t(51) = 5.87, p < 0.01, d = 1.62], and MoCA-J scores
[t(51) = 5.01, p < 0.01, d = 1.38]. However, we did not find a
significant difference between the two groups in the FLANDERS
handedness test [t(51) = 0.37, p = 0.71, d = 0.10] and CES-D
scores [t(51)= 1.01, p= 0.32, d= 0.28]. Detailed profiles of young
and older participants are summarized in Table 1.

Stimuli
A total of 120 Japanese words were selected from a database
of two-letter Japanese Kanji words (Itsukushima et al., 1991).
They were divided into three lists of 40 words, the two of which
were used for target stimuli in two encoding conditions and the
remaining one was used for distracter stimuli. These lists were
counterbalanced across participants. In addition, each list was
subdivided into two lists of 20 words, which were applied to two
presenters in the encoding task described below. The attributions
of imagery, concreteness, ease of learning, and frequency in each
word were statistically equalized among these six lists. In one-
way analyses of variance (ANOVA), no significant differences
were found in attribution scores for imagery [F(5,119) = 1.70,
p = 0.14, η2

= 0.07], concreteness [F(5,119) = 0.91, p = 0.48,
η2
= 0.04], ease of learning [F(5,119) = 0.59, p= 0.71, η2

= 0.03],
and frequency [F(5,119) = 0.41, p= 0.84, η2

= 0.02].
Target words were visually presented in a movie clip for

approximately 18 min (see Figure 1) and were encoded through
exchanges with four unfamiliar persons, two of whom were

TABLE 1 | Participant characteristics.

Young (SD) Old (SD) Group difference

Age (years) 22.45 (1.72) 65.96 (3.09) Young < Old**

Sex (male:female) 14:15 13:11

Education 16.14 (1.43) 13.33 (2.04) Young > Old**

MoCA-J 28.41 (1.38) 26.04 (2.05) Young > Old**

FLANDERS 9.83 (0.47) 9.88 (0.45) n.s.

CES-D 8.69 (4.31) 7.58 (3.56) n.s.

SD, standard deviation. FLANDERS, Japanese version of FLANDERS handedness
questionnaire; MoCA-J, Japanese version of Montreal Cognitive Assessment;
CES-D, Center for Epidemiologic Studies Depression Scale. **p < 0.01.

Frontiers in Behavioral Neuroscience | www.frontiersin.org 3 September 2021 | Volume 15 | Article 74306474

https://www.frontiersin.org/journals/behavioral-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/behavioral-neuroscience#articles


fnbeh-15-743064 September 9, 2021 Time: 12:26 # 4

Tsuruha and Tsukiura fMRI Study of Social Memories

FIGURE 1 | Example of the encoding and retrieval trials in a 2-day experiment. (A) Example of the encoding trials on the first day outside fMRI. In a trial of the
encoding task, the instruction “Please read a word silently” was visually presented on a PC display for 1.5 s. In the subsequent “reading” phase, participants were
visually presented with a target word for 2 s and were required to read the target word silently. In the “speaking” phase for 6 s, participants were randomly presented
with a person belonging to the same age group (SAG) or different age group (DAG) in a movie clip. In this phase, participants initially watched the person in the movie
and spoke the target word to the person. Subsequently, the person in the movie clip orally returned the same word to participants, and then participants spoke the
same word again to the person in the movie clip. In the intertrial interval, a visual fixation was presented for 3 s at the center of the PC display. (B) Examples of the
retrieval trials on the second day inside fMRI. In the retrieval task, participants were randomly presented with 80 learned and 40 new words one by one on an
MRI-compatible PC display, and were required to judge whether each word had been learned from either SAG or DAG members or neither in the encoding task.
Three response options (same generation, different generation, and new) were provided for the judgment. Each word was presented for 3.5 s, and then a visual
fixation was shown during the interstimulus interval (ISI), which was jittered with variable durations (0.5–8.5 s). All verbal items were presented in Japanese. English is
used here for illustration purposes only.

young adults and the other two of whom were older adults. To
serve as a young adult in the movie clip, four graduate students
(two females and two males) were recruited from the Kyoto
University community, and four older adults (two females and
two males) who were living outside the city of Kyoto appeared in
the movie clip. To avoid sex effects on memory processes, target
words were exchanged in the movie clip with persons of the same
sex as the participants. The experimenter confirmed that the four
persons in the movie clip were not familiar to the participants
before the encoding task.

Experimental Procedures
All young and older adults participated in a 2-day experiment
in which participants were required to perform the encoding
task outside the fMRI scanner on the first day, and then neural
activation was measured in the retrieval task inside the scanner
approximately 24 h after the encoding task (see Figure 1). No
reference was made to a subsequent memory test during the
encoding task, and hence, the encoding operation was incidental.

In the encoding task on the first day, the participants were
visually presented with target words one by one by unfamiliar
persons in the movie clip and were required to exchange each
word with either a person who belonged to SAG or DAG. In
a trial of the encoding task, the initial instruction “Please read
a word silently” was visually presented on a PC display for
1.5 s. In the subsequent “reading” phase, the participants were

visually presented with a target word for 2 s and were required
to read the target word silently. In the “speaking” phase for
6 s, the participants were randomly presented with a SAG or
DAG person in the movie clip. In this phase, the participants
initially watched the person in the movie and spoke the target
word to the person. Subsequently, the person in the movie clip
orally returned the same word to the participants, and then
participants spoke the same word again to the person in the
movie clip. By these experimental operations, we created the
virtual exchange of target words with the SAG and DAG people
during the encoding task. In the intertrial interval (ITI), a visual
fixation was presented for 3 s at the center of the PC display. All
experimental procedures during the encoding task were recorded
by a video camera.

In the retrieval task on the second day, which was performed
in the MRI scanner approximately 24 h after the encoding task,
the participants were randomly presented with 120 words one
by one, including 80 target words and 40 new words, on an
MRI-compatible PC display. The participants were required to
judge whether each word was learned from the SAG or DAG
person or not learned in the encoding task. Three response
options (same generation, different generation, and new) were
provided for the judgment, and the participants were instructed
to show their response by pressing one of three buttons as soon
as possible. Each word was presented for 3.5 s, and then a visual
fixation was shown during the interstimulus interval (ISI), which
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was jittered with variable durations (0.5–8.5 s). The retrieval
task was carried out in one run (approximately 12 min), and
retrieval-related activation was measured by the event-related
fMRI method. After the retrieval task, the participants evaluated
their subjective feelings of attractiveness, trustworthiness, and
familiarity of the two SAG and two DAG persons shown in the
encoding task on a visual analog scale (VAS) that was 10 cm in
length. The results of the VAS evaluations are summarized in the
Supplementary Material.

MRI Acquisition and Analysis
Data Acquisition
All MRI data were acquired by a MAGNETOM Verio 3.0
T MRI scanner (Siemens, Erlangen, Germany), which is
located in Kokoro Research Center, Kyoto University. The
stimulus presentation and recording of behavioral responses
were controlled by MATLAB R© programs1 on a Windows PC.
Experimental stimuli during the encoding task were presented
on a Windows PC display, and experimental stimuli during
the retrieval task were presented on an MRI-compatible display
(Nordic Neuro Lab Inc., Bergen, Norway). During the retrieval
task in the scanner, the participants viewed stimuli with a mirror
attached to the head coil, and their responses during the retrieval
task were recorded by three buttons in a four-button fiber-
optic response device for the right hand (Current Designs Inc.,
Philadelphia, PA, United States). A set of earplugs helped reduce
scanner noise, and foam pads were used to minimize head
motions during scanning.

During the MRI scanning, three directional T1-weighted
anatomical images were initially acquired to localize the
subsequent functional and structural images. Second, 5-min
resting-state functional images (TR = 2,000 ms, TE = 30 ms,
flip angle = 87 degrees, FOV = 19.2 cm × 19.2 cm, matrix
size = 64 × 64, slice thickness/gap = 3/1 mm, 33 horizontal
slices collected by ascending order) and task-related functional
images (TR = 2,000 ms, TE = 25 ms, flip angle = 75 degrees,
FOV = 22.4 cm × 22.4 cm, matrix size = 64 × 64, slice
thickness/gap = 3.5/0 mm, 39 horizontal slices collected by
ascending order) were collected using a pulse sequence of
gradient-echo echo-planar imaging (EPI), which is sensitive to
blood oxygenation level-dependent (BOLD) contrasts. However,
resting-state functional images were not included in the analysis
of the present study. Finally, high-resolution T1-weighted
structural images were obtained by MPRAGE (TR = 2,250 ms,
TE = 3.51 ms, FOV = 25.6 cm × 25.6 cm, matrix
size = 256 × 256, slice thickness/gap = 1.0/0 mm, 208
horizontal slices).

Preprocessing of fMRI Data
All MRI data were preprocessed and statistically analyzed
by Statistical Parametric Mapping 12 (SPM12, Functional
Imaging Laboratory, University College London, London,
United Kingdom) implemented in MATLAB R© (see text footnote
1). Regarding the preprocessing, after discarding the initial four
volumes, functional images in a retrieval run were initially
corrected for slice timing, and then parameters of head motion

1www.mathworks.com

were extracted from functional images. Second, high-resolution
T1-weighted structural images for each participant were spatially
aligned to functional images in the first scan of these functional
images by the coregistration method. Third, structural images
spatially aligned to functional images were spatially normalized
into the tissue probability map (TPM) template in Montreal
Neurological Institute (MNI) space, and parameters estimated by
this spatial normalization were applied to all functional images
(resampled resolution = 3.5 mm × 3.5 mm × 3.5 mm). Finally,
normalized functional images were spatially smoothed by a
Gaussian kernel of 8-mm FWHM.

Univariate Analysis of fMRI Data
Trials in which a target word was not spoken twice in the
encoding task and those in which no response was shown in the
retrieval task were excluded from all statistical analyses. Retrieval
trials in which both target words and encoding conditions
associated with the words were successfully recognized were
categorized into Source Hit, and retrieval trials in which target
words were successfully recognized but encoding conditions
associated with the words were missed or in which target
words were not recognized were regarded as Item-Only Hit and
Miss. In addition, the Source Hit and Item-Only Hit + Miss
trials were subdivided by encoding conditions, that is, trials
encoded with the SAG people and those with the DAG people
(Source Hit-SAG, Source Hit-DAG, Item-Only Hit + Miss-
SAG, Item-Only Hit + Miss-DAG). Retrieval trials showing
a response of “same generation” for distracter words were
defined as False Alarm in the SAG response (False Alarm-
SAG), retrieval trials showing a response of “different generation”
for distracter words were categorized as False Alarm in the
DAG response (False Alarm-DAG), and retrieval trials showing
a “new” response for distracter words were categorized as
Correct Rejection.

Statistical analyses of fMRI data were performed first at the
individual level and then at the group level. In the individual-
level (fixed-effect) analysis, trial-related activation during the
retrieval task was modeled by convolving vectors of onset
with a canonical hemodynamic response function (HRF) in
the context of a general linear model (GLM). In this model,
the timing when each word was presented was defined as the
onset with an event duration of 0 s. Six parameters related
to head motion were also included as confounding variables
in this model. Trial-related activation in this model included
six experimental conditions decided by encoding condition and
retrieval performance (Source Hit-SAG, Source Hit-DAG, Item-
Only Hit + Miss-SAG, Item-Only Hit + Miss-DAG, False
Alarm-SAG + False Alarm-DAG, Correct Rejection) and one
No-Response condition. Activation related to the Source Hit trial
was identified by comparing trial-related activation of Source Hit
with baseline activation in each condition of SAG and DAG, and
the contrasts yielded a t-statistic in each voxel. These contrast
images (Source Hit-SAG and Source Hit-DAG) were created for
each participant.

In the group-level (random-effect) analysis, using two
t-contrast images (Source Hit-SAG and Source Hit-DAG)
obtained in the individual-level analyses, the Source Hit-related
activation in each condition of SAG and DAG was analyzed by
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a two-way ANOVA with factors of the encoding condition (SAG
and DAG) and subgroup (Young and Old). This ANOVA model
was created by a flexible factorial design with a subject factor.
Two types of statistical analyses were performed in this ANOVA.
First, regions reflecting a significant aging effect on Source Hit-
SAG vs. Source Hit-DAG were identified in an F-contrast of
encoding condition-subgroup interaction masked inclusively by
a t-contrast of [(Source Hit-SAG vs. Source Hit-DAG in Young)
vs. (Source Hit-SAG vs. Source Hit-DAG in Old)] (p < 0.05).
Second, to identify regions showing a significant aging effect
on Source Hit-DAG vs. Source Hit-SAG, an F-contrast of
encoding condition-subgroup interaction was masked inclusively
by a t-contrast of [(Source Hit-DAG vs. Source Hit-SAG in
Young) vs. (Source Hit-DAG vs. Source Hit-SAG in Old)]
(p < 0.05).

In these analyses, the height threshold at the voxel level
was corrected for multiple comparisons in the whole-brain and
hypothesis-driven regions of interest (ROI) (FWE, p < 0.05).
ROIs in the first analysis were set in the dmPFC, precuneus,
hippocampus, and right ATL. In addition, the right pSTS,
hippocampus, and right ATL ROIs were applied to the second
analysis. ROIs in the hippocampus and precuneus were created
bilaterally in the AAL ROI package (Tzourio-Mazoyer et al.,
2002). The right ATL ROI covered the entire temporal pole
(Brodmann’s area: BA 38), extending caudally up to the
MNI coordinate y = −21 but did not include the superior
temporal gyrus. In addition, this ROI included the fusiform and
inferior temporal gyrus up to the MNI coordinate y = −25
and the fusiform gyrus alone up to the MNI coordinate
y = −39 but did not include BA37 (Binney et al., 2010).
The dmPFC ROI was extracted from the bilateral superior
frontal and cingulate gyri in the AAL ROI package, which
included the MNI coordinate y = 1 or more and z = 20
or more (Sugimoto and Tsukiura, 2018). The right pSTS ROI
was defined as a sphere with a 5-mm radius at the center
of a peak voxel in the pSTS (MNI coordinates: x = 62,
y = −32, z = 0), which was identified in a previous study
(Dodell-Feder et al., 2011).

Functional Connectivity Analysis of fMRI Data
Functional connectivity with the right hippocampus and right
ATL regions, which showed significant activation in the
univariate analyses, was investigated by a generalized form
of context-dependent psychophysiological interaction (gPPI)
analysis (McLaren et al., 2012). A one-run GLM, which included
six experimental conditions, one No-Response condition, and
confounding variables of six parameters related to head motion,
was newly estimated in each participant, and seed regions of the
right hippocampus and right ATL in this model were identified
by volumes of interest (VOI) with a sphere of 5-mm radius
centered on the peak voxel (right hippocampus: x= 29, y=−11,
z = −25, and right ATL: x = 43, y = 7, z = −21). These
VOIs as seed regions were anatomically masked by a sphere
ROI of 10-mm radius centered on each peak voxel, and by
each ROI of the right hippocampus extracted from the AAL
ROI package (Tzourio-Mazoyer et al., 2002) and the right ATL
mentioned above.

In the functional connectivity analysis, we employed the gPPI
toolbox.2 This toolbox produces an individual-level (fixed-effect)
model with three sets of columns, including: (1) condition-related
regressors formed by convolving vectors of condition-related
onsets with a canonical HRF; (2) time series of BOLD signals
deconvolved from the seed region; and (3) PPI regressors as
an interaction between (1) condition-related regressors and (2)
time series of BOLD signals. Thus, the model in the present
study included (1) condition-related regressors of the Source
Hit-SAG, Source Hit-DAG, Item-Only Hit + Miss-SAG, Item-
Only Hit + Miss-DAG, False Alarm-SAG + False Alarm-DAG,
Correct Rejection, and No-Response condition; (2) BOLD signals
of the right hippocampus or right ATL; and (3) PPI regressors of
the Source Hit-SAG, Source Hit-DAG, Item-Only Hit + Miss-
SAG, Item-Only Hit + Miss-DAG, False Alarm-SAG + Aalse
Alarm-DAG, Correct Rejection, and No-Response condition.
For each participant, the models for right hippocampal and
right ATL seeds were estimated with confounding variables of
six parameters related to head motion, and linear contrasts of
PPI regressors were extracted as a t-contrast in each of Source
Hit-SAG and Source Hit-DAG. Regions showing a significant
effect in a t-contrast of PPI regressors reflected significant
functional connectivity with each seed VOI. These t-contrasts
of PPI regressors obtained in the individual-level analysis were
applied to the group-level analysis. The right hippocampal
VOI as a seed region was not significantly extracted from 6
young and 6 older adults. Thus, in the right hippocampal seed,
PPI regressor contrasts obtained from 23 young and 18 older
participants were analyzed in the group-level statistics. In the
right ATL seed, significant VOI was not extracted from 3 young
and 3 older adults; hence, PPI regressor contrasts identified
in 26 young and 21 older adults were applied to the group-
level analysis.

In the group-level (random-effect) analysis, t-contrast images
reflecting significant functional connectivity with seed regions
(right hippocampus and right ATL) in the Source Hit trials
were compared between young and older adults by two-
sample t-tests in each encoding condition (one-tailed). In this
analysis, the height threshold at the voxel level was corrected
for multiple comparisons in the whole-brain and each ROI of
the dmPFC, precuneus, right pSTS, hippocampus, and right
ATL regions (FWE, p < 0.05), which were explained above.
Anatomical sites in all analyses were primarily defined using the
SPM Anatomy toolbox (Eickhoff et al., 2005, 2006, 2007) and
MRIcro.3

RESULTS

Behavioral Results
Behavioral results are summarized in Table 2. Memory
performance based on the Source Hit rate vs. False Alarm rate in
the retrieval task was analyzed by a two-way mixed ANOVA with
factors of subgroup (Young and Old) and encoding condition

2www.nitrc.org/projects/gppi
3https://people.cas.sc.edu/rorden/mricro/mricro.html
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TABLE 2 | Behavioral results.

Young Old

SAG (SD) DAG (SD) SAG (SD) DAG (SD)

Accuracy (proportion)

Source Hit 0.43 (0.12) 0.46 (0.10) 0.40 (0.08) 0.36 (0.11)

False Alarm 0.23 (0.10) 0.23 (0.10) 0.25 (0.11) 0.27 (0.12)

Source Hit vs. False Alarm 0.19 (0.13) 0.23 (0.12) 0.15 (0.14) 0.10 (0.13)

Response time (ms)

Source Hit 2014.03 (429.18) 1999.74 (451.90) 2060.50 (349.39) 2118.34 (369.07)

False Alarm 2071.14 (441.15) 2151.46 (356.60) 2151.46 (356.60) 2188.76 (369.85)

Number of trials

Source Hit 18.21 (4.11) 16.90 (4.93) 15.71 (3.29) 14.25 (4.20)

False Alarm 9.24 (3.94) 9.21 (3.74) 9.83 (4.51) 10.54 (4.89)

SAG, same age group; DAG, different age group; SD, standard deviation.

FIGURE 2 | Activation in the right hippocampus (29, –11, –25, p = 0.026 corrected by FWE) and right ATL (anterior temporal lobe: 43, 7, –21, p = 0.003 corrected
by FWE) reflecting a significant interaction between encoding condition and subgroup, in which an age-dependent decrease in activation was identified in a contrast
of DAG (different age group) vs. SAG (same age group). Parameter estimates of activity in the bar graphs were extracted from peak voxels in each region. Error bars
represent standard errors. The bar graphs in the middle of this figure showed parameter estimates of activity related to the Source Hit trials in each encoding
condition, and the bar graphs in the right side showed differences in parameter estimates of activity related to the Source Hit trials between the DAG and SAG
conditions. Results in this analysis were identified in fMRI data from 29 young adults and 24 older adults. In this analysis, the height threshold at the voxel level was
corrected for multiple comparisons (FWE, p < 0.05) in each region of interest (ROI) of the bilateral hippocampi and right ATL which were defined anatomically.

(SAG and DAG). ANOVA demonstrated a significant main effect
of subgroup [F(1,51) = 9.47, p < 0.01, ηp

2
= 0.43] and a

significant interaction between subgroup and encoding condition
[F(1,51) = 4.56, p < 0.05, ηp

2
= 0.30]. However, a main effect of

encoding condition was not significant [F(1,51) = 0.22, p = 0.64,
ηp

2
= 0.07]. Post hoc tests by the Bonferroni method revealed

a significant difference between Young and Old in the DAG
condition (p < 0.05).
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Response time (RT) data (ms) during the Source Hit trials in
the retrieval task were analyzed by a two-way mixed ANOVA with
factors of subgroup (Young and Old) and encoding condition
(SAG and DAG). There were no significant main effects of
subgroup [F(1,51) = 0.58, p = 0.45, ηp

2
= 0.10] and encoding

condition [F(1,51) = 0.54, p = 0.47, ηp
2
= 0.10]. The interaction

between these factors was also not significant [F(1,51) = 1.47,
p= 0.23, ηp

2
= 0.17].

fMRI Results
Univariate Analysis of fMRI Data
Confirming our first prediction, the right hippocampus and
right ATL showed age-dependent decreased activation during
the successful retrieval of source memories encoded with the
DAG people compared to those with the SAG people. However,
age-dependent decreased activation in the successful retrieval of
source memories related to the SAG people compared to the DAG
people was not identified in any region (see Figure 2).

Successful retrieval activation of source memories was
analyzed by a two-way ANOVA with subgroup (Young and
Old) and encoding condition (SAG and DAG) as factors. In
the first analysis, in which we examined regions showing age-
dependent decreased activation in the successful retrieval of
source memories encoded with the SAG people compared to the
DAG people, an F-contrast reflecting a significant interaction
between these factors was inclusively masked by a t-contrast of
[(Source Hit-SAG vs. Source Hit-DAG in Young) vs. (Source
Hit-SAG vs. Source Hit-DAG in Old)]. In this analysis, however,
significant activation was not found in any regions in either
whole-brain or ROI-based analyses. In the second analysis, which
was conducted to find regions showing age-dependent decreased
activation in the successful retrieval of source memories encoded
with the DAG people compared to the SAG people, an F-contrast
reflecting a significant interaction between these factors was
inclusively masked by a t-contrast of [(Source Hit-DAG vs.
Source Hit-SAG in Young) vs. (Source Hit-DAG vs. Source Hit-
SAG in Old)]. This analysis of the predefined ROIs showed
significant activation in the right hippocampus and right ATL
(see Figure 2). In the whole-brain analysis, we did not find
significant activation in any regions. Detailed results of the
univariate analyses are summarized in Table 3.

Functional Connectivity Analysis of fMRI Data
Confirming our second prediction, functional connectivity of
the right hippocampus or the right ATL with the right pSTS
during the successful retrieval of source memories encoded with
the DAG people significantly decreased in the Old subgroup
compared to the Young subgroup (see Figure 3). However,
functional connectivity between the hippocampus/ATL and the
CMS regions during the successful retrieval of source memories
encoded with the SAG people was not different between the
Young and Old subgroups.

In the functional connectivity analysis with the right
hippocampal and ATL seeds, in which significant activation was
identified in the univariate analysis, age-dependent decreases in
functional connectivity in the Source Hit trials were investigated
by two-sample t-tests between the Young and Old subgroups

TABLE 3 | Regions reflecting significant interactions between factors of encoding
condition and subgroup.

MNI coordinates

Regions L/R BA x y z Z score k

Age-related decrease in SAG vs. DAG

ROI-based analysis (dmPFC, precuneus, ATL, hippocampus)

No significant activation was identified in any ROIs.

Whole-brain analysis

No significant activation was identified.

Age-related decrease in DAG vs. SAG

ROI-based analysis (pSTS, ATL, hippocampus)

Hippocampus R 29 −11 −25 3.61 3

ATL R 38 43 7 −21 4.36 10

Whole-brain analysis

No significant activation was identified.

BA, Brodmann area; k, cluster size; L, left; R, right; ROI, region of interest; ATL,
anterior temporal lobe; dmPFC, dorsomedial prefrontal cortex; pSTS, posterior
superior temporal sulcus.

in each condition (one-tailed). In the DAG condition, an age-
dependent decrease in functional connectivity with the right
hippocampal seed was found in the right middle temporal gyrus
(pSTS) in the ROI-based analysis. However, the whole-brain
analysis in this condition did not show any regions reflecting
significant functional connectivity with the right hippocampal
seed. The functional connectivity analysis with the right ATL seed
in the DAG condition showed a significant aging effect on the
right middle temporal gyrus (pSTS) in the ROI-based analysis
and on the left calcarine region in the whole-brain analysis.
In the SAG condition, we did not find any regions showing
significant age-dependent decrease in functional connectivity
with the right hippocampal seed or the right ATL seed in
either whole-brain or ROI-based analyses. Detailed results of the
functional connectivity analyses are summarized in Table 4.

DISCUSSION

Two major findings emerged from the present study. First, the
right hippocampus and right ATL showed an age-dependent
decrease in activation during the successful retrieval of source
memories encoded with the DAG people as outgroup members
compared to the SAG people as ingroup members. In the
successful retrieval of source memories encoded with the SAG
people as ingroup members compared to the DAG people
as outgroup members, however, an age-dependent decrease in
activation was not identified in any region. Second, an age-
dependent decrease in functional connectivity of the right
hippocampus or the right ATL with the right pSTS was
significant during the successful retrieval of source memories
encoded with the DAG people as outgroup members, whereas a
significant aging effect on functional connectivity with the right
hippocampus or the right ATL was not found in any region
during the successful retrieval of source memories encoded with
the SAG people as ingroup members. These findings suggest
that functional networks including the hippocampus related
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FIGURE 3 | Regions showing an age-dependent decrease in functional connectivity during the successful retrieval of source memories in the DAG conditions.
(A) The right pSTS (posterior superior temporal sulcus: 61, –32, 0, p = 0.045 corrected by FWE) showing an age-dependent decrease in functional connectivity with
the right hippocampal seed. Results in this analysis were identified in fMRI data from 23 young adults and 18 older adults, from whom a seed volume of interest (VOI)
was extracted. (B) The right pSTS (64, –35, 4, p = 0.024 corrected by FWE) showing an age-dependent decrease in functional connectivity with the right ATL
(anterior temporal lobe) seed. Results in this analysis were identified in fMRI data from 26 young adults and 21 older adults, from whom a seed VOI was extracted.
Parameter estimates of PPI regressors in the bar graphs were extracted from peak voxels in each region of the pSTS showing significant functional connectivity.
Error bars represent standard errors. The bar graphs in the middle of this figure showed parameter estimates of PPI regressors related to the Source Hit trials in each
encoding condition, and the bar graphs in the right side showed differences in parameter estimates of PPI regressors related to the Source Hit trials between the
DAG and SAG conditions. In these analyses, the height threshold at the voxel level was corrected for multiple comparisons (FWE, p < 0.05) in each ROI of the right
pSTS, which was defined anatomically.

to the recollection process of episodic memories, the ATL
related to the processing of social knowledge, and the pSTS
related to the processing of other people could be impaired by
aging in the recollection of memories associated with the DAG
people as outgroup members. These findings are discussed in
separate sections below.

Age-Dependent Decreased Activation
During the Recollection of Memories
Associated With Outgroup Members
Categorized by Age-Group Membership
The first main finding of the present study was that activation
in the right hippocampus and right ATL significantly decreased
by aging during the successful recollection of source memories
encoded with the DAG people as outgroup members compared
to the SAG people as ingroup members. This finding suggests
that the hippocampus and ATL, which contribute to the
retrieval of associations between face and person-related social
knowledge, are more involved in the recollection of memories

associated with the DAG people as outgroup members than the
recollection of memories associated with the SAG people as
ingroup members and that the functionality of these regions is
impaired by aging.

In the present study, we found that the right hippocampus
and right ATL showed an age-dependent decrease in activation
during the retrieval of source memories encoded with the
DAG people as outgroup members compared to the SAG
people as ingroup members. This finding is consistent with
previous studies, which have demonstrated that recollection-
related hippocampal activation significantly decreases with
age (Shing et al., 2010; Koen and Yonelinas, 2014). For
example, one fMRI study reported that activation in the
hippocampus related to recollection significantly decreased in
older adults compared to young adults, whereas activation related
to familiarity in the entorhinal and perirhinal cortices was
relatively preserved in older adults (Daselaar et al., 2006). In
another fMRI study, an age-dependent decrease in hippocampal
activation was identified in the recollection of autobiographical
memories (St. Jacques et al., 2012). In addition, ATL activation
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TABLE 4 | Regions showing age-related decrease in functional connectivity in
each encoding condition.

MNI coordinates

Regions L/R BA x y z Z score k

SAG condition

Right hippocampus seed

ROI-based analysis (dmPFC, precuneus, ATL)

No significant activation was identified in any ROIs.

Whole-brain analysis

No significant activation was identified.

Right ATL seed

ROI-based analysis (dmPFC, precuneus, hippocampus)

No significant activation was identified in any ROIs.

Whole-brain analysis

No significant activation was identified.

DAG condition

Right hippocampus seed

ROI-based analysis (pSTS, ATL)

Middle temporal gyrus R 61 −32 0 2.35 1

Whole-brain analysis

No significant activation was identified.

Right ATL seed

ROI-based analysis (pSTS, hippocampus)

Middle temporal gyrus R 64 −35 4 2.61 2

Whole-brain analysis

Calcarine cortex L −24 −53 11 5.05 2

BA, Brodmann area; k, cluster size; L, left; R, right; ROI, region of interest; ATL,
anterior temporal lobe; dmPFC, dorsomedial prefrontal cortex; pSTS, posterior
superior temporal sulcus.

in the present study is consistent with a previous fMRI
study that reported an age-dependent decline in correlations
between hippocampal and ATL activation during the retrieval
of associations between face and face-related social knowledge,
including people’s name and job title (Tsukiura et al., 2011). There
is also functional neuroimaging evidence that ATL activation
reflects the successful retrieval of person-related semantics as a
type of social knowledge (Wang et al., 2017). The importance
of the ATL in the processing of social knowledge has been
consistently identified in functional neuroimaging studies and
neuropsychological studies with brain-damaged patients (for
review, see Olson et al., 2007; Olson et al., 2013). In the
present study, the right hippocampus and right ATL showed
significantly greater activation during the successful recollection
of memories associated with the DAG people as outgroup
members than that of memories associated with the SAG people
as ingroup members, and activation in these regions significantly
decreased by aging. Given our behavioral data that older adults
showed worse retrieval performance than young adults only
in the DAG condition, the hippocampus and ATL could play
an important role in forming associations between face and
social knowledge in the recollection of memories encoded with
an outgroup member, and activation in these regions could be
impaired by aging.

Age-Related Differences in Functional
Connectivity During the Recollection of
Memories Associated With Outgroup
Members Categorized by Age-Group
Membership
The second main finding of the present study was that an
age-dependent decrease in functional connectivity was found
between the hippocampus/ATL and the pSTS during the
successful retrieval of source memories in the DAG condition.
The finding suggests that functional networks including the
hippocampus related to the retrieval of source memories, the
pSTS related to social cognition of others, and the ATL related to
the processing of social knowledge contribute to the recollection
of memories associated with the DAG people as outgroup
members, and that this mechanism related to the recollection of
memories associated with outgroup members could decrease as a
result of aging.

In the present study, functional connectivity of the right
hippocampus or the right ATL with the right pSTS was
significantly lower in older adults than in young adults during
the successful retrieval of source memories encoded with the
DAG people as outgroup members. This finding might be
explained by evidence from previous studies showing that
social cognition networks, including the pSTS, anterior cingulate
cortex, ATL and temporal-parietal junction (TPJ), contribute to
the mentalizing of others’ mental states (for review, see Gallagher
and Frith, 2003; Do and Telzer, 2019). For example, one fMRI
study demonstrated that the ATL region, which showed greater
activation during face processing than during scene or object
processing, was functionally connected with the pSTS in resting-
state fMRI scanning (Simmons et al., 2010). In another study,
activation in the pSTS was modulated by a change in facial
identity or expression (Fox et al., 2009). In addition, there is
cognitive neuroscience evidence that the ATL is involved in
the processing of person-related social knowledge (for review,
see Olson et al., 2013), and that an age-dependent decrease in
interacting mechanisms between the ATL and hippocampus are
identified in the retrieval of social knowledge (name or job title)
associated with faces (Tsukiura et al., 2011). Thus, functional
connectivity between the ATL and pSTS in the DAG condition of
the present study could reflect the mentalizing of others’ mental
states by referring to social knowledge about the DAG people,
and an age-dependent decrease in functional networks including
the hippocampus, ATL and pSTS suggests that the recollection of
memory for the DAG people by the mentalizing of others’ mental
states with reference to social knowledge could be impaired
in older adults.

No Aging Effect on Activation and
Functional Connectivity During the
Recollection of Memories Associated
With Ingroup Members Categorized by
Age-Group Membership
Inconsistent with our prediction, an age-dependent decrease in
activation and functional connectivity was not identified in the
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successful recollection of source memories encoded with the
SAG people as ingroup members compared to the DAG
people as outgroup members. This finding implies that
the intergroup bias in memory is relatively preserved in
older adults.

There is psychological evidence in which intergroup bias, such
as the own-age bias, is commonly observed between young and
older adults in several measures, including ingroup favoritism,
perceived similarity, social distance, outgroup homogeneity, and
self-stereotyping (Chasteen, 2005). The preserved own-age bias
in older adults was also found in episodic memory research
in which both young and older adults showed a significant
own-age bias in name recall with better memory for names
associated with faces of their own age, as compared to other-
aged faces (Strickland-Hughes et al., 2020). In addition, one fMRI
study reported that the amygdala showed significant activation
during perceiving faces of the SAG people compared to the
DAG people in both young and older groups (Wright et al.,
2008). Behavioral data in the present study revealed that the
Source Hit responses in the DAG condition were significantly
lower in older adults than in young adults, whereas the Source
Hit responses in the SAG condition were not different between
young and older adults. Thus, the present finding that an age-
dependent decrease in activation and functional connectivity
during the successful recollection of memories in the SAG
condition compared to the DAG condition was not identified in
any regions could reflect the preserved intergroup bias related to
the own-age bias during the recollection of source memories in
older adults.

CONCLUSION

In the present study, using event-related fMRI, we investigated
age-related differences in neural mechanisms underlying the
successful recollection of memories encoded with the SAG people
as ingroup members and with the DAG people as outgroup
members. The results demonstrated that activation in the right
hippocampus and right ATL significantly decreased with age
during the successful source retrieval of memories encoded with
the DAG people as outgroup members compared to the SAG
people as ingroup members. However, no region showed age-
dependent decreased activation during the successful source
retrieval of memories associated with the SAG people as ingroup
members compared to the DAG people as outgroup members. In
addition, an age-dependent decrease in functional connectivity
with the hippocampus or the ATL was significantly identified in
the pSTS in the DAG condition, whereas functional connectivity
with the hippocampus or the ATL in the SAG condition showed
no significant aging effect on any regions. These findings suggest
that functional networks including the hippocampus, ATL, and
pSTS, which contribute to the recollection of memories for
the DAG people by the mentalizing of others’ mental states
with reference to social knowledge, could be impaired in older
adults compared to young adults, whereas neural mechanisms

underlying the intergroup bias during the recollection of source
memories for the SAG people could be relatively preserved
in older adults.
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Prefrontal-Striatal Mechanisms of
Behavioral Impulsivity During
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Intertemporal choice involves the evaluation of future rewards and reflects behavioral
impulsivity. After choosing a delayed reward in an intertemporal choice, a behavioral
agent waits for, receives, and then consumes the reward. The current study
focused on the consumption of the delayed reward and examined the neural
mechanisms of behavioral impulsivity. In humans consuming delayed real liquid
rewards in an intertemporal choice, the ventral striatum (VS) showed differential activity
between anterior (aVS) and posterior (pVS) regions depending on the degree of
behavioral impulsivity. Additionally, impulsive individuals showed activity in the anterior
prefrontal cortex (aPFC). An analysis of task-related effective connectivity based on
psychophysiological interaction (PPI) revealed that PPI was robust from the aPFC to
pVS, but not in the opposite direction. On the other hand, strong bidirectional PPIs were
observed between the aVS and pVS, but PPIs from the pVS to aVS were enhanced
in impulsive individuals. These results suggest that behavioral impulsivity is reflected in
aPFC-VS mechanisms during the consumption of delayed real liquid rewards.

Keywords: decision-making, reward consumption, delay discounting, primary reward, human

INTRODUCTION

Impulsivity is a behavioral pattern in which a behavioral agent persistently makes choices
entailing a failure to achieve a long-term goal (Ainslie, 1975). In impulsive decisions, choices with
optimal long-term optimal outcomes are overly discounted (Mischel et al., 1989), whereas those
emphasizing short-term outcomes are overvalued (Levy and Glimcher, 2011).

One classical behavioral paradigm to evaluate impulsivity is an intertemporal choice, where
a behavioral agent chooses between two alternatives that differ in outcome magnitude and time
to the outcome (Rachlin et al., 1991; Keeney and Raiffa, 1993). Individuals choosing smaller
rewards that are immediately available exhibit greater discounting of delayed rewards and are
characterized as impulsive (Madden and Bickel, 2009). On the other hand, self-controlled (less
impulsive) individuals are able to wait for a longer time showing lesser delay discounting to
maximize attainment of long-term rewards (Rachlin, 2004).
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The ventral striatum (VS) is implicated as a core neural site
involved in impulsive decision-making (McClure et al., 2004,
2007; Tanaka et al., 2004, 2020; Jimura et al., 2013), whereas
the prefrontal cortex (PFC) is associated with less impulsive
(or self-controlled) decision-making (McClure et al., 2004, 2007;
Shamosh et al., 2008; Hare et al., 2009; Jimura et al., 2013, 2018;
Tanaka et al., 2020). These involvements of the PFC and VS raise
the possibility that a PFC-VS mechanism plays an important role
in determining impulsivity in value-based decision-making.

Prior human studies examining the neural mechanisms of
intertemporal choice behavior have mainly focused on the choice
period (McClure et al., 2004, 2007; Tanaka et al., 2004; Hariri
et al., 2006; Kable and Glimcher, 2007; Peters and Buechel, 2010),
with a few exceptions examining temporal changes in brain
activity while future outcomes were anticipated (Berns et al.,
2006; Jimura et al., 2013; McGuire and Kable, 2015; Tanaka
et al., 2020). However, it remains unclear how the PFC-VS
mechanism is involved while a behavioral agent is receiving a
reward after having waited for it, despite the collective evidence
that the VS and PFC are associated with behavioral impulsivity
and self-control.

Intertemporal choice paradigms using delayed real liquid
rewards (Jimura et al., 2009, 2011, 2013; Tanaka et al.,
2020) could provide a unique opportunity to examine brain
mechanisms involved in the direct experiences of delayed
rewards. In these paradigms, humans make choices between
two alternatives, one larger amount of liquid reward delayed
by tens of seconds, and a smaller amount of liquid reward
available immediately (Figure 1A). After making a choice,
the participants immediately experience the delay and then
consume the liquid reward (Figure 1B). Using functional MRI,
we continuously measured brain activity while participants
performed the paradigms (Jimura et al., 2013; Tanaka et al.,
2020). Whereas our prior fMRI analyses focused on choice
and delay periods (Jimura et al., 2013; Tanaka et al., 2020), in
the current study, we focused on the consumption period and
examined the brain mechanisms underlying impulsive choice
by analyzing fMRI data while humans consumed the delayed
real liquid rewards (Jimura et al., 2013). We first evaluated head
movements and image quality during the drinking period, and
then examined brain activity in the VS and PFC. A particular
analysis focused on the anterior prefrontal cortex implicated
in reward anticipation during the delay period (Jimura et al.,
2013; Tanaka et al., 2020), aiming to examine prefrontal-striatum
mechanisms consistently involved through entire task events in
our intertemporal choice task. Finally, we assessed task-related
functional connectivity between the VS and PFC.

MATERIALS AND METHODS

Participants
Participants (N = 43; mean age, 23.0 years; range, 18–35 years;
20 male, 23 female) were right-handed and free from any
history of psychiatric or neurological disorders. Each participant
provided written informed consent after additional screening for
physical or medical conditions that would affect their eligibility
for fMRI. The study protocol was approved in accordance

FIGURE 1 | The behavioral paradigm of the intertemporal choice task for a
delayed real liquid reward (Jimura et al., 2013). (A) Human participants made
a choice between a larger amount of liquid available after a delay of 10 s of
seconds and a smaller amount of liquid available immediately. (B) In each
trial, participants consumed the real liquid rewards after experiencing a
specified delay.

with guidelines instituted by the Washington University Human
Research Protection Office, and data were collected by the senior
author (KJ) at Washington University in St. Louis. Participants
were compensated for their participation ($10 per h for the
behavioral session, $25 per h for the fMRI session). Of the
45 participants recruited into the study, two were eliminated due
to the small number of choices (<10) for the delayed option in
the fMRI session.

Dataset
We analyzed a data set collected in an fMRI experiment of an
intertemporal choice task involving real liquid rewards where
human participants directly experienced choice, delay, and
consumption of the rewards (Jimura et al., 2013; Figure 1). In this
experiment, participants performed the intertemporal decision-
making task (Figure 1) in two separate (behavioral and fMRI)
sessions.

The analyses of the choice and delay periods were published
previously (Jimura et al., 2013), and were not analyzed in
the current study. The current study analyzed the data while
participants consumed the liquid rewards only, which were not
analyzed in the previous study (Jimura et al., 2013).

Behavioral Session Procedure
The behavioral session aimed to measure individuals’ delay
discounting of real liquid rewards (Jimura et al., 2009, 2011,
2013). Prior to the behavioral session, participants were asked to
choose one favorite drink that would serve as the reward from a
list consisting of apple, orange, grape, grapefruit, and cranberry
juices, lemonade, and water. No participants requested to change
the reward drink in the fMRI session.

At the beginning of each trial, two alternatives were presented
on the left and right sides of the screen, respectively: one involved
a larger reward (20 or 40 squirts) available after a delay (10, 30,
or 60 s), while the other consisted of a variable smaller amount
available immediately (Figure 1A). Participants were instructed
to press one of two corresponding response buttons to indicate
their preference.
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During the delay, a fixation cross was presented on the center
of the screen. At the time of reward delivery, participants saw
a visual message indicating the reward was ready. Importantly,
participants were able to control the rate of liquid flow. Reward
delivery continued as long as the button was held down; if the
button was released, delivery paused and then resumed when the
button was pressed again. During reward delivery, the amount
remaining (in squirts) was displayed below a red horizontal
bar whose length corresponded to the number of squirts still
available. After the participant finished drinking, a fixation cross
was presented.

To estimate individuals’ delay-discounting rates, the current
study used three delay conditions (10, 30, 60 s) for the larger
amount (40 squirts), and two delay conditions (10, 30 s) for
the smaller amount (20 squirts; Jimura et al., 2009). On the
first trial of each delay condition, the choice was between a
larger delayed amount and an immediate reward that was half
of the delayed amount. For each delay condition, the amount
of the immediate reward after the first trial was adjusted based
on the participant’s preceding choice. If the participant had
chosen the smaller, immediate reward on the preceding trial,
then the amount of the immediate reward was decreased by half
(i.e., 10 and five squirts for the 40- and 20-squirt conditions,
respectively); if the participant had chosen the larger, delayed
reward on the preceding trial, then the amount of the immediate
reward was increased by half (Jimura et al., 2009, 2011). The
adjustment amount was five squirts in the third trial in the
40-squirt condition. The subjective value of the delayed reward
was estimated to be 1 ml (i.e., 2.5 squirts) more or less than
the amount of the immediate reward available in the last trial
(third and second trials in the 40- and 20-squirt conditions,
respectively), depending on whether the delayed or immediate
reward had been chosen on that trial.

After the behavioral session, the participants practiced
drinking liquid rewards in a supine position with a mock scanner
setup. When drinking liquid rewards, they were encouraged to
use jaw movements and mouth muscles for swallowing, but not
to move their heads.

fMRI Session Procedure
During fMRI scanning, participants performed an intertemporal
decision-making task that was similar to that of the behavioral
session. The primary difference was that the choice options
for each trial were prespecified (rather than adjusted across
the session), but set in an individualized manner based on a
discounting profile estimated from the behavioral session. Three
conditions (60 s/40 squirts, 30 s/40 squirts, 30 s/20 squirts) were
used to measure brain activity during the delay period. The
value of the immediate reward was systematically manipulated
so that across trials, its value was smaller than the subjective
value of the delayed reward, estimated for each participant
based on their choice profile in the behavioral session. This
manipulation of the immediate reward amount biased decisions
toward delayed options, as the reward value was always smaller
than the subjective value of the delayed reward, providing more
opportunity to measure brain activity during consumption of
delayed rewards (Jimura et al., 2013). When drinking the liquid

rewards, the participants were instructed to use jaw movements
and mouth muscles without moving their heads.

Imaging Procedure
Both anatomical and functional images were available from each
participant. High-resolution anatomical images were acquired
using anMP-RAGET1-weighted sequence [repetition time (TR),
9.7 s; echo time (TE), 4.0 ms; flip angle (FA), 10◦; slice thickness,
1 mm; in-plane resolution, 1 × 1 mm2]. Functional [blood
oxygen level-dependent (BOLD)] images were acquired using a
gradient echo-planar imaging sequence (TR, 2.0 s; TE, 27 ms;
FA, 90◦; slice thickness, 4 mm; in-plane resolution, 4 × 4 mm2;
34 slices) in parallel to the anterior–posterior commissure line,
allowing complete brain coverage at a high signal-to-noise ratio.
Each functional run involved 512 volume acquisitions.

Assessment of Impulsivity
For each participant, the degree of behavioral impulsivity was
quantified by calculating the area under the discounting curve
(AuC; Myerson et al., 2001; Sellitto et al., 2010; Jimura et al.,
2011, 2013; Tanaka et al., 2020). The AuC represents the area
under the observed subjective values at a given delay; more
specifically, the AuC was calculated as the sum of the trapezoidal
areas under the indifference points normalized by the amount
and delay (Myerson et al., 2001). Both subjective value and delay
were normalized for the purposes of calculating the AuC, which,
as a result, ranged between 0.0 (maximally steep discounting)
and 1.0 (no discounting). It has been argued that the AuC is the
best measure of delay discounting for use in individual difference
analyses, because it is theoretically neutral (i.e., assumption-free)
and also psychometrically reliable (Myerson et al., 2001).

Each participant was classified into one of three groups,
namely steep (STP), shallow (SHL), and intermediate (INT)
discounting, based on their AuC values. The groups were
identical to those analyzed in the previous study (Jimura et al.,
2013).

Image Analysis Procedure
Image Preprocessing
Imaging data were analyzed using SPM121. All functional images
were first temporally aligned across the brain volume, corrected
for movement using rigid-body rotation and translation
correction, and then registered to the participant’s anatomical
images to correct for movement between the anatomical
and function scans. Participants’ anatomical images were
transformed into standardized MNI atlas space. The functional
images were then registered to the reference brain using the
alignment parameters derived for the anatomical scans. The
data were next resampled into 2-mm isotropic voxels and
spatially smoothed with an 8-mm full-width at half-maximum
Gaussian kernel.

General Linear Model
A general linear model (GLM) approach was used to separately
estimate parameter values for each event occurring during the
task. Consumption of liquid rewards after the delay period was

1https://www.fil.ion.ucl.ac.uk/spm/
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encoded as an epoch that started from the press of the button to
begin drinking (i.e., initiation of pumpmovement) until the time
at which all the liquid rewards were infused into the participants’
mouths (i.e., cessation of pump movement). As we focused on
the consumption of delayed rewards, consumption periods for
immediate rewards after participants chose immediate options
were coded separately but similarly, and not analyzed in the
current study. Choice and delay periods and distractor tasks
were also included in the GLM as in the previous study
(Jimura et al., 2013). All events were convolved with a canonical
hemodynamic response function (HRF). In order to reduce
potential confounds of head movements derived from jaw
movements during drinking, headmotion estimation parameters
were also included in the GLM as nuisance regressors.

The parameter estimates of the consumption of delayed
rewards were collected from all participants and then submitted
to a group-level GLM analysis treating the participants as a
random effect. To examine the correlation between AuC and
the parameter estimates across participants, the AuC values of
individual participants were z-scored (i.e., demeaned and divided
by the standard deviation), and then included in the GLM.
Additionally, for each head-movement axis, the maximum value
of the movement parameters was calculated along the temporal
dimension, and then z-scored across participants. The maximum
movement parameters for six axes were included in the GLM
as nuisance regressors to minimize potential confounds derived
from head motions. Thus, the group-level GLM involved eight
regressors (constant, AuC, and movement values for six axes).
Z-scoring AuC and movement parameters orthogonalized these
parameters and the constant regressor (group-mean effect).

During consumption, because participants were able to press
and release the button to regulate liquid flow, imaging data could
be confounded by the repetitive button presses. However, as
shown in Figure 2, head motion during button press is almost
absent. We thus believe that button-press-derived head motions
are not major confounds. Another possible confound is BOLD
signal reflecting the motor execution. Importantly, as noted
above, participants received a practice session after the behavioral
session to drink liquid rewards in a supine position using a mock
scanner. No participants had difficulty drinking the rewards.
The practices enabled the participants to drink the reward
without pausing liquid flows, and thus, repetitive button presses
were almost absent during the drinking period. This entails
that the regressor coding the button presses become almost
linear to the drink-period regressor. Thus, simultaneous event
coding of button press and drinking would produce significant
multicollinearity. Then, we only coded drinking events in our
GLM analysis to avoid statistical artifacts. We also acknowledge
that the activation maps in Figure 3 involved finger movements.

Definitions of Regions of Interest
Because the current study focused on the mechanisms in the
VS and anterior prefrontal cortex (aPFC; see also ‘‘Introduction’’
and ‘‘Results’’ sections), a region-of-interest (ROI) approach was
used. ROIs were defined independently of the activation data
during liquid consumption that were analyzed in the current
study.

FIGURE 2 | (A) Head motions during liquid consumptions (solid line) and
button presses (dotted line; left: translation; right: rotation). The gray bars on
the top indicate the mean drinking duration. (B) Functional images during
liquid consumptions and fixation periods. The images were normalized into
the MNI space, averaged across participants, and then shown in transverse
sections. The levels of sections are indicated by Z levels at the bottom.

FIGURE 3 | Whole-brain statistical maps for activations during liquid
consumption. Statistical maps of the activations are overlaid on a 3D surface
of the standard brain. The hot and cool colors indicate positive and negative
activity relative to the fixation periods, respectively. The white arrowheads
indicate positive activity in the anterior and posterior VS regions. aVS: anterior
ventral striatum; pVS: posterior ventral striatum.

The VS ROIs were defined anatomically as spheres with
8-mm radius, centered at the bilateral anterior and posterior
ends of the VS in the Harvard-Oxford MNI atlas; the spheres
were further masked by the anatomical VS regions. We defined
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the VS ROIs for anterior and posterior parts separately, given
strong activation with distinct peaks during consumption of
liquid rewards, as shown in Figure 3. The anterior and posterior
ROIs were labeled as the anterior VS (aVS) and posterior VS
(pVS), respectively.

aPFC ROIs were defined as spheres with an 8-mm radius
that were centered at bilateral aPFC coordinates showing an
anticipatory utility effect during the delay period, as reported in
our previous study analyzing the identical data set [coordinates:
(28, 54, −7), (−31, 55, −7); Table 1 in Jimura et al., 2013].
These bilateral aPFC regions also showed the anticipatory utility
effect in our recent study (Tanaka et al., 2020). For exploratory
analysis, a small-volume correction approach was used, and
statistical significance levels of the peak were corrected for
multiple comparisons within the aPFC ROIs using voxel-level
family-wise error rates.

Psychophysiological Interaction (PPI) Analysis
A set of PPI analyses (Friston et al., 1997) was performed to
examine task-related functional connectivity among aPFC and
VS regions. The seed regions for the aPFC, aVS, and pVS in each
hemisphere (i.e., six ROIs in total) were identical to the ROIs
defined above.

For each of the six ROIs, PPI effects were first calculated
as implemented in SPM12. Then, single-level statistical analysis
was performed based on a standard GLM analysis for each
ROI. The GLM models included the PPI and nuisance effects
(i.e., the timecourse of MRI signals in the ROI, the main effect
of the condition of interest convolved with a canonical HRF,
head-movement parameters for the axes, and timecourse of MRI
signals for white matter, cerebrospinal fluid, and the whole-
brain).

For each seed ROI, the estimated PPIs were extracted for all
target ROIs (i.e., five ROIs). Thus, 30 PPIs (six seeds × five
targets) were calculated for each participant. Then, these PPIs
were collected from all participants, and group-level statistics
were calculated for PPIs from each pair of seed and target ROIs.
For statistical testing, PPIs between seed and target regions were
averaged across contralateral and ipsilateral hemispheres, as we
did not observe strong hemispheric asymmetry in PPIs (see
‘‘Results’’ section). Then, the significance of the PPI strength
was tested by the one-sample t-test. P-values were corrected for
multiple comparisons based on Bonferroni correction.

RESULTS

Behavioral Results
Participants performed 19.5 ± 2.6 (mean ± SD) trials, and
choose the delayed alternative in 83.0 ± 12.6% of the trials.
The number of trials where the delayed alternative was chosen
did not correlate with behavioral impulsivity (AuC) measured
in the behavioral session (see ‘‘Materials and Methods’’ section)
[r = 0.15, t(41) = 0.97, P = 0.33]. The mean drinking duration was
7.5 ± 2.1 s.

Participants were classified into three groups based on AuC
values reflecting the delay-discounting pattern (see ‘‘Materials
and Methods’’section), as in the previous study (Jimura et al.,

2013: steep discounters (N = 15; high impulsivity), shallow
discounters (N = 15; low impulsivity) and an intermediate group
(N = 13).

Head Movements During Drinking
The liquid was delivered from outside the scanner room through
a plastic tube, which enabled participants to consume the
liquid during fMRI administration (see ‘‘Materials andMethods’’
section). However, it is well known that head movements
during fMRI lead to significant artifacts and signal losses in
images. To evaluate whether our data were contaminated by the
motion-derived artifacts and signal losses, we first assessed head
movements and MRI images while participants were drinking
liquid rewards.

As shown in Figure 2A, head movements were greater
during liquid consumptions than during button presses made
in a money discounting distractor task performed in the
same scanning sessions (Figure 1B; Jimura et al., 2013, 2018).
However, the absolute magnitude of head motion during
consumption was small, with maximum translations of (0.06,
0.11, 0.24 mm) ± (0.02, 0.03, 0.09 mm; mean ± SD), and
maximum rotations of (0.27, 0.09, 0.06) ± (0.09, 0.03, 0.02)
degrees, along the x-, y-, and z-axes, respectively. Moreover,
the maximum head movement parameters in the six axes (see
‘‘Materials andMethods’’ section) did not correlate with the AuC
(|r|s < 0.28; |t|s < 1.88; Ps > 0.07, uncorrected).

Nonetheless, it is known that jaw movements can yield
significant instability in echoplanar images, as reported in
nonhuman primate scanning (Keliris et al., 2007). However, the
instability seemed absent in the current study, as we observed
comparable image quality during liquid consumption and the
fixation periods (Figure 2B).

Given these results, we felt confident in assuming that
movement-derived contamination during liquid consumption
was less obvious in the current study than the previous study
(Keliris et al., 2007). Our recent study also showed similar results
(Tanaka et al., 2020).

Imaging Results
Brain Activity During Liquid Consumption
Figure 3 shows brain activity during consumption of delayed
liquid rewards. Robust activations were observed in the primary
gustatory cortex, primary motor cortex related to the jaw,
and primary visual cortex, as the maps reflect various effects
including jaw movements, swallowing, gustatory perception,
and visual perception. These prominent activations validated
the absence of major contaminations due to movement-derived
artifacts and indicated that the data obtained during the
consumption period could be used in substantive analyses.
Importantly, robust activations were observed in the anterior and
posterior parts of the bilateral VS (white arrows in Figure 3).

Ventral Striatal Activity and Impulsivity
As we observed stronger activity in the anterior and posterior VS
(aVS and pVS, respectively) during consumption (Figure 3), we
examined the activity in the aVS and pVS in each discounting
group. We anatomically defined ROIs in the aVS and pVS, and
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FIGURE 4 | Regions of interest (ROI) analysis in the ventral striatum (VS).
The magnitude of MRI signals is shown during the liquid consumption period
in the anterior and posterior VS ROIs were defined anatomically. Signal
magnitudes were calculated for each of the discounting groups (STP: steep;
INT: intermediate; SHL: shallow), and averaged across hemispheres. Error
bars indicate SEM. Levels of statistical significance are indicated by the
number of asterisks (**P < 0.01; *P < 0.05).

evaluated consumption activity in these ROIs (see ‘‘Materials and
Methods’’ section).

As shown in Figure 4, steep discounters (high impulsivity)
showed significant activation in the aVS, [t(14) = 2.2; P < 0.05].
On the other hand, both steep and intermediate discounters
showed significant activation in the pVS [steep: t(14) = 2.5;
P < 0.05; intermediate: t(12) = 3.5; P < 0.01]. Interestingly, in the
intermediate discounters, the activation was greater in the pVS
than the aVS [t(12) = 3.1; P < 0.01]. On the other hand, in both
the aVS and pVS, significant activation was absent in shallow
discounters (low impulsivity). These results suggest that the aVS
and pVS are differently involved in liquid reward consumption
depending on the degree of impulsivity.

Prefrontal Activity and Impulsivity
Aiming to examine neural mechanisms consistently involved
through task events, we asked how the anterior prefrontal region
related to reward anticipation during the delay (Jimura et al.,
2013; Tanaka et al., 2020) was involved during consumption.

We first explored brain regions showing significant activation
during consumption within aPFC ROIs. The ROIs were
defined based on our previous study (Jimura et al., 2013;
see also ‘‘Materials and Methods’’ section). As shown in
Figure 5 (left), aPFC regions showed strong activation bilaterally
[P < 0.05, corrected for multiple comparison based on voxel-
level family-wise error rate; left: (−32, 62, −6), z = 2.6; right: (26,
58, −1), z = 3.0].

We next examined the correlation between the consumption
period activity and the degree of delay discounting estimated in

a separate behavioral session (see ‘‘Materials and Methods’’
section). Specifically, we explored aPFC ROIs showing
the correlation between AuC and brain activity during
consumptions. As shown in Figure 5 (middle), negative
correlations were observed in the bilateral aPFC [P < 0.05,
corrected for multiple comparison based on voxel-level
family-wise error rate; left: (−28, 52, −8), z = 2.5; right:
(32, 48), −6, z = 2.4]. Importantly, these aPFC regions were
identified within the identical ROIs involving regions showing
strong activation. The negative correlations indicate greater
activity in steep discounters (high impulsivity; Figure 5 right). In
impulsive individuals, the aPFC activity was almost significant
[t(14) = 2.0, P = 0.065], possibly due to the small sample size of
each discounting group, and strong activation was absent when
averaging across all participants [t(42) = 0.52, P = 0.62].

Interestingly, in the previous studies, the aPFC regions
exhibited an anticipatory utility effect during the delay period
and the effect was enhanced in shallow discounters (Jimura et al.,
2013; Tanaka et al., 2020), whereas in the current study, the
consumption period activity was reduced in shallow discounters
(Figure 5 left; see ‘‘Discussion’’ section for details).

Psychophysiological Interaction
The results related to consumption period activity and its relation
to behavioral impulsivity suggest that the aPFC and VS play an
important role during the consumption of real liquid rewards.
We, therefore, examined task-related functional connectivity
between these regions based on psychophysiological interactions
(PPIs; Friston et al., 1997; see ‘‘Materials and Methods’’ section).

Figure 6A shows PPIs between the aPFC, aVS, and pVS. For
each pair of ROIs, PPIs appear to covary between ipsilateral
and contralateral hemispheres, and obvious hemispheric
asymmetries look absent. Thus, PPIs were averaged across
hemispheres, and statistical testing was performed. From the
aPFC, PPI was strong towards aVS [t(42) = 3.1; P < 0.05,
Bonferroni corrected], but strong PPI was not observed in the
opposite direction, suggesting top-down signaling from the aPFC
to aVS. On the other hand, PPIs were robust bidirectionally
between the aVS and pVS [aVS to pVS: t(42) = 3.1; P < 0.05,
Bonferroni corrected; pVS to aVS: t(42) = 4.6; P < 0.0001,
Bonferroni corrected].

In order to examine whether the PPIs were dependent on
impulsivity, the bidirectional PPI matrix was inspected for the
steep, intermediate, shallow discounting groups. As shown in
Figure 6B, in steep discounters, there was strong PPI from the
pVS to aVS [t(42) = 3.7; P < 0.001, Bonferroni corrected], but
not in the opposite direction. Such unidirectional strong PPI was
absent in the other two groups.

DISCUSSION

The current study provides new insights regarding prefrontal-
striatal mechanisms of intertemporal choice by focusing on
brain activity and task-related functional connectivity while
humans consumed real liquid rewards delayed by tens of
seconds. Impulsivity was associated with activity enhancement
in the aPFC and VS, and the activation magnitudes in the VS
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FIGURE 5 | Statistical map for brain activity during liquid consumption (left). The level of the section is indicated by the Y coordinate of the MNI space. The
threshold of the map was P < 0.05 (uncorrected) for display purposes. White arrow heads indicate correlations in the anterior prefrontal cortex. L: left. Hot and cool
colors indicate positive and negative activation, respectively. Statistical map for correlation between behavioral impulsivity and brain activity during liquid consumption
(middle). Behavioral impulsivity is quantified as the area under the curve of the subjective value of the delayed reward. The format is similar to those on the left. Hot
and cool colors indicate positive and negative correlation, respectively. MRI signal magnitudes in the aPFC ROIs were calculated for each discounting group and
averaged across hemispheres (right). Regions of interest were defined based on the previous study (Jimura et al., 2013). The formatting is similar to that in Figure 4.

FIGURE 6 | Psychophysiological interaction (PPI) analysis. (A) Group level
t-values of PPIs from seed to target regions are color-coded according to the
bar at the bottom. The columns and rows indicate seeds and targets,
respectively. aPFC: anterior prefrontal cortex; aVS: anterior ventral striatum;
pVS: posterior ventral striatum. Significant PPIs are indicated by red squares.
L: left; R: right. (B) PPIs for each discounting group. Formatting is similar to
that in panel (A).

differed between the anterior and posterior regions depending
on impulsivity. PPI was robust from the aPFC to aVS, but not in

the opposite direction, suggesting top-down signaling from aPFC
to aVS. On the other hand, bidirectional PPIs were observed
between the aVS and pVS, with enhanced PPI from the pVS to
aVS in impulsive individuals (steep discounters). These findings
suggest that prefrontal and striatal mechanisms are involved
in reward consumption, reflecting behavioral impulsivity in
decision-making.

A Putative Prefrontal-Striatal Model of
Impulsivity During Reward Consumption
The current results highlight functional segregation and
integration in the prefrontal cortex and the ventral striatum
during the consumption of delayed liquid rewards. Figure 7
summarizes our results and illustrates activity magnitudes and
signal flows between the aPFC, aVS, and pVS for three levels of
impulsivity.

In the aPFC, activation is greater in impulsive individuals,
resulting in enhanced signaling toward the aVS and an elevation
of its activity. On the other hand, the pVS transmits reward-
related signals to the aVS, and then aVS activity is further
amplified in impulsive individuals. Interestingly, the signals from
both the aPFC and pVS appear to be associated with both the
magnitude of aVS activation and the level of impulsivity.

These mechanisms can be interpreted as showing that
the reward-related signals from the aPFC and pVS are
aggregated into the aVS, which is critical for the degree of
behavioral impulsivity. These prefrontal-striatum mechanisms
are compatible with those suggested by prior studies analyzing
connectivity between aPFC and VS (Diekhof and Gruber, 2010;
Jimura et al., 2013; Tanaka et al., 2020).

A diffusion tensor imaging study of the human VS showed
that both the anterior and posterior parts of the VS are connected
to the anterior ventral part of the PFC and the orbitofrontal
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FIGURE 7 | A schematic path diagram for putative functional mechanisms between the aPFC, aVS, and pVS during reward consumption. The colors of the circles
indicate the activation magnitude in these regions, according to the color bar at the bottom. The thickness of each arrow indicates the strength of the connectivity
from region to region, and the direction of each arrowhead indicates the signal flow direction. In highly impulsive individuals, strong aPFC and pVS signals are sent to
the aVS, enhancing aVS activity, whereas, in minimally impulsive individuals, negative aPFC activation reduces aVS activity.

cortex, including the aPFC in the current study. Interestingly, the
anterior part is also connected to more dorsal parts of the PFC
(Tziortzi et al., 2014). The dorsal parts of the PFC are involved in
working memory and choice difficulty in intertemporal choice,
which is enhanced in self-controlled individuals (Jimura et al.,
2018). The anatomical connection between the anterior VS and
dorsal PFC may regulate the aPFC-aVS-pVS mechanisms during
consumption of liquid rewards, as illustrated by the reduced
activity in the intermediate discounting group (Figure 4).

aPFC-VS Mechanisms in Distinct
Behavioral Phases
The current study focused on the consumption phase of
intertemporal choice, whereas previous studies analyzed delay
and choice phases (Jimura et al., 2013; Tanaka et al., 2020). These
collective results are derived from a single dataset, allowing us
to speculate regarding possible functional mechanisms involved
in the distinct phases of intertemporal choice behavior: choice,
delay, and consumption.

In all three phases, impulsivity in decision-making was
associated with increased VS activation, consistent with previous
reports (Tanaka et al., 2004; Hariri et al., 2006; Kable and
Glimcher, 2007; Ballard and Knutson, 2009; Pine et al., 2009).
On the other hand, aPFC activation differed among the phases.
During the choice and early delay periods, self-controlled (less
impulsive) individuals exhibited increased aPFC activity (Jimura
et al., 2013; Tanaka et al., 2020). In contrast, in the current
study, highly impulsive individuals exhibited increased aPFC
activity during the consumption period. A possible unified
explanation of these findings is that the aPFC is associated
with currently available utility, i.e., future anticipation during
delay and reward consumption during drinking. The former
may be more valuated in self-controlled individuals to maximize

future reward attainment, whereas the latter may be evaluated in
impulsive individuals when consuming a reward after a delay.

Greater aPFC activation during a choice period in less
impulsive individuals may reflect resistance to impulsive choice,
which reduces VS activity (Diekhof and Gruber, 2010). During
the delay period, aPFC regionsmay encode an anticipatory utility
signal associated with delayed rewards, which is the extra utility
derived from the pleasure of waiting for a reward delivered in the
future (Loewenstein, 1987; Berns et al., 2006, 2007; Peters and
Buechel, 2010; Jimura et al., 2013; Tanaka et al., 2020).

On the other hand, as mentioned above, highly impulsive
individuals showed greater aPFC activation during the
consumption period, suggesting marked current utility when
individuals consume liquid rewards. Because highly impulsive
individuals do not prefer to wait to obtain a larger reward, the
utility of a liquid reward would become greater upon completion
of the delay, eliciting greater aPFC activation when consuming
delayed rewards.

Another possibility is that the aPFC encodes current pleasure
related to reward attainment, as suggested by aPFC regions
showing anticipatory utility effect that is thought to reflect
pleasure of waiting (Loewenstein, 1987; Jimura et al., 2013;
Tanaka et al., 2020). Thus, the receipt of a delayed reward
may provide greater pleasure for highly impulsive individuals.
Alternatively, while consuming the reward, highly impulsive
individuals may retrieve episodic information about past
experiences of rewards, resulting in greater aPFC activation.
However, additional evidence is needed to directly support the
role of the aPFC in relation to pleasure.

CONCLUSION

The current study addressed a unique question, how
the prefrontal cortex and ventral striatum are involved
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while humans consumed delayed real liquid rewards.
We found that the anterior prefrontal cortex, anterior
ventral striatum, and posterior ventral striatum constitute
a functional network, which is modulated by behavioral
impulsivity. Our results highlight a prefrontal-striatal
mechanism of behavioral impulsivity during reward
consumption.
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Multivoxel pattern analysis (MVPA) has become a standard tool for decoding mental

states from brain activity patterns. Recent studies have demonstrated that MVPA can

be applied to decode activity patterns of a certain region from those of the other regions.

By applying a similar region-to-region decoding technique, we examined whether the

information represented in the visual areas can be explained by those represented

in the other visual areas. We first predicted the brain activity patterns of an area

on the visual pathway from the others, then subtracted the predicted patterns from

their originals. Subsequently, the visual features were derived from these residuals.

During the visual perception task, the elimination of the top-down signals enhanced

the simple visual features represented in the early visual cortices. By contrast, the

elimination of the bottom-up signals enhanced the complex visual features represented

in the higher visual cortices. The directions of such modulation effects varied across

visual perception/imagery tasks, indicating that the information flow across the visual

cortices is dynamically altered, reflecting the contents of visual processing. These results

demonstrated that the distillation approach is a useful tool to estimate the hidden content

of information conveyed across brain regions.

Keywords: MVPA, decoding, machine learning, fMRI, visions

1. INTRODUCTION

Brain decoding has drawn interest from neuroscientists for decades. Decoding gives meaning to
the activity patterns inside the brain, thus providing a potential for reverse engineering in order to
understand how the brain organizes and stores information. Recent studies have broadly utilized
the multi-voxel pattern analysis (MVPA) of functional magnetic resonance imaging (fMRI) images
as a standard tool to decipher what people are seeing (Haxby et al., 2001; Kamitani and Tong, 2005;
Horikawa and Kamitani, 2017), hearing (Hoefle et al., 2018), imagining (Stokes et al., 2009; Reddy
et al., 2010; Cichy et al., 2012), and dreaming (Horikawa et al., 2013).

In terms of targeted perception, vision has been the preferred candidate due to its simplicity.
Visual processing, particularly visual object recognition, is a well-established hierarchical
organization in both anatomical and functional aspects (Felleman and Van Essen, 1991). A recent
study (Horikawa and Kamitani, 2017) presented a decoding approach for generic decoding of visual
features in both perception and imagery tasks. The authors suggested that the mental imagery is a
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type of top-down processing, whereas mental perception is a
bottom-up process. Interplay between top-down and bottom-
up processing helps sharpen the neural representation of stimuli
(Abdelhack and Kamitani, 2018). However, the top-down signals
also cause bias in the early visual-sensitive area (Kok et al.,
2012, 2013). Therefore, to unveil the “true pattern” reflecting
the received visual stimuli, one should eliminate the influence of
top-down signals.

In this study, MVPA of fMRI images was used to distill
the unsullied pattern of activity in a region of interest (ROI).
We assume the prediction of a low-level ROI based on the
activity of a high-level ROI to specifically represent its top-down
signals from that specific one, and the prediction of a high-level
ROI based on the activity of a low-level signals to represent
bottom-up signals. Using the open-access data obtained from
(Horikawa and Kamitani, 2017), we demonstrated a region-
to-region decoding technique in which the top-down/bottom-
up signals at an ROI (target) are linearly integrated from the
activity of the other regions (seeds). Thereafter, we examined
the prediction of visual features of observed stimuli before
and after eliminating the top-down/bottom-up signals during
the perception and imagery tasks. Finally, we compared the
magnitude of distillation effects between all possible seed–target
pairs associated with the visual processing.

2. MATERIALS AND METHODS

2.1. Data and Preprocessing
We used the preprocessed task fMRI data of 5 subjects in the
publicly accessible Generic Object Decoding dataset (https://
github.com/KamitaniLab/GenericObjectDecoding). This dataset
was used to replicate Horikawa et al.’ paper (Horikawa and
Kamitani, 2017). MRI data were collected using 3.0-Tesla
Siemens MAGNETOM Trio A Tim scanner from the ATR Brain
Activity Imaging Center. An interleaved T2∗-weighted gradient-
echo plannar imaging (EPI) scan was performed [repetition time
(TR), 3,000 ms; echo time (TE), 30 ms; flip angle, 80 deg; field
of view [FOV], 192 × 192 mm2]. T1-weighted magnetization-
prepared rapid acquisition gradient-echo fine-structural images
of the entire head were also acquired (TR, 2,250 ms; TE, 3.06 ms;
TI, 900 ms; flip angle, 9 deg, FOV, 256 × 256 mm2; voxel size,
1.0× 1.0× 1.0mm3.

The fMRI data underwent three-dimensional motion
correction using the SPM5 software (http://www.fil.ion.ucl.
ac.uk/spm). Data were then coregistered with the whole-head
high-resolution anatomical images. The coregistered data were
then reinterpolated using 3×3×3mm3 voxels. After within-run
linear trend removal, voxel amplitudes were normalized relative
to the mean activity of the entire time course within each run.
To estimate the brain activity associated with each trial, the
normalized voxel activity was then averaged within each 9-s
stimulus block (image presentation experiment) or within each
15-s imagery period (imagery experiment), after shifting the
delay the data by 3 s to compensate for hemodynamic delays.

This dataset consists of 1,200 training, 1,750 test (perception),
and 500 test (imagery) trials for each subject. Visual images
were collected from the online image database ImageNet

(Deng et al., 2009). Two hundred representative object categories
were selected as stimuli in the visual presentation experiment. In
the training image session, a total of 1,200 images from 150 object
categories (eight images from each category) were presented only
once. In the test image session, a total of 50 images from 50
object categories (one image from each category) were presented
35 times each. Care was taken to avoid misuse of the categories
for the test session during the training session. In the imagery
experiment, the subjects were asked to visually imagine images
from one of the 50 categories that were presented in the test image
session of the image presentation experiment.

2.2. Region-to-Region Decoding
To estimate the information flow from a region to a region,
we calculated the fine-grained topographic connectivity between
regions (Heinzle et al., 2011). In this analysis, a single voxel
activity in the target region was modeled by a weighted
linear summation of all the voxel activities in the seed region.
Considering that the activity of voxels in the same ROI is highly
correlated, a ridge regression analysis was employed for weight
estimation, but not ordinary least squares analysis. The ridge
parameter was optimized such that the prediction performance
in the validation dataset is maximized. For this purpose, we
divided the training dataset into 600 training and 600 validation
trials. In test dataset, the voxel activity in the target region was
predicted through the estimated weights computed using the
optimal ridge parameter.

To evaluate the region-to-region decoding performance, the
average coefficients of determination (R2) among all the voxels
in the target ROI were calculated. For comparison, functional
connectivity was also calculated between regions. As the present
dataset reflects task-related activity, the method proposed by
Rissman et al. (2004) was used.

2.3. Bottom-Up/Top-Down Signal
Elimination
We hypothesize that the observed activity of visual cortices
reflects both bottom-up and top-down signals conveyed between
the visual pathways. The bottom-up/top-down signals can be
approximated using linear predictions through the observation
of other ROIs. Prediction of a targeted ROI derived from a seed
ROI can be expressed as follows.

Xseed→target ≈ a× X∗
seed + b

where a and b denote the parameters of the linear regression.
The X∗

seed
denotes the observed representation of a signal at the

seed ROI. Then, the representation of the signal at the target ROI
can be expressed as follows

X∗
target = Xseed→target + Xlatent_factor

where X∗
target denotes the observed representation of the

signal at the target ROI, and the Xlatent_factor represents “hidden”
content at the target ROI which was subsequently used for visual
feature prediction.
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These expressions suggest that the activity of the primary
visual cortex would directly reflect retinal input if the top-
down signal from the higher visual cortex (such as the fusiform
face area, FFA) could be appropriately eliminated. Considering
this, the activity explained by the seed region (e.g., FFA) was
eliminated from the target region (e.g., V1). The former activity
is estimated using the region-to-region decoding technique
described above.

2.4. Visual Feature Prediction
We tested 13 candidates of visual features, including a
convolutional neural network (CNN1–CNN8) (Krizhevsky et al.,
2012), HMAX model (HMAX1–HMAX3) (Riesenhuber and
Poggio, 1999; Serre et al., 2007; Mutch and Lowe, 2008), GIST
(Oliva and Torralba, 2001), and scale-invariant feature transform
(SIFT) (Lowe, 1999) in combination with the bag of features
(BOF) (Csurka et al., 2004). All visual features are continuous
data. Among these, the multi-layered models (CNN and HMAX)
represent the hierarchical processing of human visual systems.
GIST provides a low-dimensional representation of a scene,
specified for scene recognition. SIFT + BOF is similar to GIST
but is designed for object recognition.

Visual feature vectors of seen objects were predicted from
the activity patterns of each ROI, based on a linear regression
function. To build the prediction model, we used the code
available on Horikawa et al.’s website (https://github.com/
KamitaniLab/GenericObjectDecoding). The sparse linear
regression (SLR; http://www.cns.atr.jp/cbi/sparse_estimation/
index.html) (Bishop, 2006) was used for automatically selecting
the important features for prediction. The regression function
can be expressed as follows:

y(x) =

d
∑

i=1

wixi + w0

where xi denotes the scalar value of the voxel i, wi denotes the
weight of voxel i, w0 denotes the bias, and d denotes the number
of voxels in an fMRI sample x. For weight estimation, we adopted
the variational Bayesian automatic relevance determination
model (Sato, 2001; Tipping, 2001; Horikawa et al., 2013).

Hence, the weights of the regression function can be estimated
by evaluating the following joint posterior probability of w:

P(w,α,β|X, tl) =
P(tl|X,w,β)P0(w|α)P0(α)P0(β)

∫

dwdαdβP(tl,w,α,β|X)

where tl denotes the target variable of the lth component of
a visual feature explained by the y(x) with additive Gaussian
noise; w, the weight vector of regression function; α, the weight
precision parameters; and β , the noise precision parameter. The
learning algorithm involves the maximization of the product of
the marginal likelihood and the prior probabilities of w, α, and β .

We trained linear regression models that predicted the feature
vectors of the individual feature types/layers for seen objects of
the fMRI samples during the training session. For the test dataset,

fMRI samples corresponding to the same categories (35 samples
in the test image session and 10 samples in the imagery session)
were averaged across trials to increase the signal-to-noise ratio
of the fMRI signals. Using the trained models, feature vectors
of seen/imagined objects from averaged fMRI samples were
predicted to construct one predicted feature vector for each test
category. Model fitting and prediction were conducted for each
feature unit. A total of 100 feature units were randomly selected
for each visual feature. As a metric of decoding accuracy, we
calculated the correlation coefficient between true and predicted
feature values of the 50 test images.

Correlation coefficients of 100 units from five participants
were calculated, providing 100 × 5 correlation coefficients in

FIGURE 1 | Depiction of the procedures for the proposed distillation analysis.

(A) Voxel activity in the target region is predicted by a weighted linear

summation of all the voxel activities in the seed region. By repeating this

procedure for all the voxels in the target region, the whole activity pattern of

the target region is predicted. (B) The dataset is divided into four subsets:

training, validation, perception, and imagery tests. The training data set is used

to estimate weights for region-to-region decoding. The validation data set is

used for the optimization of hyperparameters (ridge parameter). The weights

estimated by the optimization of hyperparameters was used to predict the

target region activity in perception and imagery test datasets. (C) The

representative actual/predicted/distilled activity of a voxel in the perception

test data.
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each feature type/layer for each ROI. To evaluate the effect
of the bottom-up/top-down signal elimination, the prediction
modes were built before and after the signal elimination. The
significance of the signal elimination effect was examined using
a paired t-test. The correlation coefficient was preferred because
we focused on feature decoding where the pattern across feature
units is more important than the absolute value of a single unit.
The mean absolute error (MAE) and mean squared error (MSE)
were additionally measured for validating the findings derived
from correlation analysis.

Figure 1 shows the overall procedure of our analysis.
There are three steps in total: region-to-region prediction,
top-down/bottom-up signal elimination, and visual
feature predictions.

3. RESULTS

3.1. Region-to-Region Decoding
First, we calculated the functional connectivity between ROIs
associated with the visual processing. Figure 2A shows the
connectivity matrix between the ROIs associated with visual
object recognition, including the lower visual cortices (V1-V4),
the lateral occipital complex (LOC), fusiform face area (FFA),
and parahippocampal place area (PPA). The nearby regions, for
instance, V1 and V2, exhibited a strong connectivity (Pearson’s
correlation, mean r = 0.96) whereas that between the distant
regions such as V1 and PPA, was weaker (r = 0.66).

Using each ROI as a seed, a linear ridge regression was
performed to predict the activity of all the other ROIs. Figure 1C
shows an example of the predicted activity at V1 based on the
activity of V2 and its actual activity. We employed the optimal
ridge parameter which best predicted the activity in the validation
dataset of each seed–target combination for each subject. Similar
to the connectivity, the R2 was high between nearby regions and
low between distant regions (Figures 2B,C). Particularly, the R2

in imagery test was relatively lower than those in perception test,
suggesting that the effectiveness of region-to-region decoding
may differed according to behavioral task.

3.2. Distillation Analysis
The brain activity at a specific region (target region) was
subtracted from its predicted activity based on the seed region.

Here, the two poles of the visual object recognition were selected,
i.e., V1 and FFA. A decoder (Horikawa and Kamitani, 2017) was
used to predict the value of the visual features using the multi-
voxel fMRI signals of these ROIs. Subsequently, the quality of the
prediction was evaluated based on its correlation with the original
visual feature.

In the image perception task, the correlation between the
GIST descriptors predicted by the V1 activity and the original
signal significantly increased after eliminating the top-down
signals from the FFA [Figure 3A; two-sided t-test after Fisher’s
z-transform, t(499) = 3.01, p < 0.05 [uncorrected]]. Interestingly,
a similar increment was also observed in the correlation between
the GIST predicted by the FFA and the original after subtracting
the bottom-up signals [t(499) = 22.67, p < 0.001 [uncorrected]].
However, an opposite effect (negative effect) in the imagery
task. The correlation between the predicted GIST descriptors
and the original one declined at both V1 [t(499) = −5.22,
p < 0.001 [uncorrected]] and FFA [t(499) = −6.52, p <

0.001 [uncorrected]] after distillation (Figure 3B). These results
indicated that during the imagery task, the visual features at these
cortices was similar, whereas they were dissimilar during the
image perception task.

3.3. Effects of Distillation According to the
Regional Seed–Target Pair
To investigate the effect of distillation in general, all possible
seed–target pairs were analyzed. Subsequently, the difference
in the correlation coefficient before and after distillation were
arranged into a 7 × 7 matrix for every visual feature (Figure 4).
The diagonals were omitted since they represent the self-
distillation, which is the scope of the current analysis. In this
matrix, the upper triangle represents the effect of the top-
down signals whereas the lower triangle represents the effect
of the bottom-up signals. The positive values indicate that the
representations of a visual feature were enhanced by eliminating
the modulation of the seed region, and vice versa.

Enhancement of visual feature representations in V1 were
observed after eliminating the modulation from FFA for CNN2,
HMAX1–HMAX3, and GIST in the image-based perception
task (Figure 4). Conversely, the negative effects indicate that
the representations of a visual feature were diminished by
eliminating the modulation of the seed regions. Such effects were

FIGURE 2 | Region-to-region decoding. (A) Connectivity matrix between visual object recognition related regions. (B) Coefficient of determination in the perception

test. (C) Coefficient of determination in the imagery test.
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FIGURE 3 | Distillation analysis between V1 and FFA. (A) An example of V1 and FFA after distillation in predicting the GIST descriptors. Correlation between predicted

and original GIST descriptors in the image-based perception task. (B) Correlation between predicted and original GIST descriptors in the class-based imagery task.

Error bars represent standard error of measurement (SEM). * uncorrected p < 0.05, ** uncorrected p < 0.001; two-sided paired t-test after Fisher’s

z-transform; n = 500.

FIGURE 4 | The effect of distillation according to each seed–target pair for image-based perception task and class-based imagery tasks across all groups of visual

features. (A) CNN visual features, (B) HMAX visual features, (C) SIFT + BOF, and (D) GIST. The difference of the correlation coefficients before and after distillation is

arranged into a 7× 7 matrix for every visual feature. For each group, the matrices are arranged as their complexity increased (from left to right). The diagonals are

omitted since they represent the self-distillation which is not within the scope of this study. The horizontal axis represents the seed ROIs, whereas the vertical axis

represents the target ROIs. The color bar indicates the t-value of the difference between the corresponding seed–target pair. *p < 0.05 after Bonferroni correction for

multiple comparisons (FWE < 5%); two-sided paired t-test after Fisher’s z-transform.

Frontiers in Human Neuroscience | www.frontiersin.org 5 November 2021 | Volume 15 | Article 77746499

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Pham et al. Distillation of Regional Activity

expected to be observed in the combination of brain regions
that share the common information. Accordingly, the distillation
for the nearby regional pairs caused a negative effect (the blue
area) as the nearby regions express strong connectivity as shown
in Figure 2A. Interestingly, for complex visual features such
as CNN6–8, the negative effects were observed in the pairs of
higher visual cortices, such as V4, LOC, FFA, and PPA. These
negative effects suggest mutual dependence across the higher
visual cortices during the processing of complex visual features.

As expected in the imagery task, almost all pairs had a
negative effect, suggesting the existence of a close interaction
between the visual cortices during this task (Figure 4B).
Specifically, a negative effect was prominent in the upper
triangle, indicating that top-downmodulation is crucial for visual
feature representations during the imagery task. Furthermore,
an opposite effect in the imagery task compared to that in the
image-based perception task was prominent in CNN8 and GIST.

Since the correlation coefficient is not sensitive to the
scaling of data and may be biased under some circumstance
(Poldrack et al., 2020), the distillation effect was validated
by measuring the MAE (Supplementary Figure 1) and MSE
(Supplementary Figure 2). The matrices are arranged in
a manner similarly to that of Figure 4. A similar effect of

top-down/bottom-up distillation was observed between the
MAE/MSE analysis and the correlation analysis. Several
exceptions include HMAX3 and GIST visual features in the
imagery task. The difference may be due to the fact that the
region-to-region decoding in imagery tasks was more difficult,
as the coefficient of determinations were lower than those in
perception task (Figure 2C).

To quantitatively measure the effect of top-down and bottom-
up distillation, the mean of the 3 × 3 squares at the upper right
and lower left of the effect matrices were measured, respectively
(Figure 5A). As the complexity of the features increased, the
effect of top-down distillation decreased (Figure 5B), even
becoming reversed effect after CNN6. In contrast, the effect of
bottom-up distillation slowly increased. This phenomenon was
prominent in the case of the image-based perception task. In the
case of the class-based imagery task, the predicted features after
top-down distillation worsened as the complexity increased.

4. DISCUSSION

We have demonstrated a region-to-region decoding technique
capable of predicting the neural activity at one region based on

FIGURE 5 | The difference between the top-down distillation and bottom-up distillation. (A) An example of the CNN3 ’s effect matrix illustrating the measured regions.

The mean of the 3× 3 squares at the upper right and lower left of the effect matrices were measured. (B) The variance of the two kinds of distillation as the feature

complexity increases (from CNN2 to CNN8) in case of image-based perception task (upper) and class-based imagery task (lower). Error bars represent SEM.

*p < 0.05 after Bonferroni correction for multiple comparisons (FWE < 5%); two sided one sample t-test after Fisher’s z-transform.
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the neural activity of another (Figure 2). By eliminating the top-
down/bottom-up signals from the original signals (distillation
approach), a significant change in the prediction of visual features
from brain activity was found. Further analysis revealed three
characteristics of the distillation approach.

First, the effectiveness of the distillation approach depends
on the connectivity between the regional seed–target pairs. The
seed–target pairs that exhibited weak connectivity were more
suitable for distillation due to their distinct representations
of information. The representations of information were alike
between those with strong connectivity, hence, the distillation
of top-down/bottom-up signals eliminated their original signals.
Second, the distillation approach is also dependent on the
type of task, as the imagery task evoked an effect opposed to
that of the image-based perception task. Finally, the distillation
approach specifies the direction and content of the conveyed
information. For example, during an image-based perception
task, representations of relatively simpler visual features such
as CNN2–5, in V1 were enhanced by eliminating top-down
modulations from FFA or PPA, whereas such effects were not
observed for CNN6–8. Taken together, the distillation approach
is a novel tool for estimating the direction and content of
information conveyed across brain regions.

The difference between the visual feature matrices in
Figure 4 is expected since the complexity of visual features
were found to increase in deeper layers. Previous studies
(Horikawa and Kamitani, 2017) synthesized preferred images
for each layer using the activation maximization technique, and
found the increasing complexity, from simple edge detector
representations to complex shapes and textures such as object
parts. Conservely, the HMAX model was originally built to
mimic the hierarchical processing of the ventral visual pathway.
As mentioned in the original paper (Riesenhuber and Poggio,
1999), the HMAX model alternates layers of units by combining
simple filters into more complex ones. Finally, SIFT + BoF
and GIST are usually considered low-level features designed
for object and scene recognition, respectively, as introduced
in section 2.

Given our prior knowledge of vision, the FFA is expected
to encode the information of facial expressions, and the
PPA is expected to encode scene information. Such essential
information is undoubtedly delivered from the lower visual
cortex (such as V1) via the hierarchical bottom-up processing in
the ventral stream. Therefore, they vanished after the bottom-up
signals from V1 were distilled (Figures 3, 4). Given a particular
case of PPA, the scene information might be removed after
distillation of the bottom-up signal, decreasing the decoding
performance of the GIST in the PPA. Similarly, in the case of
the FFA, the decoding performance of the SIFT + BoF which
is related to encoding of facial expressions, decreased. Other
information available at FFA and PPA but not directly related
to the bottom-up signals, would be maintained. The decoding
performance of other information such as GIST, HMAX1–3,
and CNN8 increased at FFA. Thus, this result is in line with
those of several previous studies in which FFAs were shown to
hold information about non-face objects (Haxby et al., 2001;
Kanwisher, 2017).

4.1. Forward-Backward Interaction
Between the Low and High Visual Cortices
During Imagery Task
Interestingly, our results show that the information of the
visual features was lost after the distillation in the imagery
task, suggesting a similarity between the representations of
the low-level/high-level regions and their corresponding top-
down/bottom-up signals. Due to the lack of concrete “actual”
features from visual stimuli, the neural representation of the
lower visual cortex aggressively employed the top-down signals.
Neural representations at the high-level cortex were reinforced
via bottom-up feedback. The quality of such reconstruction
depends on the vividness of the imagined object or scene and on
the available time for imagery.

Our results are in line with several previous studies (Stokes
et al., 2009; Horikawa and Kamitani, 2017; Abdelhack and
Kamitani, 2018), which depicts the mental imagery as a type
of top-down processing. Previous studies reported the common
neural representations during both perception and mental
imagery (Albers et al., 2009, 2013; Stokes et al., 2009; Reddy
et al., 2010; Cichy et al., 2012; Xing et al., 2013; Johnson and
Johnson, 2014; Naselaris et al., 2015; Horikawa and Kamitani,
2017). Our analysis revealed the different compositions of
these neural representations concerning their utilization of top-
down/bottom-up signals.

4.2. Significance and Limitations of the
Distillation Analysis
Whereas the functional connectivity and effective connectivity
analyses focus on estimating the strength of regional
connectivity, the distillation approach specifies the content
of the conveyed information between regions as well as
interregional connectivity. Figure 5 demonstrates that the
top-down modulation during the visual perception task could
diminish the simpler visual features (i.e., CNN2–5) represented
in the early visual cortices (i.e., V1–V3). With the distillation
approach, the effect of top-down modulation can be analytically
eliminated, resulting in the enhancement of simpler visual
feature representations in the early visual cortices. It should
be noted that the effects of distillation were not observed for
any visual features. Rather, these effects were specific to the
visual features of interest as well as the combination of the seed
and target.

The current approach has two limitations. First, the
distillation results can be artificial if the actual connectivity
between the seed and target does not exist. Hence, results of the
distillation analysis should be interpreted with caution to avoid
misinterpretation. In this study, both the correlation coefficient
and the additional MAE/MSE were used as the metrics to evaluate
the distillation results. A result was considered reliable if it was
consistent across these metrics, i.e., the effect of distillation in
perception task, and across CNN visual feature in imagery task.
The current results were derived from our prior assumptions,
wherein the prediction of a low-level ROI based on the activity
of a high-level region represents its top-down signals from
that specific region, and vice versa. Second, the recurrent effect
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was not considered (i.e., the effect caused by the circulation of
information, from FFA to V1 to FFA), because its complexity
may cause artifacts. Furthermore, we assume that the recurrent
effect would be relatively smaller than the direct modulation
at the moment of observation and, thus, could be negligible.
To specify the precise modulatory effect between regions (e.g.,
from V1 to FFA), the recurrent effect should be included in the
future model.

4.3. Potential Uses of the Distillation
Analysis
The development of brain-computer interfaces (BCIs) will
benefit from our distillation approach for precise decoding.
Incorporating with the now mature image reconstruction by
deep learning (Shen et al., 2019), our approach may reconstruct
what people see even though it is not visually recognizable.
One could also consider repeating the distillation analysis
to obtain a better representation of the information at an
ROI. Furthermore, the distillation analysis is applicable to the
decoding of other sensory modalities, such as auditory and
haptics feedback. Cross-distillation between different modalities
would help us to gain better insights into their intervention in
future work.
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Recent work has shown that the medial temporal lobe (MTL), including the hippocampus
(HPC) and its surrounding limbic cortices, plays a role in scene perception in addition
to episodic memory. The two basic factors of scene perception are the object (“what”)
and location (“where”). In this review, we first summarize the anatomical knowledge
related to visual inputs to the MTL and physiological studies examining object-related
information processed along the ventral pathway briefly. Thereafter, we discuss the
space-related information, the processing of which was unclear, presumably because
of its multiple aspects and a lack of appropriate task paradigm in contrast to object-
related information. Based on recent electrophysiological studies using non-human
primates and the existing literature, we proposed the “reunification theory,” which
explains brain mechanisms which construct object-location signals at each gaze. In
this reunification theory, the ventral pathway signals a large-scale background image
of the retina at each gaze position. This view-center background signal reflects the
first person’s perspective and specifies the allocentric location in the environment by
similarity matching between images. The spatially invariant object signal and view-
center background signal, both of which are derived from the same retinal image, are
integrated again (i.e., reunification) along the ventral pathway-MTL stream, particularly
in the perirhinal cortex. The conjunctive signal, which represents a particular object at a
particular location, may play a role in scene perception in the HPC as a key constituent
element of an entire scene.

Keywords: macaque monkey, medial temporal lobe, perirhinal cortex, inferotemporal cortex, ventral pathway,
figure-ground segmentation, relational space, view-center background

INTRODUCTION

Scene perception is a cognitive function used to construct a mental representation of the external
world. The scene construction of primates, including humans, depends on the visual modality,
which allows us to know “what” we are currently looking at, and “where” it is in the environment
(Figure 1). Traditionally, the two aforementioned types of information are processed in different
brain pathways (the two-stream theory) (Mishkin and Ungerleider, 1982; Haxby et al., 1991). The
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FIGURE 1 | Encoding of items and their location in a scene. (A) Assume that
a subject is viewing the eagle in the wheat field. (B) The item information of
the eagle (left) and its location in the environment (right) were acquired using
this process. Adapted with permission from Chen and Naya (2020b).

first is called the ventral pathway, which deals with object-
related information (“what”), while the other is called the
dorsal pathway, which deals with space-related information
(“where”). Previously, item encoding in the ventral pathway was
considered to be accompanied by a loss of spatial information,
such as the retinal position. Although this conventional theory
is still dominant in neuroscience research, recent studies have
reported that the ventral pathway likely represents space-related
information in addition to object-related information (Nowicka
and Ringo, 2000; Sobotka et al., 2002; Lehky et al., 2008;
Kornblith et al., 2013; Vaziri et al., 2014; Connor and Knierim,
2017). However, researchers are yet to suggest an underlying
substance for space-related information in the ventral pathway.
The possible reasons for this may include a lack of appropriate
task paradigms, which allows us to understand its unique
implication distinct from that being extensively investigated in
the “where” pathway.

In this review, we first briefly summarize the anatomical
projections from the two streams of visual association areas
to the medial temporal lobe (MTL). We then list the coding
properties of the item signals and recently reported space-
related information in the ventral pathway-MTL stream. Finally,
we discuss our recent studies that investigated the neuronal
representations of object and space-related information along the
ventral pathway-MTL stream using a newly devised short-term
memory task, called the item-location-retention (ILR) paradigm
(Chen and Naya, 2020a,b). According to the preceding literature
and our recent studies using the ILR paradigm, we propose
a new hypothesis (reunification theory), which includes two
conceptual advances. First, in addition to object information, the
ventral pathway-MTL stream carries background information on
the retina, including parafoveal vision, at each gaze. This view-
center background signal could explain most of the space-related
information in the ventral pathway-MTL stream reported by
previous studies (Georges-François et al., 1999; Kornblith et al.,
2013; Vaziri et al., 2014; Hong et al., 2016). Second, information
on an object’s position is acquired along the ventral pathway-
MTL stream by a constructive process integrating the object
and view-center background signals, which are derived from the
same retinal image and separately processed along the ventral

pathway. The reunification theory may provide a foundation
for understanding the scene construction process to support the
visual perception, as well as episodic memory.

ANATOMY OF THE PRIMATE TEMPORAL
LOBE

According to the two-stream theory, item- and space-related
processing from the primary visual cortex reaches the
inferotemporal (IT) cortex (composed of TEO and TE) and
posterior parietal cortex, through V4 and the middle temporal
area (MT), along the ventral and dorsal pathways in macaques
(i.e., occipito-temporal and occipito-parietal paths), respectively.
These two pathways connect to the hippocampus (HPC) via the
surrounding MTL cortical regions (Albright and Stoner, 2002;
Kravitz et al., 2011, 2013).

Along the ventral pathway-MTL stream, the signal in V4
propagates to TEO and succeeds in TE (Distler et al., 1993;
Saleem et al., 1993). Subsequently, the signal in TE propagates
to the MTL through the PRC and reaches the HPC via the
entorhinal cortex (ERC) (i.e., V4-TEO-TE-PRC-ERC-HPC) (Van
Hoesen and Pandya, 1975; Suzuki and Amaral, 1994a; Lavenex
and Amaral, 2000; Squire et al., 2004). Moreover, V4 connects
ventromedially to the posterior subregion of the PHC (TFO)
(Ungerleider et al., 2008), which then connects to its anterior
subregion (TF/TH) (Suzuki and Amaral, 1994b). The signal in
the anterior PHC propagates directly (Suzuki and Amaral, 1994b;
Ho and Burwell, 2014) and indirectly (via the PRC) (Suzuki and
Amaral, 1994a; Lavenex et al., 2004) to the ERC before the HPC
(i.e., V4-PHC-[PRC]-ERC-HPC). It should be noted here that the
PHC receives inputs from the early stages of the ventral pathway
in addition to those from the dorsal pathway (see below).

Along the dorsal pathway-MTL stream, the signal in the MT
propagates to the inferior parietal lobule (IPL) (Rozzi et al., 2006)
and enters the MTL directly through the PHC (Cavada and
Goldman-Rakic, 1989), or indirectly via the posterior cingulate
cortex (PCC) and retrosplenial cortex (RSC) [i.e., MT-IPL-(PCC-
RSC)-PHC-ERC-HPC] (Van Hoesen and Pandya, 1975; Vogt and
Pandya, 1987; Suzuki and Amaral, 1994b; Morris et al., 1999;
Kobayashi and Amaral, 2003, 2007; Kondo et al., 2005).

Separate visual processing of the item and space in the
occipito-temporal and occipito-parietal paths in humans was
revealed by functional brain imaging and patient studies
(Haxby et al., 1991; Jeannerod et al., 1994; Grill-Spector et al.,
2001). The connectivity of the ventral pathway (ventrolateral
temporal lobe-PRC-HPC) (Kahn et al., 2008; Libby et al., 2012)
and dorsal pathway-MTL streams (IPL-PCC-RSC-PHC-HPC)
(Rushworth et al., 2006; Kahn et al., 2008; Margulies et al.,
2009; Vincent et al., 2010; Libby et al., 2012) in humans is
generally comparable with that in macaques (Kravitz et al.,
2011, 2013; Ranganath and Ritchey, 2012; Libby et al., 2014).
The two-stream theory has also been applied to rodent studies,
especially those investigating the MTL system. In consistent with
the primates, the rodent PRC-lateral ERC-HPC and postrhinal
cortex (rodent homolog of PHC)-medial ERC-HPC circuits have
been suggested to process visual items and space information in
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parallel (Burwell et al., 1995; Burwell and Amaral, 1998; Witter
et al., 2000; Eichenbaum, 2006; Furtak et al., 2007).

OBJECT CODING IN THE VENTRAL
PATHWAY

Neurons in the higher visual areas receive inputs from each
of the earlier brain areas with smaller receptive fields, either
directly or indirectly. After simple algebraic operations in
the early visual areas, hierarchically organized information
processing realizes neurons displaying comparatively more
complex response properties to objects along the ventral pathway
(Felleman and Van Essen, 1991). The complexity of neuronal
responses reportedly increases with the size of the receptive
field in non-human primates. While the receptive field is 0.5–2◦

near the fovea in V1, it is typically 2–10◦ in V4. The receptive
fields of the IT cortex neurons are enlarged further (10–30◦) and
substantially cover bilateral portions of the visual field (Hubel and
Wiesel, 1968; Kobatake and Tanaka, 1994; Roe et al., 2012). Thus,
while V1 neurons distinguish the orientation, spatial position,
and movement direction of a small stick, IT cortex neurons
respond to a large complex shape, containing multiple visual
features, the selectivity of which does not depend on the size of
the stimuli or retinal position (Schwartz et al., 1983; Kobatake
and Tanaka, 1994).

Rather than a simple pixel-wise representation of the retinal
image, we perceive a visual object by supposedly representing
its inner spatial configurations, regardless of its actual size
and position on the retina (Connor and Knierim, 2017).
The transformation from retinal representation to relational
representation proceeds sequentially along the anatomical
hierarchy of the visual areas. For example, a spatial relationship
among the points along an extended contour on the retina is
combined to construct orientation tuning in V1. Changes in
the orientation (e.g., abrupt for corners and gradual for curves)
then construct curvature tuning in V4. After the curvatures
are assembled into local configurations (e.g., eyes), their spatial
relationship constructs coherent object tuning (e.g., faces) in the
IT cortex. Therefore, relational coding is specialized for object
processing at the expense of the loss of the absolute retinal
position of the perceived object.

MNEMONIC EFFECTS ON OBJECT
CODING IN THE MEDIAL TEMPORAL
LOBE

While TE is located at the last stage of visual object perception
(Miyashita, 1993; Sheinberg and Logothetis, 1997), the PRC
is located at the entrance of the MTL and serves as a hub
with converging inputs from a wide range of unimodal and
polymodal association areas, including TE (Suzuki and Naya,
2014; Miyashita, 2019). A functional double dissociation between
these two adjacent brain regions was reported by lesion studies
using two distinct tasks requiring sensory perception (e.g., a color
discrimination task) and recognition (e.g., delayed non-matching

task) (Buckley et al., 1997). While TE is more responsible for
visual perception, the PRC is critical for memory functions, such
as item recognition (Buffalo et al., 1999; Buckley et al., 2001;
Baxter, 2009).

Neurophysiological studies have further revealed different
neural operations between the PRC and TE, particularly in
the visual pair-association (PA) paradigm (Naya et al., 2001,
2003), which examines the semantic association memory of visual
objects (Sakai and Miyashita, 1991). In the PA task, a visual
object was presented as a cue stimulus, and after a delay period,
monkeys were required to choose a particular visual object that
had been assigned as a paired associate of the cue stimulus and
should be retrieved from long-term memory. During the PA
task, a substantial number of neurons in both the PRC and
TE showed item-selective responses to cue stimuli (Naya et al.,
2003). Among the item-selective neurons, some neurons showed
a correlated response to the visual objects of the same pairs during
the cue stimulus presentation (“pair-coding neuron”) (Sakai
and Miyashita, 1991). The proportion of pair-coding neurons
dramatically increased when the visual signal was transmitted
forward, from TE (4.9% of the item-selective neurons) to the
PRC (33%) (Naya et al., 2003). In addition to the pair-coding
neurons, the PA task revealed a separate group of neurons that
represented the to-be-retrieved target, the paired associate of the
cue stimulus (“pair-recall neurons”) (Sakai and Miyashita, 1991).
The memory retrieval signal appeared in the PRC, even during
the cue stimulus presentation (∼200 ms after cue onset), while
neurons in TE were gradually recruited to display the retrieved
visual objects (∼500 ms) after the emergence of the memory-
retrieval signal in the PRC (Naya et al., 2001). These findings
suggested backward spreading of the memory-retrieval signal
from the PRC to TE, which was supported by a following study
simultaneously recording from the PRC and TE (Takeda et al.,
2015). Together, the series of neurophysiological studies using
the PA paradigm showed that neurons in the PRC contribute
to item-item association memory, while those in TE provide
the PRC with item signals and receive to-be-retrieved item
information from the PRC.

SCENE-SELECTIVE RESPONSE IN THE
VENTRAL PATHWAY-MEDIAL
TEMPORAL LOBE STREAM

The brain regions responsible for scene processing were
explored in human neuroimaging studies, which compared
BOLD signals when human subjects viewed scene-like stimuli
and object-like stimuli (e.g., face). The scene-selective regions
included the human transverse occipital sulcus (TOS), RSC,
and parahippocampal place area (PPA) regions (Epstein and
Kanwisher, 1998a,b; Epstein et al., 2003, 2008). The aggregated
anatomical localization of these regions along the dorsal
pathway-MTL stream has led to the conclusion that the dorsal
pathway-MTL stream is exclusively involved in scene processing
for memory-guided behavior, in particular, spatial navigation
(Ranganath and Ritchey, 2012; Epstein et al., 2017).
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FIGURE 2 | Encoding of the location and item in the two viewing conditions. (A) Schematic diagram of the location and item encoding the F-V and P-V conditions of
the ILR task. The cue stimulus was the same as the sample stimulus in the match trial (Top), while the two stimuli differed in the non-match trial (Bottom). Red circles
indicate the correct answers. Adapted with permission from Chen and Naya (2020b). F-V, foveal-view; P-V, peripheral-view; ILR, item-location-retention. (B) Six
visual item stimuli, and a spatial composition during the sample period. Adapted with permission from Chen and Naya (2020a). (C) Object locations provided by
different position signals between the F-V and P-V conditions. The task screen is indicated by a black square and the surrounding environment is indicated by a
stripe. The object location was provided by the gaze position in the F-V condition, while the object location was provided by the retinal position in the P-V condition.
Note that the gaze position in the F-V condition can be defined by either the eye position in the head-center coordinate or the viewpoint in the environment. The
object position on the retina could be defined as a shift from the center of the fovea (1x, 1y). White dashed lines indicate the horizontal and vertical meridians of the
visual field. The yellow dot indicates the center of the sample stimulus. Black square indicates the task screen. The gray disk indicates the surrounding environment
in the visual field.

However, recent electrophysiological studies testing non-
human primates as subjects have mentioned that single neurons
in the ventral pathway can also code spatial information.
For example, by combining electrophysiology with functional
magnetic resonance imaging, Kornblith et al. (2013) identified
two scene-selective brain regions, referred to as the lateral place
patch (LPP) and the medial place patch (MPP). The LPP is located
in the occipitotemporal sulcus and corresponded to TEOv, while
the MPP is located in the posterior subdivision (TFO) of the PHC.
Both regions receive strong connections from V4 (see section
“The Anatomy of the Primate Temporal Lobe,” above). According
to the location proximity and selectivity to scene-like stimuli,
these two brain regions have been suggested as homolog areas of
the human PPA, which is located in the PHC (Epstein and Julian,
2013). These findings suggest that the response of the human PPA
could be explained by the inputs from the ventral pathway-MTL
stream, as well as by inputs from the dorsal pathway-MTL stream.

In addition to the ventral part of the temporal lobe just
anterior to V4, another brain region was identified as showing
spatial information by Vaziri et al. (2014). In the macaque
TEd, the majority of neurons responded strongly to large-scale
environmental stimuli, in contrast to the weak response to
object-sized stimuli. These scene-selective areas in the macaque
temporal lobe (i.e., LPP, MPP, and TEd) receive visual signals
directly or indirectly from V4 (see section “The Anatomy of

the Primate Temporal Lobe,” above), which is suggested as the
beginning point of figure-ground segmentation (Roe et al., 2012).
We hypothesize that in addition to a figure, which is processed
as an object, the ventral pathway would process a background,
which might have been observed as a scene-selective response in
previous studies (Epstein and Kanwisher, 1998a; Kornblith et al.,
2013; Vaziri et al., 2014). Consistent with this idea, recent rodent
studies have reported that the PRC of the ventral pathway-MTL
stream contributes to spatial or visual scene processing as well as
conventional item processing (Fiorilli et al., 2021; Lee et al., 2021).

LOCATION IN THE SCENE

In addition to the scene-selective responses, spatial information
was observed in the ventral pathway for object position by
applying a population decoding method to multi-unit recording
(Hong et al., 2016). In this experiment, the subjects kept fixating
at a central spot and passively viewed the object stimuli that were
sequentially presented at different locations in the visual field.
To examine the potential spatial information, the researchers
gathered the multi-unit firing rates and conducted population
decoding using a linear classifier. The success rate of decoding
for the object position was higher in the IT cortex than in V4.
Thus, the population decoding results suggest that the spatial
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FIGURE 3 | Location and item selective responses in the two viewing conditions of the ILR task. (A) Example of a location-selective cell from TE in the F-V (Top) and
P-V (Bottom) conditions of the ILR task. The neuron showed location-selective responses only in the F-V condition. (B) Example of an item-selective cell from TE.
The neuron showed the same preferred item between the F-V and P-V conditions. ***P < 0.0001. Two-way ANOVA with interaction for each cell and view condition.
(C) Proportions of location-selective cells (Top) and item-selective cells (Bottom) during the sample period in the F-V (Filled bars) and P-V (Open bars) conditions in
the ILR task. **P = 0.0011, X2 = 13.24, d.f. = 1 for PHC. ***P < 0.0001, X2 = 20.67, 20.01, and 30.82 for TE, PRC, and HPC, respectively. P values were corrected
by Bonferroni corrections among the four recording regions. Adapted with permission from Chen and Naya (2020b).

information was augmented at the late stage of the visual ventral
pathway relative to its early stage, while spatial information could
not be detected at the single neuron level.

Similarly, many previous visual neuroscience studies have
examined the effect of object position while the subjects’ eye
position was kept at a central spot and the stimuli were presented
in their peripheral visual field [peripheral-view (P-V) condition
design]. These studies reported the spatially invariant object
representation at least at the single neuron level (Schwartz
et al., 1983; Desimone et al., 1984; Miyashita and Chang, 1988).
However, when we look at an object in real life, we usually move
our eyes toward it and automatically obtain its location in the
surrounding environment.

To understand the possible neural patterns closer to everyday
behavior, Chen and Naya (2020a; 2020b) adopted a foveal-view
(F-V) condition design for the ILR task, which required subjects
to encode the identity of a sample stimulus object and its location
in each trial (Figure 2). In the F-V condition, subjects fixated
on a white square presented within one of the four quadrants
of a display. After fixation, one of the six visual objects was
presented in the same quadrant as the sample stimulus. After this
encoding phase, the response phase was initiated with a fixation
dot presented at the center of the screen. One of the visual objects

was then presented at the center as a cue stimulus. When the
cue stimulus was the same as the sample stimulus, the subject
was required to manually answer the sample position (i.e., match
trial). Otherwise, the subject was required to choose the disk
in the center, regardless of the sample position (i.e., non-match
trial). Thus, the ILR task required subjects to encode and retain
the identity and location of a sample object stimulus.

A substantial number of neurons (20–30%) exhibited
location-selective responses in TE of the ventral pathway
(Figure 3A), as well as the PRC, HPC, and PHC of the MTL
in the F-V condition of the ILR task (Figure 3C, top). Neurons
in these brain areas, except for the PHC, also showed item-
selective responses (Figures 3B,C, bottom). The selectivity to
the location and item was also examined in the P-V condition,
in which the subjects maintained fixation to the center spot
and the sample object was presented in the peripheral visual
field (Figure 2). Although the ILR task required the subjects
to acquire the same task-relevant information (e.g., “心” and
“Position I”) for the following response in both view conditions,
the location-selective responses were substantially diminished
in the P-V condition for TE (Figure 3A) and the MTL areas
(Figure 3C, top). These results indicate that the ventral pathway-
MTL stream signals an object position even at the single neuron
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FIGURE 4 | Location-selective responses in conditional-type ILR Task. (A) Sequences in the conditional-type ILR task showing the left and right conditions. The time
parameters are the same as those in the standard ILR task, except for the initial presentation of the gray square (0.5 s). (B) Spatial configuration of the stimulus
positions in the left and right conditions. The first and fourth quadrants in the left condition (“I” and “IV”) were also used as the second and third quadrants in the right
condition (“II” and “III”). (C) Example of an HPC neuron in which responses to the same fixation position differed between the two conditions. (D) Example of a TE
neuron showing significantly different responses between the two conditions. Adapted with permission from Chen and Naya (2020a).

level when subjects look at an object by their foveal vision,
because neurons exhibit robust activities that are selective to
gaze positions. In contrast, item selectivity did not differ between
the two view conditions (Figures 3B,C, bottom), confirming the
spatially invariant representation of object information.

The gaze-dependent activity could be explained by the
following factors (Figure 2C). One type of factor is derived from
the somatosensory (proprioception) and motor systems, which
are directly related to the internal control of eye movements.
The other type is derived from the visual system, which
provides information on a retinal image at each gaze position.
To dissociate the two types of gaze-related effects, additional
experiments were conducted by modifying the F-V condition of
the ILR task (i.e., conditional-type ILR task). In the modified
version of this task, a large gray square was first presented on the
right or left side of the display. Subsequently, the fixation dot and
sample stimulus were presented sequentially during the encoding
phase in the same way as in the F-V condition (Figures 4A,B).
After the inter-phase interval with a blank screen, a large gray

square was presented in the center of the display in both right
and left encoding conditions, and the subject was required to
answer the sample position relative to the large gray square in
the match trials.

Across TE and the MTL areas, neurons do not necessarily
represent the gaze positions themselves. For example, Figure 4C
shows an HPC neuron that exhibited location-selective activity
only in the right condition. This neuron exhibited the strongest
response to the second quadrant in the right condition. However,
the same neuron showed only negligible responses to the first
quadrant in the left condition, although the two were at the
same positions in the head-center coordinates (Figure 4B). Some
other neurons showed preferred responses to the same quadrant
in both the left and right conditions (Figure 4D). In short, the
responses of these neurons were related with the visual inputs,
rather than the head-center gaze positions. As shown by these
examples, the location selective activity in the F-V condition
could not be explained by the gaze positions themselves.
Presumably, neurons in the primate temporal lobe signal the
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FIGURE 5 | Location signal reflecting background information and the item signal from the same retinal image. (A) Schematic diagram of visual inputs to the retinae
during the sample period. White dashed lines indicate the horizontal and vertical meridians of the visual field. Yellow disks indicate the sample stimuli (i.e., yellow
Chinese characters). Black squares indicate the task screen. Gray circles indicate the surrounding environment. Please note the larger change in the retinal images
across different quadrants of the sample stimulus in the F-V condition compared with the P-V conditions. (B) The visual information from the retina reaches TE
through the ventral pathway. In TE, there are not only item signals insensitive to the retinal position information, but also location signals provided by the background
information sensitive to the retinal position information. The information has then been transferred to the PRC. While the PRC has two types of signals, the PHC has
only the location signal. Adapted with permission from Chen and Naya (2020b). F-V, foveal-view; P-V, peripheral-view; ILR, item-location-retention.

retinal image reflecting background information (including the
parafoveal vision), which would specify the current gaze position
and object position in the F-V condition (Figure 5A, top).
The overall shift in the retinal images across the different gaze
positions would result in a substantial number of neurons
exhibiting location-selective activity in the F-V condition, while
the local change of the retinal image across the different sample
positions would allow only a small number of neurons to show
location-selective activity in the P-V condition (Figures 3C, 5A).
We refer to the information of the retinal image specifying gaze
position as the “view-center background signal.” Previous studies
have elucidated the effect of eye position in the ventral pathway
(Nowicka and Ringo, 2000; Lehky et al., 2008). Interestingly,
Norwicka and Ringo revealed the effect of eye position on the
responses of IT neurons under both light and dark conditions.
However, separate neural populations exhibited eye position-
sensitive responses between the two conditions (i.e., the presence
and absence of visual inputs). Therefore, some IT neurons
could be driven by eye-position-relevant inputs from non-visual
modalities, but the visual input may be dominant in the primate
IT cortex and their eye position selective responses could be
explained by the view-center background, at least when it is
available (i.e., light condition).

To examine the task dependence of the view-center
background signal, Chen and Naya (2020a) performed another
independent experiment free of memory demand using a
passive-encoding task (Chen and Naya, 2020a). They found that
the view-center background signal, which is accompanied by

gaze behavior, is automatically encoded into the MTL along the
ventral pathway. In contrast, the item signal was not detected in
the passive-encoding task, regardless of the viewing conditions.
The loss of item-selective response can presumably be attributed
to a combination of the features of man-made complex stimuli
(i.e., Chinese characters) and the passive-encoding task, which
would not allow the sample stimulus to be segmented from the
background as an object.

The view-center background signal is necessarily an
egocentric spatial representation but may also provide us
with allocentric spatial information of a target location in an
environment. Rolls (1999) previously reported the HPC “view
cells,” which exhibited selective responses to a particular target
location where a monkey gazed. This view-location-selective
response was not sensitive to the monkey’s self-position in a
room, and consequently could not be explained by the gaze
position itself. It can be assumed that the location-selective
responses of view cells could be explained by the view-center
background signal for the following reasons: the view-center
background of a particular target location would be relatively
similar across different self-positions compared with that of a
different target location. For example, the retinal image changes
according to the distance and direction between the retina and
light sources, which depend on the subject’s movement, but
the relationship among segmental images of the neighboring
retinal positions is generally maintained as long as the subject
views the same target location. In contrast, different target
view locations would produce different view-center background
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FIGURE 6 | Stepwise linkage of the location and item signals along the TE-PRC-HPC stream. (A) Population-averaged responses of neurons displaying additive
integration in TE and the PRC in the F-V condition of the ILR task. These neurons started the location-selective responses after fixation, and the item-selective
response was added after the sample presentation. (B) Population-averaged responses of neurons displaying conjunctive integration. Please note that the responses
in the best location and best item demonstrate a robust increase, following the sample presentation in both the PRC and HPC. Adapted with permission from Chen
and Naya (2020a). F-V, foveal-view; ILR, item-location-retention. (C) Additive and conjunctive types of integration process occurred sequentially along the ventral
pathway-MTL stream. (D) Reunification model. Through the ventral pathway, the visual information from the retina first went through the figure-ground segregation
process, where the item and location signals were segregated. After the two signals were separately processed, they were integrated again (i.e., “reunification”), at
the single-unit level. The reunification process may be supported by the additive and conjunctive integrations along the ventral pathway—MTL stream.

signals. Thus, the existence of a view-center background signal
reconciles the first person’s perspective with the allocentric
representation of the space.

The view-center background signal in the ventral pathway
is considered as one aspect of space-related information, while
the dorsal pathway is related with other aspects of space-related
information such as a direction of gaze, a position with respect to
head and a self-location in an environment (Olson et al., 1996;
Ranganath and Ritchey, 2012). The different aspects of spatial
processing in the ventral and dorsal pathways may require a
modification of the “two-stream theory” but still acknowledge it
(Goodale and Milner, 1992, 2018).

REUNIFICATION OF ITEM AND
VIEW-CENTER BACKGROUND SIGNALS

In the F-V condition of the ILR task, the co-existence of item
and view-center background signals (Figures 3C, 5B) prompted

the ventral pathway-MTL stream to integrate them at the single
neuron level. In TE and the PRC, there were significantly larger
numbers of neurons that exhibited both signals in an additive
manner (Figure 6A). There were also other types of integration
neurons in the PRC and HPC (Figure 6B). The second type of
neuron exhibited activities selective to both the item and location
of a sample object, only after the stimulus was presented. In other
words, this type of integration neuron did not show location-
selective activity before the sample stimulus presentation, even
though the subjects gazed at a position where a sample stimulus
would be presented. The neurons represented a combination
of the identity and location of the sample stimulus rather than
the two signals.

The two types of integrations proceeded sequentially along the
ventral pathway-MTL stream (Figure 6C). Here, we propose a
new theory that explains the neural mechanisms that encode the
identity and location of an object in a scene (Figure 6D). After
figure-ground segmentation, which reportedly occurs at V4 (Roe
et al., 2012), the object information and background information
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are separately processed along the ventral pathway, and the two
signals are then reunified (“reunification model”) to signal a
particular item at a particular location. The representations of
the object-related information and the space-related information
by different neural ensembles in the reunification model contrast
with the population coding which has rapidly prevailed in
computational neuroscience, particularly after the invention of
“deep learning” (Hong et al., 2016). Along the ventral pathway-
MTL stream, the PRC may play a key role in the integration
process to develop an additive representation into the conjunctive
representation. We hypothesize that the object-location signal
carried by the PRC conjunctive integration neurons would
be transmitted to the HPC, in which additional association
would proceed. The prominent integration effect of the PRC for
perceptual processing may underlie the formation of long-term
association memory in the PRC (see section “Mnemonic Effects
on Object Coding in the MTL” above) (Suzuki and Naya, 2014).

In contrast to the reunification model for the object location
relative to the background, Aggelopoulos and Rolls (2005)
suggested that neurons in the macaque IT cortex encoded object
locations relative to other objects presented at once in a passive
fixation task. They reported that receptive fields of the IT neurons
were reduced into the center of visual field as well as became
more asymmetric in the presence of multiple objects compared
with a condition when a single object was presented by itself.
The reduced size of receptive fields may be explained by mutual
inhibitions among neurons that were excited by the neighboring
objects on the retinae (Aggelopoulos and Rolls, 2005) and/or
by a lack of selective attentions to individual objects due to the
competitions among the objects, which may influence the figure-
ground segmentation. The processing of object information on
the relational space might be an active process depending on the
selective attention to a target either voluntarily (e.g., ILR task)
or involuntarily (e.g., passive-encoding task with a single object).
It would be useful to test the reunification model in a complex
natural scene containing multiple objects in future studies.

SCENE CONSTRUCTION

The reunification model explains the perception or encoding
of an object and space in a single snapshot of view. In each
separate view, the TE-PRC-HPC stream provides the HPC with
a conjunctive signal. However, multiple saccades are necessary
to construct an entire scene in daily life. The across-saccades
coordination might be mediated by the PHC, which receives
inputs from the dorsal pathway and shows modulations of
neuronal activity by eye-position/movement (Olson et al., 1996).
We hypothesize that multiple shots of view-center backgrounds
would be combined across saccades along the dorsal pathway-
MTL stream. Furthermore, the combined space representation
is integrated with the conjunctive signal from the TE-PRC-HPC
stream in the HPC to construct a coherent scene, including
objects from the first person’s perspective on the perception and
encoding of episodic memory (Baxter, 2009; Suzuki, 2009), which
would contribute to a subsequent recollection-based recognition
(Eichenbaum et al., 2007). Eventually, an intrinsic relationship

among the multiple snapshots of views may also serve as an
allocentric cognitive map in the HPC, which has often been
reported in the context of spatial navigation that requires
information about the environment (Vogt et al., 1992; Iaria et al.,
2007; Burgess, 2008; Epstein, 2008; Kravitz et al., 2011; Zhang and
Naya, 2020).

CONCLUSION

In contrast to the conventional two-stream theory, the ventral
pathway carries as much space-related information as object-
related information. The space-related information is likely
substantiated by a large background image projected onto the
retina. This view-center background image may not only provide
the first person’s perspective, but also specify a viewing location
in an environment to provide allocentric spatial information.
The object signal and the view-center background signal are
transmitted along the ventral pathway-PRC-(ERC)-HPC stream
when a subject is looking at an object by foveal vision. The
two signals are integrated step-by-step to represent a particular
object at a particular location along the stream, particularly in
the PRC. We refer to this neural model as the “reunification
theory” because the two signals are derived from the same retinal
image. The object-location information based on the view-center
background signal in the ventral pathway-MTL stream is more
consistent with the distinction of the ventral/dorsal pathways
based on their corresponding behavioral functions (“perception”
and “action”) (Goodale and Milner, 1992, 2018) than with that
based on their typical representational contents (“what” and
“where”) (Mishkin and Ungerleider, 1982; Haxby et al., 1991).
Accordingly, the reunification theory does not contradict but
specifies the signals in the two-stream theory. Although the
reunification theory can explain the perceptual process for a
single snapshot of view, multiple saccades are required to perceive
the entire scene. We hypothesized that the PHC could combine
multiple view-center background images across saccades because
it receives the space-related information from the dorsal pathway
in addition to the view-center background signal. Future studies
should investigate the neural mechanisms responsible for the
construction of the entire background in the PHC, as well as for
the construction of the entire scene, including objects in the HPC,
which would support scene perception and episodic memory.
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Brain activity in the action observation network (AON) is lateralized during action
execution, with greater activation in the contralateral hemisphere to the side of the body
used to perform the task. However, it is unknown whether the AON is also lateralized
when watching another person perform an action. In this study, we use fNIRS to measure
brain activity over the left and right cortex while participants completed actions with
their left and right hands and watched an actor complete action with their left and right
hands. We show that while activation is lateralized when the participants themselves are
moving, brain lateralization is not affected by the side of the body when the participant is
observing another person’s action. In addition, we demonstrate that individual differences
in hand preference and dexterity between the right and left hands are related to brain
lateralization patterns.

Keywords: mirror-neuron system, lateralization, imitation, handedness, fNIRS, action observation network (AON)

INTRODUCTION

The action observation network (AON) is comprised of brain regions that are active when watching
another person execute an action (Lepage and Théoret, 2006; Cross et al., 2009; Condy et al., 2021).
Self-initiated motor actions using one side of the body lead to lateralized activation patterns in the
brain, such that they primarily activate contralateral motor cortex with more limited activation
in ipsilateral cortical regions (Colebatch et al., 1991; Rao et al., 1993; Pulvermüller et al., 1995).
However, lateralization patterns in the AON when watching another person act and their relation
to lateralization for self-executed actions, are unknown. Lateralization patterns of brain activation
during observation of others’ actions and self-executed actions are important because they provide
clues regarding the development and function of the AON. Specifically, brain lateralization patterns
while watching another person’s actions may clarify neural mechanisms of imitation, an important
developmental task that influences play, social development, and learning throughout the lifespan
(Acharya and Shukla, 2012; Kilner and Lemon, 2013).

Lateralization patterns in the AON during action observation could vary in the brain for
imitation depending on the individual’s perception. Specifically, imitation of others’ motor
behaviors can be characterized as either ‘‘mirror’’ imitation or ‘‘anatomical’’ imitation,
depending on how the imitator maps their own body to the person they are imitating
(Franz et al., 2007). Mirror imitation occurs when the imitator matches the side of the
shared space with the other, as if they were looking in a mirror (e.g., mapping the
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other’s right hand to their left, see Figure 1). On the other hand,
anatomical imitations occur when the imitator matches the side
of their body as if they were mapping their body onto the other’s
(e.g., mapping their right hand with the other’s right hand).

Likewise, activity in the AON can be either ‘‘mirror’’
oriented or ‘‘anatomically’’ oriented. Specifically, if the observed
actor, who is sitting across from the observer, moves their
right hand, it would lead to greater activation in the right
relative to the left motor cortex for mirror representation
(i.e., as if the observer were using their left hand). For
anatomical representation in the brain, the same observed
movement would lead to greater left relative to right motor
cortex activation. Although electroencephalography (EEG) and
functional magnetic resonance imaging (fMRI) are the primary
methods used to study the AON, brain lateralization of the
AON is challenging to study using EEG due to limited spatial
resolution or using fMRI due to effects of motion artifact on the
MR signal (Condy et al., 2021).

Functional near infrared spectroscopy (fNIRS) is an ideal
methodology for studying lateralization of the AON for several
reasons (Fukuda and Mikuni, 2012). First, compared to other
neuroimaging methods, it is relatively unperturbed by motion
artifacts that are intrinsic to action-observation paradigms.
That is, removal of trials with motion artifact and removal
of motion artifact are less likely to influence results in fNIRS
(Cooper et al., 2012; Brigadoi et al., 2014; Brigadoi and Cooper,
2015). In addition, while fNIRS does not have the spatial
resolution of fMRI or MEG, it relies on localizable changes
in oxygenated and deoxygenated hemoglobin on the cortical
surface, and thus has the resolution to detect lateralization
differences and to probe the primarymotor cortex. Finally, fNIRS
is highly tolerated, portable, and poses minimal risk, making it
ideal for use in developmental science, including studies with
children in imitation or within the AON. fNIRS uses near
infrared (NIR) light to measure the diffusion of photons in
human tissue or cortical tissue in the case of brain imaging.
Hemodynamic fluctuations in the cortex are calculated as the
difference in light absorbance of oxygenated hemoglobin (HbO)
and deoxygenated hemoglobin (HbR) (Sassaroli et al., 2006;
Yu et al., 2006). Thus, while fMRI is the gold standard for
in vivo imaging of the human brain, fNIRS has exceptional
portability and robustness to noise along with a higher temporal
resolution (Strangman et al., 2002; Cutini et al., 2012; Gagnon
et al., 2012; Wilcox and Biondi, 2015; Herold et al., 2017;
Pinti et al., 2018).

Although there have been several fNIRS studies of the AON,
most measured activation only in the contralateral hemisphere
(Condy et al., 2021) and thus could not be used for the
investigation of lateralization patterns. Those fNIRS studies that
did measure activation across both hemispheres either did not
have action and observation conditions across both the left and
right hand (Bhat et al., 2017; Crivelli et al., 2018), did not use a live
person as the ‘‘actor’’ (Holper et al., 2010), focused on atypical
populations (Kajiume et al., 2013), or used a non-lateralized
action (i.e., walking; Zhang et al., 2019).

The present study therefore uses fNIRS to measure
lateralization patterns in brain activity while participants:

(1) complete both left- and right-handed motor actions
themselves; and (2) observe both right- and left-handed motor
actions of an individual sitting across from them. Observation
and self-action were completed across both the left and
right hand while changes in blood oxygenation levels were
measured across the left and right motor cortices. In addition,
we also measured hand preference and manual dexterity. We
hypothesized that: (1) for the self-action condition, participants
would show stronger activation in the contralateral vs. ipsilateral
cortex for use of both the left and right hands; (2) laterality of
brain activations for observing the actor using their left vs. right
hands would vary. Specifically, activation of left and right motor
cortex would show opposite lateralization patterns reflecting
either mirror representation (e.g., greater left vs. right activation
when the actor sitting across from them used the left hand) or
anatomical representation (i.e., greater right vs. left activation
when actor sitting across from them used the left hand); and
(3) we expected the strength of these patterns to be positively
correlated with degree of handedness. Our alternative hypothesis
was that activation while observing an actor move would
either: (1) activate both left and right motor cortices similarly
(indicating non-lateralization of the AON for this specific task)
or (2) activate the brain as if the dominant hand were being
used, independent of whether the actor was using their right
or left hand (indicating a handedness or experience-driven
lateralization of the AON).

METHODS

This study was approved by the Institutional Review Board at
the University of Maryland. All participants provided written
informed consent before start of procedures.

Participants and Measures. Participants were
41 undergraduate students (66% female) who were recruited
through undergraduate psychology courses via SONA
(20 ± 1.6 yrs.). Six subjects were Hispanic or Latino, 11 African
American, 10 white, 11 Asian, 1 white/Asian, two more than
one race, and two subjects did not report their race. Thirty-eight
subjects were self-reported right-handers and three were left-
handed. Left-handers were excluded from these analyses since
there were not enough in the left-handed group for group-based
analyses. Instead, continuous measures of hand preference
and differential dexterity were used to determine effects of
handedness. Handedness was evaluated through use of the
Edinburgh handedness inventory (Oldfield, 1971; Jin et al., 2020)
while manual dexterity was evaluated with the Purdue pegboard
task (Tiffin and Asher, 1948; Hannanu et al., 2020). The EHI is a
dimensional hand preference score—scores range from 0 to 50,
with 0 indicating the highest possible preference for the left hand
and 50 indicating the highest preference for the right hand. The
Purdue Pegboard (Buddenberg and Davis, 2000) task involves
placing as many pegs as possible within a standardized pegboard
using either the right or left hand within 30 s. Two trials of 30 s
were completed per hand across two different orders to reduce
practice effects across the sample.

Self-action Task. Participants completed simple fine motor
tasks across ‘‘left’’ and ‘‘right’’ conditions while seated at a
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FIGURE 1 | Depictions of anatomical and behavioral imitation (top) and anatomical and behavioral neural activity during observation (bottom).

small table with a research assistant sitting opposite from them.
These tasks were designed for downward expansion with young
children and are similar to basic fine motor tasks that are
challenging but achievable in the preschool years. The five fine
motor tasks included: (1) putting plastic pennies in a bank;
(2) moving small pom poms from one bowl to another with large
plastic tweezers; (3) putting plastic pegs in a pegboard; (4) putting
large wooden beads on a rod; and (5) turning large wooden bolts
on a wooden screw. Each of these five tasks was completed across
left and right hands (10 times total) for 15 s each time. Five
tasks were used to maintain interest in extensions to younger age
groups and to increase ecological validity. Tasks were randomly
distributed across five blocks, and prior to each block the task
objects (e.g., pennies and bank) were placed on the table in front
of the participant and they were told whether they would be
using their right or left hand. After an auditory trigger from the
fNIRS interface subjects began performing the finemotor activity
continuously for 15 s per trial. This resulted in five blocks of eight
trials for both right and left hand.

Observation Task. Participants observed a trained research
assistant who was sitting across from them complete the same
five fine motor tasks described above with either their left or right
hand. Participants were told to count the number of repetitions
of each act to ensure their attention to the actor. Whereas for the
Self-action task, participants were told which hand to use prior
to the start of the block; for the Observation Task, the participant
did not know which hand the research assistant would use but
did see the task objects placed on the table in front of the research
assistant. As in the self-action task, there were five trials in which
the research assistant used their right hand and five trials in

which they used their left, determined ahead of time through
five semi-random orders. Self-action and observation trials were
interleaved, as were 20 trials across two other conditions (observe
next-to left and observe next-to right) which were not analyzed
here. Between trials, there was a random jitter of 12–15 s of rest
presented.

fNIRS System and Probe. Changes in oxyhemoglobin
were measured using the Hitachi ETG 4000 fNIRS system
with 24 channels (10 sources, eight detectors) distributed
bilaterally (12 channels per side), with the most medial and
anterior channels centered at CZ based on the international
10–20 electrode placement system (see Figure 2). The sampling
rate was 10 Hz and source-detector separation distance was 3 cm
for all the channels.

FIGURE 2 | Cap array, with red circles representing light sources, blue
circles represent detectors, and gray ellipses representing channels.
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FIGURE 3 | Hemodynamic response, HbO (Red) and HbR (Blue), across four conditions (RS, right self; LS, left self; RA, right across; LA, left across) across the
significant channel 6.

fNIRS data Processing. Raw Hitachi fNIRS data were
processed using HOMER2 (Huppert et al., 2009) using the
intensity data collected at two wavelengths (695 and 830 nm).
Noisy channels (i.e., those from optodes with little to no scalp
contact) were detected and removed using the HOMER2 Prune
Channel function. Data were then transformed from intensity to
optical density. Motion artifacts were removed using a wavelet
motion correction filter of order 6. Biological (e.g., heartrate) and
technical (e.g., motion) artifacts were removed using a low pass
filter with a cutoff frequency of 0.1 Hz, while linear and nonlinear
trends in the signals were removed by fitting a low order (an

order of 3) polynomial to the fNIRS signals and subtracting it
from the original signal (Huppert et al., 2009; Cooper et al., 2012;
Dashtestani et al., 2019).

The processed optical density signals were then converted
to oxyhemoglobin, deoxyhemoglobin, and total hemoglobin
using the modified Beer-Lambert Law (mBLL). A single
differential pathlength factor (DPF) of 6 was used for both
wavelengths of 695 nm and 830 nm in the analysis based
on the value found from previous NIRS studies on human
brain (Pierro et al., 2012). We examined the NIRS signal
with respect to the baseline for each subject to minimize
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the effects of extra-cerebral layer contamination. The source-
detector distance (3 cm) was sufficient to ensure that the
cerebral cortex was sampled. Additionally, previous NIRS studies
have shown that the task-related effects on extra-cerebral layer
hemoglobin concentration is negligible (Brigadoi and Cooper,
2015). Traces were segmented into 20-s epochs around the
trigger stimulus for each trial with each epoch starting 5 s
prior to each stimulus. Baseline correction corresponded to the
mean HbO/HbR values from −5 to 0 s. The hemodynamic
response function was then generated for each channel
during each condition for each participant by averaging the
response curves from all trials within a condition into a
single hemodynamic curve. For each channel, the maximum
change in HbO (increase in chromophore concentration)
and HbR (decrease in chromophore concentration) between
5 and 20 s in response to each experimental condition
(observation and execution) were computed to be used as
the dependent variable in subsequent analyses. Due to a
greater signal-to-noise ratio, and consistent with previous
fNIRS studies, we only used the HbO signal in the remaining
analyses (Yamamoto and Kato, 2002; Rahimpour et al.,
2020).

Statistical Analysis. Statistical analysis was performed using
SAS (Statistical Analysis Software) 9.4v. For each channel,
the maximum change in HbO was first assessed relative
to the baseline using paired t-tests. Reported p values are
Bonferroni adjusted for this analysis. Following this initial
analysis, a mixed model was computed using channels that
showed an increase in HbO hemodynamic activity relative
to baseline to examine the contrasts between conditions.
Furthermore, paired t-test were conducted between the average
hemodynamic response of channels in left hemisphere (channels
1–12) and channels on the right hemisphere (channels
12–24), to determine lateralized responses per condition.
To test the relation between hemodynamic response and
handedness, we computed Pearson correlation coefficients
between hemodynamic response ratio and handedness scores.
+. Handedness scores included the Edinburgh score (0–50, with
50 indicating the highest preference for right-handed activity;
Ransil and Schachter, 1994) as well as the differential dexterity
ratio as determined by (Mean number of pegs placed with
right hand/ Number of pegs placed with left hand; Figure 4).
Values above 1 indicate better dexterity with the right hand,
while values below one indicates better dexterity with the
left hand.

RESULTS

Contrasts between conditions. The mixed model examining
contrasts between conditions revealed a significant effect
for channels 5, F(3,91) = 2.67, p = 0.005 and 6 F(3,91) = 2.67,
p = 0.005. In both channels right-self resulted in greater
hemodynamic response (M = 0.016, SE = 0.003 and
M = 0.011, SE = 0.001) than left-self (M = 0.01,
SE = 0.003 and M = 0.005, SE = 0.0012), right across
(M = 0.01 SE = 0.025 and M = 0.006 SE = 0.001) and left
across (M = 0.013 SE = 0.003 and M = 0.006 SE = 0.001),

FIGURE 4 | Correlation between handedness measures (Pegboard ratio and
Edinburgh score).

respectively. Channel 6 hemodynamic response is shown
in Figure 3. The statistical significance of maximum
oxyhemoglobin activation was determined against baseline
using a t-test.

Lateralization of brain activity. Paired t-tests revealed a
greater hemodynamic response in the left hemisphere for the
right-self condition (t(32) = 2.40, p = 0.022). No significant results
were found for left-self, right-across, and left-across.

Effect of handedness. The results from Pearson correlations
indicated that there was a significant negative correlation
between the L/R ratio for the left-self condition and handedness.
Specifically, the correlation was significant when handedness was
measured using Purdue pegboard (rs(X) = −0.484, p = 0.0040;
Figure 5), and Edinburgh handedness inventory (rs(X) = −0.388,
p = 0.019; Figure 6). No significant results were found for right-
self, right-across and left-across.

Role of Handedness vs. Hand Used in
Brain Lateralization
GLM with hand used predicting lateralization ratio was
significant (t(35) = 2.28, p = 0.029). Specifically, in the self-
condition, using the right hand was associated with a higher
left, over right ratio than using the left hand. However, in the
observer condition, the hand used by the other did not predict
brain lateralization (t(35) = 0.861, p = 0.395).

We also used GLM to determine if hand preference
predicts brain lateralization in the self-condition above and
beyond what is predicted by whether the participant uses
their right or left hand. Hand preference did not predict
brain lateralization above and beyond the side used in the
self-condition (t(35) = −1.16, p = 0.25). Differential dexterity
also did not predict brain lateralization above and beyond side
in self condition (t(35) = −0.031, p = 0.976). Hand preference
also does not predict brain lateralization in the observe
condition (t(35) = −0.691, p = 0.494). However, differential
dexterity did predict brain lateralization in the other condition
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FIGURE 5 | Correlation between ratio of hemodynamic response function and handedness measured by the Purdue Pegboard test.

(t(35) = −2.167, p = 0.0375). Specifically, individuals who were
more dexterous with their right hand showed less left lateralized
brain activity when watching the actor use both their left and
right hands.

DISCUSSION

In this article, we showed that lateralization of activity in
the action observation network varies for self-initiated actions
and for observed actions. Specifically, using your right vs. left
hand led to increased leftward lateralization of brain activity
in the self-condition, whereas lateralization of brain activity
did not vary when observing the other use their right vs.
left hands. We demonstrated that channels placed in the
left motor cortex (approximately) are specifically activated
by use of the right hand during self-actions (vs. all other
conditions). We also show that hand preference and differential
dexterity are related to lateralization of the AON across both
self and observe conditions. Specifically, we show that while
hand used by the person being observed does not drive
lateralization of brain activity in the observer, brain lateralization
patterns are related to the patterns of hand preference and
dexterity. Specifically, preferring the right hand and being
better with the right hand were both associated with decreased
leftward lateralization when acting with the left hand. Also,

having higher dexterity with the right vs. left hand was
associated with decreased leftward lateralization during the
observe condition independent of which hand the actor was
using.

Although mirror vs. anatomical representation have not
been directly studied in the AON, multiple studies have
shown differential lateralization patterns in the brain for action
execution vs. observation. One pattern that has been seen
across multiple studies is that when using right-handed subjects,
there is greater left hemisphere activation in motor regions
regardless of whether the observed action is with the left
or right hand (Koski et al., 2002). This is very much in
line with our findings, and suggests that once handedness
has emerged, brain lateralization patterns associated with
handedness are an important determinant of neural mirroring
patterns. Extrapolated to mapping others’ actions, this supports
the possibility that observers activate brain regions ‘‘as if’’
they were doing the task with their dominant hand. It is
unclear how these patterns would present in younger children
with less lateralized motor behaviors and completing this
research in young children would clarify how handedness
may drive development of neural mirroring and/or imitation
abilities.

Importantly, individuals’ handedness is also known to affect
brain lateralization. Specifically, the ratio of contralateral to
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FIGURE 6 | Correlation between ratio of hemodynamic response function and handedness measured by the Edinburgh handedness inventory.

ipsilateral activation when using the dominant hand has shown
a linear association with degree of handedness (Dassonville
et al., 1998). The present study replicates that pattern and
extends it beyond hand preference to differential dexterity
as well. In addition, we show that handedness is related
not only to brain lateralization for the individual during
their own actions but also to brain lateralization when
observing others. This provides further support to the idea
that activation in the action observation network is tied to
an individual’s own experiences and expertise (Condy et al.,
2021).

While this study is the first to examine brain lateralization
across both self and other conditions and with the left
and right hand, several limitations should be noted. First,
we did not include left handers in this study due to low
numbers recruited. While only 10% of humans are left-
handed, their brain lateralization in the AON is still meaningful
and needs to be studied. For example, we found here that
individual handedness was related to AON activity even when
observing others, but it is possible that this would not be
true in left handers, which could alter the interpretation
of these results. Second, while we placed the optode array
in relation to the 10–20 international classification system,
individuals’ heads can vary and therefore we cannot clearly
determine exact neuroanatomical locations of hemodynamic

activity. Future studies should include digitizing methods to
determine the precise location of each channel would allow
for determination of activity in primary motor regions vs.
somatosensory cortex. In addition, we used a newly designed
motor task that was designed to be interesting enough for
toddlers and preschoolers to tolerate. Since infant tasks and
adult tasks typically rely on very repetitive actions, we included
five different tasks that were of sufficient difficulty to be
interesting to a toddler or preschooler. While our task clearly
elicited lateralized activity during the self-action condition, it is
possible that lack of lateralization during observation was task
specific, which indicates the need for replication. Finally, the
observe condition for the present study involved having the
participant sit across from the person that they were observing.
However, it is possible that lateralization of brain response
(and thus, mirror vs. anatomical activation) would vary if the
participant were sitting next to the actor. Therefore, future
studies should clarify the role of actor orientation in lateralization
of AON activity.
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