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Editorial on the Research Topic

Clinical Application of Artificial Intelligence in Emergency and Critical Care Medicine,

Volume I

Analytics based on artificial intelligence (AI) has greatly advanced a variety of scientific research
fields such as natural language processing, imaging classification and signal processing (1). Clinical
research is also revolutionized by the development of artificial intelligence (2), and conventional
research paradigm is being supplemented by the new technology. Conventional treatment strategy
based on evidence-based medicine typically exploits the average treatment effect in a population to
dictate medical decision making (3). However, it is well-known that a patient population is usually
heterogeneous that one size does not fit all. In other words, although a treatment strategy is reported
to be beneficial for the overall population, it might be harmful for a subgroup of patients. Thus,
the idea of individualized treatment is proposed to address the problem of differential treatment
effects in a heterogeneous population. Patients in emergency and critical care setting are usually
heterogeneous and the clinical condition changes rapidly (4, 5), which highlights the importance of
early risk stratification and individualized treatment.

Artificial intelligence can be applied in three aspects in the emergency and critical care setting.
These three aspects have been well-captured in this Research Topic entitled “Clinical Application
of Artificial Intelligence in Emergency and Critical Care Medicine, Volume I,” which has been
successfully launched in Frontiers in Medicine. First, several studies developed prediction models
for risk stratification in the critical care setting. Different clinical risks are defined in a variety of
study populations such as mortality prediction in surgical ICU patients, risk of blood transfusion
in liver transplantation, and risk of coagulopathy in sepsis. Collectively, these studies exploited the
supervised learning algorithm to train a prediction model (6). The clinical events of interest/labels
must be unambiguously defined. Misclassification in the database will cause model instability or
inaccuracy for the prediction in future samples (7). The second category of study is to disentangle
heterogeneous population into more homogenous subgroups by using unsupervised machine
learning algorithms (8). The algorithms differ from the supervised learning methods in that they
do not require the samples being labeled in advance. Instead, they exploit the features to classify
samples into separable subgroups/subtypes. The subgroups of patients can have prognostic and
predictive enrichment. Prognostic enrichment indicates different subgroups have different risk
of clinical outcome events, whereas the predictive enrichment indicates that different subgroups
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can have different responses to a particular intervention. In this
collection of articles, Zhang et al. explored the subphenotyes of
acute respiratory distress syndrome and found that Rosuvastatin
has differential treatment effect across these subphenotypes.
Chen et al. developed a novel clinical classification system for
SARS-CoV-2 Pneumonia, which showed prognostic enrichment
for mortality outcome. They further developed a parsimonious
class membership prediction model for the ease of clinical
utility. The third type of clinical scenario is to employ
reinforcement learning algorithm to dictate treatment regimen
in sequential manner (9, 10). This methodology is not used
in the current collection of articles. The key idea underlying
this application is that the treatment strategy should be tailored
sequentially according to the changes of patient’s status. The
interactions between treatment action, patient state, and reward
are formalized in a dynamic process, so as to maximize the
final outcome reward. Alternatively, the dynamic treatment
regime (DTR) model adapts the idea of reinforcement learning
to estimate a sequence of decision rules, one per stage of
intervention, that dictate how to individualize treatments to
patients based on evolving treatment and covariate history. DTR
relaxes the model complexity and are more acceptable to the field
of medical epidemiology. This model has been utilized in critical
care setting to tailor fluid resuscitation in sepsis and ventilation
strategy in acute respiratory failure (10, 11).

Since the advances in machine learning algorithms have
greatly revolutionized the industry, the technology can surely
influence how we treat patients in the emergency and critical
care setting. However, the application of AI in clinical practice
is still in its infancy and requires more research efforts. Several
key aspects that hinder the utility of AI models in clinical

practice include but not limit to the quality of training datasets,
institutional idiosyncrasy, and model overfitting (12). That is
why some models show good performance in the training
dataset but perform poorly in new samples. The model might
learn something specific to an institution/hospital, but not the
underlying true pathophysiological processes. The second issue
relates to the model interpretability. Although AI models can
improve prediction accuracy in some situations, a notorious
drawback of these models are their black box nature prohibiting
easy interpretation of the predicted outcome (13, 14). Physicians
are less likely to adopt a recommendation made by the
machine while the underlying pathophysiology is unknown or
uninterpretable. Due to the importance and the potential impact
of artificial intelligence on the emergency and critical care
setting, we launch a second volume of the Research Topic. We
welcome more studies to address the above-mentioned problems
in applying ML in clinical practice. Successful settlement of these
issues will hopefully transform more research models into real
clinical practice.
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Background and objectives: Patient–ventilator asynchronies (PVAs) are common in

mechanically ventilated patients. However, the epidemiology of PVAs and its impact

on clinical outcome remains controversial. The current study aims to evaluate the

epidemiology and risk factors of PVAs and their impact on clinical outcomes using big

data analytics.

Methods: The study was conducted in a tertiary care hospital; all patients with

mechanical ventilation from June to December 2019 were included for analysis. Negative

binomial regression and distributed lag non-linear models (DLNM) were used to explore

risk factors for PVAs. PVAs were included as a time-varying covariate into Cox regression

models to investigate its influence on the hazard of mortality and ventilator-associated

events (VAEs).

Results: A total of 146 patients involving 50,124 h and 51,451,138 respiratory cycles

were analyzed. The overall mortality rate was 15.6%. Double triggering was less likely to

occur during day hours (RR: 0.88; 95% CI: 0.85–0.90; p < 0.001) and occurred most

frequently in pressure control ventilation (PCV) mode (median: 3; IQR: 1–9 per hour).

Ineffective effort was more likely to occur during day time (RR: 1.09; 95% CI: 1.05–1.13;

p < 0.001), and occurred most frequently in PSV mode (median: 8; IQR: 2–29 per hour).

The effect of sedatives and analgesics showed temporal patterns in DLNM. PVAs were

not associated mortality and VAE in Cox regression models with time-varying covariates.

Conclusions: Our study showed that counts of PVAs were significantly influenced by

time of the day, ventilation mode, ventilation settings (e.g., tidal volume and plateau

pressure), and sedatives and analgesics. However, PVAs were not associated with the

hazard of VAE or mortality after adjusting for protective ventilation strategies such as tidal

volume, plateau pressure, and positive end expiratory pressure (PEEP).

Keywords: patient ventilator asynchrony, mortality, deep learning, mechanical ventilalion, critical care
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INTRODUCTION

Patient–ventilator asynchrony (PVA) is common in intensive
care unit (ICU) patients (1, 2). PVA can be defined as a
mismatch between patient respiratory effort and ventilator
support. Most prevalent types of asynchrony include ineffective
efforts, double triggering (DT), and early/late cycling off (3).
Well-known risk factors for PVA include inappropriate level
of inspiratory assist, ventilator mode, and the level of sedation
(3). Several techniques have been used clinically to evaluate
patient–ventilator interaction, including esophageal pressure,
diaphragm electrical activity (4), and software algorithms
analyzing ventilator flow and pressure curves (2). There
is evidence showing that PVA is associated with adverse
clinical outcomes, including mortality (5). However, previous
epidemiological studies have important limitations. First, most
techniques for the detection of PVA requires the physical
presence of an expert physician at the bedside and is thus only
feasible during short periods (3, 6–8). Second, risk factors were
explored in a simplified time-fixed manner (9, 10). In reality,
both well-known risk factors and PVAs are time varying; in
addition, some risk factors may take time (lag) to take effect. In
this situation, both the magnitude and time lag between exposure
and PVA should be accounted for. Third, the association of PVA
and mortality risk was mainly explored in small studies (5, 11),
and the association was explored by dividing patients into groups
with different degrees of PVA severity as represented by the
asynchrony index (AI) (2). Since PVA is a time-varying covariate,
it is important to appropriately account for the time-varying
property of the PVA, while avoiding the immortal time bias (12).

The current study employed high-granularity data from
multiparameter monitors and ventilators to explore the risk
factors of PVA, the association with ventilator-associated events
(VAEs), and mortality. We hypothesized that time of day,
ventilation mode, ventilator settings, and sedatives could affect
the PVA. In a multivariable regression model, we adjusted the
sedatives and analgesics to see whether time of day was still
independently associated with PVA. Secondly, we hypothesize
that PVA has a negative impact on clinically important outcomes
such as VAE and mortality.

METHODS

Study Design and Setting
The study was conducted in an academic medical center from
June 2019 to December 2019. The last follow-up date was on
December 31, 2019, when the last patient was discharged home.
Patients’ electronic medical records (EMRs) were retrospectively
reviewed. The study was approved by the ethics committee
of the Sir Run Run Shaw Hospital (20190916-16). Informed
consent was waived by the institutional review board due to
the retrospective nature of the study. The study was conducted
in accordance with the Helsinki declaration. The study was
reported in accordance to the REporting of OBservational
studies Conducted using Observational Routinely-collected Data
(RECORD) checklist (13).

Participants
Patients receiving invasive mechanical ventilation (IMV) at ICU
admission were potentially eligible for the study. Patients were
excluded if they (1) were younger than 15 years; (2) signed a do-
not-resuscitate order; (3) were transferred from other ICUs for
long-term care; (4) were terminally ill with an expected length
of ICU stay of <48 h; (5) had no mechanical ventilation (MV)
waveforms available. Since volume-controlled ventilation was
seldom used in our institution (<5% ventilation hours), effective
identification of PVA was impossible by our deep learning
algorithms. Thus, patients with volume-controlled ventilation
was excluded.

Variables
Variables were extracted from EMR including demographics,
reasons for MV, sequential organ failure assessment (SOFA)
score, source of ICU admission, and vital status on hospital
discharge. Time-varying covariates were recorded during MV,
including VAE, ventilation mode, ventilator setting, sedatives,
and analgesics. VAE was defined as either two or more baseline
days of stable or decreasing daily minimum positive end
expiratory pressure (PEEP) values followed by at least 2 days of
daily minimum PEEP values 3 cm H2O above each of the two
baseline days’ values or two or more baseline days of stable or
decreasing daily minimum FiO2 values followed by at least 2
days of daily minimum FiO2 values 0.20 above each of the 2
baseline days’ values (14). VAE was used as a study end-point
because (1) VAE can be included as a time-varying covariate in
our longitudinal dataset; (2) it can be more objectively defined
than ventilator-associated pneumonia; and (3) the impact of PVA
on mortality might be mediated via VAE. Missing values were
handled with single imputation.

Identification of Four Types of Asynchrony
A one-dimensional interpretable convolutional neural network
(1D-CNN) model was developed to detect DT, ineffective
inspiratory effort during expiration (IEE), prolonged cycling
(PC), and short cycling (SC). The model follows the classical
AlexNet structure, which has excellent performance for image
processing (15). The features in the ventilator waveforms
were extracted by the convolutional layers, concatenated,
and processed by a global averaging pooling (GAP) layer
and a softmax layer for the final binary classification. The
GAP layer allows us to highlight which segments contribute
to the classification results mostly, thus providing a visual
interpretation of the PVA classification. Individual deep learning
models were developed under all ventilation modes. Under each
ventilation mode, four models were established for detecting DT,
IEE, PC, and SC. Each model uses the raw ventilator waveforms
(airway pressure and flow) as input for a binary classification
(PVA or non-PVA). Datasets were annotated by a group of
clinical professionals for training and validating the models
following the same approach proposed in our previous study
(16). Fivefold cross-validation shows that the PVA recognition
accuracy reached above 95% for all types of PVA in all the
ventilation modes. Details of the data annotation, algorithm
development, and validation are described in the ESM.
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Statistical Methods
Descriptive statistics were reported and compared by convention.
Continuous data were expressed as mean and standard deviation
(SD) or median and interquartile range (IQR) as appropriate.
They were compared between survivors and non-survivors by
using t-test or rank sum test. Categorical data were expressed as
the number and percentage andwere compared between different
outcome groups by chi-square test or Fisher’s exact test (17).

Potential risk factors associated with PVA such as ventilator
mode, time of day, and ventilator settings were explored using
the negative binomial regression because it is suitable for the
description of the probabilities of the occurrence of whole
numbers ≥0. Unlike Poisson regression, it does not require
for the variance and the mean of the outcome count to be
equivalent (18).

The association of sedatives/analgesics with PVAwas explored
using the distributed lag non-linear model (DLNM), which
allows for lagged effect of these drugs (19). Drug exposure was
considered in two dimensions of drug dose and time lag after
the exposure. All other factors such as ventilator type, clock
hours, and ventilator setting were adjusted in the model as a
unidimensional variable.

The potential impact of PVA on clinical outcomes (VAE and
mortality) was explored with the Cox regression model with

TABLE 1 | Comparisons between survivors and non-survivors.

Variables Total

(n = 146)

Survivors

(n = 123)

Non-

survivors

(n = 23)

p

Age (years), median

(IQR)

69 (56, 77) 67 (56.5,

75.5)

72 (54, 84.5) 0.289

BMI (kg/m2 ), median

(IQR)

61.5 (33.25,

91.75)

64 (34.5, 93) 42 (31.5, 79) 0.267

Reasons for MV, n (%) 0.545

Cardiac disease 16 (11) 13 (11) 3 (13)

Neuromuscular

disease#
48 (33) 44 (36) 4 (17)

Post-operation 17 (12) 13 (11) 4 (17)

COPD 12 (8) 9 (7) 3 (13)

Sepsis 30 (21) 25 (20) 5 (22)

Systemic disease* 13 (9) 10 (8) 3 (13)

Trauma 9 (6) 8 (7) 1 (4)

SOFA, median (IQR) 7 (5, 10) 6.5 (5, 9) 9.5 (7, 13.25) 0.009

APACHE II, mean ± SD 22.42 ± 8.34 22.06 ± 8 24.22 ± 9.91 0.334

VAE, n (%) 26 (18) 19 (15) 7 (30) 0.132

ICU LOS (days), median

(IQR)

12.91 (7.72,

22.12)

12.91 (7.95,

22.66)

12.48 (5.92,

19.38)

0.271

NUTRIC score, mean ±

SD

5.27 ± 2.17 4.94 ± 2.06 6.62 ± 2.2 0.077

MV, mechanical ventilation; IQR, interquartile range; SD, standard deviation; SOFA,

sequential organ failure assessment; COPD, chronic obstructive pulmonary disease;

APACHE, Acute Physiology and Chronic Health Evaluation; LOS, length of stay; ICU,

intensive care unit; NUTRIC, nutrition Risk in the Critically ill.
#Neuromuscular disease included disorders such as respiratory failure caused by

neuromuscular disorder like stroke and Guillain–Barre syndrome. *Systemic disease

included autoimmune diseases such as SLE.

time-varying covariates (20, 21). That is, the PVA counts were
entered into the model for every hour before the occurrence of
the outcome. Other time-varying covariates included ventilator
parameters such as plateau pressure, PEEP, tidal volume, and
work of breathing (WOB). Time-fixed variables included age,
BMI, gender, admission type, reasons for MV, and SOFA score.

RESULTS

Participants and Descriptive Data
A total of 160 patients were screened during the study period.
After the exclusion of 14 patients due to missing waveform
data, ventilation of <24 h, presence of volume-controlled
ventilation, and presence of a do-not-resuscitate order, we finally
included 146 patients for analysis. A total of 50,124 h involving
51,451,138 respiratory cycles was analyzed (e.g., an average
of 51,451,138/50,124/60 = 17 cycles per minute). The overall
mortality rate was 15.6%. Non-survivors showed greater SOFA
[9.5 (7, 13) vs. 6.5 (5, 9); p = 0.009] and NUTRIC score (6.62
± 2.2 vs. 4.94 ± 2.06; p = 0.077, Table 1), but there was no
difference in mortality rate between VAE and non-VAE groups

TABLE 2 | Clinical outcomes between VAE and non-VAE groups.

Variables Total

(n = 147)

Non-VAE

(n = 121)

VAE (n = 26) p

ICU LOS (days),

median (IQR)

12.91 (7.72,

22.12)

12.24 (7.18,

18.99)

21.82 (17.01,

29.82)

<0.001

MV days, median (IQR) 9.93 (6.05,

15.9)

8.46 (5.93,

12.6)

18.18 (13.83,

25.94)

<0.001

Mortality, n (%) 23 (16) 16 (13) 7 (27) 0.132

IQR, interquartile range; MV, mechanical ventilation; LOS, length of stay; ICU, intensive

care unit; VAE, ventilator associated events.

TABLE 3 | The performance of the PVA detection models under different

ventilation modes.

Modes ACC SEN SPE

IEE PCV 0.972

± 0.001

0.975

± 0.003

0.969

± 0.003

PSV 0.993

± 0.003

0.994

± 0.002

0.991

± 0.005

DT PCV 0.986

± 0.001

0.992

± 0.004

0.979

± 0.006

PSV 0.985

± 0.002

0.986

± 0.008

0.984

± 0.006

Prolonged cycling PCV 0.979

± 0.002

0.977

± 0.007

0.982

± 0.005

PSV 0.973

± 0.004

0.973

± 0.004

0.973

± 0.008

Short cycling PCV 0.970

± 0.005

0.975

± 0.008

0.966

± 0.004

PSV 0.985

± 0.003

0.987

± 0.003

0.984

± 0.005

ACC, accuracy; SPE, specificity; SEN, sensitivity; PCV, pressure control ventilation; PSV,

pressure support ventilation; DT, double triggering; IEE, ineffective effort.
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(Table 2). The VAE group showed longer ICU length of stay
[21.82 (17.01, 29.82) vs. 12.24 (7.18, 18.99) days; p < 0.001] and
MV duration [18.18 (13.83, 25.94) vs. 8.46 (5.93, 12.6) days; p <

0.001] than did the non-VAE group (Table 2).

The Performance of the PVA Detection

Models Under Different Ventilation Modes
Eight independent binary classifiers were developed for different
types of PVA under different ventilation modes, i.e., HPCV−IEE,
HPCV−DT, HPCV−Prol, HPCV−Short, HPSV−IEE, HPSV−DT,
HPSV−Prol, and HPSV−Short. The performance of the models was
evaluated by a fivefold cross-validation. The average accuracy,
sensitivity, and specificity are given in Table 3. We intended
to interpret the PVA recognition using a class activation map
(CAM) technique (22). The technique replaced the FC layer in
the CNN model with a GAP layer to allow visualization of the
sections that the CNN model focuses on. In other words, the
sections that contribute mostly to the classification results will
be highlighted. In this way, we may understand why the CNN
model decides a certain breath manifests PVA. The interpretation
of the classification under the three involved ventilation modes
is illustrated in Figure 1.

Risk Factors of PVA
With the ML model used to detect PVA, the occurrence of PVA
varied depending on the time of day (Figure 2). DT, PC, and
SC were less likely to occur during 0–3 o’clock (Figure 2). To
examine whether the difference in the effect of day vs. night
was attributable to the difference of the use of sedatives and
analgesics, we adjusted for the use of analgesics and sedatives
in the negative binomial regression model (Figure 2). DT was
less likely to occur during day hours (RR: 0.88; 95% CI: 0.85–
0.90; p < 0.001). IEE (RR: 1.09; 95% CI: 1.05–1.13; p <

0.001), PC (RR: 2.23; 95% CI: 2.14–2.32; p < 0.001), and SC
(RR: 1.27; 95% CI: 1.21–1.32; p < 0.001) were more likely to
occur during daytime. Ventilator mode (PSV vs. PCV) was also
significantly associated with the incidence of PVA (Figure 3).
DT was more likely to occur in PCV than in PSV (median
[IQR]: 3 [1–9] vs. 2 [1–6] per hour), whereas IEE occurred
more frequently in PSV than in PCV (8 [2–29] vs. 3 [0–17] per
hour). In the DLNM model, each drug was considered in two
dimensions of dosage and time after exposure (time lag after
instantaneous exposure to a certain dose of the drug). Propofol
was able to reduce the incidence of DT 30–60min after exposure
(i.e., the drug was discontinued after infusion at a dose of 1–
3 mg/kg/h); however, the count of DT increased after 2–4 h
following discontinuation after infusion at a dose of 1–4 mg/kg/h
(Figure 4). The effects of midazolam and sufentanil are shown
in SEM (Supplementary Figures 1, 2). Finally, all risk factors
were entered into negative binomial regression models with each
asynchrony type as the response variable (Table 4). The result
showed that day hour, ventilator mode, tidal volume, PEEP, and
WOB were all associated with PVAs.

Impact of PVA on Clinical Outcomes
PVA was entered into a Cox regression model as a time-varying
covariate. After adjusting for baseline characteristics and other

FIGURE 1 | Interpretation of the cycles classified as PVA under PCV mode

(A,C,E,G) and PSV mode (B,D,F,H).
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FIGURE 2 | Impact of day hours on four types of asynchrony. AI was defined as the percentage of respiratory cycles with the presence of relevant types of PVA. A

negative binomial regression model was built to adjust for the confounding effect of analgesics and sedatives. IEE, ineffective effort; DT, double triggering; SC, short

cycling, PC, prolonged cycling.
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FIGURE 3 | Violin plot showing the impact of ventilation mode on four types of asynchrony. Violin-and-box plots are used to visualize the distribution of the

asynchrony counts (transformed by natural logarithms) and their probability density. The table at the bottom shows the number of asynchrony counts per hour. IEE,

ineffective effort; DT, double triggering; SC, short cycling; PC, prolonged cycling; PCV, pressure control ventilation; PSV, pressure support ventilation.

time-varying covariates, PVA was not associated with increased
risk of mortality or VAE (Table 5). Interestingly, high plateau
pressure (>30 cm H2O) was a significant risk factor for both
mortality (HR: 26.95; 95% CI: 1.95–372.59; p = 0.014) and
VAE (HR: 9.30; 95% CI: 1.34–64.38; p = 0.024). Large tidal
volume (>10 ml/kg) was associated with increased risk of fatality
(HR: 11.22; 95% CI: 1.27–99.28; p = 0.03). Other significant
risk/protective factors for VAE were admission from emergency
department (HR: 0.23; 95% CI: 0.07–0.83; p= 0.024), SOFA (HR:
1.21; 95% CI: 1.03–1.43; p = 0.019), and MV due to systematic
disorders such as systematic lupus erythematosus (HR: 0.04; 95%
CI: 0.00–0.44; p= 0.008).

DISCUSSION

This is the most comprehensive study to investigate the
epidemiology and clinical consequences of PVA in ICU patients.
The main findings can be summarized as follows: First, our study
shows that day hours, ventilation mode, ventilator parameters,
sedatives, and analgesics were important risk factors for all types
of asynchrony. The effect of sedatives and analgesics showed
time-dependent patterns. Second, PVAs were not associated
with either VAE or mortality after adjusting for covariates.
Third, ventilator parameters such as tidal volume and plateau
pressure were significantly associated with VAE and mortality in
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FIGURE 4 | Impact of propofol on four types of asynchrony. Propofol was entered into the distributed lag non-linear model with two dimensions: dose and time lag.

The y-axis shows the time after instantaneous exposure of propofol, so the drug was assumed to be discontinued after a certain dose exposure. Other covariates

including tidal volume, WOB, PEEP, plateau pressure, mode of ventilation, and day hours were adjusted. The red color shows increased risk of asynchrony, and the

green color shows reduced risk of asynchrony. (A) Impact on DT, (B) Impact on IEE, (C) Impact on PC, and (D) Impact on SC. IEE, ineffective effort; DT, double

triggering; SC, short cycling; PC, prolonged cycling.

a Cox regression model with time-varying covariates. Our study
indicates that although protective ventilation strategies such as
low tidal volume and low plateau pressure were associated with
increased PVA, it is unwise to increase the TV and plateau
pressure in order to reduce PVA, because increasing TV and
plateau pressure would increase the hazard of VAE andmortality.

Our deep learning algorithm can be used in a standard ICU for
real-time monitoring of PVAs. High frequency or intensity of
PVAs can trigger warnings from the machine, and measures can
be taken to modify some risk factors as identified in our study.

One strength of our study was that different types of
PVAs were identified by using deep learning algorithms and
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TABLE 4 | Negative binomial regression model exploring the risk factors for the four types of asynchronies.

Variables RR for IEE (95% CI) p RR for DT (95% CI) p RR for SC (95% CI) p RR for PC (95% CI) p

Day hours (night as reference)* 1.063 (1.026, 1.101) <0.001 0.994 (0.964, 1.024) 0.666 0.963 (0.923, 1.006) 0.084 1.243 (1.196, 1.293) <0.001

Ventilation mode (PCV as reference) 1.186 (1.111, 1.267) <0.001 0.402 (0.381, 0.424) <0.001 1.388 (1.285, 1.499) <0.001 4.398 (4.103, 4.715) <0.001

TV (<6 ml/kg as reference)

6–8 ml/kg 0.654 (0.612, 0.699) <0.001 0.718 (0.684, 0.753) <0.001 1.139 (1.06, 1.223) <0.001 1.43 (1.339, 1.526) <0.001

8–10 ml/kg 0.425 (0.392, 0.46) <0.001 0.541 (0.511, 0.573) <0.001 1.47 (1.349, 1.6) <0.001 1.87 (1.725, 2.026) <0.001

>10 ml/kg 0.239 (0.215, 0.267) <0.001 0.419 (0.387, 0.454) <0.001 1.519 (1.346, 1.715) <0.001 5.159 (4.575, 5.818) <0.001

WOB (<10 J/ml/kg as reference)

10–15 J/ml/kg 1.26 (1.182, 1.343) <0.001 0.948 (0.904, 0.995) 0.04 0.473 (0.442, 0.506) <0.001 0.415 (0.388, 0.444) <0.001

15–20 J/ml/kg 1.167 (1.068, 1.275) <0.001 1.239 (1.162, 1.322) <0.001 0.556 (0.507, 0.61) <0.001 0.216 (0.197, 0.237) <0.001

>20 J/ml/kg 0.867 (0.776, 0.969) 0.008 2.114 (1.949, 2.292) <0.001 1.206 (1.067, 1.364) 0.003 0.154 (0.136, 0.174) <0.001

PEEP (≤5cm H2O as reference)

5–10 cm H2O 0.638 (0.61, 0.668) <0.001 1.236 (1.191, 1.282) <0.001 1.218 (1.155, 1.286) <0.001 1.443 (1.369, 1.521) <0.001

>10 cm H2O 1.063 (0.94, 1.205) 0.313 2.018 (1.823, 2.238) <0.001 6.702 (5.722, 7.869) <0.001 4.446 (3.875, 5.116) <0.001

Plateau pressure (<20cm H2O as reference)

20–30 cm H2O 1.39 (1.317, 1.467) <0.001 0.64 (0.613, 0.668) <0.001 0.538 (0.506, 0.571) <0.001 1.354 (1.271, 1.441) <0.001

>30 cm H2O 0.768 (0.703, 0.838) <0.001 0.318 (0.296, 0.341) <0.001 0.079 (0.071, 0.088) <0.001 0.96 (0.87, 1.06) 0.401

RR, relative risk; CI, confidence interval; DT, double triggering; IEE, ineffective effort; SC, short cycling; PC, prolonged cycling; PEEP, positive end expiratory pressure; WOB, work of

breathing; VCV, volume control ventilation; PCV, pressure control ventilation; VC+, volume control plus; APRV, airway pressure release ventilation; PSV, pressure support ventilation;

CPAP, continuous positive airway pressure; TV, tidal volume. Four negative binomial regression models were built by using each type of asynchrony as the dependent variable. All

variables in the table were entered into the models to adjust for confounding effects. *Day hours were categorized by visually inspecting the asynchrony–day hour trend curve.

were analyzed separately (16). We believe that different PVAs
have different underlying mechanisms, and risk factors and
its consequences can be different (3). Previous studies have
analyzed PVAs as a composite outcome that all types of PVAs
were aggregated as a single index called AI (2, 10). Our study
found that risk factors for different PVAs were different. For
example, while IEE, PC, and SC were more likely to occur
during daytime, DT was less likely to occur during daytime after
adjustment for the use of sedatives and analgesics (Figure 1).
Pathophysiologically, DT is the result of high inspiratory demand
and excessive inspiratory effort (23). Inspiratory demand can be
high during daytime because of the diurnal variation pattern
(24). Furthermore, patients are more likely to be awake and
influenced by medical procedures during day hours. Propofol
also showed differing effects on IEE and DT. At 30–60min
after propofol discontinuation, the risk of DT decreased, but the
risk of IEE increased (Figure 3). Propofol could reduce patient
inspiratory efforts and thus DT. Recall that DT could be the result
of excessive inspiratory efforts (25). However, when there is too
much sedative, some normal inspiratory efforts are reduced such
that they fail to trigger a respiratory cycle, leading to increased
IEE. Such differing effects on different types of PVAs were also
noted in another randomized controlled trial (26).

A novel finding in our study was that the effect of sedatives and
analgesics on PVA followed distinct temporal patterns. Although
previous studies have shown that sedatives were associated with
reduced IEE (9), data from 1 day were binned in their studies,
making it difficult to explore the causal/temporal relationship
of sedatives and PVA. For example, the attending physician
may give more sedative for a patient with increased PVAs, and
sedatives may also change the risk of PVAs. The sedatives and

PVAs construct a cyclic causal diagram. Our study employed
DLNM to explore the temporal effect of sedatives on different
types of PVA. It was interesting to find that the risk of DT
first decreased at 30–60min after propofol infusion and then
increased at 3–4 h after propofol discontinuation, which was
probably due to the short half-life of the drug (30–60min)
and increased risk of delirium after propofol infusion (27).
In a controlled experimental study, Vaschetto and colleagues
showed that deep propofol sedation increased asynchronies,
while light sedation did not (25). Our finding was consistent
with Vaschetto’s study in that high-dose propofol was associated
with increased risk of DT at the same hour of propofol infusion
(Figure 3).

Our study was the first to systematically explore the
association of protective ventilation strategy on PVAs. We found
that protective ventilation strategies such as low tidal volume, low
plateau pressure, and high PEEP were all significantly associated
with the risk of PVAs, after adjusting for other risk factors in
negative binomial regressionmodels. Other studies also observed
some patients with strong inspiratory effort and patient–
ventilator mismatch when the tidal volume was given below 6.5
ml/kg (28). The protective ventilation strategy usually cannot
meet patient requirements, and thus PVAs are common; thus,
more sedatives and neuromuscular blocking agents are usually
required to deliver protective ventilation strategies (29). In Cox
regression models with PVAs and ventilation parameters as time-
varying covariates, we did not find independent associations
between PVAs and the hazard of mortality and VAE, which
was consistent with other studies (10, 11, 30). However, this
finding does not mean that we shall no longer pay attention to
the PVA phenomenon. The reasons for our study not finding
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TABLE 5 | Cox regression model with time-varying covariates.

Variables HR for VAE

(95% CI)

p HR for mortality

(95% CI)

p

Age (for every 1-year

increase)

0.97 (0.92, 1.02) 0.246 1.01 (0.97, 1.05) 0.509

BMI (for every 1-point

increase)

0.98 (0.96, 1.00) 0.010 1.00 (0.99, 1.01) 0.674

Gender (female as

reference)

0.83 (0.25, 2.74) 0.765 1.96 (0.46, 8.38) 0.364

Admission type (from ward as reference)

Emergency room 0.23 (0.07, 0.83) 0.024 2.41 (1.05, 5.52) 0.038

Others 0.84 (0.13, 5.49) 0.859 1.67 (0.30, 9.20) 0.558

SOFA (for every

1-point increase)

1.21 (1.03, 1.43) 0.019 1.23 (0.99, 1.53) 0.065

Reasons for MV (cardiac disease as reference)

Neuromuscular

disease

0.35 (0.04, 3.13) 0.347 0.64 (0.10, 4.18) 0.644

Post-operation 0.25 (0.04, 1.75) 0.162 0.78 (0.11, 5.41) 0.804

COPD 0.39 (0.06, 2.64) 0.331 1.87 (0.34, 10.42) 0.474

Sepsis 0.31 (0.07, 1.33) 0.114 1.75 (0.35, 8.63) 0.494

Systemic disease 0.04 (0.00, 0.44) 0.008 1.19 (0.26, 5.46) 0.821

Trauma 2.98 (0.38, 23.19) 0.297 1.24 (0.12, 12.95) 0.857

IEE (for every increase

per hour)

1.00 (1.00, 1.01) 0.250 1.00 (0.99, 1.00) 0.139

DT (for every increase

per hour)

1.00 (0.99, 1.01) 0.687 1.00 (0.98, 1.01) 0.677

SC (for every increase

per hour)

1.02 (0.99, 1.04) 0.183 0.83 (0.61, 1.13) 0.239

PC (for every increase

per hour)

0.69 (0.40, 1.21) 0.197 0.70 (0.39, 1.27) 0.242

WOB (<10 J/ml/kg as reference)

10–15 J/ml/kg 0.27 (0.03, 2.12) 0.215 0.27 (0.02, 3.04) 0.289

15–20 J/ml/kg 0.88 (0.12, 6.54) 0.899 0.14 (0.01, 2.43) 0.179

>20 J/ml/kg 0.98 (0.09, 10.63) 0.988 0.06 (0.00, 1.91) 0.111

TV (<6 ml/kg as reference)

6–8 ml/kg 2.43 (0.13, 46.21) 0.554 3.07 (0.77, 12.30) 0.113

8–10 ml/kg 2.86 (0.14, 60.39) 0.499 2.26 (0.38, 13.34) 0.370

>10 ml/kg 5.31 (0.19,

145.37)

0.323 11.22 (1.27,

99.28)

0.030

Plateau pressure (<20cm H2O as reference)

20–30 cm H2O 4.03 (1.20, 13.58) 0.025 5.63 (0.64, 49.22) 0.118

>30 cm H2O 9.30 (1.34, 64.38) 0.024 26.95 (1.95,

372.59)

0.014

HR, hazard ratio; CI, confidence interval; WOB, work of breathing; TV, tidal volume; IEE,

ineffective effort; DT, double triggering; SC, short cycling; PC, prolonged cycling; SOFA,

sequential organ failure assessment; COPD, chronic obstructive pulmonary disease; BMI,

body mass index.

statistically significant results might be that there are numerous
factors that can influence mortality and that the effect size of a
single variable is very small. The sample size or statistical power
must be very large to reach the statistical significance level. PVA
can cause patient discomfort and may be a sign of inappropriate
ventilation setting. However, the use of protective ventilation
strategy was associated with mortality and VAE. These results

indicate that we should not increase tidal volume or plateau
pressure in order to reduce PVAs. If VAE is the primary concern,
we could use sedatives and neuromuscular blocking agents to
safely deliver the protective ventilation strategy while avoiding
PVAs (31).

Several limitations must be acknowledged in the study. First,
reverse triggering was not distinguished fromDT, because we did
not have data on esophageal pressure monitoring. There has been
evidence that reverse triggering is different from other types of
PVAs from a pathophysiological view (3, 32). Ideally, it should
be analyzed independently. Clinical findings of the present study
are based on the accuracy of the method for detecting PVA
coming from a machine learning model, and the results are
limited by its accuracy. Second, the study included heterogeneous
MV patients including those with ARDS and COPD. Although
we have adjusted our results by disease type, the sample sizes
in some disease groups were limited. Third, the study was
carried out in a single center, and it is unknown whether
the results are generalizable to other hospitals. The limited
sample size and small number of mortality event make our
model preliminary, especially the results related to the mortality
outcome. The model should be verified in studies with a larger
sample size. Finally, the models trained in our study were not
externally validated. Thus, further studies are required to validate
current findings.

In conclusion, with the ML model used to detect PVA,
our study showed that counts of PVAs were significantly
influenced by day hours, ventilation mode, ventilation
parameters, and the use of sedatives and analgesics.
However, PVAs were not associated with the hazard
of VAE and mortality after adjusting for protective
ventilation strategies such as tidal volume, plateau pressure,
and PEEP.

TAKE HOME MESSAGE

• Our study showed that counts of PVAs were significantly
influenced by time of day, ventilation mode, ventilation
settings (e.g., tidal volume and plateau pressure), and sedatives
and analgesics.

• PVAs were not associated with the hazard of VAE
or mortality after adjusting for protective ventilation
strategies such as tidal volume, plateau pressure,
and PEEP.
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Background: The high heterogeneity of acute respiratory distress syndrome (ARDS)

contributes to paradoxical conclusions from previous investigations of rosuvastatin for

ARDS. Identification of the population (phenotype) that could benefit from rosuvastatin is

a novel exploration for the precise treatment.

Methods: The patient population for this analysis consisted of unique patients with

ARDS enrolled in the SAILS trial (rosuvastatin vs. placebo). Phenotypes were derived

using consensus k-means clustering applied to routinely available clinical variables within

6 h of hospital presentation before the patients received placebo or rosuvastatin. The

Kaplan–Meier statistic was used to estimate the 90-day cumulative mortality to screen

for a specific population that could benefit from rosuvastatin, with a cutoff P < 0.05.

Results: The derivation cohort included 585 patients with ARDS. Of the patients

with the four derived phenotypes, those with phenotype 3 were classified as the

“specific population who could benefit from rosuvastatin” as rosuvastatin resulted

in a significant reduction in 90-day cumulative mortality from ARDS [hazard ratio

(HR), 0.29; 95% confidence interval (CI), 0.09–0.93; P = 0.027]. Additionally,

rosuvastatin markedly improved the days free of cardiovascular failure (10.08 ± 3.79

in the rosuvastatin group vs. 7.31 ± 4.94 in the placebo group, P = 0.01) and

coagulation abnormalities (13.65 ± 1.33 vs. 12.15 ± 3.77, P = 0.02) up to day

14 in the phenotype 3 cohort. Phenotype 3 was summarized as Platelethigh &

Creatlow phenotype because these patients have a relatively higher platelet count

(390.05 ± 79.43 × 109/L) and lower creatinine (1.42 ± 1.08 mg/dL) than do patients

classified as other phenotypes. In addition, rosuvastatin seemed to increase 90-day

mortality for patients classified as phenotype 4 (HR, 2.76; 95% CI, 0.09–9.93; P

= 0.076), with an adverse effect on reducing the days free of renal failure up

to day 14 (4.70 ± 4.99 vs. 10.17 ± 4.69, P = 0.01). Patients in phenotype
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4 showed relatively severe illness in terms of baseline features, particularly renal failure,

with high serum glucose. Therefore, phenotype 4 was defined as APACHEhigh & Serum

glucosehigh phenotype.

Conclusions: This secondary analysis of the SAILS trial identified that rosuvastatin

seems to be harmful for patients classified as APACHEhigh & Serum glucosehigh

phenotype, but benefit patients in Platelethigh & Creatlow phenotype, thus uncovering

the novel value of rosuvastatin for the precise treatment of ARDS.

Keywords: ARDS, Rosuvastatin, heterogeneity, machine learning, precise treatment

BACKGROUND

Acute respiratory distress syndrome (ARDS) is a highly
heterogeneous and complicated critical illness. Despite advances
in clinical management, the mortality rate of severe ARDS
remains as high as 40–46% because of the lack of targeted
therapeutic protocols for distinct patients. Categorizing ARDS
for further appropriate therapy is a critical unmet need for precise
treatment and improvement of the salvage rate of ARDS (1, 2).

In consideration of rosuvastatin’s anti-inflammatory effects
and pathogenesis of ARDS (inadequate control of inflammatory
responses in the lung), rosuvastatin has been utilized in the
treatment of ARDS in the last decade (3–7). Previous studies
demonstrated that rosuvastatin could improve the outcomes
of ARDS in animal models (8–10). Unfortunately, a large
multicenter randomized controlled trial conducted in 2014 by
Truwit et al. (named the SAILS trial) suggested that rosuvastatin
therapy did not improve the clinical outcomes of patients with
ARDS (11).

A possible reason for these paradoxical conclusions is the
heterogeneity of ARDS. ARDS, as an overly broad definition
of a syndrome, encompasses a vast, multidimensional array
of clinical and biological features. Markedly different from
experimental animals, patients with ARDS actually comprise
diverse phenotypes, which appear to have different clinical
characteristics, immune statuses, biological processes, and
severities. Several investigations successfully classified ARDS
into distinct subgroups via biomarkers or clinical features
(12, 13) and indicated that appropriate therapies for distinct
patients may be a promising strategy for precise treatment in
ARDS. Rosuvastatin, as an immunomodulatory intervention
to attenuate inflammation, may benefit only some specific
populations. Although Sinha et al. (14) conducted a latent
class analysis of ARDS subphenotypes in the SAILS trial,
the subphenotype that can benefit from rosuvastatin was not
identified in their analysis. The reason for this may be that
Sinha et al. did not utilize a matched algorithm and appropriate
data processing for their data. Obviously, there is a robust need
to identify the treatable ARDS phenotype (patients who could
benefit from rosuvastatin) through a large number of various
algorithms and data analyses.

Fortunately, Truwit et al. (11) uploaded the original data of the
SAILS trial to the ARDS-Net database, making it possible for us to
perform a secondary analysis to find the specific population that
could benefit from rosuvastatin. Thus, we aimed to derive this

specific ARDS phenotype by using an unsupervised clustering
algorithm to uncover the novel value of rosuvastatin for the
precise treatment of ARDS.

METHODS

This study was reviewed and approved by the Institutional
Ethics Committee of Zhongda Hospital. The Institutional Ethics
Committee of Zhongda Hospital approved this study, which was
conducted under several data use agreements. The data for the
ARDSnet project were obtained under a waiver of informed
consent and with authorization under the Health Insurance
Portability and Accountability Act.

Patient Population
The patient population for this analysis consisted of unique
patients with ARDS enrolled in the SAILS trial (rosuvastatin
vs. placebo), which was published in 2014. The diagnostic
criterion of ARDS in the SAILS trial referenced the 2012
Berlin definition of ARDS (1, 2). To eliminate the influence of
immunosuppression on the evaluation of rosuvastatin for ARDS,
the patients were divided into 160 definitely immunosuppressed
patients and 585 other patients for the respective analysis.
The definitely immunosuppressed patients included ARDS
patients with comorbidities such as acquired immune deficiency
syndrome, leukemia, and non-Hodgkin lymphoma; patients
with cancer receiving chemotherapy; and patients who received
immunosuppression therapy in the past 6 months. After
excluding the 160 definitely immunosuppressed patients, 585
other patients were enrolled in the derivation cohort for further
unsupervised clustering analysis.

Screening Clinical Features for

Phenotyping
Based on the SAILS trial database, we first extracted the available
variables within the first 6 h of hospital presentation before
the patients received placebo or rosuvastatin and excluded
variables with missing rates > 10%. These clinically available
characteristics included age, alanine aminotransferase, APACHE
III score, aspartate aminotransferase, blood urea nitrogen, C-
reactive protein, creatine kinase, creatinine, diastolic blood
pressure (BP), Glasgow Coma Scale score, height, heart rate,
male sex, PaCO2, PaO2:FIO2, PaO2, platelet count, predicted body
weight, respiration rate, serum albumin highest, serum albumin
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lowest, serum glucose lowest, shock at baseline, systolic BP,
temperature, urine output, and weight.

Furthermore, to screen the candidate variables that
could identify a “specific population who can benefit from
rosuvastatin,” we conducted differential analyses by using t-tests
to compare clinically available variables between the rosuvastatin
group and placebo group among surviving patients, and P < 0.3
was the threshold value.

Statistical Methods
To derive the phenotypes, we first assessed the candidate variable
distributions, missingness, and correlation. Multiple imputations
with chained equations were used to account for missing
data (15).

To identify different phenotypes of ARDS, consensus k-means
clustering through candidate variables was utilized to perform
consistent clustering on 585 patients in the derivation cohort

FIGURE 1 | The consensus matrix heatmaps of consensus k-means clustering. (A) Shows the sample distribution of 4 phenotypes after consensus k-means

clustering. (B–I) Shows consensus matrix heatmaps of different subgroup numbers (k = 2, 3, 4, 5, 6, 7, 8, and 9). When k = 4, the model exhibited the clearest

separation of the consensus matrix heatmap.
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(16). Clustering was performed using 100 iterations, with each
iteration containing 80% of the samples. The optimal clustering
strategy was determined by cumulative distribution function
curves of the consensus score, clear separation of the consensus
matrix heatmaps, characteristics of the consensus cumulative
distribution function plots, and adequate pairwise-consensus
values between cluster members.

To evaluate the effect of rosuvastatin on the outcomes of
ARDS in different subgroups, Kaplan–Meier statistics were used
to estimate 90-day mortality. Organ failure–free days up to day
14 (day), days free of cardiovascular failure up to day 14 (day),
days free of coagulation abnormality to up day 14 (day), days
free of hepatic failure up to day 14 (day), days free of renal
failure up to day 14 (day), intensive care unit–free days to up
day 28 (day), and ventilator-free days to up day 28 were analyzed
by means of analysis of variance. Twenty-eight-day mortality,
60-day mortality, and 90-day mortality were analyzed by the
χ
2 test. P < 0.05 was set as the threshold value to screen for

significant results.
To observe the clinical feature variations among different

phenotypes, the means of analysis of variance and χ
2 tests

were utilized to assess continuous variables and dichotomous
variables, respectively, with a cutoff value of P < 0.05.

Brief flow plots of these analyses are shown in
Supplementary Figure 1.

Software and Versions
R× 64 3.6.1 was applied to process the data, analyze the data, and
plot diagrams.

RESULTS

Patients
A total of 745 patients who met the ARDS criteria were enrolled
in the final analysis, with 379 patients in the rosuvastatin group
and 366 patients in the placebo group. The age of the investigated
patients ranged from 18 to 89 (median, 54), and 51% were male.
Themean PaO2:FIO2 level was 143.48mmHg (standard deviation
[SD], 63.57 mmHg), and the mean APACHE III score was
93.42 (SD, 20.15 mmHg). The detailed baseline demographic and
clinical characteristics are shown in Supplementary Tables 1, 2.

Derivation of ARDS Phenotypes
After a differential analysis of the clinically available variables,
we finally found that the highest serum glucose, C-reactive
protein, and platelet count were candidate variables for

FIGURE 2 | Kaplan–Meier survival curves of 90-day cumulative mortality for patients receiving rosuvastatin and patients receiving placebo among those with the 4

phenotypes. (A–D) shows survival curves of the patients with phenotypes 1–4. In the phenotype 3 cohort, rosuvastatin resulted in a significant reduction in 90-day

cumulative mortality [hazard ratio [HR] 0.29 [95% CI 0.09, 0.93]; P = 0.027].
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further unsupervised clustering analysis, as shown in
Supplementary Table 3.

After excluding the 160 definitely immunosuppressed
patients, 585 patients were enrolled in the derivation cohort. The
consensus k-means clustering models suggested that a four-class
model was the optimal fit for the four phenotypes, as the clearest
separation of the consensus matrix heatmap could be found in
the four-class model, as shown in Figure 1.

Patients Classified as Platelethigh &

Creatlow Phenotype Could Benefit From

Rosuvastatin
According to Kaplan–Meier statistical analysis, the phenotype 3
cohort was identified as the “specific population who can benefit
from rosuvastatin,” as shown in Figure 2. In the phenotype
3 cohort, rosuvastatin resulted in a significant reduction in
cumulative 90-day mortality from ARDS [hazard ratio (HR),
0.29; 95% confidence interval (CI), 0.09–0.93; P = 0.027].
Moreover, there were no significant differences in the baseline
characteristics between those assigned to rosuvastatin and those
assigned to placebo in the phenotype 3 cohort. The baseline
characteristics of the patients with the four derived phenotypes
are shown in Supplementary Tables 4–7.

In the phenotype 3 cohort, the days free of cardiovascular
failure and coagulation abnormalities up to day 14 differed
significantly between the patients who received rosuvastatin and
those who received placebo. Additionally, rosuvastatin resulted
in a slight increase in ventilator-free days up to day 28 for patients
with ARDS. There were no significant between-group differences
in any of the other outcomes. The above results are presented in
Table 1.

For better insight into the patients who could benefit
from rosuvastatin, we compared the clinical characteristics
among different phenotypes. Phenotype 3 was summarized
as Platelethigh & Creatlow phenotype because patients in this
phenotype have a relatively higher platelet count (390.05± 79.43
× 109/L) and lower creatinine (1.42± 1.08 mg/dL) than patients
classified as other phenotypes. Additionally, the other distinct
clinical characteristics of the patients with different phenotypes
are described in Table 2. Indeed, phenotype 3 could be identified
through our four-class model.

Rosuvastatin Seems to Be Harmful for

Patients Classified as APACHEhigh & Serum

Glucosehigh Phenotype
The survival curves of phenotype 4 illuminated a trend that
rosuvastatin resulted in a reduction in the 90-day survival rate
of ARDS, despite the less rigorous confidence interval (HR,
2.76; 95% CI, 0.09–9.93; P = 0.076). Patients in phenotype 4
showed the early renal failure, with the highest APACHE III score
(110.18 ± 24.35), blood urea nitrogen (38.04 ± 28.59 mmol/L),
creatinine (2.25 ± 1.32 mg/dL), serum glucose (484.35 ± 154.83
mg/dL), and morbidity of shock at baseline (68%) and the lowest
PaO2:FIO2 (128.61 ± 76.91 mmHg) and Glasgow Coma Scale
score (6.46 ± 3.33). Therefore, phenotype 4 was summarized as
APACHEhigh & Serum glucosehigh phenotype.

TABLE 1 | Outcomes in different phenotypes.

Outcomes Placebo Rosuvastatin P

28 day mortality (%)

Phenotype 1 23% 21% 0.70

Phenotype 2 12% 17% 0.20

Phenotype 3 27% 14% 0.07

Phenotype 4 22% 50% 0.28

60 day mortality (%)

Phenotype 1 24% 25% 1

Phenotype 2 14% 21% 0.21

Phenotype 3 31% 10% 0.07

Phenotype 4 28% 32% 0.20

90 day mortality (%)

Phenotype 1 24% 25% 1

Phenotype 2 15% 21% 0.28

Phenotype 3 31% 10% 0.07

Phenotype 4 28% 32% 0.20

Organ failure free days to day 14(day)

Phenotype 1 6.16 ± 5.14 6.31 ± 5.32 0.83

Phenotype 2 8.39 ± 5.04 8.21 ± 5.16 0.79

Phenotype 3 7 ± 5.23 8.83 ± 4.62 0.14

Phenotype 4 6.72 ± 5.13 3 ± 4.62 0.07

Free of cardiovascular failure to day14 (day)

Phenotype 1 10.37 ± 4.80 10.72 ± 4.93 0.57

Phenotype 2 9.81 ± 4.44 9.19 ± 4.67 0.29

Phenotype 3 7.31 ± 4.94 10.08 ± 3.79 0.01

Phenotype 4 7.94 ± 4.99 6.20 ± 5.51 0.40

Free of coagulation abnormality to day14 (day)

Phenotype 1 10.83 ± 5.12 14.93 ± 9.80 0.38

Phenotype 2 13.30 ± 2.22 12.90 ± 2.81 0.21

Phenotype 3 12.15 ± 3.77 13.65 ± 1.33 0.02

Phenotype 4 10.67 ± 5.10 8.10 ± 6.10 0.24

Free of hepatic failure to day 14 (day)

Phenotype 1 11.06 ± 4.65 9.89 ± 5.36 0.07

Phenotype 2 13.29 ± 2.46 12.51 ± 3.38 0.04

Phenotype 3 11.81 ± 4.17 12.83 ± 3.01 0.25

Phenotype 4 11.50 ± 4.85 7.70 ± 6.41 0.09

Free of renal failure to day 14 (day)

Phenotype 1 10.50 ± 4.88 11.45 ± 4.25 0.41

Phenotype 2 11.74 ± 4.22 11.44 ± 4.64 0.60

Phenotype 3 10.50 ± 4.88 11.45 ± 4.25 0.41

Phenotype 4 10.17 ± 4.69 4.70 ± 4.99 0.01

ICU free days to day 28 (day)

Phenotype 1 13.82 ± 9.83 14.93 ± 9.80 0.38

Phenotype 2 17.05 ± 9.07 15.74 ± 9.72 0.27

Phenotype 3 12.96 ± 11.38 17.35 ± 8.59 0.08

Phenotype 4 13 ± 10.45 9 ± 10.50 0.34

Ventilator free days to day 28 (day)

Phenotype 1 14.17 ± 10.90 15.43 ± 10.62 0.36

Phenotype 2 18.07 ± 9.68 17.02 ± 10.12 0.41

Phenotype 3 13.27 ± 11.90 18.75 ± 8.93 0.04

Phenotype 4 13.67 ± 11.58 10.1 ± 11.47 0.44

Organ failure free days to day 14: No. of days without failure of circulatory, coagulation,

hepatic, or renal organs from Day 1 to 14.
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TABLE 2 | Clinical characteristics variations in different phenotypes.

Characteristics Phenotype 1 Phenotype 2 Phenotype 3 Phenotype 4 P

(n = 247) (n = 244) (n = 66) (n = 66)

Age (year) 54.07 ± 16.72 53.83 ± 16.96 54.52 ± 16.64 56.79 ± 13.94 0.84

Male, No. % 48% 51% 55% 50% 0.78

Weight (kg) 85.94 ± 28.25 92.23 ± 34.78 92.85 ± 30.63 87.36 ± 28.59 0.12

Height (kg) 168.83 ± 10.17 168.89 ± 11.41 169.46 ± 10.68 170.39 ± 13.26 0.88

Predicted Body Weight (kg) 62.74 ± 10.87 62.61 ± 11.97 63.03 ± 11.18 64.11 ± 13.81 0.93

APACHE III 95.47 ± 28.60 83.61 ± 24.97 87.69 ± 27.28 110.18 ± 24.35 < 0.01

Temperature (◦C) 37.31 ± 0.97 37.45 ± 0.98 37.52 ± 0.95 37.82 ± 0.86 0.04

Shock, No. % 63% 47% 55% 68% < 0.01

Respiratory rate 25.10 ± 7.20 25.52 ± 7.11 24.95 ± 6.03 24.64 ± 5.69 0.84

Pao2 (mmHg) 91.21 ± 33.70 90.17 ± 31.78 95.06 ± 43.23 113.64 ± 46.30 < 0.01

Paco2 (mmHg) 38.24 ± 9.45 41.67 ± 9.99 41.29 ± 9.20 35.71 ± 9.03 < 0.01

Pao2:Fio2 (mmHg) 139.78 ± 61.86 148.64 ± 62.31 139.27 ± 65.47 128.61 ± 76.91 0.24

Heart rate (beats/min) 96.25 ± 19.57 95.17 ± 19.05 94.97 ± 18.84 102 ± 21.06 0.34

Systolic BP (mmHg) 109.77 ± 18.98 114.72 ± 18.49 115.02 ± 19.37 108.11 ± 19.13 0.01

Diastolic BP (mmHg) 60.63 ± 11.76 61.37 ± 13.93 60.89 ± 14.22 55.35 ± 10.30 0.14

Glasgow Coma Scale 7.60 ± 3.24 8.24 ± 3.51 7.92 ± 3.56 6.46 ± 3.33 0.03

Alanine aminotransferase (U/liter) 49.32 ± 8.91 47.85 ± 8.83 49.03 ± 10.19 46.86 ± 10.59 0.23

Aspartate aminotransferase (U/liter) 41.72 ± 4.32 42.10 ± 5.20 41.29 ± 5.69 40.89 ± 5.95 0.45

Urine output within 24 h of hospital presentation 1,457 ± 1,211 1,740 ± 1,253 1,830 ± 1,380 1,456 ± 1,106 0.03

Blood urea nitrogen (mmol/L) 27.40 ± 19.63 24.63 ± 17.68 24.29 ± 18.11 38.04 ± 28.59 < 0.01

Creatine kinase (U/liter) 244.63 ± 51.68 241.45 ± 53.39 233.29 ± 55.59 226.5 ± 56.79 0.20

Creat (mg/dl) 1.65 ± 1.28 1.47 ± 1.10 1.42 ± 1.08 2.25 ± 1.32 < 0.01

Serum Glucose Highest (mg/dL) 148.36 ± 50.32 152.57 ± 49.78 157.21 ± 47.07 484.35 ± 154.83 < 0.01

Serum Glucose Lowest (mg/dL) 114.44 ± 39.74 125.02 ± 40.96 125.56 ± 39.65 186.11 ± 116.62 < 0.01

Serum Albumin Highest (g/dL) 2.24 ± 0.74 2.43 ± 0.63 2.20 ± 0.73 2.46 ± 0.88 < 0.01

Serum Albumin Lowest (g/dL) 2.18 ± 0.69 2.36 ± 0.61 2.11 ± 0.70 2.36 ± 0.78 < 0.01

Platelet count (109/L) 103.79 ± 39.97 222.22 ± 41.66 390.05 ± 79.43 176.68 ± 94.30 < 0.01

CRP (µg/L) 26.04 ± 34.69 28.69 ± 27.96 20.23 ± 11.99 26.25 ± 13.92 0.22

Characteristics and Outcomes of Patients

With Other Phenotypes
Kaplan–Meier survival analysis indicated that rosuvastatin had
no effect on ARDS in the cohorts with the other phenotypes.
In the phenotype 2 cohort, rosuvastatin appeared to slightly
reduce the days free of hepatic failure up to day 14. In addition,
rosuvastatin led to a moderate reduction in the days free of renal
failure up to day 14 in the phenotype 4 cohort. More details
of the characteristics and outcomes of the patients with other
phenotypes are described in Tables 1, 2.

The survival curves of the patients with the four phenotypes
are shown in Supplementary Figure 2, and the survival
curves of definitely immunosuppressed patients are shown in
Supplementary Figure 3.

DISCUSSION

In this secondary analysis of the SAILS trial, four phenotypes
of ARDS were derived through routinely available clinical
variables at the time of hospital presentation. These phenotypes
were multidimensional, and the patients were heterogeneous in

their demographics, clinical characteristics, several laboratory
abnormalities, and effects of rosuvastatin therapy; these
phenotypes differed from traditional patient classifications
such as those based on direct or indirect lung injury, patterns
of organ dysfunction, or severity of ARDS. In the phenotype
3 cohort, rosuvastatin exhibited benefits for patients with
ARDS compared with placebo. This conclusion highlights the
importance of characterizing the heterogeneity of ARDS and
early goal-directed therapy.

To the best of our knowledge, the current study is the
first to identify a specific population that can benefit from
rosuvastatin, which could improve the therapeutic strategies for
ARDS and reduce mortality. Furthermore, validation clinical
trials are warranted to further assess these factors. These
patients exhibited relatively higher platelet counts (390.05 ±

79.43 × 109/L) and lower creatinine (1.42 ± 1.08 mg/dL)
levels than other patients with ARDS, thus summarized as
Platelethigh & Creatlow phenotype. These patients probably
suffered from a relatively slight infection and might benefit
from rosuvastatin because its anti-inflammatory effect could
rapidly restore cardiovascular function. Indeed, the current study
indicated that rosuvastatin resulted in an obvious improvement
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in days free of cardiovascular failure up to day 14 (7.31± 4.94 in
placebo vs. 10.08 ± 3.79 in rosuvastatin, P = 0.01). Phenotype
3 could be rapidly identified through our machine learning–
constructed four-class model. This model could be utilized to
identify specific populations who can benefit from rosuvastatin
at the time of patient presentation to the emergency department
and thus could be useful with regard to early treatment and
enrollment in clinical trials. Only routinely available data were
used in the clustering models, and the phenotypes were derived
from a large observational cohort to ensure generalizability.

Rosuvastatin may improve inflammatory responses, possibly
via modulation of a platelet-dependent mechanism, which might
be a potential treatment pathogenesis of rosuvastatin for this
novel phenotype for ARDS. It is well-known that platelets play
an important role in neutrophil-mediated lung injury (17, 18).
The present study indicated that patients classified as phenotype
3 exhibited relatively high platelet counts. Additionally, in these
patients, rosuvastatin significantly improved the coagulation
abnormalities of ARDS compared with placebo. Therefore,
we hypothesized that platelets might be involved in the
pharmacological mechanism of rosuvastatin in specific patients
with ARDS, and validation experiments are warranted to assess
these related mechanisms.

Rosuvastatin might be harmful for patients with definite
immunosuppression. Rosuvastatin was previously utilized in
patients with ARDS mainly because of rosuvastatin’s anti-
inflammatory effects. However, infection is the main risk
factor for ARDS, and it has been verified that patients with
immunosuppression had worse outcomes as their weak immune
systems could barely eliminate the pathogens (19, 20). Therefore,
the immunosuppressive effect of rosuvastatin could not benefit
such patients. This study similarly exhibited a trend that patients
with definite immunosuppression probably had a worse outcome
when receiving rosuvastatin, as shown in Figure 1A.

Rosuvastatin seems to be harmful for patients classified as
phenotype 4. The survival curves of phenotype 4 illuminated
a trend that rosuvastatin resulted in a reduction in the 90-
day survival rate of ARDS, despite the less rigorous confidence
interval (HR, 2.76; 95% CI, 0.09–9.93; P = 0.076). Furthermore,
the current analysis on days free of renal failure up to day 14
suggested that rosuvastatin might aggravate renal damage (10.17
± 4.69 in the placebo group vs. 4.70 ± 4.99 in the rosuvastatin
group, P = 0.01). Patients with phenotype 4 showed the highest
APACHE III score (110.18 ± 24.35), blood urea nitrogen (38.04
± 28.59 mmol/L), creatinine (2.25± 1.32 mg/dL), serum glucose
(484.35 ± 154.83 mg/dL), and morbidity of shock at baseline
(68%) and the lowest PaO2:FIO2 (128.61 ± 76.91 mmHg) and
Glasgow Coma Scale score (6.46 ± 3.33), as well as other clinical
variables. In brief, patients with phenotype 4 showed relatively
severe illness according to their baseline features, particularly
renal failure, with high serum glucose. Therefore, phenotype 4
was defined as APACHEhigh & Serum glucosehigh phenotype.

There are several limitations to the present study. Indeed,
the current analysis on treatment × phenotype interactions is
largely limited by sample size. Therefore, these novel proof-of-
concept ARDS phenotypes should be incorporated prospectively

in future study designs that subsequently validate the effect of
rosuvastatin on ARDS (21). In addition, for the limitation of
clinical correlation analysis, further basic experiments should be
conducted to sequentially research the elaborate mechanisms of
rosuvastatin for ARDS indicated by our analyses.

CONCLUSION

This secondary analysis of the SAILS trial identified rosuvastatin
seems to be harmful for patients classified as APACHEhigh

& Serum glucosehigh phenotype, but benefit patients with
Platelethigh & Creatlow phenotype, thus uncovering the novel
value of rosuvastatin for the precise treatment of ARDS.
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Background: Sepsis is well-known to alter innate and adaptive immune responses for

sustained periods after initiation by an invading pathogen. Identification of immune cell

characteristics may shed light on the immune signature of patients with sepsis and further

indicate the appropriate immune-modulatory therapy for distinct populations. Therefore,

we aimed to establish an immune model to classify sepsis into different immune

endotypes via transcriptomics data analysis of previously published cohort studies.

Methods: Datasets from two observational cohort studies that included 585

consecutive sepsis patients admitted to two intensive care units were downloaded

as a training cohort and an external validation cohort. We analyzed genome-wide

gene expression profiles in blood from these patients by using machine learning

and bioinformatics.

Results: The training cohort and the validation cohort had 479 and 106

patients, respectively. Principal component analysis indicated that two immune

subphenotypes associated with sepsis, designated the immunoparalysis endotype, and

immunocompetent endotype, could be distinguished clearly. In the training cohort,

a higher cumulative 28-day mortality was found in patients classified as having the

immunoparalysis endotype, and the hazard ratio was 2.32 (95% CI: 1.53–3.46 vs. the

immunocompetent endotype). External validation further demonstrated that the present

model could categorize sepsis into the immunoparalysis and immunocompetent type

precisely and efficiently. The percentages of 4 types of immune cells (M0 macrophages,

M2 macrophages, naïve B cells, and naïve CD4T cells) were significantly associated with

28-day cumulative mortality (P < 0.05).

Conclusion: The present study developed a comprehensive tool to identify the

immunoparalysis endotype and immunocompetent status in hospitalized patients with

sepsis and provides novel clues for further targeting of therapeutic approaches.

Keywords: sepsis, immune status, heterogeneity, endotype, immunoparalysis
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BACKGROUND

Sepsis is a highly heterogeneous syndrome associated with
diverse immune status upon pathogen invasion. Normal immune
responses can eradicate pathogens, and the pathophysiology of
sepsis is caused by the inappropriate regulation of these normal
reactions (1, 2). The extent of hyperactivated and hypoactivated
immune responses vary among individuals, which results in
heterogeneities in immune responses in sepsis (3, 4). It is urgent
to clarify the immune status of sepsis to help identify patients who
would benefit from immunomodulatory therapies (5–9).

Previous studies attempted to identify diverse immune
statuses through clinical features or biomarkers. For example,
Seymour et al. classified sepsis patients into four derived
phenotypes based on 29 clinical features (temperature, mean
arterial pressure, fluid resuscitation response, central venous
oxygen saturation, etc.) (10). Using transcriptomic data,
researchers identified four subphenotypes of sepsis; among
them, one phenotype was associated with higher mortality
than the other three phenotypes, which were associated with
moderate mortality (11). However, the above described studies
of phenotypes were qualitative rather than quantitative, and the
immune state level was barely recognized. In addition, the use
of one or two biomarkers, such as human leukocyte antigen-
DR isotype (HLA-DR) and cytotoxic T lymphocyte-associated
antigen-4 (CTLA-4), could not truly represent the global immune
status. Moreover, false positive and false negative results might
occur for various kinds of patients. Last but not least, routine
parameters and biomarkers reflect surface-level phenomena
associated with immune cell dysfunction and imbalance and are
insufficiently robust to permit an actual intrinsic monitoring of
immune status (12–15).

Recently, Newman et al. developed an algorithm to calculate
the proportions of 22 types of human immune cells according
to the ribonucleic acid (RNA) matrix (16) (using RNAomics
or RNA-seq), and the proportions of these 22 human immune
cell types have been confirmed to represent the immune status
of human beings. Furthermore, it has been demonstrated that
the CIBERSORT algorithm has higher accuracy and sensitivity
than conventional technologies such as immunohistochemistry
and flow cytometry (17, 18). To date, this algorithm has been
widely utilized in assessing the immune status of patients with
cancer for guiding immunotherapy, but it has never been used
in sepsis patients. Thus, with the CIBERSORT approach, we
assessed the proportions of 22 types of infiltrating immune cells
based on two published cohort studies of sepsis. To analyze
and quantitatively measure the patient immune responses to
pathogens, an immune model for categorizing the immune
endotypes of sepsis was constructed, and the immune cell subsets
associated with potential therapeutic targets with prognostic
value were also explored simultaneously.

METHODS

Data Sources and Study Selection
A public database (GEO database) was searched for all expression
microarrays that matched terms associated with sepsis. The

datasets were collected from clinical studies investigating sepsis
in adults using peripheral blood within 48 h after ICU admission.
The exclusion criteria were as follows: (1) datasets that utilized
endotoxin or lipopolysaccharide infusion like those used in in
vitro or animal models of sepsis; (2) clinical gene expression
microarray analyses derived from sorted cells; and (3) a sample
size <100.

Data Preprocessing
All datasets were downloaded as.txt files, and the outputs
from the mRNA array were normal-exponential background-
corrected and then between-array quantile-normalized using
the limma R package. To ensure compatibility with the
microarray study, expression was normalized using weighted
linear regression, and the estimated precision weights of each
observation were multiplied by the corresponding log2 value to
yield the final gene expression values.

The dataset with the most complete prognostic data and the
maximum sample size was used as the training cohort, and
another dataset was used as the external validation cohort.

Cell Type Identification by Estimating the

Relative Subset of Known RNA Transcripts

(CIBERSORT)
We used the CIBERSORT algorithm for quantification and
discrimination of the absolute proportions of 22 human immune
cell phenotypes from transcriptomic data, including seven T cell
types (CD8T cells, CD4 naïve T cells, CD4 memory resting T
cells, CD4 memory activated T cells, follicular helper T cells,
regulatory T cells, and gamma delta T cells), naïve and memory
B cells, plasma cells, NK cells, and myeloid subsets. Immune cells
are classified as high, median, and low expression according to
the high and low interquartile ranges (IQRs). Pearson correlation
analyses for various immune cell types were performed to assess
the collinearity of the enrolled immune cells.

Identification of Immune Cells With

Prognostic Value and Construction of an

Immunity Risk Model
The univariate Cox proportional hazards model with Bonferroni
correction for multiple comparisons was used to determine
the prognostic signatures with a cut-off value of P < 0.05 by
using the survival R package. Then, both backward and forward
stepwise selection with the Akaike information criterion (AIC)
were used to identify the final variables for the multivariable
Cox proportional hazards regressionmodels through the survival
R package.

The associations of relevant immune cell types with survival
were assessed using multivariable Cox proportional hazard
regression models. Hazard ratios (HRs) were presented with
the 95% CIs. Selected variables were incorporated into the risk
model to predict the probability of 28-day mortality using the
rms R package. The risk scores for each sample were calculated
according to the risk model. The respective medians of two
clusters were used as the cut-off values to classify the patients
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as having either the Immunity-A endotype or the Immunity-
B endotype.

Assessment and Validation of the Immune

Model
To multidimensionally evaluate the discrimination ability of the
risk model in categorizing sepsis-induced immune dysfunction,
we investigated the variation in immune cells, immune
molecules, and immunity-related signal transduction pathways
between the immunity-A endotype and immunity-B endotype.
An empirical Bayesian approach was implemented to estimate
immune cell and immune molecule changes using moderated
t-tests. Gene set enrichment analysis (GSEA) was performed
to assess immunity-related pathway activity variation between
the Immunity-A and Immunity-B types. A P < 0.05 was set
as the significance criterion. Kaplan-Meier (KM) curves and
principal component analysis (PCA) were performed to evaluate
the calibration capability of the riskmodel. External datasets were
utilized for model validation. Perl 64 was used to merge data.
Data processing, analysis, and diagram plotting were conducted
in R x64 3.6.1.

Sensitive Analysis
To further evaluate whether the current model could identify
the immune status of a pneumonia and non-pneumonia induced
sepsis population, the sensitive analyses were conducted to
investigate discrimination ability of the current model in
pneumonia and non- pneumonia patients respectively.

RESULTS

Characteristics of the Datasets and

Patients
After the search strategy and inclusion criteria were determined,
2 mRNA datasets from patients with sepsis (GSE65682 and
GSE63042) were used to build the mRNA expression profiling
datasets. The flow-process diagrams of the process of dataset
screening are shown in Supplementary Figure 1. The GSE65682
dataset (479 patients with sepsis) was used as the training cohort
since the contributors (University Medical Center in Utrecht
and the Academic Medical Center in Amsterdam) uploaded
relatively complete prognostic data, and this dataset had the
maximum sample size. Simultaneously, GSE63042 (106 patients
with sepsis) was used as the external validation cohort. All
patients were older than 18 years and were diagnosed with sepsis.
The septic shock ratios for GSE65682 and GSE63042 were 34.8
and 31.1%, respectively. Details of the demographic and clinical
characteristics are shown in Table 1.

Construction of the Immunity Risk Model
According to the univariate Cox regression analyses and
stepwise selection, the percentages of 4 immune cell types
(M0 macrophages, M2 macrophages, naïve B cells, and naïve
CD4T cells) were significantly associated with 28-day cumulative
mortality (Figure 1A). The 4 identified immune cell types
were included in the immunity risk model generated through
multivariate Cox regression (Figure 1B). Each patient was

TABLE 1 | Demographic and clinical characteristics.

GSE65682 (N = 479) GSE63042 (N = 106)

Male sex 272 (56.8%) 63 (59.4%)

Age 63 (18–89) 59 (38–85)

Country Netherlands USA

Pneumonia diagnoses 183 (38.0%) 24 (22.6%)

Septic shock 167 (34.8%) 33 (31.1%)

28 day mortality 115 (24.0%) 28 (26.4%)

Main study Classification for sepsis

through transcriptomic data

Bioinformatic analysis for

host response in sepsis

N, number.

assigned a risk score through this model. Correlation analyses
among various immune cell types to find the links among
immune cells was shown in Figure 1C.

Model Assessment
The three-dimensional results (immune cells, immune
molecules, and immunity-related pathways) demonstrate
that this risk model could stratify sepsis patients with either
immunocompetent status or immunoparalysis. Patients with
the immunity-B endotype displayed an immunocompetent
status, while the immunity-A endotype patients suffered from
immunoparalysis (Figure 2). At the level of immune cells,
differential expression analysis indicated that the percentages
of immune-enhancing cells (neutrophils, gamma delta T
cells, activated dendritic cells, and activated mast cells) were
significantly downregulated in the immunity-A endotype
(Figure 2A) compared with those in the immunity-B endotype,
P < 0.05. Moreover, the percentages of immunosuppressive cells
(regulatory T cells andM2macrophages) and naïve immune cells
(naïve B cells, naïve CD4T cells, and M0 macrophages) were
obviously upregulated in the immunity-A endotype compared
with those in the immunity-B endotype, P < 0.05.

On the other hand, immune-enhancing molecules (HLA-
DRA, HLA-DRB, IL1B, IFNAR, IFNGR, CD5, and CD86) were
significantly downregulated, and immunosuppressive molecules
(IL10) were obviously upregulated in the immunity-A endotype
compared with those in the immunity-B endotype at the
molecular level according to the violin plot (Figure 2B), P< 0.05.

Finally, at the level of immunity-related signal transduction
pathways, GSEA demonstrated that immune enhancement-
related pathways were significantly suppressed in the immunity-
A endotype in sepsis (Figure 2C). In contrast, these pathways
were activated in the immunity-B endotype. The summary
view of the GSEA results in the training cohort is shown
in Figure 2C; the details for every pathway are shown in
Supplementary Figures 2–5. These pathways could be classified
as associated with innate immunity (endocytosis and natural
killer cell-mediated cytotoxicity), humoral immunity (antigen
processing and presentation, B cell receptor signaling pathway,
and intestinal immune network for IgA production), cellular
immunity (T cell receptor signaling pathway and Toll-like
receptor signaling pathway), and the promotion of immunity
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FIGURE 1 | Identification of immune cells with prognostic value and construction of an immunity risk model. (A) Forest plots of univariate Cox proportional hazard

analysis for the identification of prognostic immune cells (red forest plots represent hazard factors, and green forest plots represent protective factors). (B) Forest plots

of multivariable Cox proportional hazard analysis for the construction of the immunity risk model (AIC, Akaike information criterion), (C) Correlation heat map for the

assessment of collinearity (numbers in the heatmap represent Pearson correlation coefficients; red represents a positive correlation and blue represents a negative

correlation). *P < 0.05.

(Fc epsilon RI signaling pathway, chemokine signaling pathway,
RIG-I-like receptor signaling pathway, and NOD-like receptor
signaling pathway).

The KM curves indicated that the immunity-A endotype
was associated with a significantly higher cumulative 28-day
mortality rate compared to the immunity-B endotype, with a
hazard ratio (95% CI) of 2.32 (1.53–3.46) and a P-value of 0.00
(Figure 3A). PCA shows an obvious clustering trend for immune
status between the Immunity-A and Immunity-B endotypes
(Figure 3B).

Sensitivity Analysis
In a sensitivity analysis evaluating the removal of sepsis induced
by pneumonia in GSE65682, similar results in the overall
population are observed which are shown in Figures 4, 5.
However, this sensitivity analysis could not be done in GSE63042,
since the original case data of individuals were not provided
by researchers.

External Validation
To validate the model of Immunity-A and Immunity-B, the
GSE63042 datasets were set as the external validation cohort.
External validation further confirms that the ability of this
model to categorize based on immune dysfunction is efficient
and precise.

In the external validation cohort, analysis of the levels
of immune cells, immune molecules, and immune pathways
robustly confirmed that patients in the Immunity-A endotype
classified by the current model suffered from immunoparalysis.
Conversely, patients in the immunity-B endotype showed
immunocompetent status (P < 0.05) (Figure 6). The details of
every pathway are shown in Supplementary Figures 6–9.

DISCUSSION

Accumulating evidence supports the central role of the immune
system in the pathogenesis of sepsis, a better insight to
uncover the immunological phenotype of sepsis patients is
crucial for effective immunomodulatory treatment. The current
study is the first to identify two distinct immune endotypes
based on the microarray data of sepsis patients by using
CIBERSORT analysis and provides novel evidence and clues
for further research on the molecular mechanisms of sepsis. In
particular, sepsis can be divided into subphenotypes based on
infiltrating immune cell characteristics. The immunocompetent
subphenotype (immunity-B endotype) is characterized by
increased expression levels of immune response-associated
molecules, decreases in immature immune cells (naïve B cells,
naïve CD4T cells, and M0 macrophages), and increased activity
of immune-enhancing pathways compared to the immunity-A
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FIGURE 2 | Three-dimensional assessments demonstrate that patients with the immunity-A endotype suffer from immune suppression. (A) Violin plots of immune cell

analyses (medians, quartiles, extremums, data distributions, and P-values for the difference analysis are described in the violin plots. The percentages of

immune-enhancing cells (neutrophils, gamma delta T cells, activated dendritic cells, and activated mast cells) were significantly decreased in the immunity-A

endotype. The percentages of immunosuppressive cells (regulatory T cells, M2 macrophages) and naïve immune cells (naïve B cells, naïve CD4T cells and M0

macrophages)—were obviously upregulated in the immunity-A endotype. (B) Violin plots of the immune molecule difference analysis. The immune-enhancing

molecules (HLA-DRA, HLA-DRB, IL1B, IFNAR, IFNGR, CD5, and CD86) were significantly downregulated and an immunosuppressive molecule—IL10—was

obviously upregulated in the immunity-A endotype. (C) Diagrams of the Gene Set Enrichment Analysis. The innate immunity, humoral immunity, cellular immunity, and

promotion of immunity-related pathways were all suppressed in the immunity-A endotype group.

FIGURE 3 | Survival curves and principal component analysis for evaluating the calibration ability of the immunity risk model. (A) Survival curves of the immunity-A and

immunity-B endotypes (Kaplan-Meier curves indicate that the immunity-A endotype was associated with significantly higher mortality than the immunity-B endotype),

(B) Principal component analysis between the immunity-A and immunity-B endotypes (the red dots represent patients with the immunity-A endotype, and the blue

dots represent patients with the immunity-B endotype; an obvious clustering trend can be found).

Frontiers in Medicine | www.frontiersin.org 5 December 2020 | Volume 7 | Article 59865231

https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org
https://www.frontiersin.org/journals/medicine#articles


Zhang et al. Immune Classification for Sepsis

FIGURE 4 | Subgroup analysis on septic population after removing patients with pneumonia. (A) Violin plots of immune cell difference analyses (medians, quartiles,

extremums, data distributions, and P-values for the difference analysis are described in violin plots. The percentages of immune-enhancing cells (activated neutrophils

and dendritic cells) were significantly downregulated in the immunity-A endotype. The percentages of immune suppressive cells (regulatory T cells, and macrophage

M2) and naïve immune cells (naïve B cells, naïve CD4T cells, and M0 macrophages) were obviously upregulated in the immunity-A endotype). (B) Violin plots of the

immune molecule difference analysis (immune-enhancing molecules—HLA-DRA, HLA-DRB, IL1B, IFNAR, CD5, and CD86—were significantly downregulated and the

immunosuppressive molecule IL10 was obviously upregulated in the immunity-A endotype). (C) Diagrams of the Gene Set Enrichment Analysis. The innate immunity,

humoral immunity, cellular immunity, and promotion of immunity-related pathways were all suppressed in the immunity-A endotype group.

endotype (immunoparalysis). In addition, we also revealed that
elevations in M0 macrophages, M2 macrophages, naïve B cells,
and naïve CD4T cells in peripheral blood were independent
risk factors for poor prognosis in sepsis at onset. Patients
with the immunity-A endotype were confirmed as having
immunoparalysis and a higher cumulative 28-day mortality,
and patients with the immunity-B endotype seemed to have
an immunocompetent status and a higher survival rate. The
immune score calculated by this model could represent the
severity of immunoparalysis.

Normal immune and physiologic responses eradicate
pathogens, and the pathophysiology of sepsis is due to the
improper regulation of these normal reactions. Pathogen
contact with the inflammatory system should eliminate the
microbe and rapidly return the host to homeostasis. The
septic response may accelerate due to continued activation of
macrophages/monocytes, which play a key role in the regulation
of both innate and adaptive immunity. The large contribution
to immune suppression of peripheral blood mononuclear cells
(including macrophages and T and B lymphocytes) reveal the
downregulation of genes involved in the inflammatory response
and the increased expression of genes involved in apoptosis.
Massive mononuclear cell death leads to naïve cell proliferation
in the bone marrow. These findings may explain why immature

peripheral blood mononuclear cells were more common in the
immune A endotype.

A number of alterations in the expression of distinct cell
surface markers, such as HLA-DRA, HLA-DRB, IL1B, IFNAR,
IFNGR, CD5, and CD86, have been described in these two
endotypes, and thesemolecules were defined as immunoactivated
molecules in previous studies (19, 20). Furthermore, Venet et al.
and Carson et al. showed that sepsis induced an increase in the
proportion of anti-inflammatory immune cells (such as Tregs)
that release anti-inflammatory cytokines (such as IL10), which
resulted in epigenetic alterations of naïve immune cells and
further suppressed inflammatory activation-related pathways
(such as the Toll-like receptor signaling pathway) (21, 22). To
date, researchers believe that immunoparalysis is an independent
risk factor for poor prognosis in sepsis (19, 20), which was
also confirmed in our study. Therefore, it was indicated that
an increase in the proportion of naïve immune cells and
immunosuppressive cells were the essential characteristics of
immunoparalysis in sepsis.

However, previous studies of immunoparalysis in sepsis
evaluated only some immune features (single immune cells or
immune molecules) and lacked global assessment and validation
(19–22). Therefore, the present study attempted to explore
immune models appropriate for identifying immunoparalysis

Frontiers in Medicine | www.frontiersin.org 6 December 2020 | Volume 7 | Article 59865232

https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org
https://www.frontiersin.org/journals/medicine#articles


Zhang et al. Immune Classification for Sepsis

FIGURE 5 | Subgroup analysis on septic population with pneumonia. (A) Violin plots of immune cell difference analyses (medians, quartiles, extremums, data

distributions, and P-values for the difference analysis are described in violin plots. The percentages of immune-enhancing cells—activated neutrophils- were

significantly downregulated in the immunity-A endotype. The percentages of immune suppressive cells—M2 macrophages—and naïve immune cells (naïve B cells,

naïve CD4T cells, and M0 macrophages) were obviously upregulated in the immunity-A endotype). (B) Violin plots of the immune molecule difference analysis. The

immune-enhancing molecules—HLA-DRA, IL1B, IFNGR, CD5, and CD86—were significantly downregulated and the immunosuppressive molecule IL10 was

obviously upregulated in the immunity-A endotype. (C) Diagrams of the Gene Set Enrichment Analysis. The innate immunity, humoral immunity, cellular immunity, and

promotion of immunity-related pathways were all suppressed in the immunity-A endotype group.

in sepsis via multiple parameters. Robustly, the discrimination
performance of the current model was confirmed according to
the assessment of immune cells, immune molecules, immune
signal transduction pathways, and survival curves. Differential
expression analysis of immune cells demonstrated that patients
with the immunity-A endotype suffered from immune paralysis
due to decreases in immune-enhancing cells, increases in
immunosuppressive cells and increases in naïve immune cells.
Poll et al. pointed out that the characteristics of immune
suppression in sepsis were the low expression of HLA-DR
on blood leucocytes and the high expression of IL-10 (an
anti-inflammatory molecule), which could also be found in
the immunity-A endotype, as shown by the violin plot of
immune molecules (23–25). Furthermore, GSEA suggested that
innate immunity-, cellular immunity-, and humoral immunity-
related biological pathways were all suppressed in the high-
risk group (26–28). In addition, the KM curves obviously
suggested that patients in the high group (immunoparalysis)
had decreased survival and poor prognosis. The external
validation cohorts further demonstrated that the current
model could effectively identify patients with the immunity-A
endotype (immunoparalysis).

Sepsis 3.0 is defined as a life-threatening condition of organ
dysfunction caused by the dysregulation of the host immune
response to infection. The most important question is whether

therapeutic interventions that target specific immune process
mechanisms implicated in the pathophysiological changes of
sepsis might further improve the therapeutic effects. It was
reported that the number of immunotherapy studies of sepsis
is almost 1,000 to date, but none of the results have been
used in clinical practice. The primary reason for this is the
lack of recognition of patient immune status. In future RCTs,
scholars could use this model to categorize sepsis to design more
precise immune therapies. In addition, our model could help
clinicians identify patients with immunoparalysis. Avoidance of
superinfection and the use of immunity enhancement drugs
(such as interferon or thymosin) should be considered in these
patients. In contrast, corticosteroids could be safely used for
patients with low immunity risk scores calculated by this model
in consideration of the effects of corticosteroids on improving
the cardiovascular response to exogenous catecholamines.
Furthermore, the present study demonstrated that naïve immune
cells (M0 macrophages, naïve B cells, and naïve T cells) and
immunity-regulating cells (Tregs and M2 macrophages) were
significantly increased in the poor prognostic group. These
results were similar to those of previous studies showing
that immunoparalysis is crucially detrimental to sepsis patient
survival. Due to the fast development and wide applications
of next-generation sequencing (NGS) technologies, genomic
sequence information is within reach to aid in the achievement

Frontiers in Medicine | www.frontiersin.org 7 December 2020 | Volume 7 | Article 59865233

https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org
https://www.frontiersin.org/journals/medicine#articles


Zhang et al. Immune Classification for Sepsis

FIGURE 6 | External validation further demonstrates that patients in the immunity-A endotype suffer from immune suppression. (A) Violin plots of immune cell

difference analyses (medians, quartiles, extremums, data distributions, and P-values for the difference analysis are described in violin plots. The percentages of

immune-enhancing cells (activated neutrophils and dendritic cells) were significantly downregulated in the immunity-A endotype. The percentages of immune

suppressive cells (regulatory T cells) and naïve immune cells (naïve B cells, naïve CD4T cells, and M0 macrophages) were obviously upregulated in the immunity-A

endotype). (B) Violin plots of the immune molecule difference analysis. The immune-enhancing molecules (HLA-DRA, IL1B, IFNAR, IFNGR, CD5, and CD86) were

significantly downregulated and the immunosuppressive molecule IL10 was obviously upregulated in the immunity-A endotype. (C) Diagrams of the Gene Set

Enrichment Analysis (most immune enhancement-related pathways except humoral immunity-related pathways are significantly suppressed in the immunity-A

endotype).

of goals to determine the immune status in patients with
sepsis onset and improve the survival of sepsis patients.
The alterations of these immune cells could be used as
potential therapeutic targets to improve the treatment strategies
for sepsis.

There are several limitations to the present study. First,
as a retrospective study of primarily publicly available data,
the demographics and clinical features such as severity,
complications, and individual treatment of each patient for
detailed could not be acquired. Thus, the sensitivity and
longitudinal analyses cannot be totally completed. This may
restrict the generalizability of the present model. Second, despite
the use of two external validation cohorts, we do not present
the results for any prospective clinical studies using this model.
Prospective RCTs will be paramount in translating the results
to clinical applications. In addition, despite a seemingly large
sample size, we were unable to perform robust subgroup analyses
(based on infection site or pathogen type) due to the lack
of relevant information in public databases. In addition, this
model was not sensitive enough to identify a hyperactivated
immune response to sepsis because it was constructed based
on naïve immune cells and M2 macrophages (screened by

prognostic analysis). The patients with poor prognosis in
this database mainly suffered from early immunosuppression
(9, 11).

In conclusion, the present study developed a
comprehensive tool to identify immunoparalysis endotypes
and immunocompetent status in sepsis patients that have been
hospitalized, and provides novel clues for further targeting of
therapeutic approaches.
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Background: Sepsis-induced coagulopathy (SIC) denotes an increased mortality rate

and poorer prognosis in septic patients.

Objectives: Our study aimed to develop and validate machine-learning models to

dynamically predict the risk of SIC in critically ill patients with sepsis.

Methods: Machine-learning models were developed and validated based on two

public databases named Medical Information Mart for Intensive Care (MIMIC)-IV and

the eICU Collaborative Research Database (eICU-CRD). Dynamic prediction of SIC

involved an evaluation of the risk of SIC each day after the diagnosis of sepsis

using 15 predictive models. The best model was selected based on its accuracy and

area under the receiver operating characteristic curve (AUC), followed by fine-grained

hyperparameter adjustment using the Bayesian Optimization Algorithm. A compact

model was developed, based on 15 features selected according to their importance

and clinical availability. These two models were compared with Logistic Regression and

SIC scores in terms of SIC prediction.

Results: Of 11,362 patients in MIMIC-IV included in the final cohort, a total of 6,744

(59%) patients developed SIC during sepsis. The model named Categorical Boosting

(CatBoost) had the greatest AUC in our study (0.869; 95%CI: 0.850–0.886). Coagulation

profile and renal function indicators were the most important features for predicting SIC.

A compact model was developed with an AUC of 0.854 (95% CI: 0.832–0.872), while

the AUCs of Logistic Regression and SIC scores were 0.746 (95% CI: 0.735–0.755)

and 0.709 (95% CI: 0.687–0.733), respectively. A cohort of 35,252 septic patients

in eICU-CRD was analyzed. The AUCs of the full and the compact models in the

external validation were 0.842 (95% CI: 0.837–0.846) and 0.803 (95% CI: 0.798–0.809),

respectively, which were still larger than those of Logistic Regression (0.660; 95% CI:

0.653–0.667) and SIC scores (0.752; 95% CI: 0.747–0.757). Prediction results were
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illustrated by SHapley Additive exPlanations (SHAP) values, which made our models

clinically interpretable.

Conclusions: We developed two models which were able to dynamically predict the

risk of SIC in septic patients better than conventional Logistic Regression and SIC scores.

Keywords: sepsis-induced coagulopathy, dynamic prediction, machine learning, Logistic Regression, external

validation, model interpretation

INTRODUCTION

Sepsis, defined as life-threatening organ dysfunction caused by a
dysregulated host response to infection, remains the first leading
cause of mortality in critically ill patients (1, 2). Coagulopathy
is one of the major complications of sepsis, leading to a
higher risk of thrombosis, the deterioration of organ failure,
and an increased mortality rate (3–6). However, the usefulness
of anticoagulant therapies has not been confirmed in septic
patients (7, 8). Recent observational studies and subgroup
analyses of large-scale randomized controlled trials revealed that
anticoagulant therapies might result in a significant reduction
in mortality risk and improved outcome in septic patients with
coagulopathy (9–12). In contrast, anticoagulant therapies in
patients without coagulopathy should be avoided due to the
increased risk of bleeding with no survival benefit (11, 13).
Furthermore, some drugs commonly administered in septic
patients, such as linezolid and vancomycin, may alter coagulation
function through various mechanisms and should be used with
caution in patients with a high risk of coagulopathy (14). These
study results have heightened the need for early identification of
coagulopathy in septic patients in a timely way.

Sepsis-induced coagulopathy (SIC) criteria were developed
by members of the Scientific and Standardization Committee
(SSC) on Disseminated Intravascular Coagulation (DIC) of the
International Society of Thrombosis and Haemostasis (ISTH) in
2017 (15) (Supplementary Table 1). The criteria are a scoring
system designed to identify patients with “sepsis and coagulation
disorders.” SIC is defined as a score ≥ 4. It was found that the
mortality rate increased as the SIC score rose and exceeded 30%
at a score of 4 (15). Compared with DIC, SIC is more relevant for
the updated Sepsis-3 criteria (1, 16). In addition, observational
evidence has shown that SIC preceded DIC inmost cases (17, 18).
As a result, the new guideline in 2019 recommended that septic
patients with thrombocytopenia (platelet count < 150 × 109/L)
should be screened, first using SIC diagnostic criteria and then
using ISTH DIC diagnostic criteria (16). However, the SIC score
mainly serves as a diagnostic system; there is still a lack of reliable
predictive tools for SIC in clinical practice.

In recent years, the emergence of new machine-learning
algorithms has enabled us to predict disease events dynamically
based on huge and complicated clinical information. Advanced
machine-learning models can fit high-order relationships
between covariates and outcomes, and therefore, they excel
in the analysis of complex signals in data-rich environments
(19–22). The aims of this study were to develop and validate
to develop and validate machine-learning models for the early
dynamic prediction of SIC, and to assess the risk features by
interpreting the final model.

MATERIALS AND METHODS

Source of Data
We conducted this retrospective study based on two sizeable
critical care databases the Medical Information Mart for
Intensive Care (MIMIC)-IV (23) and the eICU Collaborative
Research Database (eICU-CRD) (24). The MIMIC-IV database
is an updated version of MIMIC-III and currently contains
comprehensive and high-quality data of patients admitted to
intensive care units (ICUs) at the Beth Israel Deaconess Medical
Center between 2008 and 2019. The other database, eICU-CRD,
is a multicenter database comprising de-identified health data
associated with over 200,000 admissions to ICUs across the
United States between 2014 and 2015. One author (QZ) obtained
access to both databases and was responsible for data extraction.
The study was reported according to the recommendations of the
Transparent Reporting of a multivariable prediction model for
Individual Prognosis Or Diagnosis (TRIPOD) statement (25).

Selection of Participants
In MIMIC-IV, patients who fulfilled the definition of sepsis
between 2008 and 2019 were included. According to the
Sepsis-3 criteria, sepsis was defined as a suspected infection
combined with an acute increase in Sequential Organ Failure
Assessment (SOFA) score ≥ 2 (1). Patients with prescriptions
of antibiotics and sampling of bodily fluids for microbiological
culture were considered to have suspected infection. In line
with previous research, when the antibiotic was given first, the
microbiological sample must have been collected within 24 h;
when the microbiological sampling occurred first, the antibiotic
must have been administered within 72 h (26). Hourly SOFA was
evaluated based on the clinical and laboratory data. In eICU-
CRD, microbiology data were not well populated due to the
limited availability of microbiology interfaces; instead, infection
was identified according to documented diagnosis.

Only patients who were older than 18 years and stayed in the
ICU formore than 24 h were included. No patients were excluded
due to missing values. We made no attempt to estimate the
sample size of the study; instead, all eligible patients in MIMIC-
IV and eICU-CRD were included to maximize the statistical
power of the predictive model.

Outcome (SIC)
We annotated patients’ every day when the sepsis definition was
fulfilled with their current coagulation state according to the SIC
criteria, as recommended (16). Specifically, the worst daily values
of SIC-related indicators were extracted. Then daily repeated
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scoring was performed. A patient was annotated as SIC positive
if he or she had a SIC score ≥ 4 on that day.

Predictors of SIC
Clinical and laboratory variables were extracted during sepsis.
For some variables with multiple measurements, average
values were assessed. For the prediction of SIC, 88 variables
were collected (Supplementary Table 2), including patient
characteristics (age, gender, ethnicity, admission type), vital
signs (respiratory rate, blood pressure, heart rate, SpO2,
and temperature), laboratory data (blood gas, routine blood
analysis, liver function, renal function, and coagulation profile),
transfusion (red blood cells, platelets, and fresh frozen plasma)
and urine output. Comorbidities were also collected based on
the recorded International Classification of Diseases (ICD)-9
and ICD-10 codes, including hypertension, diabetes mellitus,
chronic obstructive pulmonary disease, congestive heart failure,
myocardial infarction, chronic kidney disease, leukemia,
stroke, cancer, and liver disease. Lastly, medications such
as heparin, antibiotics and vasopressors, continuous renal
replacement therapy (CRRT), and mechanical ventilation (MV)
were collected.

Statistical Analysis
Baseline characteristics on the first sepsis day were compared
between SIC and non-SIC groups in MIMIC-IV. Values are
presented as the means [standard deviations] (if normal) or
medians [interquartile ranges] (if non-normal) for continuous
variables, and total numbers [percentages] for categorical
variables. Comparisons were made using the Student t-test
or rank-sum test for continuous variables, and the Chi-
square test or Fisher’s exact test for categorical variables,
as appropriate.

As shown in Figure 1A, our model generated a continuous
prediction score based on the above-mentioned 88 variables
on each day when patients were diagnosed with sepsis. The
scores assessed the risk of SIC in the following day. Prediction
was not performed if SIC criteria were already fulfilled on
that day; when the patients recovered from SIC, our model
then restarted to predict if they still had sepsis. None of the
imputation methods were used for advanced boosting machine-
learning methods as they automatically handle missing values;
in contrast, missing values were imputed using the median
values for continuous variables or mode values for categorical
values when training other models. As shown in Figure 1B,
we preliminarily compared the prediction performance of 15

FIGURE 1 | Schematic illustration of the study design. (A) Design of dynamic prediction in our study. Daily assessment was performed from the time when sepsis was

diagnosed. If SIC criteria were not fulfilled, the risk of SIC the next day was predicted by our model. Prediction stopped when SIC was diagnosed, and restarted when

patients recovered from SIC. (B) Schematic illustration of model development. We compared the discrimination of 15 machine-learning models using 10-fold

cross-validation. The model with the best accuracy and greatest AUC was chosen. Fine-grained hyperparameter adjustment was performed using Bayesian

Optimization. Fifteen features were selected according to their SHAP values and clinical availability. A compact model was developed based on the selected features.

Lastly, these two models were validated in eICU-CRD. ICU, intensive care unit; SIC, sepsis-induced coagulopathy; SHAP, SHapley Additive exPlanations; MIMIC-IV,

Medical Information Mart for Intensive Care-IV; C.V., cross-validation; eICU-CRD, the eICU Collaborative Research Database.
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FIGURE 2 | Flow chart of patient selection.

algorithms using the PyCaret Python package (version 1.0.0),
an open-sourced, automated machine-learning workflow. The
assessment process was performed using 10-fold cross-validation.
Accuracy and area under the receiver operating characteristic
curve (AUC) were calculated on each fold and pooled to
evaluate each model. The algorithm with the highest accuracy
and the largest AUC was selected. Then, we performed fine-
grained hyperparameter adjustment for the potential model
using the Bayesian Optimization Algorithm. This algorithm is
an efficient constrained global optimization tool, which was
performed using the functions of the bayes_opt Python package
(version 1.2.0) (27). The optimized model was the best model
for SIC prediction in this study and was defined as the
full model.

The effects of features on prediction scores were measured
using the functions of the SHapley Additive exPlanations
(SHAP) Python package (version 0.32.1), which assessed the
importance of each feature using a game-theoretic approach
based on the validation set (28). We selected 15 features
which had great importance and were as easy as possible
to collect in the clinical setting (Supplementary Table 2). A
compact model was then trained for SIC prediction based
on the selected features. Although this model was not as
accurate as the full model, it might be more practical in
clinical settings.

External validation of the full and compact models was
performed in eICU-CRD. The median and 95% confidence
intervals of AUC were calculated using the Bootstrap
Resampling technique with 1,000 iterations. Conventional
Logistic Regression and the SIC scoring system were assessed to
predict the risk of SIC and were compared with our models in
both internal and external validations.

All analyses were performed using Python (version 3.7.6), and
p < 0.01 was considered statistically significant.

TABLE 1 | Performance of different models in internal validation.

Model Accuracy AUC

1 CatBoost Classifier 0.913 (±0.004) 0.841 (±0.025)

2 Light Gradient Boosting 0.912 (±0.005) 0.835 (±0.024)

3 Extreme Gradient Boosting 0.912 (±0.004) 0.837 (±0.025)

4 Gradient Boosting Classifier 0.911 (±0.005) 0.832 (±0.023)

5 Extra Trees Classifier 0.911 (±0.002) 0.819 (±0.032)

6 Random Forest Classifier 0.909 (±0.002) 0.760 (±0.022)

7 Ridge Classifier 0.908 (±0.003) 0.753 (±0.031)

8 Logistic Regression 0.908 (±0.002) 0.746 (±0.030)

9 K Neighbors Classifier 0.904 (±0.001) 0.611 (±0.040)

10 Ada Boost Classifier 0.902 (±0.003) 0.804 (±0.029)

11 Linear Discriminant Analysis 0.902 (±0.003) 0.796 (±0.027)

12 Multi-Level Perceptron 0.883 (±0.004) 0.754 (±0.022)

13 Decision Tree Classifier 0.861 (±0.003) 0.593 (±0.019)

14 SVM – RBF Kernel 0.859 (±0.004) 0.777 (±0.015)

15 Naive Bayes 0.805 (±0.005) 0.756 (±0.031)

Models are ordered according to their accuracy.

AUC, area under receiver operating characteristic curve; CatBoost, Categorical Boosting;

SVM, support vector machine; RBF, Radial Basis Function.

RESULTS

Baseline Characteristics
As shown in Figure 2, of 12,381 septic patients in MIMIC-
IV, 11,362 were included in the final cohort. A total of 6,744
patients developed SIC during sepsis, and 4,618 patients did not.
A cohort of 35,252 septic patients in eICU-CRD was included as
external dataset.

Variable values on the first day of sepsis in MIMIC-IV
were analyzed; the differences in characteristics were compared
(Supplementary Table 3). The SIC group had a higher rate of
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comorbidities, higher SAPS-II scores (44 [35, 54] vs. 37 [30, 45];
p < 0.001), higher SOFA scores (6 [4, 9] vs. 4 [3, 5]; p < 0.001),
longer prothrombin time (PT) (16.9 [14.3, 21.8] vs. 13.0 [11.9,
14.1]; p < 0.001), less urine output (790 [300, 1,545] vs. 1,205
[605, 2,015]; p < 0.001), higher rates of linezolid (2.9 vs. 1.7%; p
< 0.001), vancomycin (55.6 vs. 46.0%; p < 0.001), CRRT (5.0 vs.
0.6%; p< 0.001), vasopressors (46.8 vs. 23.2%; p< 0.001) andMV
(50.3 vs. 40.6%; p < 0.001), and higher 28-day mortality (27.0 vs.
10.8%; p< 0.001) than the non-SIC group. The length of hospital
stay was also longer in the SIC group than in the non-SIC group
(14.4 [7.9, 26.7] vs. 10.9 [6.5, 19.5], p < 0.001).

Comparison of 15 Models
Daily data were extracted, and 16,183 samples for prediction in
MIMIC-IV were created. Of these samples, 1,489 were labeled

as positive (SIC the next day), 14,694 were labeled as negative
(still non-SIC the next day). The prediction performances of
the various models are listed in Table 1. As shown, Logistic
Regression had an acceptable performance (accuracy: 0.908;
AUC: 0.746). Ensemble learning algorithms had better accuracy
and larger AUC than others, such as Categorical Boosting
(CatBoost) (accuracy: 0.913; AUC: 0.841), Light Gradient
Boosting (accuracy: 0.912; AUC: 0.835) and Random Forest
Classifier (accuracy: 0.909; AUC: 0.760). The CatBoost model had
the most powerful discrimination for predicting SIC risk, and we
optimized this model in the next step.

Full and Compact Models
Fifteen iterations of Bayesian optimization were performed. The
hyperparameter search domains and final settings are listed in

FIGURE 3 | Distribution of the impact each feature had on the full model output estimated using the SHapley Additive exPlanations (SHAP) values. The plot sorts

features by the sum of SHAP value magnitudes over all samples. The color represents the feature value (red high, blue low). The x axis measures the impact on the

model output (right positive, left negative). Taking the feature platelet as an example, red points are on the left whereas blue points are on the right. This means

prediction scores will be smaller when patients have a low level of platelets. PT, prothrombin time; INR, international normalized ratio; SIC, sepsis-induced

coagulopathy; SIC platelet, platelet term in the SIC score; SOFA, sequential organ failure assessment; PTT, Partial Thromboplastin Time; BMI, body mass index; MAP,

mean arterial pressure; WBC, white blood cell count; RDW, red cell distribution width; MV, mechanical ventilation.
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Supplementary Table 4. The optimized CatBoost model had the
greatest AUC in our study (0.869; 95% CI: 0.850–0.886). SHAP
values were calculated and are plotted in Figure 3. The summary
plot sorts features by the sum of SHAP value magnitudes
over all samples and shows the distribution of the impact that
each feature has on the full model output. As shown, the
coagulation profile (platelet, International Normalized Ratio,
PT) and renal function indicators (urine output, creatinine)
are the most important features for distinguishing the SIC and
non-SIC groups. Fifteen features were selected based on their
SHAP values and clinical availability. The compact CatBoost
model was built based on the selected features. It had a
slightly smaller AUC (0.854; 95% CI: 0.832–0.872), but is
considered more practical in clinical practice. The medians and
95% confidence intervals of AUCs are plotted in Figure 4 to
compare the discrimination of different methods in MIMIC-
IV. As shown, our two models outperformed conventional
Logistic Regression (0.746; 95% CI: 0.735–0.755) and the SIC
scoring system (0.709; 95% CI: 0.687–0.733) in terms of
SIC prediction.

Prediction Performance in eICU-CRD
The results of external validation are shown in Figure 4

([0.842; 95% CI: 0.837–0.846] for the full model, and [0.803;
95% CI: 0.798–0.809] for the compact model). It can be
seen that the SIC scoring system had better predictive power
(0.752; 95% CI: 0.747–0.757) than in MIMIC-IV but its
AUC was still worse than those of our two models (p <

0.001), while Logistic Regression had the poorest generalization
ability (0.660; 95% CI: 0.653–0.667). The sensitivity and
specificity analysis of the four predictive methods is summarized
in Table 2.

Model performance in different patient cohorts in eICU-
CRD is shown in Figure 5. As shown, the two models had the
greatest AUC for patients who had APACHE-IV scores between
81 and 100, who were younger than 65 years, or who were
admitted to the NICU and SICU. The two models maintained
good performance over four regions of the United States. In
addition, the two models had better discrimination when sepsis
lasted for several days. A similar sub-cohort analysis was also
performed in MIMIC-IV (Supplementary Figure 1).

Model Interpretation
The summary plot of SHAP in Figure 3 provides an overview
of the impact of features on the final models. Additionally,
the prediction results of two specific instances are explained
in Figure 6. The bars in red and blue represent risk factors
and protective factors, respectively; longer bars represent greater
feature importance. For the example in Figure 6A, although
the patient’s coagulation profile was normal, she had a poor
circulatory status with a high serum lactate level and the
vasopressor administration. The model successfully predicted
that she would have SIC the next day. For the example in
Figure 6B, the patient’s condition was more moderate, and our
model predicted a low-risk value.

FIGURE 4 | AUCs of four predictive methods in internal (MIMIC-IV) and

external (eICU-CRD) validations. AUCs of our two models, Logistic Regression

and SIC scores were assessed using the Bootstrap Resampling technique

with 1,000 iterations. The heights of the bars represent the median AUCs,

while the error bars represent the 95% confidence intervals. Full, the full

model; Comp, the compact model; LR, Logistic Regression; SIC, the

sepsis-induced coagulopathy criteria; AUC, area under receiver operating

characteristic curve; MIMIC-IV, Medical Information Mart for Intensive Care-IV;

eICU-CRD, the eICU Collaborative Research Database.

Website-Based Tool
A website-based tool was established for clinicians to use the
compact model, http://www.aimedicallab.com/tool/aiml-sicrisk.
html. The SIC risk in the following day can be assessed by
using this tool, and interpretation of the prediction result in the
instance level will be shown to the user.

DISCUSSION

To the best of our knowledge, this is first attempt to apply
machine-learning models for the dynamic prediction of SIC. Our
study developed and validated two variants of dynamic machine-
learning models, providing an accurate predictive tool for SIC in
sepsis patients.

In this study, we reconfirmed that coagulopathy worsens
the clinical outcomes of septic patients (15). As shown in
Supplementary Table 3, SIC can lead to a higher mortality rate
and longer length of hospital/ICU stay. In addition, SIC patients
received more advanced antibiotics (linezolid and vancomycin),
implying a more severe state of infection. On the other hand,
the administration of these drugs may also alter coagulation
function through various mechanisms (29, 30). As a result, early
identification of septic patients with high coagulopathy risks is of
great importance.

Currently, there is a lack of reliable tools for the early
prediction of coagulopathy in septic patients. Our study
demonstrated that the family of gradient boosting algorithms,
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TABLE 2 | Performance of the final models and SIC scores in internal and external validations.

Internal validation (MIMIC-IV) External validation (eICU-CRD)

Model AUC Youden Sensitivity Specificity AUC Youden Sensitivity Specificity

The full model 0.869 0.577 0.820 0.757 0.842 0.54 0.8 0.741

The compact model 0.854 0.564 0.848 0.716 0.803 0.477 0.745 0.732

Logistic Regression 0.746 0.433 0.753 0.680 0.660 0.230 0.582 0.648

SIC scores 0.709 0.368 0.707 0.661 0.752 0.448 0.655 0.793

The discrimination of three models (the full model, the compact model and Logistic Regression) and SIC scores were compared in internal and external validations. The full and the

compact models were developed in MIMIC-IV, based on all or selected features, respectively. Logistic Regression was developed based on all features. In addition, the current SIC

score was used to predict patient’s SIC risk the next day. Youden Index, defined as Sensitivity + Specificity − 1, and AUC assessed the performance of different models. All statistics

were the median values in 1,000 iterations of the Bootstrap Resampling technique.

SIC, Sepsis-induced coagulopathy; AUC, area under receiver operating characteristic curve; MIMIC, Medical Information Mart for Intensive Care; eICU-CRD, the eICU Collaborative

Research Database.

FIGURE 5 | Model performance in different patient cohorts in eICU-CRD. Different validation sets were derived based on APACHE-IV (A), age (B), region of the

United States (C), ethnicity (D), time since sepsis onset (E) and unit type (F). AUC of the full and the compact models in each set was measured using the Bootstrap

Resampling technique. The colored area represents 95% confidence intervals. Full, the full model; Comp, the compact model; AUC, area under receiver operating

characteristic curve; APACHE-IV, Acute Physiology and Chronic Health Evaluation-IV; CICU, cardiac intensive care unit; CSICU, cardiac surgical intensive care unit;

CTICU, cardiothoracic intensive care unit; MICU, medical intensive care unit; NICU, neuro intensive care unit; SICU, surgical intensive care unit.

such as CatBoost, Light Gradient Boosting and Extreme Gradient
Boosting, can predict SIC with higher accuracy than others.
In short, gradient boosting is a powerful machine-learning
technique that iteratively trains a weak classifier (e.g., decision

tree) to fit residuals of previous models (31). CatBoost, one
of gradient boosting algorithms, showed the greatest AUC in
our study, partly because it had two main advantages. First, it
successfully handles categorical features and deals with them

Frontiers in Medicine | www.frontiersin.org 7 January 2021 | Volume 7 | Article 63743443

https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org
https://www.frontiersin.org/journals/medicine#articles


Zhao et al. Machine Learning Predicts SIC

FIGURE 6 | Explanation of the prediction results for specific instances. The base value (−3.33) is the average value of the predictive model; the output values are the

predicted SIC risks. The bars in red and blue represent risk factors and protective factors, respectively; longer bars mean greater feature importance. Here, these

values are the model outputs before the SoftMax layer, and therefore, they are not equal to the final predicted probabilities. This figure shows the explanation for a

high-risk instance (A) and a low-risk instance (B). RDW, red cell distribution width; PT, prothrombin time; WBC, white blood cell count; PTT, Partial Thromboplastin

Time; INR, international normalized ratio; MAP, mean arterial pressure; BMI, body mass index.

during training instead of preprocessing time (32). This means
that categorical features no longer need to be encoded, and a
CatBoost model can be developed based on raw data. Another
advantage of this algorithm is that it uses a new schema to
calculate leaf values when selecting the tree structure. The schema
helps to reduce overfitting, a major problem that constrains the
generalization ability of machine-learning models (32).

In this study, we developed two variants of CatBoost models
that can identify patients with a high risk of SIC and provide
clinical decision-makers with more information. As shown in
Figure 5, our models had comparable AUCs in different patient
cohorts, demonstrating that machine-learning models based on
big data have good generalization capability.

In general, based on more valuable variables, models have
better discrimination but worse clinical usability. Therefore, in
our study, two model variants were developed for different
application scenarios. The full model predicted SIC based on
88 clinical variables and achieved the highest AUC in this
study. In the external validation, the full model maintained good
discrimination with only a slight reduction in AUC. However,
it is difficult to collect 88 variables and apply this model. As a
result, the full model is recommended in hospitals with a well-
designed clinical data system. By contrast, the compact model
was trained based on 15 selected variables. Under the condition
of ensuring accuracy, it achieved practicality as far as possible. In
addition, a website tool was developed to help clinicians use the
compact model in clinical practice. By logging on to the website
and entering the values of 15 variables, our compact model will
give the prediction result, and interpretation of the prediction
result will be shown to the user.

By interpreting the full model, it was found that many
clinical variables can help to indicate the risk of SIC. In this
study, coagulopathy profile was found to be the most important
variable in predicting SIC followed by renal function indicators
(urine output and creatinine). As shown in Figure 3, patients
with poorer renal function (less urine output and higher serum

creatinine) tended to have a higher risk of SIC. Also, body mass
index (BMI), vital signs (heart rate and mean arterial pressure),
laboratory tests (such as lactate and white blood cell count), the
use of MV and vasopressors, and SAPS-II scores can help assess
the risk of SIC. In addition, prediction results can be illustrated at
the instance level, as shown in Figure 6, which makes our model
clinically interpretable.

Several limitations of this study should be considered.
Firstly, only septic adults in ICUs were included, whereas
hospitalized sepsis cases were not analyzed. In addition, in
consideration of the immaturity of the coagulation system
in children, especially newborns, more research is needed
on SIC in children with sepsis. Secondly, our models screen
out patients with a high risk of SIC but do not indicate
who will benefit from anticoagulant therapy. It is still up to
clinicians to decide whether to administer anticoagulant agents.
However, the process from sepsis to severe coagulopathy is
a continuous condition arising from a coagulation disorder.
Early and accurate prediction of SIC can provide more time
for clinicians to adjust treatment strategies, and study the
potential effect of anticoagulant therapy in the early stage.
Thirdly, this is a retrospective observational study. Missing data
and input errors exist, despite the very high quality of the
MIMIC-IV and eICU-CRD databases. Therefore, prospective
validation is still required in the future. Compared with septic
shock, for which advances have been made in recent years,
giving rise to significant survival improvements, there is still
a long way to go in the diagnosis and management of sepsis-
associated coagulopathy.

CONCLUSIONS

In conclusion, the present study developed two variants of the
CatBoost model, which can discriminate septic patients who
would and would not develop SIC.
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Background: Many severity scores are widely used for clinical outcome prediction for

critically ill patients in the intensive care unit (ICU). However, for patients identified by

sepsis-3 criteria, none of these have been developed. This study aimed to develop and

validate a risk stratification score for mortality prediction in sepsis-3 patients.

Methods: In this retrospective cohort study, we employed the Medical Information Mart

for Intensive Care III (MIMIC III) database for model development and the eICU database

for external validation. We identified septic patients by sepsis-3 criteria on day 1 of ICU

entry. The Least Absolute Shrinkage and Selection Operator (LASSO) technique was

performed to select predictive variables. We also developed a sepsis mortality prediction

model and associated risk stratification score. We then compared model discrimination

and calibration with other traditional severity scores.

Results: For model development, we enrolled a total of 5,443 patients fulfilling

the sepsis-3 criteria. The 30-day mortality was 16.7%. With 5,658 septic patients in

the validation set, there were 1,135 deaths (mortality 20.1%). The score had good

discrimination in development and validation sets (area under curve: 0.789 and 0.765). In

the validation set, the calibration slope was 0.862, and the Brier value was 0.140. In the

development dataset, the score divided patients according to mortality risk of low (3.2%),

moderate (12.4%), high (30.7%), and very high (68.1%). The corresponding mortality in

the validation dataset was 2.8, 10.5, 21.1, and 51.2%. As shown by the decision curve

analysis, the score always had a positive net benefit.

Conclusion: We observed moderate discrimination and calibration for the score termed

Sepsis Mortality Risk Score (SMRS), allowing stratification of patients according to

mortality risk. However, we still require further modification and external validation.

Keywords: sepsis-3.0, critical care, intensive care unit (ICU), machine learning, mortality predictionmodel, severity

score system
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INTRODUCTION

Being a life-threatening organ dysfunction due to a dysregulated
host response to infection, sepsis is considered a major global
health problem (1, 2). According to the latest Global Burden
of Diseases study, ∼48.9 million sepsis cases were reported
worldwide in 2017 despite the decline in incidence and mortality.
A total of 11.0 million patients died from sepsis and its
complications, which accounted for 19.7% of deaths worldwide
(3). In the intensive care unit (ICU), sepsis remains a significant
cause of morbidity and mortality. According to the ICON study,
29.5% of the patients suffered from sepsis during their ICU
stay. The ICU mortality rate was significantly higher in septic
patients (25.8%) than the whole population (16.2%) (4). Since
rapid treatment could improve the outcomes in septic patients,
early identification, and risk assessment are of vital importance
(5, 6). A pragmatic scoring system could help clinicians make
decisions by identifying high-risk patients and providing the
probability of death.

To characterize disease severity and predict its outcome,
various severity scores have been widely used in the ICU (7).
However, in septic patients, the clinical application remains
limited because sepsis’s pathogenesis is complicated, and no
single score has been developed. For example, the Acute
Physiology and Chronic Health Evaluation II (APACHE II) score
underestimated the risk of death for septic patients in the ICU
(8). Similarly, the Simplified Acute Physiology Score II (SAPS II)
showed poor calibration in external validation studies (9, 10).
Besides the traditional ICU scoring systems, sepsis mortality
prediction models based on machine learning algorithms have
been published by some researchers. These models, derived from
bigmedical datasets, could accurately predictmortality with good
discrimination for septic patients (11–14). However, most of the
models were designed for patients with severe sepsis or septic
shock, and none of these were developed from the sepsis-3 patient
population. Johnson et al. compared five different methods for
screening patients with sepsis, and showed that sepsis-3 criteria
provided temporal context, possessed high construct validity and
were less influenced by coding changes (15). Therefore, screening
patients with sepsis by using the sepsis-3 criteria was considered
an optimal method in the electronic database.

Based on sepsis-3 criteria and the Medical Information Mart
for Intensive Care III (MIMIC III) database, we aimed to
develop a Sepsis Mortality Risk Score (SMRS) by Least Absolute
Shrinkage and Selection Operator (LASSO) technique, assess its
predictive ability, and compare it with traditional severity scores
in the validation dataset from the eICU Collaborative Research

Abbreviations: ICU, Intensive care unit; MIMIC III, Medical Information Mart

for Intensive Care III; LASSO, Least Absolute Shrinkage and Selection Operator;

SMRS, Sepsis Mortality Risk Score; APACHE II, Acute Physiology and Chronic

Health Evaluation II; SAPS II, Simplified Acute Physiology Score II; SOFA,

Sequential Organ Failure Assessment; APS III, Acute Physiological Score III;

LODS, Logistic Organ Dysfunction System; OASIS, Oxford Acute Severity of

Illness Score; SIRS, System Inflammatory Reaction Syndrome; qSOFA, quick

SOFA; VIF, variance inflation factor; AUC, Area Under the Curve; DCA, decision

curve analysis; MARS, multivariate adaptive regression splines; XGBoost, eXtreme

Gradient Boosting; ED, emergency department.

Database (eICU). In addition, we built four machine learning
models to predict 30-day mortality for sepsis-3 patients.

MATERIALS AND METHODS

Data Source and Participants
We extracted data from the MIMIC III (16) and eICU database
(17), respectively. We included adult patients admitted to
the ICU with sepsis. Sepsis was identified based on sepsis-3
criteria, which included suspected infection and a Sequential
Organ Failure Assessment (SOFA) score ≥ 2 (1). For sepsis
patient selection, a previous study was referred for identifying
the sepsis-3 cohort from MIMIC III (15). We excluded the
following patients: (1) non-adults (<16 years old), (2) multiple
admissions, (3) receiving cardiothoracic surgical service (their
postoperative physiologic derangements or not translating to
the same mortality risk as others), (4) with metastatic cancer
(inflammatory and immune response different from others);
(5) with suspected infection more than 24 h before or after
ICU admission (patients admitted to ICU with sepsis), and (6)
missing important data (demographics, variables for calculating
traditional severity scores).

Data Extraction
From the MIMIC III and eICU database, we extracted the
following information: (1) demographic information; (2) ICU
details including vital sign data, laboratory data, respiratory
support, renal replacement therapy; and (3) traditional severity
scores including SAPS II, Acute Physiological Score III (APS
III), Logistic Organ Dysfunction System (LODS), Oxford Acute
Severity of Illness Score (OASIS), SOFA, System Inflammatory
Reaction Syndrome (SIRS), and quick SOFA (qSOFA). During
the first 24 h of ICU admission, all variables were recorded.

Outcome and Sample Size
Patients who died within 30 days inside or outside the hospital
were considered as primary outcome events. We based our
sample size calculation on the primary outcome. The sample size
was defined as having at least 10 outcome events per variable
(EPV) per estimated parameter according to a previous study
(18). Our sample and the number of events exceeded that
determined by the EPV approach.

Missing Data
For the development dataset from the MIMIC III database,
we handled variables with missing values <20% by a mean
value imputation method. Since serum lactate was considered
an important predictor, if lactate data on day 1 was missing,
the available data on day 2 or day 3 was used. If there was no
lactate value in the first 3 days, we used regression imputation to
handle the missing data. To calculate severity scores in the eICU
database, patients with missing parameters were excluded from
this analysis.

Statistical Analysis
Continuous variables were reported as median and interquartile
range, and two groups were compared by the Mann–Whitney
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TABLE 1 | Baseline characteristics of participants in development set.

Variables All (n = 5,443) Survivors (n = 4,536) Non-survivors (n = 907) P-value

Age, years 67.0 (54.0–80.0) 66.0 (53.0–78.0) 75.0 (61.0–84.0) <0.001

Gender, n 0.182

Male 3,020 (55.5) 2,535 (55.9) 485 (53.5)

Female 2,423 (44.5) 2,001 (44.1) 422 (46.5)

Ethnicity, n <0.001

White 3,945 (72.5) 3,309 (72.9) 636 (70.1)

Black 475 (8.7) 421 (9.3) 54 (6.0)

Others 1,023 (18.8) 806 (17.8) 217 (23.9)

Admission type, n <0.001

Emergency 5,061 (93.0) 4,175 (92.0) 886 (97.7)

Others 382 (7.0) 361 (8.0) 21 (2.3)

Comorbidities, n

Heart failure 957 (17.6) 742 (16.4) 215 (23.7) <0.001

Hypertension 868 (15.9) 701 (15.5) 167 (18.4) 0.026

COPD 1,103 (20.3) 889 (19.6) 214 (23.6) 0.006

Diabetes 1,563 (28.7) 1,298 (28.6) 265 (29.2) 0.715

Renal failure 1,000 (18.4) 799 (17.6) 201 (22.2) 0.001

Hepatopathy 544 (10.0) 429 (9.5) 115 (12.7) 0.003

Lymphoma 95 (1.7) 74 (1.6) 21 (2.3) 0.151

Need RRT, n 395 (7.3) 281 (6.2) 114 (12.6) <0.001

Need mechanical ventilation, n 2,638 (48.5) 2,080 (45.9) 558 (61.5) <0.001

Severity score

SAPS II 39 (31–50) 37 (29–46) 53 (42–65) <0.001

APS III 48 (36–63) 45 (34–57) 67 (51–87) <0.001

OASIS 35 (29–41) 34 (28–39) 42 (36–49) <0.001

LODS 5 (3–7) 4 (3–6) 7 (5–10) <0.001

SOFA 5 (3–7) 5 (3–7) 7 (5–11) <0.001

SIRS 3 (2–4) 3 (2–4) 3 (3–4) <0.001

qSOFA 2 (2–2) 2 (2–2) 2 (2–3) <0.001

Data are expressed as frequencies (percentage) or median (interquartile range). The results of the comparison between the two groups was analyzed byMann–Whitney test for continuous

variables or the chi-squared test for categorical variables.

RRT, Renal Replacement Therapies; COPD, Chronic Obstructive Pulmonary Disease; SAPS II, Simplified Acute Physiological Score II; APS III, Acute Physiological Score III; OASIS,

Oxford Acute Severity of Illness Score; SIRS, Systemic Inflammatory Response Syndrome; qSOFA, quick Sequential Organ Failure Assessment; LODS, Logistic Organ Dysfunction

System; SOFA, Sequential Organ Failure Assessment.

U-test. Categorical variables were reported as the number and
proportion and were compared with the Chi-square test. The
variance inflation factor (VIF) was calculated to verify whether
multicollinearity existed in the regression model.

In the development set, we used the LASSO method to
select the most useful predictive variables (19). We plotted the
continuous variables against 30-day mortality and determined
the cutoff value based on the Loess smoothing function and
the Youden index (20). Continuous variables were made into
dichotomous or dummy variables by the cutoff points. Final
variables were entered into a logistic regression, and for each risk
predictor, the odds ratio was rounded into an integer value to
generate the SMRS. The final score was classified into four risk
groups: low (<5%), moderate (5–20%), high (20–50%), and very
high (>50%). The survival curves of each mortality risk group
were depicted by the Kaplan–Meier method and compared by the
log-rank test.

The SMRS was validated in the validation set. To assess
discrimination, the Area Under the Curve (AUC) for SMRS and
other severity scores was calculated. Calibration was assessed
by the calibration slope and the Brier value. To determine the
clinical usefulness of the SMRS by quantifying the net benefit at
different threshold probabilities, we conducted the decision curve
analysis (DCA) (21).

Moreover, the discrimination of four machine learning
algorithms in predicting mortality for sepsis-3 patients
was compared. In the development set, we developed the
logistic regression model, the multivariate adaptive regression
splines (MARS) model, the random forest model, and
the eXtreme Gradient Boosting (XGBoost) model. The
discrimination was validated externally by AUC in the
eICU database.

We performed all statistical analyzes using software version
3.6.0 (R Foundation for Statistical Computing).
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RESULTS

Participants
Our study was reported according to the guidelines of the
TRIPOD statement (Checklist in Additional File 1) (22). The
initial research identified 23,620 ICU admissions from the
MIMIC III database. A total of 5,443 adult patients meeting
the sepsis-3 criteria were analyzed, including 907 non-survivors
and 4,536 survivors. The baseline characteristics of all patients,
survivors, and non-survivors are described in Table 1. While
data extraction, we excluded body mass index, albumin, bands,
and bilirubin from the analysis because of the large portion
of the missing value (>20%). For other variables, the missing
value was <10% (Additional File 2). We assigned 5,658 septic
patients (1,042 deaths, mortality rate 20.1%) from the eICU
database with complete data to the validation set. Comparisons
of basic characteristics between development and validation sets
are recorded in Additional File 3.

Model Development
Based on 5,443 patients in the development set in the LASSO
model, 35 features were reduced to 15 potential predictors
(Additional File 4). After screening, 13 predictors were entered
into the LASSO regression model (Additional File 5), and the
VIF proved there was no significant multicollinearity in the
model (VIF < 5). Additional File 6 shows loess smoothing
curves. The SMRS was composed of 13 factors, and the total
score range was 0 to 34 (Table 2). The relationship between
SMRS and the probability of death is shown in Figure 1, and
there was an increasing risk of death with a higher score. The
SMRS had good discrimination (AUC: 0.789) in the development
set, which was better than other severity scores (Figure 2A).
The calibration of SMRS in the development set was shown in
Figure 3A. The calibration slope was 1.000 and the Brier value
was 0.110. Mortality rates of low (3.2%, 0–6 points), moderate
(12.4%, 7–11 points), high (30.7%, 12–14 points), and very high
(68.1%, ≥15 points) were yielded by the risk groups for the
development set.

Model Performance
In the validation set, we evaluated the discrimination and
calibration of SMRS. SMRS was well-discriminated in the
external validation set (AUC: 0.765), which was greater than
APACHE IV and SAPS II (AUC: APACHE IV 0.754, SAPS
II 0.751; Figure 2B). However, no statistical significance of
AUCs was observed (De Long method, SMRS vs. APACHE IV:
P-value 0.221; SMRS vs. SAPS II: P-value 0.177). Moreover,
the calibration slope was 0.862, and the Brier value was 0.140,
indicating that the score has a moderate fit (Figure 3B). For
predicting 30-day mortality, the DCA results of SMRS, SAPS
II, SOFA, and APACHE IV were shown in Figure 4. A positive
net benefit between the threshold probabilities of 10 to 80%
was observed through SMRS. The net benefit of SMRS was
comparable to SAPS II and APACHE IV and was better than the
SOFA in this range.

SMRS accurately stratified patients from the validation set
into groups with increased risk of death: low (2.8%), moderate

TABLE 2 | Sepsis mortality risk score.

Variables Cutoff Score

Race Black 0

White 1

Others 2

Age (years old) <45 0

≥45 and <60 2

≥60 and <75 3

≥75 5

Need mechanical ventilation Yes 2

Lactate (mmol/L) <4.5 0

≥4.5 and <8 1

≥8 3

Temperature (◦C) ≥36 and <39 0

≥39 2

≥35 and <36 2

<35 5

SBP (mm/Hg) >100 0

≥90 and <100 1

<90 4

SpO2 (%) ≥90 0

≥80 and <90 1

<80 2

BUN (mg/dL) <20 0

≥20 and <30 1

≥30 2

WBC (109/L) ≥4 and ≤12 0

<4 1

>12 and ≤20 1

>20 2

Ca (mg/dL) ≥8 and ≤11 0

≥7 and <8 1

>11 1

<7 3

HR (min−1) >100 1

RR (min−1 ) >22 2

INR >1.5 1

Top score 34

SBP, Systolic Blood Pressure; SpO2, Surplus pulse O2; WBC, White Blood cell Count;

BUN, Blood Urea Nitrogen; INR, International Normalized Ratio; HR, Heart Rate; RR,

Respiratory Rate.

(10.5%), high (21.1%), and very high (51.2%) (Figure 5). The
detailed mortality rate stratified by SMRS was reported in
Additional File 7.

All machine learning models, except the logistic regression
model, showed good discrimination ability in the development
set (AUC > 0.8). In the development and validation sets, the
XGBoost algorithm achieved the best performance among the
four models (Figure 6).

DISCUSSION

Weused the LASSOmethod in this study to select themost useful
predictive features from the primary sepsis-3 data set, which is
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FIGURE 1 | The relationship between SMRS and probability of death in development set.

suitable for the regression of high-dimensional data (23, 24).
Then, we developed a new scoring system, the SMRS. It showed
a moderate performance in predicting 30-day mortality and risk-
stratifying specifically for ICU patients with sepsis. To identify
septic patients, an important strength of our study was the use
of new sepsis-3 criteria, and this method would overcome some
inherent weaknesses of using hospital discharge data (13, 15).
The SMRS contains only 13 simple variables recorded in clinical
routines. Therefore, if implemented, the SMRS will not require
manual input of additional variables as the model is based on
variables routinely collected [the frequently used SAPS II and
APACHE IV scores for mortality prediction in the ICU required

manually adding additional data (25)]. In the validation set, the
discrimination of SMRS was comparable to APACHE IV and
SAPS II and was significantly better than the SOFA.

For many years, various scoring systems have been widely
used in the ICU, but the ability of general ICU severity scores
is insufficient in accurately and reliably predicting mortality in
the sepsis patient population. Arabi et al. evaluated four scoring
systems in ICU patients with sepsis, reporting poor calibration
for all four scores (10). Specifically, the SOFA score was proposed
for the sepsis population, and a greater SOFA score was associated
with a higher mortality rate (26). However, the SOFA score has
several limitations, such as low mortality discrimination power
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FIGURE 2 | The ROC curves of SMRS and other severity scores. (A) Development set; (B) Validation set.

FIGURE 3 | Calibration of SMRS. (A) Development set; (B) Validation set.

and limited number of variables (27). For predicting mortality in
septic patients, the reported AUC of the initial SOFA score ranged
from 0.69 to 0.83(28, 29). In our study, for predicting 30-day
mortality, the SOFA score had a low discriminatory power (AUC:
0.69). Unlike other ICU severity scores, the SOFA score was
developed to describe organ dysfunction and morbidity instead
of mortality prediction, and some strong predictors for mortality
were not included.

Therefore, specifically for the sepsis-3 population, we aimed at
constructing a mortality risk score. For the 35 clinical features, 13
useful predictive features were finally identified using the LASSO
method by examining the predictor–outcome association. A
two-fold increase in the odds of death was observed in our

model in patients requiring mechanical ventilation within the
first 24 h of admission. This was because mechanical ventilation
among septic patients was typically due to the concomitant
acute respiratory distress syndrome, an early sign of poor
clinical outcome in sepsis (6). Similarly, many studies have
indicated that a strong predictor of mortality for septic patients
is serum lactate (30, 31), which, however, was not included
in existing risk scores. Since lactate measurement has become
a clinical routine, we assigned three or six points to lactate
in the final risk score. In our study and previous research,
other variables such as hypothermia, hypotension, and advanced
age were found to be associated with increased mortality
(11, 13, 14, 32, 33).
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FIGURE 4 | Decision curve analysis of SMRS, SAPS II, SOFA, and APACHE IV. (A) Development set; (B) Validation set.

FIGURE 5 | Mortality risk groups according to SMRS.

The SMRS is simple for calculation and easy to use, and has
robust discrimination and calibration. When we used SMRS to
evaluate patients, DCA results indicated that 80% probability
could be considered sufficient to assess mortality risk accurately.
To predict the mortality risk of patients with sepsis, ICU
physicians could use the SMRS and improve clinical decision-
making at the bedside. Moreover, the predictor variables that
we used were quite universally obtained in the emergency

department (ED). After further validation and recalibration, the
SMRS appeared to have the potential to help ED clinicians triage
decisions and ICU placement.

In addition, machine learning techniques showed having
high potentials to be used in the sepsis population. For
predicting mortality among septic patients, the proposed models,
particularly the XGBoost model, outperformed traditional
scoring systems, including SAPS II and SOFA. However, even
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FIGURE 6 | The ROC curves of logistic regression model, MARS model, random forest model, XGBoost model. (A) Logistic regression model; (B) MARS model; (C)

random forest model; (D) XGBoost model.

though machine learning models offer improved performance
for predicting 30-day mortality, practical application in clinical
practice has not always been straightforward. Among different
populations, the applicability of machine learning models might
be limited by heterogeneity (34). An external validation study is
required to assess performance and ensure generalizability as the
clinical implementation of models is currently scarce. Another
major issue in the clinical application is the black-box problem
(35, 36). Although these models had high accuracy, their utility
has been critically limited due to difficulty in interpretation.

LIMITATIONS

The study has the following limitations. First, we chose to analyze
the patients admitted to the ICUwith sepsis. There were certainly
patients who had been diagnosed with sepsis before or after the
ICU admission, but we limited our study population to those who
fulfilled sepsis-3 criteria during their first ICU day. Second, we
retrospectively identified the septic patient dataset for developing
SMRS from a single-center and excluded some patients due to
missing data. A few of the variables were also excluded for the

same reason, but previous research has shown that they might
be associated with septic patients’ mortality (e.g., BMI, albumin)
(37, 38). Third, in accordance with other severity scores, the
timing of variable measurement was determined. If the sampling
time was relatively late, the predictive accuracy improved because
variables were measured close to the outcome’s occurrence, but
the timeliness of the prediction was compromised (39). Thus,
the use of 24 h after ICU admission was a trade-off between
timeliness and prediction accuracy. Furthermore, we conducted
an external validation by using the data of 5,658 septic patients
from the eICU database, and the results indicated that the
calibration of SMRS was relatively poor with an overestimate of
30-daymortality. Finally, we prepared our data set for developing
SMRS from 2008 to 2012, and the outcomes of septic patients
could have changed over time due to the update of treatment
guidelines and advances in treatment and diagnostic technology.

CONCLUSION

The probability of septic patients’ mortality could accurately be
estimated by the SMRS, developed on 5,443 septic patients and
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validated on 5,658 patients. It is a simple score that can be applied
in clinical practice. Therefore, further evaluation regarding its
clinical application value is required. In the future, prospective
validation and refining of our scoring system across diverse
patient populations should be included.
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Aim: This study aimed to use machine learning algorithms to identify critical preoperative

variables and predict the red blood cell (RBC) transfusion during or after liver

transplantation surgery.

Study Design and Methods: A total of 1,193 patients undergoing liver transplantation

in three large tertiary hospitals in China were examined. Twenty-four preoperative

variables were collected, including essential population characteristics, diagnosis,

symptoms, and laboratory parameters. The cohort was randomly split into a train

set (70%) and a validation set (30%). The Recursive Feature Elimination and eXtreme

Gradient Boosting algorithms (XGBOOST) were used to select variables and build

machine learning prediction models, respectively. Besides, seven other machine learning

models and logistic regression were developed. The area under the receiver operating

characteristic (AUROC) was used to compare the prediction performance of different

models. The SHapley Additive exPlanations package was applied to interpret the

XGBOOST model. Data from 31 patients at one of the hospitals were prospectively

collected for model validation.

Results: In this study, 72.1% of patients in the training set and 73.2% in the validation set

underwent RBC transfusion during or after the surgery. Nine vital preoperative variables

were finally selected, including the presence of portal hypertension, age, hemoglobin,

diagnosis, direct bilirubin, activated partial thromboplastin time, globulin, aspartate

aminotransferase, and alanine aminotransferase. The XGBOOST model presented

significantly better predictive performance (AUROC: 0.813) than other models and also

performed well in the prospective dataset (accuracy: 76.9%).

Discussion: A model for predicting RBC transfusion during or after liver transplantation

was successfully developed using a machine learning algorithm based on nine

preoperative variables, which could guide high-risk patients to take appropriate

preventive measures.

Keywords: liver transplantation, machine learning, prediction model, red blood cell transfusion, SHapley Additive

exPlanations
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INTRODUCTION

Liver transplantation is an effectivemethod for treating end-stage
liver disease. Prolonged and complicated surgical procedures
may cause bleeding during the perioperative period. Most
patients require an infusion of concentrated red blood cells
(RBCs) during or after the surgery. Although blood transfusion
can increase the patient’s oxygen supply and improve tissue
perfusion, it is also accompanied by many side effects, such as the

increased risk of deep vein thrombosis, increased fibrosis, cancer
recurrence, and increased mortality, thus adversely affecting

the patient’s prognosis (1–5). The methods of reducing blood

transfusions include the preoperative use of tranexamic acid,
intraoperative blood salvage, and intraoperative autotransfusion.
However, these approaches cannot be applied to all patients,
considering their risks and the costs (6–8).

It is necessary to predict RBC transfusion before the surgery
and provide clinicians with practical clinical decision-making
guidance. Clinically, physicians make transfusion decisions
primarily based on a patient’s hemoglobin level and symptoms
of anemia. However, other perioperative indicators should
not be ignored, for example, essential patient characteristics
such as sex, age, and weight; preoperative symptoms such
as the presence of portal hypertension, ascites, and hepatic
encephalopathy; and preoperative laboratory parameters such
as hemoglobin, creatinine, and transaminases. Meanwhile, data
on the transfusion of RBCs before surgery and the clinical
significance of intraoperative and postoperative risk factors such
as operation time, intraoperative blood loss, and postoperative
laboratory indicators are limited. Studies have been conducted to
predict blood transfusion in joint surgery, craniofacial surgery,
and obstetric surgery by developing clinical prediction models
combined with patients’ preoperative risk factors (9–11).

Machine learning is a field of artificial intelligence that
learns from data based on computational modeling. Cutting-
edge machine learning models can fit high-order relationships
between covariates and outcomes in a vast amount of data.
Therefore, they can be applied to complex medical problems
and usually perform better than traditional statistical analysis,
especially when analyzing big medical data (12). If the RBC
transfusion in liver transplant patients can be predicted before
surgery, targeted preventive measures are taken for high-
risk patients. Unnecessary costs and side effects can be
reduced, which is beneficial to the treatment and prognosis of
patients. Most studies on predicting RBC transfusion during
liver transplantation are based on traditional linear models
and logistic regression (LR). However, no studies have been
conducted to predict RBC transfusion in patients during or after
liver transplantation using a machine learning model (13, 14).
Therefore, this study hypothesized that preoperative data from
patients could be used to predict RBC transfusion during or after
surgery using machine learning.

The purpose of this study was to determine the preoperative
risk factors associated with RBC transfusion in patients
undergoing liver transplantation and then develop a machine
learning model to predict RBC transfusion during and
after surgery.

MATERIALS AND METHODS

Study Subjects
The participants were patients aged more than 18 years who
underwent liver transplantation, from March 2014 to September
2019, at one of the following three tertiary hospitals: the Second
Xiangya Hospital of Central South University, the Third Xiangya
Hospital of Central South University, and the Renji Hospital
affiliated to Medical College of Shanghai Jiao Tong University.
The transplanted livers used in three hospitals were provided
free of charge by the Red Cross Society of China. Approval was
obtained from the institutional review board for this study (Ref
2019-S007). No written consent was required in view of the
purely observational nature of the study. No identifiable data of
the donors or live transplant patients were recorded during the
whole study.

The commonly used operative methods for liver
transplantation currently include the classical liver
transplantation (15), piggyback liver transplantation (16),
and classical venous bypass liver transplantation (17). Most
patients in the three hospitals in our study underwent the
piggyback liver transplantation. The major advantage of this
method is less intraoperative bleeding (18, 19). Especially for
patients with portal hypertension, it can reduce the massive
bleeding of posterior peritoneal collateral circulation due to
the removal of inferior vena cava (19, 20). Therefore, only
patients who underwent the piggyback liver transplantation were
included in our study.

Patients who received preoperative blood transfusions and
those whose missing rates of data were more than 80% were
excluded. Data of patients who underwent liver transplantation
from October 2019 to January 2020 were collected prospectively
in the Third Xiangya Hospital of Central South University to
validate the proposed model further.

Study Design and Data Collection
A total of 24 preoperative variables were collected within
24 h before the day of surgery. For some variables with
multiple measurements, the values closest to the surgery’s start
time were assessed. The collected preoperative information
included patients’ demographic characteristics (age and sex),
clinical characteristics (weight), diagnosis (cirrhosis, malignant
liver tumor, liver failure, alcoholic hepatitis, viral hepatitis,
hepatic space-occupying lesions, cholestatic liver disease, or
others), preoperative clinical signs (portal hypertension, hepatic
encephalopathy, and ascites), and preoperative laboratory
indicators (albumin, globulin, and total protein). All variables
were obtained from the electronic medical record systems of the
three hospitals. Three authors (LL, JW, and YW) had access to
the systems and collected the data.

The data collected by different hospitals were converted and
unified. For example, 1 mg/dl of creatinine is equal to 88.4
µmol/L. The related variables were combined into one; for
example, “hepatocellular carcinoma” and “primary liver cancer”
were combined into “malignant liver tumor.” The diagnostic
variables were transformed into ordinal variables: 1= cirrhosis; 2
= liver malignant tumor; 3= liver failure; 4= alcoholic hepatitis;
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5 = viral hepatitis; 6 = hepatic space-occupying lesions; 7 =

cholestatic liver disease; and 8= others.

Statistical Analysis
The dataset was randomly split into a training set and a validation
set. The data of 835 (70%) patients were used to develop our
models, while the data of 358 (30%) patients were used as a
validation set.

Continuous variables between transfused and nontransfused
groups were compared using either the Student t-test or
rank-sum test as appropriate. The chi-square test or Fisher’s
exact test was employed to compare the differences in the
categorical variables.

The dataset was imputed using multiple imputation. Then,
the recursive feature elimination (RFE) algorithm was used to
select key variables and develop amachine learningmodel named
eXtreme Gradient Boosting (XGBOOST) (21–23). In short, RFE
is a feature selection method that recursively fits a model based
on smaller feature sets until a specified termination criterion is
reached. In each loop, features are ranked by their importance in

the trainedmodel. By recursively eliminating one feature with the
lowest importance, RFE attempts to eliminate dependencies and
collinearity that may exist in the model. Features were recursively
eliminated until the model’s AUROC was <0.80. Then, the last
eliminated feature was replaced to make the AUROC more than
0.80. At last, the most important features were screened out,
and a XGBOOST model was developed based on the feature set.
Other features were not added because they only brought a small
increment in AUROC but significantly increased the difficulty of
model application.

The proposed prediction model was built in the XGBOOST
package in Python language, validation was carried out using
the five-fold cross-validation method, and then the AUROC of
the training set was calculated. After the model was established,
the SHapley Additive exPlanations (SHAP) package in Python
was used to explain the model by analyzing two cases. The
SHAP package interpreted the output of the machine learning
model using a game-theoretic approach (24). For each prediction
sample, the model connected optimal credit allocation with
local explanations.

FIGURE 1 | Model-making process and flowchart of the study. (A) This figure demonstrated that the data were obtained from the electronic medical record systems

of the three hospitals, and all variables included demographic characteristics, diagnosis, clinical signs, and laboratory indicators. A total of 24 preoperative variables

were collected, and 9 variables were screened. Moreover, the study used the 9 variables to establish a machine learning model. (B) The flowchart of our study.
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TABLE 1 | Preoperative information.

Variable All

(n = 1,193)

Non-transfusion group

(n = 329)

Transfusion group

(n = 684)

p-value

Age, mean (SD) 46.17 (11.76) 44.38 (13.95) 46.86 (10.73) 0.004

Sex, n (%) Male 206 (17.27) 60 (18.24) 146 (16.90) 0.645

Female 987 (82.73) 269 (81.76) 718 (83.10) 0.646

Diagnosis, n (%) Cirrhosis 150 (17.34) 43 (24.02) 107 (15.60) <0.001

Liver malignant tumor 154 (17.80) 37 (20.67) 117 (17.06) <0.002

Liver failure 83 (9.60) 28 (15.64) 55 (8.02) <0.003

Alcoholic hepatitis 42 (4.86) 2 (1.12) 40 (5.83) <0.004

Viral hepatitis 257 (29.71) 19 (10.61) 238 (34.69) <0.005

Cholestatic liver disease 24 (2.77) 5 (2.79) 19 (2.77) <0.006

Others 155 (17.92) 45 (25.14) 110 (16.03) <0.007

Portal hypertension, n (%) 340 (28.50) 43 (13.07) 297 (34.38) <0.002

Hepatic encephalopathy, n (%) 136 (11.40) 201(6.38) 115 (13.31) 0.002

Ascites, n (%) 390 (32.69) 64 (19.45) 326 (37.73) <0.002

Weight, mean (SD) 64.15 (13.22) 62.94 (16.33) 64.43 (12.39) 0.323

ALB, mean (SD) 34.76 (6.16) 35.06 (5.70) 34.68 (6.27) 0.476

ALT, median (Q1, Q3) 53.60 (26.90, 154.90) 51.50 (31.10, 100.90) 54.00 (26.00, 170.00) 0.609

APTT, mean (SD) 51.15 (20.09) 46.06 (13.00) 52.32 (21.22) <0.001

AST, median (Q1, Q3) 72.00 (38.80, 197.10) 76.60 (40.40, 161.60) 72.00 (38.30, 201.38) 0.527

CR, median (Q1, Q3) 67.00 (55.85, 89.00) 64.00 (56.08, 78.17) 67.80 (55.60, 92.00) 0.035

DBIL, median (Q1, Q3) 67.75 (15.83, 230.18) 29.60 (11.78, 198.00) 84.45 (17.90, 240.70) 0.001

GLO, mean (SD) 26.94 (8.78) 29.39 (7.54) 26.43 (8.94) <0.001

HB, mean (SD) 102.38 (25.19) 112.30 (29.25) 99.97 (23.51) <0.001

INR, median (Q1, Q3) 1.63 (1.29, 2.29) 1.46 (1.17, 1.94) 1.67 (1.32, 2.37) <0.001

PLT, median (Q1, Q3) 69.00 (42.00, 104.50) 87.00 (53.00, 123.00) 66.00 (41.00, 101.00) <0.001

PT, median (Q1, Q3) 18.90 (15.20, 25.20) 17.20 (14.30, 22.02) 19.25 (15.40, 26.20) 0.002

TBIL, median (Q1, Q3) 105.20 (33.50, 378.27) 51.10 (23.40, 298.70) 135.40 (35.80, 395.80) 0.001

TP, median (Q1, Q3) 61.50 (54.80, 68.25) 65.00 (59.10, 71.20) 60.40 (54.35, 67.30) <0.001

TT, median (Q1, Q3) 19.50 (17.40, 22.20) 17.80 (16.50, 19.75) 19.80 (17.60, 23.00) <0.001

UA, median (Q1, Q3) 225.90 (135.05,

332.57)

252.20 (157.12, 339.55) 220.00 (131.25, 332.00) 0.093

Urea, median (Q1, Q3) 5.45 (3.87, 8.10) 5.00 (3.68, 6.71) 5.69 (3.91, 8.50) 0.009

WBC, median (Q1, Q3) 5.21 (3.42, 8.08) 5.58 (3.51, 7.32) 5.21 (3.42, 8.23) 0.972

SD, standard deviation; ALT, alanine aminotransferase; APTT, activated partial thromboplastin time; AST, aspartate aminotransferase; DBil, Direct bilirubin; PLT, platelet; INR, International

standard ratio; PT, prothrombin time; TT, thrombin time; TBil, total bilirubin; WBC, white blood cell.

Besides, eight other models were developed and compared
with the proposed machine learning model, including K-Nearest
Neighbors, Naïve Bayes, Support Vector Machine, Multi-Layer
Perceptron, Random Forest, AdaBoost and Gradient Boosting
Decision Tree, and LR. The validation was also carried out
using the five-fold cross-validation, and then the AUROCs were
calculated. The sensitivity and specificity were also analyzed.

Finally, the proposed model and the other models were
applied to prospective validations. Wrongly predicted
samples were analyzed by an experienced clinician and a
data scientist.

RESULTS

As shown in Figure 1, 1,193 patients were finally included in
this study; the preoperative information of the cohort is shown

in Table 1. The average age of patients was 46.17 years, men
accounted for 82.73%, and the average weight was 64.15 kg.

Data of 835 patients were used as the training set for model
building, and data of 358 patients were used as the validation set.
In the training set, 602 (72.1%) patients received RBC transfusion
during or after the surgery, and 233 patients did not receive RBC
transfusion. In the validation set, 262 (73.2%) patients received
RBC transfusion during or after the surgery, and 96 patients did
not receive RBC transfusion.

Key Variables
The nine preoperative variables, including portal hypertension,
age, hemoglobin, diagnosis, direct bilirubin, activated
partial thromboplastin time (APTT), globulin, aspartate
aminotransferase (AST), and alanine aminotransferase
(ALT), were selected as crucial variables using the RFE
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FIGURE 2 | Receiver operating characteristic curves for the machine learning

model and logistic regression. XGBOOST, eXtremely Gradient Boosting; GBDT,

Gradient Boosting Decision Tree; KNN, K-Nearest Neighbor; SVM, Support

Vector Machine; MLP, Multi-Layer Perceptron; LR, Logistic Regression.

algorithm. As expected, patients with portal hypertension,
older age, lower preoperative hemoglobin and globulin
levels, approximately longer preoperative APTT, and higher
preoperative direct bilirubin, AST, and ALT were more likely to
receive RBC transfusion.

After identifying these nine variables, machine learning
was used to predict RBC transfusion during or after liver
transplantation. As shown in Figure 2, the AUROC of the
proposed model was 0.813. The proposed model significantly
outperformed the conventional LR (AUROC: 0.707) and seven
other machine learning models. According to the Youden
Index, defined as sensitivity + specificity – 1, the best cutoff
of prediction probabilities of the proposed model was 0.737
(shown in Table 2), with a sensitivity and specificity of 66.4 and
85.0%, respectively. The best cutoff of prediction probabilities
of LR was 0.626, with a sensitivity and specificity of 70.4 and
65.9%, respectively.

Application of the Model
The SHAP package analyzed the entire training set, showing
the impact of each variable on predicting transfusion (Figure 3).
The preoperative information of a patient was input into the
model: age 56 years, no portal hypertension, diagnosed with viral
hepatitis, hemoglobin 65 g/L, direct bilirubin level 158.2 µmol/L,
APTT 81.2 s, globulin level 12.3 g/L, ALT 688 U/L, and AST
991 U/L. The model analyzed that the risk of RBC transfusion
in this patient was 91.58%, indicating that the probability of
RBC transfusion for the patients was high, and RBC transfusion
was recommended (Figure 4A). The preoperative information of
another patient was input into the model: age 23 years, no portal
hypertension, diagnosed with other disease, hemoglobin 160 g/L,

direct bilirubin 30.5 µmol/L, APTT 44.2 s, globulin 49.2 g/L,
ALT 83.3 U/L, and AST 28.2 U/L. The predicted probability of
transfusion in this patient was 27.80%, indicating that the patient
was at low risk of needing an RBC transfusion (Figure 4B).
Furthermore, a website was established for clinicians to use
the proposed model, http://www.aimedicallab.com/tool/aiml-
livertrans.html.

Prospective Validation
Data of 31 patients were prospectively collected for validation,
of which 87% (25) were transfused during or after liver
transplantation surgery. The accuracy of the proposed model
on the prospective dataset was 76.9%. There was one patient
who was transfused but whom the model predicted as negative.
He had an accidental intraoperative hemorrhage (about 2,000ml
of blood loss). In the eight patients who were nontransfused
but whom the model predicted as positive, two was transfused
with a large number of platelets and the others had probabilities
(75.41–83.49%) close to the cutoff.

DISCUSSION

This study was novel in using machine learning algorithms to
predict RBC transfusion during or after liver transplantation. A
machine learning model was built that could accurately predict
RBC transfusion during or after liver transplantation before
the surgery, better than other models developed in this study.
The model established in this study had great discrimination
and showed satisfactory specificity and sensitivity. Therefore, the
hypothesis proposed in this study was supported by the results.

Several studies showed that RBC transfusion increased
complications and was related to a lower 5-year survival rate
(3, 26). In addition, costs associated with transfusing a single unit
of blood were significantly high, including the cost of treating any
adverse effect of transfusion or the associated increased length
of hospital stay. These costs far outweighed the lower cost of
the use of tranexamic acid, erythropoietin (EPO), oral treatments
of anemia, intravenous iron therapy, and cell salvage utilization.
As a result, clinicians have taken many measures to reduce
RBC transfusions (25, 27). By predicting RBC transfusion before
surgeries, high-risk patients could be identified. Themanagement
of patients could be improved, thus improving outcomes and
reducing morbidity and cost (4, 28, 29). Therefore, it was of great
importance to predict RBC transfusion before surgeries and take
corresponding preoperative measures.

In this study, a machine learning model was developed
to predict RBC transfusion, which could help clinicians
identify high-risk patients. If the model identified patients at
low probability of transfusion, potentially unnecessary repeat
testing was exempt, such as a complete blood count or
further preoperative laboratory testing. Therefore, this model
might be a valuable tool to avoid wasteful and unnecessary
medical tests. Alternatively, identifying patients at high risk
for transfusion might improve the efficiency of perioperative
blood management and reduce transfusions. It was suspected
that for each transfusion avoided, the patient and financial
benefit might be significant due to the large number of
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TABLE 2 | Analysis of sensitivity and specificity.

Model Best cutoff Accuracy Youden Index Sensitivity Specificity PPV NPV

XGBOOST 0.737 0.718 0.514 0.664 0.850 0.914 0.512

GBDT 0.803 0.672 0.440 0.616 0.824 0.906 0.439

Random Forest 0.790 0.674 0.451 0.616 0.835 0.911 0.442

KNN 0.763 0.660 0.403 0.612 0.791 0.890 0.426

AdaBoost 0.507 0.680 0.403 0.656 0.747 0.877 0.442

NaiveBayes 0.124 0.716 0.388 0.740 0.648 0.853 0.476

SVM 0.743 0.677 0.392 0.656 0.736 0.872 0.438

MLP 0.631 0.718 0.371 0.756 0.615 0.844 0.479

LR 0.626 0.692 0.363 0.704 0.659 0.850 0.448

The best cutoff was determined by Youden index, defined as sensitivity + specificity – 1. XGBOOST, eXtremely Gradient Boosting; GBDT, Gradient Boosting Decision Tree; KNN,

K-Nearest Neighbor; SVM, Support Vector Machine; MLP, Multi-Layer Perceptron; LR, Logistic Regression; PPV, Positive Predictive Value; NPV, Negative Predictive Value.

FIGURE 3 | SHAP analysis of the proposed model on the validation set. This figure described data from the validation set, with each point representing one patient.

The color represents the value of the variable; red represents the larger value; blue represents the smaller value. The horizontal coordinates represent a positive or

negative correlation with transfusion risk, with a positive value indicating a risk of transfusion and a negative value indicating no need for transfusion. The absolute

value of the horizontal coordinate indicates the degree of influence; the greater the absolute value of the horizontal coordinate, the greater the degree of influence.

patients undergoing gynecologic surgery. Future investigations
should include measuring the model’s impact on patient and
cost outcomes.

In addition, two examples were used to visualize how the
model could predict RBC transfusion and determine the relative
importance of each variable for the clinician. With millions
of liver transplants taking place each year, the findings could
help surgeons perform liver transplants, while also giving
patients information about their probabilities of receiving RBC
transfusion before surgery.

Previous studies reported that intraoperative blood loss and
postoperative decreased hemoglobin levels were associated with
the risk of receiving an RBC transfusion (30–32). However,

preoperative information should be used to predict the need for
RBC transfusion so as to find other risk features; otherwise, it
is too late to take action to determine transfusion risk through
intraoperative or postoperative information.

The significance of this study was that it combined
preoperative characteristic variables other than hemoglobin to
establish a clinical prediction model. Portal hypertension, age,
hemoglobin, diagnosis, direct bilirubin, APTT, ALT, AST, and
globulin were selected as important variables. Arshad found
that portal hypertension was associated with increased blood
loss and RBC transfusion in orthotopic liver transplantation
(33), which was similar to the result of the present analysis.
Fabio Bagante established a nomogram of hepatectomy to predict
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FIGURE 4 | Examples of website usage. Entering the input value determined the transfusion requirements and displayed how each value contributed to the

prediction. (A) Example 1 needs RBC transfusion, and (B) Example 2 does not need RBC transfusion.

the risk of transfusion and included total bilirubin among the
risk factors for transfusion. However, the present study found
that the level of direct bilirubin correlated with the risk of
transfusion in patients undergoing liver transplantation (34).
Most studies assessing the risk of transfusion also demonstrated
a vital role for age and preoperative hemoglobin in predicting
transfusion (3, 35, 36). All of the aforementioned studies
supported the results of the present study very well. Besides,
this study also found other variables that increased the risk
of RBC transfusion, including preoperative APTT, AST, ALT,
and globulin. APTT reflects the patient’s coagulation function;
the lower the coagulation function, the greater the likelihood
of intraoperative blood loss, thus increasing the risk of RBC
transfusion. Therefore, clinical decision-makers should consider
using the pro-coagulation treatment and administering drugs
that could alter the coagulation state with careful thinking for
patients predicted as high-risk groups. An abnormal level of
AST, ALT, or globulin reflected the poor state of a patient’s
liver function, which might indirectly represent a decreased
coagulation state and increased risk of transfusion. Focusing
solely on hemoglobin to determine whether to transfuse might
be of limited utility, and comprehensive inclusion of preoperative
patient information could help guide clinical transfusion
decisions and more effective blood management. For high-risk
patients, clinicians should consider correcting hemoglobin before
surgery and provide liver protection treatment to improve liver
function, coagulation function, and portal hypertension.

In this study, an RBC transfusion prediction model was
developed with great discrimination. This study included multi-
center datasets and prospective validation, which was also an
advantage compared with other studies; the abundant data
allowed rigorous evaluation of the performance of machine
learning models. Ultimately, the approach used in the present
study can be applied to a variety of problems that arise before and
after surgery to make the surgery safe. Furthermore, it can also be
applied to other complications and operations, such as sepsis and
acute kidney injury (37–41).

This study had several limitations. First, the transfusion
criteria were not the same in each institution; therefore, the
definition of the transfusion group was different. A vast majority
of institutions were based on a restrictive transfusion strategy,
where patients were transfused when their hemoglobin was
<70 g/L (42, 43). Second, the surgeons at each institution had
different surgical plans; other factors might also lead to blood
transfusions, thus affecting the results. Third, the training and
the validation sets were divided as a 7:3 ratio, and using other
external validation sets might yield different results. Therefore,
more datasets from other centers were needed for validation.
Fourth, patients with missing critical data were excluded, causing
selection bias. Fifth, like other retrospective studies, a selection
bias might exist without considering unknown confounding
factors. Lastly, although SHAP values were used to help interpret
our machine learning model, a more interpretable model is still
needed in clinical practice (44). As a future work, we planned
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to develop a Nomogram or machine learning-based automatic
clinical scoring system based on our data, in order to provide
clinicians a more usable and easy-to-understand tool (45).

CONCLUSIONS

In this study, a machine learning algorithm was used to
develop an RBC transfusion prediction model during and
after liver transplantation, which was expedient and had
good performance. This model could realize the individualized
prediction of RBC transfusion and minimize the cost and risk
of various blood transfusion preventive measures. The study
recommended using this model to predict RBC transfusion
before liver transplantation and instruct high-risk patients to
take appropriate preventive measures. A prospective blood
management database should be built to minimize selection
bias, machine learning models should be developed based on
the preoperative characteristics of patients undergoing liver
transplantation, and the models should be validated with data
from such patients in the future. Finally, a randomized controlled
trial should be conducted to evaluate the impact of machine
learning models, as decision supporters for clinicians, on
clinician behavior, healthcare utilization, and patient outcomes.
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Purpose: Acute respiratory distress syndrome (ARDS) is common in critically ill patients

and linked with serious consequences. A manual chart review for ARDS diagnosis could

be laborious and time-consuming. We developed an automated search strategy to

retrospectively identify ARDS patients using the Berlin definition to allow for timely and

accurate ARDS detection.

Methods: The automated search strategy was created through sequential steps, with

keywords applied to an institutional electronic medical records (EMRs) database. We

included all adult patients admitted to the intensive care unit (ICU) at the Mayo Clinic

(Rochester, MN) from January 1, 2009 to December 31, 2017. We selected 100 patients

at random to be divided into two derivation cohorts and identified 50 patients at random

for the validation cohort. The sensitivity and specificity of the automated search strategy

were compared with a manual medical record review (gold standard) for data extraction

of ARDS patients per Berlin definition.

Results: On the first derivation cohort, the automated search strategy achieved a

sensitivity of 91.3%, specificity of 100%, positive predictive value (PPV) of 100%, and

negative predictive value (NPV) of 93.1%. On the second derivation cohort, it reached

the sensitivity of 90.9%, specificity of 100%, PPV of 100%, and NPV of 93.3%. The

strategy performance in the validation cohort had a sensitivity of 94.4%, specificity of

96.9%, PPV of 94.4%, and NPV of 96.9%.

Conclusions: This automated search strategy for ARDS with the Berlin definition is

reliable and accurate, and can serve as an efficient alternative to time-consuming manual

data review.

Keywords: automation, electronic health records, acute respriatory distress syndrome, adult, ICU
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INTRODUCTION

Acute respiratory distress syndrome (ARDS) is an acute
inflammatory lung injury which occurs in the absence of
cardiogenic pulmonary edema and leads to increased pulmonary
vascular permeability, increased extravascular lung water, and
loss of aerated lung tissue (1). Estimates of the hospital-
based incidence of moderate to severe ARDS vary from 1.6
to 7.7% of all intensive care unit (ICU) admissions and
8.0–19.7% of all ventilated patients (2–5). Additionally, the
reported population-based incidence of ARDS varies from
10.1 to 86.2 cases per 100,000 person-years (6–9). Overall
mortality associated with ARDS is ∼40%, according to the most
recent observational studies (10, 11). Currently, there is no
disease-specific pharmacotherapy to increase survival, and ARDS
management remains supportive; therefore, the identification
of ARDS with the Berlin definition in the ICU is critical, not
only to identify the cases early and start primary and secondary
prevention strategies but also to identify ARDS cases for potential
clinical prospective studies.

Traditional paper charts have been rapidly replaced by
electronic medical records (EMRs). The use of EMRs as a tool
to reduce cost and improve safety has been increasing over
the years in both clinical practice and health care research
(12). For research, EMRs has moved medicine into the era of
“big data,” where an unprecedented amount of information can
allow for evaluation and identification of risk factors at the
population level. ARDS is often not documented in addition
to respiratory failure terms. ICD-9 terms are not specific
to ARDS and often code to non-specific conditions such as
“respiratory distress;” therefore, it is difficult to identify ARDS
cases for clinical study. A manual chart review for ARDS
diagnosis could be laborious and time-consuming, so the effective
and accurate use of EMRs, structured search strategies, and
data capturing to identify cases are critical. In retrospective
studies related to ARDS, an automated search strategy would
be useful to identify cases in a timely fashion with high
precision. Other similar search strategies from our team to
identify sepsis, post-operative complications, acute kidney injury,
and extubation failure have been developed and validated (13–
16). These investigators found that by using such electronic
search strategies, they were able to achieve high sensitivity
and specificity in detecting patients with the syndromes and
complications mentioned above.

In this study, our primary aim was to develop and validate
a reliable electronic search strategy to identify cases with ARDS
with the Berlin definition. Our secondary aim was to compare the
sensitivity and specificity of our automated search strategy with a
reference standard generated by a comprehensive, manual review
of the medical record.

MATERIALS AND METHODS

This study was approved by the Mayo Clinic Institutional Review
Board (IRB) for the use of existing medical records of patients
who gave prior research authorization.

Study Population
The study population consisted of all patients admitted to the
ICUs at Mayo Clinic in Rochester, MN from January 1, 2009
to December 31, 2017. Among this population, two groups of
50 patients were selected by purposeful sampling for derivation.
This random purposeful sampling was done to include a random
number of ARDS patients for higher yield. Both the manual
reviewer and gold standard were blinded to the results of this
sampling.We used separate revision cohorts to be able to test each
change in the search strategy in a different group of patients, and,
therefore, be able to optimize the search strategy. An additional
cohort of 50 random patients was selected for the validation
cohort (Figure 1).

We used the Berlin definition of ARDS criteria (1). The
Berlin definition partitions patients by PaO2/FiO2 ratio into
mild (PaO2/FiO2 200–300), moderate (PaO2/FiO2 100–199), and
severe ARDS (PaO2/FiO2 <100) and no longer includes the
term “acute lung injury.” This definition also clarifies several
areas, including onset, which must be within 1 week of a known
clinical insult or new or worsening respiratory symptoms; chest
imaging, which must include bilateral opacities that are not
fully explained by effusions, lobar collapse, or nodules; and
origin of edema, which cannot be fully explained by cardiac
failure or fluid overload and must be objectively evaluated (e.g.,
by echocardiography) if no apparent predisposing factor for
ARDS is present. The Berlin definition also sets a minimum
positive end-expiratory pressure (PEEP) level of 5 cm H2O
during PaO2/FiO2 determination because it has been recognized
that changes in PEEP may reclassify patients from the current
definition of ALI to ARDS (1).

Manual Data Extraction Strategies
A manual review of patient EMRs was used for data extraction
and ARDS adjudication. The manual reviewer was a practicing
clinician, who reviewed the electronic medical charts with all
available information. The reviewer assessed all included patients
to identify patients who had ARDS per Berlin definition. The
reviewer was not involved in the development or utilization of
the automated electronic search strategy. Hence, the reviewer was
not aware of the results of the automated search strategy.

We used the definition of Berlin ARDS criteria for manual
chart review, and defined ARDS based on the presence of both
of the following conditions simultaneously: (1) patients with
PaO2/FiO2 ratio <300, PEEP ≥5 cm H2O, bilateral infiltrate
or edema per chest X-ray, and (2) the presence of at least
one risk factor for ARDS (i.e., sepsis/septic shock, pneumonia,
pancreatitis, trauma, aspiration, multiple transfusion, drug
overdose, and shock). We used the final adjudicated ARDS cases
based on this process as the gold standard for the study.

Automated Electronic Search Strategy
Data were used from Mayo Clinic ICU DataMart and Unified
Data Platform, which are extensive data warehouses containing
a near real-time normalized replica of Mayo Clinic’s EMRs.
These databases contain patient information, their laboratory test
results, and clinical and pathological information from sources
within the institution and have been previously validated (17,
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FIGURE 1 | Flow chart of study derivation and validation cohorts. ARDS, acute respiratory distress syndrome; IPF, idiopathic pulmonary fibrosis; ILD, interstitial lung

disease; ICU, intensive care unit; CCU, cardiac care unit; PEEP, positive end expiratory pressure; P/F ratio, partial pressure of oxygen to fraction of inspired oxygen

ratio.
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FIGURE 2 | The automated electronic search strategy for identifying ARDS patients per Berlin definition.

18). Ventilator parameters (such as PEEP) were captured from
the ventilators.

The automated electronic search strategy for identifying
ARDS patients per Berlin definition was developed in the
following sequential steps (Figure 2). First, patients were
excluded who did not provide research authorization, along with
those <18 years old. Second, ARDS patients were identified
according to the following criteria: (1) PEEP ≥5 during the
ICU stay (this is “time zero”) and identified the ventilator mode
nearest (limited to ICU areas—procedures excluded); (2) Partial
pressure of oxygen to fraction of inspired oxygen (PaO2/FiO2)
ratio ≤300, P/F ratios were first established based on matched
PaO2 and FiO2 from labs. If FiO2 labs were missing, FiO2 from
vital signs within±15min (nearest) the PaO2 value were used; (3)
Chest X-ray within 12 h and review radiology report for any of the

following combinations: bilateral infiltrates, bilateral opacities, or
bilateral edema. If one of them was present, it was considered
a positive radiology report. If all 3 criteria in second step were
positive, then they were classified as potential ARDS patients.
Third, patients with diagnosis of Idiopathic Pulmonary Fibrosis
(IPF)/Interstitial Lung Disease (ILD)/pulmonary fibrosis were
excluded by Charlson comorbidity index search. Fourth, patients
with invasive mechanical ventilation <12 h were excluded, and
the duration of mechanical ventilation was searched according
to our previously published algorithm (19). Fifth, ARDS risk
factors were searched for (i.e., sepsis/septic shock, pneumonia,
aspiration, pancreatitis, trauma, drug overdose, shock, and
multiple transfusions), and the search strategy for each risk
factor was defined. Finally, patients with cardiogenic pulmonary
edema, cardiogenic shock, and positive acute decompensated
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TABLE 1 | Automated search strategy sensitivity and specificity for ARDS per

Berlin definition.

ARDS per Berlin definition

Sensitivity (%) Specificity (%) PPV (%) NPV (%)

Derivation cohort 1 91.3 100 100 93.1

Derivation cohort 2 90.9 100 100 93.3

Validation cohort 94.4 96.9 94.4 96.9

ARDS, acute respiratory distress syndrome; PPV: positive predictive value; NPV, negative

predictive value.

heart failure during ICU admission were excluded, and patients
with cardiogenic pulmonary edema risk factors were also
excluded by clinical note searches (20), and these risk factors
include history of Coronary Heart Disease (CAD), chronic heart
failure (CHF), and New ST-changes/Left bundle branch block
(Electrocardiography query within ±24 h of 1st PEEP ≥5). The
automated search algorithms were validated in comparison with
the gold standard obtained by manual review.

Statistical Analysis
For automation process, the only applicable analysis is sensitivity
and specificity for a nominal variable (ARDS, yes/no). The
sensitivity and specificity of the search algorithms were calculated
by comparing the results to the gold standard obtained bymanual
review of the charts.We used JMP Pro 14 statistical software (SAS
Institute Inc., Cary, NC, USA). P-values 0< 0.05 were considered
statistically significant.

RESULTS

Between January 1, 2009, and December 31, 2017, 140,098
adult patients with research authorization were admitted to the
participating ICUs, and 2,281 patients met the ARDS Berlin
definition according to the automated search strategy. A total
of 100 patients were chosen after purposeful sampling to be
included in the two derivation cohorts, and an additional 50
patients were selected for the validation cohort.

The automated search strategy identifiedARDS patients with a
sensitivity of 91.3%, specificity of 100%, positive predictive value
(PPV) of 100%, and negative predictive value (NPV) of 93.1%
in the first derivation cohort (Table 1). Disagreements between
the automated search strategy and the manual review were
observed in 2 patients in this data subset, both false negatives.
In one of the cases, ARDS was missed by the digital algorithm
as PaO2/FiO2 ratio, and chest X-ray were not found, while in
the other case sepsis developed >72 h after ICU admission. In
the second derivation cohort (Table 1), the automated search
strategy reached a sensitivity of 90.9%, specificity of 100%, PPV of
100%, and NPV of 93.3%. Disagreements between the automated
search strategy and the gold standard occurred in 2 patients, both
false negatives. The reasons for these false-negative cases were
identical to those in the first derivation cohort. The manual vs.
automated cohorts had same baseline characteristics as they were
exact same cohorts (data not shown).

In the validation cohort, the automatic search strategy yielded
a sensitivity of 94.4%, specificity of 96.9%, PPV of 94.4%, and

NPV of 96.9% (Table 1). Disagreements between the automated
search strategy and the reference standard occurred in 2 patients,
both false negatives. One case was due tomissing PaO2/FiO2 ratio
and chest X-ray, and the other case was because the patient used
home Bilevel Positive Airways Pressure (BiPAP), and thus PEEP
was not electronically recorded.

DISCUSSION

In this study, we demonstrated an automated search strategy for
ARDS that could effectively and accurately identify patients based
on the accepted clinical definition (i.e., Berlin definition, among
ICU patients). Several previously automated search strategies
have been described in the literature (13–15, 21, 22); however, to
date, the Berlin definition has not been used as a digital signature
of ARDS patients.

As EMR utilization continues on an upward trajectory, the
volume of available information to generate and validate digital
signatures of different clinical syndromes in ICUs has grown.
The accumulation of vast amounts of data provides opportunities
to improve the processes of care and treatment. Manual chart
review for ARDS diagnosis would likely be laborious and
time-consuming; considering the significant shortage of human
resources in clinical investigations, there seems to be a vital
need to use EMRs for syndrome detection. Traditional ICD code
searches for such conditions may not be completely sensitive or
specific (18, 23), and changes in coding guidelines make them
even less reliable. Thus, the development of automated search
strategies can prove useful for clinical and research purposes.

Our study has several strengths. To our knowledge, this is
the first study regarding the development and validation of an
automated search strategy within EMRs for the identification of
ARDS patients per Berlin definition. It is a valuable contribution
in that it allows for a quick and reliable way to identify cases
of ARDS retrospectively, which will ultimately enable pragmatic
research on large cohorts of patients using existing EMRs.
Using automated search strategies overcomes the barrier of time-
consuming manual review and mitigates human errors that
occur during manual data extraction. This electronic signature
provides strong support for educational and research activities
and demonstrates a simple yet effective method that can be
applied to other clinical conditions.

Several limitations of our study should be acknowledged. First,
the accuracy of the EMR depends on the precision of written
clinical notes. As with manual chart review, we assumed clinical
documentation is accurate, while errors in the documentation are
possible. In our institution, periodic quality checks on clinical
notes are done with frequent audits. Therefore, we believe
the impact of documentation errors in this digital signature
is minimal. Secondly, this is an automatic search strategy to
retrospectively identify ARDS patients per the Berlin definition.
It cannot identify these patients in real time, but it lays a
foundation for the development of ARDS software to identify
ARDS patients in real time in the future. Finally, Mayo Clinic
EMR structure may be different from other institutions, thus
limiting its use. The generalization of the findings is limited at this
point, given that no external validation was performed. Future
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studies should evaluate the method in different EMR systems and
in different populations.

CONCLUSIONS

Here we reported the derivation and validation of an automated
electronic search query algorithm for identifying ARDS patients
according to the Berlin definition. Sensitivity and specificity
approached 100% in this study and may continue to improve
as processes develop around electronic notes searches, following
the iterative development model previously described. The
development of this type of automated search strategy is widely
applicable to clinical research; it may improve the efficiency and
accuracy of patient identification, thus furthering knowledge on
the subjects and potentially improving outcomes. Ultimately,
it may enable pragmatic research on large cohorts of patients
using existing EMRs, for early and rapid identification of
ARDS patients.
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Objective: Clinical trials contribute to the development of clinical practice. However,

little is known about the current status of trials on artificial intelligence (AI) conducted in

emergency department and intensive care unit. The objective of the study was to provide

a comprehensive analysis of registered trials in such field based on ClinicalTrials.gov.

Methods: Registered trials on AI conducted in emergency department and intensive

care unit were searched on ClinicalTrials.gov up to 12th January 2021. The

characteristics were analyzed using SPSS21.0 software.

Results: A total of 146 registered trials were identified, including 61 in emergency

department and 85 in intensive care unit. They were registered from 2004 to 2021.

Regarding locations, 58 were conducted in Europe, 58 in America, 9 in Asia, 4 in

Australia, and 17 did not report locations. The enrollment of participants was from

0 to 18,000,000, with a median of 233. Universities were the primary sponsors,

which accounted for 43.15%, followed by hospitals (35.62%), and industries/companies

(9.59%). Regarding study designs, 85 trials were interventional trials, while 61 were

observational trials. Of the 85 interventional trials, 15.29%were for diagnosis and 38.82%

for treatment; of the 84 observational trials, 42 were prospective, 14 were retrospective,

2 were cross-sectional, 2 did not report clear information and 1 was unknown. Regarding

the trials’ results, 69 trials had been completed, while only 10 had available results

on ClinicalTrials.gov.

Conclusions: Our study suggest that more AI trials are needed in emergency

department and intensive care unit and sponsors are encouraged to report the results.

Keywords: artificial intelligence, emergency department, intensive care unit, ClinicalTrials.gov, cross-sectional,

trial
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INTRODUCTION

Artificial intelligence (AI), described as the science and
engineering of making intelligent machines (1), is a broad term
that implies the use of a computer to model intelligent behavior
with minimal human intervention, generally at a speed and scale
that exceed human capability (2–5). With the achievement of
computer science, AI is involved in clinical practice, including
tracking data (6, 7), diagnosis (8), and support of decisionmaking
(9, 10). AI has been widely used in clinical practices, such as
in prediction, decision support, and the delivery of personalized
health care (11–13), especially in diagnosis and treatment of acute
events (14) to improve outcomes (15–17).

Emergency and critical care focus on resuscitating unstable
patients and allowing time for recovery or the effect of specific
therapies (18), and it can be provided in emergency department
(ED) or intensive care unit (ICU) (18, 19). Emergency and critical
care can be affected by levels of staffs, equipment and knowledge
(18, 20). Adverse emergency and critical care will result in
burdens and adverse outcomes, including weakness, dysfunction,
contractures, pain, depression, anxiety, post-traumatic stress
disorder, and even death (21–23). Early and fast diagnosis could
save lives. Thus, using AI tools to fastly and accurately diagnostic
will help a lot (10), especially to assist in uncertainty (24) or to
further developing strategies (25). Will AI tools help physicians
or patients in ED and ICU (26), there is still limited information
and it should be assessed by well-deigned trials.

Well-designed trials can assist clinical practice (27, 28) and
transparency is the key characteristic for well-designed trials. Pre-
registered in public registries is the most important strategy to
ensure transparency (29) and now been required for all trials
by The International Committee of Medical Journal Editors
(ICMJE). Thus, analyzing registered trials will know the progress
in such field, and many studies have been published to analyze
registered trials in Clinicaltrials.gov, such as acupuncture (30),
ventilator-associated pneumonia (VAP) (31), old populations
with infectious diseases (32), and cancer diagnosis (33). However,
there is no such study for AI in ED and ICU. Thus, we conducted
the current study to provide a comprehensive analysis of the
development of AI for ED and ICU.

MATERIALS AND METHODS

Reporting Guideline
This is a cross-sectional study, and it was reported according to
STROBE (34).

Data Source
A cross-sectional study about registered trials for AI in ED and
ICU on ClinicalTrials.gov was carried out, and the searched
words were as follows: artificial intelligence, AI, computational
intelligence, machine intelligence, machine learning, deep
learning, algorithms, computer reasoning, computer vision
system, knowledge acquisition (computer), knowledge
representation (computer), natural language processing,
neural networks of computer, robotics. All information was
downloaded, and duplicates were removed by Excel (Office 365,

Microsoft, Redmond, WA, USA) according to the trials’ national
clinical trial (NCT) number.

Data Selection and Eligible Trials
We selected trials mainly according to their conditions or study
descriptions. Inclusion criteria: Trials on AI and only conducted
at ED and ICU. Exclusion criteria: trials not related to artificial
intelligence; trials excluded conditions in the ED or ICU; trials
conducted in general wards.

Studied Variables
The studied variables included study type, start year, enrollment,
participant age, participant gender, status, phase, study results,
sponsor, main funding source, number of funding sources,
location, number of centers, primary purpose, intervention,
allocation, intervention model, masking, observational model,
and time perspective.

Statistical Analysis
The characteristics were analyzed by descriptive methods.
The continuous variables were characterized as median and
interquartile ranges (IQR), and the categorical variables were
reported as frequencies and percentages. The study types
included interventional trials and observational trials. The start
year was when the trial was first posted on ClinicalTrial.gov,
including 2004–2010, 2011–2016, and 2017–2021. Whether the
results were available or unavailable was also analyzed. The
sponsor included university, hospital, industry/company, or
others, including individuals, institutions, or some organizations
that cannot be included in other categories. The main funding
resources included industry, the federal reserve of United States
(U.S. fed), or other resources, such as universities, individuals,
and organizations that cannot be divided into subtypes. Data
analysis was performed using SPSS21.0 software.

RESULTS

Basic Characteristics
Up to 12th January 2021, 4990 trials were identified after the
initial search. After reviewing all information, a total of 146
registered trials were included (Figure 1). The characteristics
of the included trials are shown in Table 1. Among the 146
trials, 85 (58.22%) were interventional trials, and 61 (41.78%)
were observational trials. Seventy-five (51.37%) trials registered
after 2017, while 25 (17.12%) and 46 (31.51%) registered in
2004–2010 and 2011–2016, respectively. Sample sizes were from
0 to 18,000,000, with a median of 233. For genders, 143
(97.95%) trials recruited both male and female participants;
however, three trials (2.05%) recruited females only. For age,
112 (76.71%) trials only recruited adults, 11 (7.53%) only
recruited children, while 23 (15.75%) recruited both adults and
children. For status, 23 (15.75%) trials were not yet recruiting,
30 (20.55%) were recruiting, 69 (47.26%) were completed, 1
was suspended, 10 were terminated or withdrawn and 13
were in unknown status. For results, only 10 (6.85%) trials
reported results on ClinicalTrials.gov, while 136 (93.15%) did
not report results. For sponsors, 63 (43.15%) were sponsored by
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FIGURE 1 | Flowchart of recruited trials registered in ClinicalTrials.gov up to 12th January 2021.

universities, 52 (35.62%) were sponsored by hospitals, 14 (9.59%)
were sponsored by industries/companies, and 17 (11.64%) were
sponsored by other institutions. For funding, 15 (10.27%) were
funded by industries, and 131 (89.73%) did not report clear
funding sources. For locations, 58 (39.73%) trials were conducted
in America, 58 (39.73%) in Europe, 9 (6.16%) in Asia, 4 (2.74%)
in Australia, and 17 (11.64%) did not report locations.

Characteristics of Study Design
Interventional Study
The characteristics of the 85 interventional studies are shown
in Table 2. Thirteen (15.29%) trials were for diagnosis, 33
(38.82%) for treatment, 16 (18.82%) for prevention, 15 (17.65%)
for supportive care, 6 (7.06%) for health services research
and 2 (2.35%) did not report the clear purpose. Twety-one
(24.71%) trials were for behavioral intervention, 28 (32.94%) for
intervention device, 6 (7.06%) for diagnostic test, 7 (8.24%) for
the procedure and 23 (27.06%) did not have clear information
on intervention. For the types of assignments, 53 (62.35%) were
parallel assignment, 24 (28.24%) were single group assignment,
1 (1.18%) was factorial assignment, 3(3.53%) were crossover
assignment, 3(3.6%) were sequential assignment and 1(1.2%)
was unknown, respectively. For allocation, 59 (69.41%) were
randomized, 11 (12.94%) were nonrandomized, 14 (16.47%)
were not applicable and 1 (1.18%) was unknown. For masking,
52 (61.18%) were open-labeled, 20 (23.53%) were single-
masked, 8 (9.41%) were double-masked, 2(2.35%) were triple-
masked, 2(2.35%) were quadruple-masked and 1 (1.18%) had
no information. For sample size, 24 (28.23%) trials recruited
more than 500 participants, while 39 (45.88%) recruited <100
participants and 22 (25.88%) recruited 100–500 participants.
For gender, 1 (1.18%) trial included female only and 84
(98.82%) recruited both male and female. For age, 63 (74.12%)
trials recruited adult only, while 8 (9.41%) trials recruited

child only and 14 (16.47%) trials recruited both child and
adult. One (1.18%) trial was in phase 2, 1 (1.18%) in phase
2/3, 3(3.53%) in phase 3, 1 (1.18%) in phase 4 and 79
had no clear information. For status, 46 (54.12%) trials were
completed, 15 (17.65%) were recruiting, 9 (10.59%) were not
recruiting, 7 (8.24%) were terminated or withdrawn, 1 (1.18%)
was suspended and 7 (8.24%) had no information. Among
all 85 interventional trials, only 10 trials reported results on
Clinicaltrials.gov. For sponsors, 43 (50.59%) were sponsored by
universities, 25 (29.41%) were sponsored by hospitals, 8 (9.41%)
were sponsored by industries/companies, and 9 (10.59) were
sponsored by other institutions. For funding, 8 (9.41%) trials
were funded by industries and 77 (90.59%) did not report
funding sources. For locations, 42 (49.41%) were from America,
28 (32.94%) were from Europe, 4 (4.71%) were from Asia,
4 (4.71%) were from Australia and 7 (8.24%) did not report
location information.

Observational Study
The characteristics of the 61 observational studies are shown
in Table 3. Among them, 35 (57.38%) were cohort studies, 9
(14.75%) were case-only studies, 8 (13.11%) were case-control
studies and one was case-crossover study, while 6 (9.84%) had
no clear information and 2 (3.28%) did not provide information.
Forty-two (68.85%) were prospective studies, 14 (22.95%) were
retrospective studies, 2 (3.28%) were cross-sectional studies, 2
(3.28%) were other designed studies and one did not report
related information. For sample size, 21 (34.43%) recruited
more than 500 participants, while 14 (22.95%) recruited <100
participants and 25 (40.98%) recruited 100–500 participants. For
gender, only 2 studies included female only and 59 (96.72%)
recruited both male and female. For age, 49 (80.33%) recruited
adult only, while 3 (4.92%) recruited child only and 9 (14.75%)
recruited both child and adult. For status, 23 (37.70%) were
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TABLE 1 | The characteristics of the 146 trials registered on ClinicalTrial.gov.

Characteristics Number Percentage (%)

Study type

Interventional 85 58.22

Observational 61 41.78

Registered year

2004–2010 25 17.12

2011–2016 46 31.51

2017–2021 75 51.37

Enrollment

0–100 53 36.30

100–500 47 32.19

>500 45 30.82

Unknown 1 0.68

Gender

Female only 3 2.05

Both 143 97.95

Participant age (year)

<18 11 7.53

≥18 112 76.71

Both 23 15.75

Status

Not recruiting 23 15.75

Recruiting 30 20.55

Completed 69 47.26

Suspended 1 0.68

Terminated/withdrawn 10 6.85

Unknown 13 8.91

Study results

Has results 10 6.85

No results available 136 93.15

Sponsor

University 63 43.15

Hospital 52 35.62

Industry/company 14 9.59

Other 17 11.64

Funding source

Industry 15 10.27

Other 131 89.73

Location

America 58 39.73

Europe 58 39.73

Asia 9 6.16

Australia 4 2.74

Unknown 17 11.64

completed, 15 (24.59%) were recruiting, 14 (22.95%) were
not recruiting, 3 (4.92%) were terminated or withdrawn and
6 (9.84%) had no information. Among all 61 observational
studies, none of them reported results on Clinicaltrials.gov.
For sponsors, 20 (32.79%) were sponsored by universities, 27
(44.26%) were sponsored by hospitals, 6 (9.84%) were sponsored
by industries/companies, and 8 (13.11%) were sponsored by

TABLE 2 | Designs of 85 interventional trials registered with ClinicalTrial.gov.

Characteristics Number Percentage (%)

Primary purpose

Diagnosis 13 15.29

Treatment 33 38.82

Prevention 16 18.82

Supportive care 15 17.65

Health services

research

6 7.06

Unknown 2 2.35

Intervention

Behavioral 21 24.71

Device 28 32.94

Diagnostic test 6 7.06

Procedure 7 8.24

Other 23 27.06

Intervention model

Parallel assignment 53 62.35

Factorial assignment 1 1.18

Crossover assignment 3 3.53

Single group

assignment

24 28.24

Sequential assignment 3 3.53

Unknown 1 1.18

Allocation

Randomized 59 69.41

Nonrandomized 11 12.94

N/A 14 16.47

Unknown 1 1.18

Masking

Single 20 23.53

Double 8 9.41

Triple 2 2.35

Quadruple 2 2.35

None (open-label) 52 61.18

Unknown 1 1.18

Enrollment

0–100 39 45.88

100–500 22 25.88

>500 24 28.23

Gender

Both 84 98.82

Female 1 1.18

Participant age (year)

<18 8 9.41

≥18 63 74.12

Both 14 16.47

Status

Not recruiting 9 10.59

Recruiting 15 17.65

Completed 46 54.12

Suspended 1 1.18

Terminated/withdrawn 7 8.24

Unknown 7 8.24

(Continued)
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TABLE 2 | Continued

Characteristics Number Percentage (%)

Results

Has results 10 11.76

No results available 75 88.24

Sponsor

University 43 50.59

Hospital 25 29.41

Industry/company 8 9.41

Other 9 10.59

Funding source

Industry 8 9.41

Other 77 90.59

Location

America 42 49.41

Europe 28 32.94

Asia 4 4.71

Australia 4 4.71

Unknown 7 8.24

other institutions. For funding, 7 (11.48%) were funded by
industries, and 54 (88.52%) did not report clear funding sources.
For locations, 30 (49.18%) were from Europe, 16 (26.23%) were
from America, 5 (8.20%) were from Asia and 10 (16.39%) did not
report locations.

Characteristics of Trials at Emergency
Department
Table 4 shows the characteristics of trials conducted in ED.
Among the 61 trials, 37 (60.66%) were interventional trials, and
24 (39.34%) were observational trials. Thirty-four (55.73%) trials
registered after 2017, while 8 (13.11%) and 19 (31.15%) were
registered in 2004–2010 and 2011–2016, respectively. For sample
size, 27 (44.26%) trials recruited more than 500 participants,
while 14 (22.95%) recruited <100 participants and 20 (32.79%)
recruited 100 to 500 participants. For genders, 60 trials (98.36%)
recruited both male and female participants; however, 1 (1.64%)
recruited females only. For age, 39 trials (63.93%) only recruited
adults, 6 (9.84%) only recruited children, while 16 (26.23%)
recruited both adults and children. For status, 9 (14.75%) were
not yet recruiting, 10 (16.39%) were recruiting, 30 (49.18%) were
completed, six were terminated or withdrawn and six were in
unknown status. For results, only three trials reported results
on Clinicaltrials.gov, while 58 (95.08%) did not report results.
For sponsors, 28 (45.90%) were sponsored by universities, 25
(40.98%) were sponsored by hospitals, 4 (6.56%) were sponsored
by industries/companies, and 4 (6.56%) were sponsored by
other institutions. For funding, 4 trials (6.56%) were funded
by industries and 57 (93.44%) did not report clear funding
sources. For locations, 28 (45.90%) were in America, 26 (42.62%)
in Europe, 1 (1.64%) in Asia and 6 (9.84%) did not report
locations.

TABLE 3 | Designs of 61 observational trials registered on ClinicalTrial.gov.

Characteristics Number Percentage (%)

Observational model

Case-control 8 13.11

Case-only 9 14.75

Case-crossover 1 1.64

Cohort 35 57.38

Other 6 9.84

Unknown 2 3.28

Time perspective

Prospective 42 68.85

Retrospective 14 22.95

Cross-sectional 2 3.28

Other 2 3.28

Unknown 1 1.64

Enrollment

0–100 14 22.95

100–500 25 40.98

>500 21 34.43

Unknown 1 1.64

Participant gender

Female only 2 3.28

Both 59 96.72

Participant age (year)

<18 3 4.92

≥18 49 80.33

Both 9 14.75

Status

Not recruiting 14 22.95

Recruiting 15 24.59

Completed 23 37.70

Terminated/withdrawn 3 4.92

Unknown 6 9.84

Results

Has results 0 0.00

No results available 61 100.00

Sponsor

University 20 32.79

Hospital 27 44.26

Industry/company 6 9.84

Other 8 13.11

Funding source

Industry 7 11.48

Other 54 88.52

Location

America 16 26.23

Europe 30 49.18

Asia 5 8.20

Unknown 10 16.39

Characteristics of Trials at ICU
Table 5 shows the characteristics of trials on AI conducted
in emergency department. Among the 85 trials, 48 (56.47%)
were interventional trials, and 37 (43.53%) were observational
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TABLE 4 | The characteristics of the 61 trials in ED registered on ClinicalTrial.gov.

Characteristics Number Percentage (%)

Study type

Interventional 37 60.66

Observational 24 39.34

Start year

2004–2010 8 13.11

2011–2016 19 31.15

2017–2021 34 55.73

Enrollment

0–100 14 22.95

100–500 20 32.79

>500 27 44.26

Gender

Female only 1 1.64

Both 60 98.36

Participant age (year)

<18 6 9.84

≥18 39 63.93

Both 16 26.23

Status

Not recruiting 9 14.75

Recruiting 10 16.39

Completed 30 49.18

Terminated/withdrawn 6 9.84

Unknown 6 9.84

Study results

Has results 3 4.92

No results available 58 95.08

Sponsor

University 28 45.90

Hospital 25 40.98

Industry/company 4 6.56

Other 4 6.56

Funding source

Industry 4 6.56

Other 57 93.44

Location

America 28 45.90

Europe 26 42.62

Asia 1 1.64

Unknown 6 9.84

trials. Forty-one (48.24%) trials registered after 2017, while
17 (20.00%) and 27 (31.76%) registered in 2004–2010 and
2011–2016, respectively. For sample size, 18 (21.18%) trials
recruited more than 500 participants, 39 (45.88%) recruited
<100 participants, 27 (31.76%) recruited 100–500 participants
and 1 was unknown. For genders, 83 trials (97.65%) recruited
both male and female participants; however, 2 (2.35%) trials
recruited females only. For age, 73 trials (85.88%) only
recruited adults, 5 (5.88%) trials only recruited children,
while 7 (8.24%) recruited both adults and children. For

TABLE 5 | The characteristics of the 85 trials in ICU registered on ClinicalTrial.gov.

Characteristics Number Percentage (%)

Study type

Interventional 48 56.47

Observational 37 43.53

Start year

2004–2010 17 20.00

2011–2016 27 31.76

2017–2021 41 48.24

Enrollment

0–100 39 45.88

100–500 27 31.76

>500 18 21.18

Unknown 1 1.18

Gender

Female only 2 2.35

Both 83 97.65

Participant age (year)

<18 5 5.88

≥18 73 85.88

Both 7 8.24

Status

Not recruiting 14 16.47

Recruiting 20 23.53

Completed 39 45.88

Suspended 1 1.18

Terminated/withdrawn 4 4.71

Unknown 7 8.24

Study results

Has results 7 8.24

No results available 78 91.76

Sponsor

University 35 41.18

Hospital 27 31.76

Industry/company 10 11.76

Other 13 15.29

Funding source

Industry 11 12.94

Other 74 87.06

Location

America 30 35.29

Europe 32 37.65

Asia 8 9.41

Australia 4 4.71

Unknown 11 12.94

status, 14 (16.47%) were not yet recruiting, 20 (23.53%)
were recruiting, 39 (45.88%) were completed, while one was
suspended, four were terminated or withdrawn and seven were
in unknown status. For results, only seven trials reported
results on Clinicaltrials.gov, while 78 (91.76%) did not report
results. For sponsors, 35 (41.18%) trials were sponsored by
universities, 27 (31.76%) were sponsored by hospitals, 10
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(11.76%) were sponsored by industries/companies, and 13
(15.29%) were sponsored by other institutions. For funding, 11
trials (12.94%) were funded by industries and 74 (87.06%) did
not report clear funding sources. For locations, 30 (35.29%)
were in America, 32 (37.65%) were in Europe, 8 (9.41%)
in Asia, 4 (4.71%) in Australia and 11 (12.94%) did not
report locations.

DISCUSSION

Clinical trials have played important roles in changing clinical
practice (19, 35, 36). Analyzing registered trials could provide
a comprehensive analysis of progress in a specific field; thus,
numerous studies have been published to analyze registered trials
on Clinicaltrials.gov. Considering AI is important tool and have
been applied in ED and ICU, we performed the current study to
analyze registered trials on AI conducted in ED and ICU.

A total of 146 registered trials were identified, including 61
trials in ED and 85 in ICU, which is similar with our previous
study for cancer (33). Over half trials registered after 2017,
and it was consistent with the development of industry 4.0,
which depended on AI to empower medicine (37). Research
in children was often challenging due to scientific, ethical, and
practical factors, so only 23.29% trials enrolled children, and
17% enrolled children from 2007 to 2010 (38). More work is
needed to ensure that children are equally involved in trials
on AI in ED and ICU. In our study, most registered trials
included relatively large samples, which would help to reduce
the potential risk of statistical error (39). It is interesting to
know that no trials were funded by NIH, which did not
mean NIH did not fund trials in such field, because academic
institutions/medical centers might have been funded by NIH to
perform the trials, and they did not report it clearly in the website
of Clinicaltrials.gov (30).

Reporting trials’ results is very important. In our study,
47.26% trials had been completed, but only 6.85% reported
results on ClinicalTrials.gov, suggesting a lack of transparency
(40). Although the completion rate was higher than all trials
from 2007 to 2010 (38), but reported results was significantly
lower than other study (31). The possible explanation might be
positive results were submitted more rapidly after completion,
and studies sponsored by industries or companies were not
likely to report negative results (41, 42). As a public registry
platform, ClinicalTrials.gov is expected to make research more
transparent and to reduce reporting bias, and sponsors are
encouraged to publish their outcomes on ClinicalTrials.gov
with no delay (31). Feasibility, lacking funding, unforeseen
issues, poor recruitment and change project will also affect
the progress of trials. In our study, 6.85% trials were
suspended, terminated, or withdrawn, which was not high
than previous study (38), suggesting supporting are good for
such field.

In our study, a total of 37.64% trials were blinded, and
61.18% were open-labeled, the results were lower than all trials

in Clinicaltrials.gov from 2007 to 2010 (38). Randomization
is a hallmark of trials, and randomization with blinding
can help reduce bias (43). Most trials were observational
designs. Observational studies are subjected to a number
of potential problems that might cause bias in the results;
however, the main methodological issues can be avoided by
using specific study designs (44). Therefore, more well-designed
trials on AI in ED and ICU are needed to help the progress
of prevention, diagnosis, and treatment of emergency and
critical illness.

Trials increased a lot in the past several years. With the
assistant of AI, the management of patients in ED and ICU
will be greatly improved (45). In spite of advantages, we found
some deficiencies of trials in this field, such as lack of results
reporting, clear information losing and short of trials quantities.
Thus, more efforts are needed to help registered trials in
this field.

The limitations should be acknowledged. Firstly,
ClinicalTrials.gov does not include all trials because some
investigators and sponsors may register on other registry
platforms. Secondly, our study provided only the characteristics
of the registered trials. The actual strengths and weaknesses
of the trials were not assessed, and some missing data may
bring bias to this study. Thirdly, we did not check whether the
registered trials have been published in journals. These results
should be analyzed in future.

In conclusion, the current study is the first study to study
registered AI trilas in ED and ICU, more trials are needed and
sponsors are encouraged to report the results.
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Objective: Predicting prognosis of in-hospital patients is critical. However, it is

challenging to accurately predict the life and death of certain patients at certain period.

To determine whether machine learning algorithms could predict in-hospital death of

critically ill patients with considerable accuracy and identify factors contributing to the

prediction power.

Materials andMethods: Using medical data of 1,384 patients admitted to the Surgical

Intensive Care Unit (SICU) of our institution, we investigated whether machine learning

algorithms could predict in-hospital death using demographic, laboratory, and other

disease-related variables, and compared predictions using three different algorithmic

methods. The outcome measurement was the incidence of unexpected postoperative

mortality which was defined as mortality without pre-existing not-for-resuscitation order

that occurred within 30 days of the surgery or within the same hospital stay as the surgery.

Results: Machine learning algorithms trained with 43 variables successfully classified

dead and live patients with very high accuracy. Most notably, the decision tree showed

the higher classification results (Area Under the Receiver Operating Curve, AUC = 0.96)

than the neural network classifier (AUC = 0.80). Further analysis provided the insight

that serum albumin concentration, total prenatal nutritional intake, and peak dose of

dopamine drug played an important role in predicting the mortality of SICU patients.

Conclusion: Our results suggest that machine learning algorithms, especially the

decision tree method, can provide information on structured and explainable decision

flow and accurately predict hospital mortality in SICU hospitalized patients.

Keywords: anesthesia and intensive care, informatics, intensive care, surgery, machine learning

INTRODUCTION

Prediction of mortality rate of patients in intensive care unit (ICU) has been a critical issue (1–3).To
assess the probability of death in ICU patients, several models using routine admission variables (4)
and objectively derived weights were proposed in the 1980s (5). Along with these attempts, Acute
Physiology And Chronic Health Evaluation (APACHE) II was developed to assess the severity and
mortality of patients admitted to ICU in 1985 (6, 7). Other scoring systems such as Simplified
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Acute Physiology Score (SAPS) II that can provide a probability
of hospital mortality have also been suggested (8). With new
variables such as Glasgow Coma Scale and thrombolysis,
APACHE was updated to APACHE IV in 2006, showing
better performance in predicting mortality rate in ICU patients
(9). SAPS III also added several variables that could be
quickly measured at admission, showing increased prediction
performance compared to SAPS II (10).

However, they have several limitations in clinical settings
although APAHCE, SAPS, and other scoring systems are widely
used. First, as these prediction models only use a few variables,
more precise and accurate prediction is difficult. SAPS III
applies only 20 variables while APACHE IV uses 26 ones. This
simplicity makes it possible to quickly determine the status of
patients admitted to ICU (11). Second, SAPS and APACHE
IV only assess physiological states of patients on the first day
of admission. Although there are other scoring systems that
can repetitively measure patients’ status (e.g., Sequential Organ
Failure Assessment named SOFA), the prognosis and mortality
could not be accurately predicted from the data measured only
once at the time of admission.

For these reasons, there have been several attempts to predict
the mortality rate of critically ill patients using machine learning
techniques. Support vector analysis could discriminate mortality
in patients with hematologic malignancies (12). Random forest
model can well-predict death from in-hospital patients, showing
higher accuracy rate than Modified Early Warning Scores
(MEWS) (13). Latent variable models that use information from
electronic healthcare records predicted in-hospital death with
combined time-varying model yielding the best performance
(14) and it can also accurately estimate the probability of death
in 1-year for multi-condition hospitalized patients (15). These
findings demonstrate that the accuracy of mortality prediction
for critically ill patients can be increased when machine learning
algorithms and various medical data are used. However, it is
currently unknown how machine learning algorithms make
decisions during the prediction process. Thus, the objective
of this study was to determine whether machine learning
algorithms using demographic, laboratory, and other disease-
related variables could predict in-hospital death of critically ill
patients who were admitted to surgical intensive care unit (SICU)
with considerable accuracy and identify factors contributing to
the prediction power.

METHODS

Participants Selection
From January 1990 to March 2017, patients admitted to SICU
of our institution for postoperative management after major
abdominal surgeries were included in this study. Our institution
is a tertiary referral hospital and SICU has an average of 1,800

Abbreviations: ICU, Intensive care unit; APACHE, Acute physiology and chronic

health evaluation; SAPS, Simplified acute physiology score; AUC, Area under

the receiver operating characteristic curve; SICU, Surgical intensive care unit;

EMR, Electrical medical records; AST, Aspartate transaminase; ALT, Alanine

transaminase; MEWS, Modified early warning score; SOFA, Sequential organ

failure assessment.

patients annually. Major abdominal surgeries were defined as
operation under general anesthesia status with endotracheal
tube over 4 h regardless of the type of diagnosis, the status
of malignancy or benign, the type of surgery or surgical sites.
Subjects who met any of the following features were excluded
from study; (a) age <18 or >80 years, (b) the duration of
SICU stay <24 h, (c) patient was admitted to SICU due to
medical or neurological problem without operation, (d) hopeless
condition of patient in medical aspects, (e) pregnant state, or (f)
measurements required for our predictor were not recorded at
any time during ICU stay. Finally, a total of 1,352 patients were
enrolled for further analysis (Figure 1).

Data Extraction
Clinical data and medical records during the study period were
retrospectively reviewed. Authors used patient-level information
and medical records extracted from electrical medical records
(EMR) of our institution. Disease characteristics included the
diagnosis of disease, origin or location of lesion, malignancy
or benign status. The policy of vital sign measurement in our
institution was prescribed to mandate the frequency of vital sign
measurement to be two every hour unless otherwise specified.
Variables of laboratory tests included results of arterial blood gas
analysis and serum blood chemistry test. The usage of inotropes
or vasopressors was also reviewed. The outcome measurement
was the incidence of unexpected postoperative mortality defined
as mortality without pre-existing not-for-resuscitation order that
occurred within 30 days of the surgery or within the same
hospital stay as the surgery. Finally, a total of 43 variables
composed of 1,758,334 entries of enrolled patients were used
for analysis. Detailed protocol of data extraction is presented
in Figure 1. This study was approved by the Institutional
Review Board of the Ethics Committee of our institution (IRB
No. KC17RESI0672).

Model Development and Validation
Decision Trees
Decision trees can predict classifications (life or death) from
medical data and these have the advantage of being able to
present decisions visually and explicitly (16). We can use the final
decision tree to accurately explain why a particular prediction is
performed. To predict the classification, the algorithm followed
the tree’s decision from the root (start) node to the leaf node (final
classification). Each step of the prediction involved checking the
value of one predictor variable. If predictor x1 exceeded a certain
value n, it would follow the right branch representing type 1
(life). Otherwise, it would follow the left branch to indicate type
0 (death). The purpose of training the decision tree was to create
a model that could predict the value of target variable based on
multiple input variables. We tried and tested multiple decision
points to numerically sort all values using a greedy approach and
to maximize the prediction performance of the target value. All
input variables and decision points were evaluated and selected
in a greedy manner based on cost function.

Tree partitioning continued until the node contained a
minimumnumber of training examples or reached themaximum
tree depth. The Gini cost function was used to indicate how
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FIGURE 1 | Flow diagram of participant selection.

good a decision split was, depending on how many classes were
mixed in the two groups generated by the decision split (17). Data
were divided into three sets; (1) 70% were used for training, (2)
15% were used for validating that the network was generalizing
with training stopped before overfitting, and (3) 15% were
used for completely independent test for network generalization.
Moreover, 10-fold cross validation was used to test the stability
of results by randomly shuffling training/validation/testing
data sets.

Neural Networks
Base model architecture is as follows (Figure 2). In this study, 43
variables were used as input variable to the neural network that
consisted of one hidden layer with 100 neurons (parameters).
A linear output neuron was used to obtain the final output of
the regressive model. It is known that the model can fit multi-
dimensional mapping problems arbitrarily well if consistent data
are given with enough neurons in its hidden layer (18, 19).

We tested different number of hidden neurons (10, 20, 50,
100, 200, 300 neurons) and layers (1–5 layers), and compared
the performance (Figure 3). We found that the area under curve

(AUC) is saturated at the number of neurons of 200 or more
(10-cross validations), and the AUC is maximum at the single
layer with 200 neurons. Therefore, we determined 200 hidden
neurons (number of parameters) and a single layer for our neural
network parameters.

The network was trained with scaled conjugate gradient
backpropagation algorithm (20, 21). Same training (70%),
validation (15%), and testing (15%) division as decision tree
was used in neural networks. Ten-fold cross validation was also
used, and we compared the results with decision tree using
independent t-test (Matlab, MathWorks Inc.).

Naive Bayes
Naive Bayes is a classification algorithm that applies a density
estimate to the data and assumes that the predicted variables
are conditionally independent. Naive Bayes classifiers are known
to produce a posterior distribution that is robust to biased
class density estimates (22). The Naive Bayes classifier assigns
observations to the most likely class (i.e., maximum post-
decision rule). The algorithm first estimates the density of
predicted variables within each class. It then models the posterior
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FIGURE 2 | Neural network model for prediction of life and death in hospital. Neural network model to transform 43 Surgical Intensive Care Unit (SICU) medical data

for prediction of life and death. Tansig = hyperbolic tangent sigmoid function; Purelin = linear transfer function.

FIGURE 3 | Parameter optimization for neural networks. (A) Area Under Curve (AUC) values from different number of neurons (single layer, 10, 20, 50, 100, 200, 300

neurons) (10-fold cross validation results). Maximum AUC at 200 neurons or more. (B) AUC values from different number of layers with 200 neurons (10-fold cross

validation results). Maximum AUC at single layer (Error bars represent standard errors).

probability according to the Bayes rule. That is, for all k= 1, ..., K,

P̂
(

Y = k
∣

∣X1, . . . ,Xp

)

=
π(Y = k)

∏P
j=1 P(Xj|Y = k)

∑K
k=1 π(Y = k)

∏P
j=1 P(Xj|Y = k)

(1)
Where Y is a random variable corresponding to the class index of
the observation. X1, ..., XP are random predictors of observation.
π(Y = k) is a prior probability with class index k. The algorithm
then classifies observations by estimating posterior probabilities
for each class and assigning observations to classes that yield
maximum posterior probabilities.

Random Forests and Hellinger Distance Estimates
Furthermore, to establish the model stability of imbalanced
dataset (only 10% of participants belonged to expired class), we
applied the Hellinger Distance Decision Tree (23), the Hellinger
Distance RandomForest (24) and the RandomForest model (25).
To test the machine learning model stability, we performed a 10-
fold cross-validation and tested whether the machine learning
model performance was significantly different depending on the
various data selections for training and testing. Since the F1 score

is the harmonic mean of precision and recall, statistical tests were
only performed on the AUC and F1 scores.

RESULTS

Participants and Variable Selection
The criteria used for patient selection and lists of variables
are presented in Figure 1. During the inclusion period, 35,058
patients were admitted to SICU. Among them, 4,182 were
excluded as they had medical or neurological problem without
operation. Then 17,438 patients who underwent surgery for
<4 h were excluded. Of 13,438 patients who were recruited
after meeting the selection criteria, 12,086 patients with a
“do not resuscitate form” or were discharged with hopeless
condition were excluded. Analysis in more detail, among 12,086
patients, 4,120 patients received actual “do not resuscitate
form,” 2,307 patients with discharge with hopeless condition,
and 1,305 patients were transferred to other institution or
hospital for further management. Additionally, there were
2,614 patients who were excluded from the analysis due to
insufficient medical data. Thus, data of 1,352 patients were used
for training machine learning algorithms. Forty-three variables
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TABLE 1 | Comparative analysis of demographics of enrolled patients according

to the survival or expire.

Variables Survivor* (%) Expired** (%) p-value

Number of patients 1,232 (91.1) 120 (8.9)

Mean age (year) 50.6 ± 9.4 68.8 ± 10.3 0.023

Male/Female 848/384 82/38 0.918

Diagnosis 0.015

Malignancy 1,102 (89.4) 97 (80.8) 0.036

Upper GI tract 141 (11.4) 8 (6.7)

Lower GI tract 293 (23.8) 24 (7.6)

Hepatobiliary-pancreas 663 (53.8) 64 (8.8)

Miscellaneous 5 (0.4) 1 (0.8)

Benign 130 (10.6) 23 (19.2) 0.008

Hemoperitoneum 32 (2.6) 2 (1.7)

Panperitonitis 87 (7.1) 8 (15)

Biliary shock 5 (0.4) 0

Miscellaneous 6 (0.5) 3 (2.5)

Type of surgery <0.001

Elective operation 1,020 (82.8) 78 (65)

Emergency operation 212 (17.2) 42 (35)

*The patient survived more than 30 days after surgery or during the same hospital stay as

the surgery.
**The unexpected postoperative mortality which was defined as the mortality without the

pre-existing not-for-resuscitation order and occurred within 30 days of the surgery or

within the same hospital stay as the surgery.

consisting of demographic, laboratory, hemodynamic, surgical,
and disease-specific variables were used to estimate mortality of
SICU patients. Comparative analysis results of participants are
presented in Table 1.

Prediction Performance of Mortality Using
Machine Learning Algorithms
The performance ofmortality prediction is presented in Figure 4.
Among decision tree, neural network, and Bayes classifier
algorithms, the neural network algorithm showed the highest
performance with an AUC of 0.80, followed by the decision
tree with an AUC of 0.75. Bayes classifier had the least
predictive accuracy, with an AUC of 0.73. As the decision tree
algorithm has nodes that represent variables and conjunction that
connects the nodes, the performance of this algorithm mainly
depends on the number of nodes and tree size (26). Thus,
we explored different ways to find the optimal performance of
the decision tree algorithm by adjusting the number of nodes
(Figure 5). We found that the optimal number of nodes that
could minimize the decision tree’s misclassification error rate was
77, where the classification prediction error was 0.2478 (75%
classification accuracy). Using this number of nodes, decision
tree structure was pruned. The results were based on the 10-fold
cross validation.

We compared the 10-fold cross validation results between the
neural networks and the decision tree algorithms. The AUCs
among 10 validation runs were stable in that the standard
deviation was 0.0012 for the decision tree, and 0.0017 for the

FIGURE 4 | Receiver operating characteristics curve of machine learning

algorithms. ROC curve of Decision tree (AUC = 0.75), neural net (AUC =

0.80), and Bayes (AUC = 0.73) classification algorithms. The results are based

on 10-fold cross validations.

FIGURE 5 | Optimized decision tree for the classification of life/death of

patients in surgical intensive care unit.

neural networks. The independent t-test showed that t(18) =

68.05 and p < 0.00001. Therefore, the neural network algorithm
performed significantly better than decision tree.

To test whether the difference in F1 scores was significant
in different machine learning models, we used the Kruskal-
Wallis test, ANOVA’s non-parametric counterpart. The results
showed significant differences in the F1 score (Kruskal-Wallis
chi square = 52.93, df = 5, p < 0.001). Then we tested the
pairwise comparison using the Wilcoxon rank test between
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TABLE 2 | Performance metrics of each ML model (Wilcoxon rank test, *p <

0.0017, adjusted p-value for multiple comparisons).

F1 score Precision Recall AUC

Decision tree 0.72 0.62 0.87 0.75

Neural networks 0.83 0.74 0.95 0.80

Bayes 0.82 0.70 0.98 0.73

Random forest 0.84 0.78 0.90 0.77

Hellinger distance

decision tree

0.48* 0.49 0.48 0.65*

Hellinger distance

random forest

0.51* 0.51 0.51 0.74

Bold value denote the highest value in each metric.

different ML models. Although Random Forest had the highest
F1 score, we found no significant difference between Random
Forest, Bayes, Decision Tree, and Neural Network ML models
(p > 0.05). Compared to the random forest, the Hellinger
distance decision tree and the Hellinger distance random forest
showed a significant decrease in the F1 score (p < 0.001). When
considering multiple comparison corrections, the significance
level should be adjusted to 0.0017 (0.05/30 comparison)
instead of 0.05.

The Kruskal-Wallis test showed significant differences in
AUC values among various machine learning models (Kruskal-
Wallis chi square = 43.75, df = 5, p < 0.001). We also tested
pairwise comparisons using the Wilcoxon rank test and found
no significant differences between the Random Forest, Bayes,
Decision Tree, Neural Network, and Hellinger Distance Random
Forest ML models (p > 0.05) (Table 2). Compared to the neural
network model, the Hellinger distance decision tree showed a
significant reduction in the AUC value (p < 0.001).

Optimized Decision Tree for the
Classification of Life/Death
Figure 6 shows how 43 variables are applied to predict life
or death of ICU patients. Among 43 variables, serum level of
albumin had a crucial role in the prediction of mortality. If
albumin level was higher than 2.685 g/dL, the number of days
of total parental nutrition played an important role in the next
decision. If albumin level was not higher than 2.685 g/dL, the
peak dose of dopamine drug was important. If patient’s albumin
level was higher than 2.685 g/dL and the peak dose of dopamine
level was higher than 8.3 mcg/kg/min, he/she was more likely to
survive.

DISCUSSION

Herein, we showed that a certain machine learning algorithm
could predict death of SICU patients using variables frequently
used in clinical practice. Decision tree algorithm had a higher
classification performance (AUC = 0.96) than neural network
or Bayes classifier algorithm. This result might be applicable to
clinical application considering results of other fields (27).

Previous studies have shown thatmachine learning algorithms
could be used to predicting the prognosis and death of ICU

patients. Both support vector machine and random forest model
had an acceptable performance in predicting deaths of critically
ill patients. Results of the present study showed somewhat higher
performance than those of previous studies. It might be related
to the number of variables used in training machine learning
algorithms. In Verplancke’s study, 12–17 variables were included
in discriminating life and death of critically ill patients. However,
our model used 43 variables (12). A small number of variables
can be advantageous in helping clinician to make quick decisions
as they do not require additional laboratory testing. However,
since the accuracy of machine learning is related to the number of
variables used, it may be more effective to use as many variables
as possible to increase the prediction accuracy for mortality.

According to a recent observational cohort study comparing
the performance of several machine learning algorithms using
the same dataset, machine learning algorithms out-performed
conventional scoring systems (e.g., MEWS) (13). In that study,
random forest model had the highest performance (AUC= 0.80)
whereas decision tree showed the lowest value (AUC = 0.73).
Churpek et al. have also shown that basic physiological data
(e.g., respiratory rate and heart rate) are the most significant
predictors of deterioration of in-patients (13). These results were
somewhat different from our results as laboratory test played
a crucial role in our findings (Figure 4). This difference might
be due to difference between machine learning algorithm used
and outcome measurement used in different studies. While
Churpek et al. focused on the deterioration of condition of
in-patients, we aimed to discriminate life and deaths of SICU
patients. Furthermore, we did not include basic physiological
data when training machine learning algorithms to match time-
resolution with other laboratory variables (laboratory tests were
acquired every few days while heart rate and respiratory rates
were acquired continuously in SICU). Acquisition of continuous
data can inevitably lead to drawbacks of the data. Removal of
electrocardiogram leads due to patient’s movement can cause
sustained zero heart rate which is the case of “false alarm”
while under-sampling or erroneous data due to sensor fault
can occur during care of ICU patients. These imprecise and
missing data corruptions are primary challenges in critical
care and it is still difficult to detect and correct these errors
in large amounts of patient data (28). Therefore, this study
included only objective variables that could be periodically
measured. Thus, the present study could not confirm how
physiological indicators contributed to mortality prediction. For
this reason, it is difficult to directly compare results of this
study with existing scoring systems (e.g., APACHE, MEWS,
etc.). However, it can be compared with AUC performance
reported in previous studies. APACHE II and SOFA showed AUC
values of 0.81 and 0.71, respectively, in predicting prognosis in
patients with ventilator-assisted pneumonia (29). MEWS and
modified Mortality in Emergency Department Sepsis scores had
AUC values of 0.61 and 0.77, respectively, in predicting 28-days
mortality of patients in emergency department (30). Although
characteristic of patients and the number of data are different,
our findings suggest that mortality prediction using machine
learning algorithms may have higher prediction accuracy than
these classical scoring systems.
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FIGURE 6 | Contribution of 43 variables in predicting life or death of ICU patients (32, 33).

In results of optimized decision tree method, the most
important and contributing variable in predicting mortality
of SICU patients was albumin (Figure 4). Reduced level of
serum albumin is known to be an independent predictor of
mortality. In a large epidemiologic study, decrement of 2.5 g/L
serum albumin is associated with increased odds of deaths (31).
Preoperative serum albumin concentration also well-predicted
operative mortality and morbidity (32, 33). Although serum
albumin concentration was an important variable for predicting
the prognosis and mortality of surgical patients in previous
studies, we did not give any indication of its significance while
training the machine learning algorithm. Nonetheless, decision
tree algorithm identified that serum albumin concentration was
the most important indicator for decision-making of life and
deaths. This result suggests that machine learning algorithms
might be able to recognize clinically significant factors in large
data sets.

This study has several limitations. First, as mentioned above,

physiological indicators such as heart rate or respiratory rate

were not used for prediction. This makes it difficult to compare

findings of our study with classical scoring indicators. Second, as
this study used dataset of a single institution, it was impossible
to compare differences in various patient groups or treatment
protocols. Moreover, a large number of patients enrolled were
excluded from the final analysis due to the lack of essential data.
But this is due to the fact that the patients who had missing
these parameters were strictly excluded from the analysis to

ensure a high accuracy of the model and to confirm a strong
correlation with the parameters, even if the representativeness
of the whole group is somewhat less. An external validation via
multicenter, prospective designed study should be conducted to
confirm our results in the near future. Finally, only some variables
in the electronic health record were used to train the machine
learning algorithm. Thus, it may be necessary to include real-time
variable data to improve the accuracy for mortality prediction of
critically-ill patients.

In conclusion, our results suggest that machine learning
algorithms, especially the decision tree method, can
provide information on structured and explainable decision
flow and accurately predict hospital mortality in SICU
hospitalized patients.
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Background: Sepsis-induced coagulopathy (SIC) is a common cause for inducing poor

prognosis of critically ill patients in intensive care unit (ICU). However, currently there are

no tools specifically designed for assessing short-term mortality in SIC patients. This

study aimed to develop a practical nomogram to predict the risk of 28-day mortality in

SIC patients.

Methods: In this retrospective cohort study, we extracted patients from the Medical

Information Mart for Intensive Care III (MIMIC-III) database. Sepsis was defined based

on Sepsis 3.0 criteria and SIC based on Toshiaki Iba’s criteria. Kaplan–Meier curves

were plotted to compare the short survival time between SIC and non-SIC patients.

Afterward, only SIC cohort was randomly divided into training or validation set. We

employed univariate logistic regression and stepwise multivariate analysis to select

predictive features. The proposed nomogram was developed based on multivariate

logistic regression model, and the discrimination and calibration were verified by internal

validation. We then compared model discrimination with other traditional severity scores

and machine learning models.

Results: 9432 sepsis patients in MIMIC III were enrolled, in which 3280 (34.8%) patients

were diagnosed as SIC during the first ICU admission. SIC was independently associated

with the 7- and 28-day mortality of ICU patients. K–M curve indicated a significant

difference in 7-day (Log-Rank: P< 0.001 and P= 0.017) and 28-day survival (Log-Rank:

P < 0.001 and P < 0.001) between SIC and non-SIC groups whether the propensity

score match (PSM) was balanced or not. For nomogram development, a total of thirteen

variables of 3,280 SIC patients were enrolled. When predicted the risk of 28-daymortality,

the nomogram performed a good discrimination in training and validation sets (AUROC:

0.78 and 0.81). The AUROC values were 0.80, 0.81, 0.71, 0.70, 0.74, and 0.60 for

random forest, support vector machine, sequential organ failure assessment (SOFA)

score, logistic organ dysfunction score (LODS), simplified acute physiology II score (SAPS
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II) and SIC score, respectively, in validation set. And the nomogram calibration slope

was 0.91, the Brier value was 0.15. As presented by the decision curve analyses, the

nomogram always obtained more net benefit when compared with other severity scores.

Conclusions: SIC is independently related to the short-term mortality of ICU patients.

The nomogram achieved an optimal prediction of 28-day mortality in SIC patient, which

can lead to a better prognostics assessment. However, the discriminative ability of the

nomogram requires validation in external cohorts to further improve generalizability.

Keywords: sepsis-induced coagulopathy, logistic regression, short-time mortality, nomogram, MIMIC-III

database, prediction of prognosis

INTRODUCTION

Sepsis, defined as a dysregulated host response to infection by the
Surviving Sepsis Campaign 2016 guideline, remains the leading
cause of life-threatening organ dysfunction in the intensive care
unit (ICU) (1). Sepsis is rapidly becoming a significant global
health burden. The World Health Organization declared that the
mortality of hospital-treated adult patients with sepsis is ∼189
per 100,000 person-years, and such a rate has been reported in
up to 42% or even higher of ICUs depending on its severity in
patients (2).

Coagulation abnormalities, as a severe complication, occur
in almost all sepsis patients (3). The clinical manifestations
of such abnormalities range from thrombocytopenia during
the initial phase to advanced disseminated intravascular
coagulation, with the latter always leading to multiple organ
dysfunction syndromes (MODS) and indicates higher mortality
(4). Coagulation abnormality in sepsis patients with a increased
international normalized ratio (INR) and reduced platelet count
is termed sepsis-induced coagulopathy (SIC) (5). Previous
multicenter retrospective observational trials demonstrated that
SIC is significantly associated with poor prognosis (6–8). Because
SIC is a dynamic process, applying specific interventions based
on stratifying SIC patients according to their mortality risks
would provide improved strategies to prevent MODS. However,
methods to calculate the mortality probability are rarely applied
in clinical practice.

Recently, using the logistic regression model, a retrospective
analysis of a nationwide study in Japan developed a SIC scoring
system in which the platelet count, prothrombin time (PT)-
INR and sequential organ failure assessment (SOFA) scores are
associated with the 28-day mortality level of sepsis patients
(9). Subsequent clinical investigations have shown the value of
the SIC score system, for example, with a higher sensitivity
(∼84.4–96.1) in the prediction of the 28-day mortality of SIC
patients compared with the International Society on Thrombosis
and Haemostasis (ISTH) scoring system (10). Conversely,
another published study demonstrated a smaller area under the
curve (AUC) of the SIC system (∼0.658) in predicting ICU
mortality when compared with the SOFA, Acute Physiologic And
Chronic Health Evaluation II (APACHE II) and ISTH scores
(11). Therefore, the performances of the SIC scoring system
in predicting the prognosis of SIC patients are inconsistent.

Furthermore, because the highest total points of the SIC
scoring system is six, the correlation between such points and
critical patients’ outcomes may be ambiguous. Because of the
suboptimal performance of existing methods, it is necessary to
develop a novel prediction model for the subgroup combined
with SIC.

The nomogram as a visualization tool has been widely used
in clinical prognosis research on critical patient and cancer
patient survival studies (12–14). The primary aim of the present
study is to develop a novel prediction nomogram for the 28-day
mortality risk in SIC patients. The secondary aim is to explore the
differences in the clinical characteristics between SIC and non-
SIC patients, and verify whether SIC poses a short-termmortality
risk for patients in the ICU.

METHODS

Source of Data
An open and free critical care database, which contained
comprehensive clinical data of patients admitted to the Beth
Israel Deaconess Medical Center in Boston, Massachusetts
between June 2001 and October 2012, termed the Medical
Information Mart for Intensive Care (MIMIC)-III v 1.4,
was retrieved (15). This database was released on 2nd
September 2016, in which extensive and de-identified in-
hospital information of over 40,000 patients was included. All
data were classified into 26 tables, consisting of demographic
characteristics, vital signs, laboratory test results, imaging
examinations, and a data dictionary. Included patients were
assigned a special code on each hospital and ICU admission,
thus we could relate each table using these codes to obtain a
complete hospitalization record. Hospital staff entered the final
precise diagnosis according to the International Classification
of Disease 9th Edition code when patients were discharged. In
the present study included datasets were extracted by Lu, who
had completed the collaborative institution training initiative
program course (Record ID: 36763801). Because the present
study was conducted using an anonymized public database
that satisfied review committee agreements, the requirement for
ethical consent was not necessary. Rather, the TRIPOD statement
was applied in the present study (16).
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Study Population and Data Extraction
Sepsis
The following data were extracted from the MIMIC-III database:
(1) demographic data; (2) first care unit; (3) outcomes, including
ICU stay time, 7-day mortality, 28-day mortality, hospital
mortality; (4) severity score, including SOFA and logistic organ
dysfunction (LODS) score; (5) mean value of vital signs and
the poorest laboratory test value during the first day after
ICU admission; (6) infectious sites defined using PgAdmin
software (version 4.1, Bedford, MA, USA). We retrieved adult
sepsis patients (≥18 years) as defined according to the Sepsis-
3.0 criterion: (1) existing evidence of suspected or confirmed
infection; (2) SOFA score ≥2 (17). Exclusion criteria were: (1)
age <18 years; (2) pregnant women; (3) patients with congenital
coagulopathy; (4) the coagulation function was frequently
affected by the pathologic states of tumors and the chemotherapy
agent used, thus patients with various cancer types were excluded;
(5) patients who died or were discharged within 24 h after ICU
admission (Supplementary Figure 1).

Sepsis-Induced Coagulopathy
On the basis of all eligible sepsis patients, SIC patients were
defined as fulfilling the Toshiaki Iba’s criteria, also referred to
as the Sepsis-induced coagulopathy scoring system (9). Patients
were considered to display SIC when having a total SIC score
≥4 with a total score of PT-INR and platelet count parameters
>2 during the first day of ICU admission. Afterwards, the
parameters of the eligible SIC patients were applied in the logistic
regression to construct the proposed prediction model. The
flowchart of study design and data extraction can be found in
Supplementary Figure 1.

Statistical Analysis
Normal distributions were confirmed by Agostino tests.
Continuous variables are presented as the mean (standard
deviation) for parametric variables and as the median
(interquartile ranges) for non-parametric variables. Continuous
variables were compared by unpaired Student’s test or Mann–
Whitney U-test. Categorical variables were compared using the
χ
2-test or Fisher exact test.
Both, the 7- and 28-day survival curves were generated using

the Kaplan–Meier method and compared by the log-rank test.
To resolve the baseline imbalance problem, the sample was
performed using the propensity score match (PSM), and we
further explored the difference in short survival time between the
SIC and non-SIC patients.

Prior to construction of the nomogram, only SIC patients were
randomly assigned to the training or validation cohort based
on a ratio of 7:3. In the training cohort, all significant variables
associated with the 28-day mortality through univariate logistic
regression analysis were candidates for stepwise multivariate
analysis. Although these variables were clinically associated with
the 28-day mortality, they were not statistically significant;
however, they were still included. Besides, those categorical
variables in which a set of meaningful values existed were also
included. The variance inflation factor (VIF) was calculated to
detect the potential collinearity between continuous variables.
When the arithmetic square root of the VIF was >2, collinearity

was considered to exist and it will be solved by regularization.
Stepwise backward regression was conducted according to the
Akaike information criterion (AIC), and the best model should
achieve a minimum AIC value. Subsequently, the nomogram
was plotted using the “rms” package of R software based
on the results of multivariate logistic regression. Finally, the
predictive performance of the nomogram was evaluated using a
calibration with 1,000 bootstrap resampling, and measured using
the C-index.

For the clinical use of this model, both receiver operating
characteristic (ROC) and decision curve analysis (DCA) were
conducted to compare the performance of the SOFA, LODS,
SAPS II, and SIC scores with the nomogram. The integrated
discrimination improvement (IDI) and net reclassification
improvement (NRI) indices of each clinical severity scoring
system were also calculated. Furthermore, other common
machine-learning models, including random forests (RF) and the
support vector machine (SVM), were constructed to compare the
generalizability and accuracy of each model.

All statistical analyses were performed using STATA 15.1
(College Station, Texas) and R 3.6.2 (Chicago, Illinois) software.
Missing values were handled by the RF method, based on the
“randomForest” package of R. However, these variables were
omitted when >30% of the values were lacking. P < 0.05 was
considered to indicate statistical significance.

RESULTS

Characteristics of Included Sepsis
Participants
A total of 9,432 sepsis patients were included, of whom 34.8%
were SIC patients. The baseline characteristics are listed in
Table 1. The SIC patients with a median age of 67 (54, 79)
years were younger than the non-SIC patients of 72 (58, 82)
years. Regarding comorbidity, we unexpectedly found that the
SIC patients were less likely to suffer from hypertension, chronic
obstructive pulmonary disease (COPD), diabetes and myocardial
infarction, but not liver disease, when compared with the non-
SIC patients. However, the SIC patients displayed higher lactate-
max, creatinine-max, and blood urea nitrogen-max levels, INR-
max, PT-max, mean corpuscular volume-min (MCV-min), and
red cell distribution width-max (RDW-max) and lower platelet
levels, PO2-min as well as serum PH-min value in the first
24 h since ICU admission. Additionally, there was a statistical
difference in the length of the ICU stay (P < 0.001), 7-day (P <

0.001), 28-day (P < 0.001), and hospital mortalities (P < 0.001)
between the SIC and non-SIC patients, and the SIC patients had
a higher critical illness score, including the SOFA, LODS and
SAPS II. Finally, the SIC patients exhibited a higher frequency
of epinephrine and/or norepinephrine administration.

SIC Was Independently Associated With
the 7-day and 28-day Mortalities of Sepsis
Patients
The result of multivariate logistic regression showed that SIC
was an independent risk factor for the 7- and 28-day mortalities
of the included patients, with an adjusted odds ratio of 1.52
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TABLE 1 | The characteristics of included patients when first ICU admission.

Variables All patients (n = 9432) Non-SIC patients (n = 6152) SIC patients (n = 3280) p

Gender, n (%) < 0.001

Male 5,070 (54) 3,111 (51) 1,959 (60)

Female 4,362 (46) 3,041 (49) 1,321 (40)

Age, years 69.90 (56.38, 80.85) 71.54 (58.18, 81.86) 66.93 (53.52, 79.08) < 0.001

First care unit, n (%) < 0.001

CCU 1,229 (13) 914 (15) 315 (10)

CSRU 813 (9) 419 (7) 394 (12)

MICU 5,158 (55) 3,324 (54) 1,834 (56)

SICU 1,323 (14) 885 (14) 438 (13)

TSICU 909 (10) 610 (10) 299 (9)

Outcome

ICU stay time, days 4.04 (1.92, 9.25) 3.92 (1.92, 8.92) 4.21 (1.96, 10.04) < 0.001

7-day mortality, n (%) 1,332 (14) 756 (12) 576 (18) < 0.001

28-day mortality, n (%) 2,669 (28) 1,555 (25) 1,114 (34) < 0.001

Hospital mortality, n (%) 2,452 (26) 1,380 (22) 1,072 (33) < 0.001

Comorbidity, n (%)

Hypertension, n (%) 3,388 (36) 2,348 (38) 1,040 (32) < 0.001

COPD, n (%) 446 (5) 376 (6) 70 (2) < 0.001

Diabetes, n (%) 2,819 (30) 1,949 (32) 870 (27) < 0.001

MI, n (%) 320 (3) 238 (4) 82 (2) < 0.001

CHF, n (%) 316 (3) 225 (4) 91 (3) 0.027

Cardiac arrhythmias, n (%) 3,317 (35) 2,193 (36) 1,124 (34) 0.189

Liver disease, n (%) 1,118 (12) 338 (5) 780 (24) < 0.001

Severity score

SOFA 5.00 (4.00, 8.00) 5.00 (3.00, 7.00) 7.00 (5.00, 10.00) < 0.001

LODS 5.00 (3.00, 7.00) 5.00 (3.00, 7.00) 6.00 (4.00, 8.00) < 0.001

SAPS II 42.00 (33.00, 52.00) 41.00 (32.00, 51.00) 44.00 (35.00, 55.00) < 0.001

Vital signsa

Mean heartrate, (min−1 ) 87.49 (77.33, 98.93) 86.82 (76.50, 97.85) 88.93 (79.08, 101.47) < 0.001

MAP, (mmHg) 75.03 (68.81, 81.22) 75.48 (69.05, 81.83) 74.18 (68.29, 80.07) < 0.001

Mean resprate, (min−1) 19.56 (17.10, 22.42) 19.54 (17.17, 22.29) 19.62 (16.95, 22.75) 0.528

Mean temperature, (◦C) 36.86 (36.44, 37.28) 36.88 (36.47, 37.29) 36.83 (36.40, 37.25) < 0.001

Laboratory testsb

Mean glucose, (mg/dl) 137.50 (115.00, 161.67) 138.40 (116.00, 163.50) 135.27 (112.49, 158.76) < 0.001

Aniongap_max, 16.00 (14.00, 19.00) 16.00 (14.00, 19.00) 16.00 (14.00, 20.00) 0.133

Bicarbonate_min, (mEq/L) 21.00 (18.00, 24.00) 22.00 (19.00, 25.00) 20.00 (17.00, 23.00) < 0.001

Chloride_max, (mEq/L) 107.00 (103.00, 112.00) 107.00 (103.00, 111.00) 109.00 (104.00, 113.00) < 0.001

Hematocrit_min, (%) 29.00 (25.30, 33.30) 30.00 (26.70, 34.10) 26.80 (23.00, 31.10) < 0.001

Hemoglobin_min, (g/dL) 9.80 (8.50, 11.20) 10.10 (8.90, 11.50) 9.10 (7.90, 10.60) < 0.001

Lactate_max, (mmol/L) 2.63 (1.80, 3.60) 2.50 (1.70, 3.16) 3.00 (2.20, 4.80) < 0.001

Lowest platelet level, (K/uL) 176.00 (112.00, 247.00) 221.00 (179.00, 289.00) 93.00 (60.00, 121.00) < 0.001

Potassium_max, (K/uL) 4.50 (4.10, 5.10) 4.50 (4.10, 5.10) 4.60 (4.10, 5.30) < 0.001

PTT_max, (s) 36.10 (28.90, 48.80) 33.20 (27.60, 44.00) 40.70 (32.90, 58.82) < 0.001

INR_max, 1.40 (1.20, 1.80) 1.30 (1.20, 1.60) 1.64 (1.40, 2.20) < 0.001

PT_max, (s) 15.31 (13.70, 18.40) 14.60 (13.30, 16.80) 16.90 (15.00, 21.00) < 0.001

Sodium_min, (mEq/L) 137.00 (134.00, 140.00) 137.00 (134.00, 140.00) 136.00 (133.00, 139.00) < 0.001

BUN_max, (mg/dL) 28.00 (18.00, 47.00) 28.00 (18.00, 45.00) 30.50 (19.00, 50.00) < 0.001

WBC_max, (K/uL) 13.40 (9.40, 18.70) 14.00 (10.20, 19.30) 11.90 (7.70, 17.60) < 0.001

Po2-min, (mmHg) 89.34 (68.00, 104.06) 91.00 (70.00, 105.05) 86.48 (67.00, 102.12) < 0.001

Pco2-max, (mmHg) 46.08 (40.00, 51.00) 46.95 (40.00, 51.11) 45.45 (39.00, 50.00) < 0.001

(Continued)
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TABLE 1 | Continued

Variables All patients (n = 9432) Non-SIC patients (n = 6152) SIC patients (n = 3280) p

PH-min 7.31 (7.26, 7.37) 7.32 (7.27, 7.37) 7.31 (7.23, 7.36) < 0.001

MCH_min, (pg) 30.10 (28.80, 31.50) 29.90 (28.50, 31.13) 30.50 (29.30, 32.10) < 0.001

MCHC_min, (g/L) 33.30 (32.20, 34.20) 33.10 (32.10, 34.00) 33.50 (32.40, 34.50) < 0.001

RDW_max, (%) 16.41 (15.32, 17.29) 15.45 (14.76, 16.77) 17.41 (16.30, 18.87) < 0.001

MCV_min, (fL) 90.00 (86.00, 94.00) 89.00 (86.00, 93.00) 90.00 (86.00, 95.00) < 0.001

Creatinine_max, (µmol/L) 114.92 (79.56, 194.48) 114.92 (79.56, 185.64) 123.76 (88.40, 212.16) < 0.001

Infection site, n (%)

Lung, n (%) 3,440 (36) 2,355 (38) 1,085 (33) < 0.001

Urea, n (%) 2,807 (30) 1,923 (31) 884 (27) < 0.001

Catheter, n (%) 240 (3) 153 (2) 87 (3) 0.676

Bacteremia, n (%) 612 (6) 372 (6) 240 (7) 0.019

Septicemic, n (%) 120 (1) 72 (1) 48 (1) 0.266

Treatment measures

MV, n (%) 2,493 (26) 1,639 (27) 854 (26) 0.542

Epinephrine, n (%) 329 (3) 156 (3) 173 (5) < 0.001

Norepinephrine, n (%) 2,076 (22) 1,219 (20) 857 (26) < 0.001

Categorical data were presented as frequency (percentage), parametric continuous data were presented as median (interquartile ranges), whereas non-parametric continuous data

were presented as median (interquartile ranges).
aVital signs were calculated as mean value during the first 24 h since ICU admission of each included patients.
bThe laboratory tests recorded the worest value during the first 24 h since ICU admission of each included patients.

CCU, coronary care unit; CSRU, cardiac surgical intensive care unit; MICU, medical intensive care unit; SICU, surgical intensive care unit, TSICU, trauma/surgical intensive care unit;

SOFA, Sequential Organ Failure Assessment; LODS, Logistic Organ Dysfunction System; SAPS II, Simplified acute physiology II; SAPS II, Simplified acute physiology; PT, Prothrombin

Time; PTT, Partial Thromboplastin Time; INR, International Normalized Ratio; RDW, Red Blood Cell Distribution Widths; MV, Mechanical Ventilation; MAP, Mean arterial pressure.

[95% confidence interval (CI): 1.35, 1.71] and 1.52 (95% CI: 1.39,
1.67), respectively, after adjusting for baseline characteristics,
vital signs, critical illness score, infection sites, and treatment
measures. Subsequently, we conducted a PSM between the SIC
and non-SIC cohorts according to the differences in the vital
signs, critical illness score, infection sites, treatment measures
and comorbidities in first 24 h since ICU admission. Kaplan–
Meier’s survival analysis found significant differences between the
SIC and non-SIC patients in the 7- and 28-day survival whether
or not a PSM was performed (Supplementary Figures 2, 3).

Development of a Prediction Nomogram
Only 3,280 SIC patients were randomly assigned to the training
(2,293 patients) or validation sets (987 patients). The data
of non-SIC patients were not suitable for subsequent model
development, since the model was designed to predict the short-
term death risk in SIC patients. All variables of the included
participants in each set are presented in Supplementary Table 1.
No statistical differences in all the variables were found between
the training and validation sets, except for the creatinine-max.
The results of the univariate logistic analysis using the training
cohort are presented in Table 2.

Subsequently, a multivariate logistic regression was performed
using variables with p < 0.05 in the univariate logistic analysis
or those that had clinical significance or these categorical
variables in which a set of meaningful values existed. However,
the infection site and PH-min were omitted from the model,
considering that it was difficult to determine the source of
infection in the early stage of ICU admission and the PH

value was affected by a variety of factors. Finally, we selected
a total of 13 variables based on the AIC. The risk factors
independently associated with the 28-day mortality of SIC
identified by the multivariable analysis are presented in Table 3.
Regarding collinearity, the VIF of all continuous variables in
Table 3 was <2, indicating that no collinearity existed in the
regression analysis. Next, a model integrating age, combined with
liver disease, mean arterial pressure (MAP), mean heart rate,
mean respiratory rate, mean temperature, the administration
of norepinephrine, lactate-max, PT-max, RDW-max, MCV-min,
creatinine-max and lowest platelet level was established using
the training set. On the basis of this model, a nomogram was
plotted to predict the probability of the 28-day mortality of the
SIC patients (Figure 1).

Validation of the Prediction Nomogram
The nomogram demonstrated good accuracy for predicting the
28-day mortality of SIC patients, with an unadjusted C-index of
0.78 (95% CI: 0.76, 0.80). In the validation set, the nomogram
displayed an unadjusted C-index of 0.81 (95% CI: 0.78, 0.84).
The nomogram when compared with the SOFA, LODS, SAPS
II, and SIC scores displayed an area under the receiver operating
characteristic (AUROC) that was significantly higher in both sets.
Furthermore, the RF and SVMmodels showed an excellent ability
to distinguish the SIC patients who died during the 28 days since
admission in the training cohort, but it declined sharply in the
validation cohort (Figure 2).

The calibration curve was described using the bootstrap
method for both, the training and validation sets (Figure 3). The
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TABLE 2 | Factors independently associated with 28-day mortality of patients

with SIC by univariate logistic regression analysis in training cohort.

Variables OR (95% CI) p-value

Age, y 1.01 (1.00, 1.02) <0.001

Liver-disease, yes vs. no 1.58 (1.30, 1.93) <0.001

Cirrhosis, yes vs. no 1.68 (1.28, 2.20) <0.001

Mean heart rate (min-1) 1.02 (1.01, 1.02) <0.001

MAP (mmHg) 0.97 (0.96, 0.98) <0.001

Mean respiratory rate (min−1) 1.08 (1.06, 1.10) <0.001

Mean temperature (◦C) 0.64 (0.56, 0.72) <0.001

Norepinephrine, yes vs. no 2.54 (2.10, 3.08) <0.001

Lactate (mmol/L) 1.15 (1.12, 1.19) <0.001

WBC_max (K/uL) 1.00 (1.00, 1.01) <0.001

Potassium_max (K/uL) 1.12 (1.03, 1.22) 0.006

INR_max

1.2–1.4 vs. ≦1.2 0.80 (0.57, 1.11) 0.176

>1.4 vs. ≦1.2 1.47 (1.12, 1.96) 0.006

PT_max (s)

15-18 vs. ≦15 0.94 (0.75, 1.20) 0.641

18-21 vs. ≦15 1.47 (1.12, 1.94) 0.006

>21 vs. ≦15 2.41 (1.89, 3.07) <0.001

RDW_max (%) 1.23 (1.19, 1.28) <0.001

MCV_min (fL) 1.05 (1.04, 1.06) <0.001

Creatinine_max (µmol/L)

110–170 vs. <110 1.43 (1.14, 1.80) 0.002

171–299 vs. <110 1.89 (1.49, 2.41) <0.001

300–440 vs. <110 2.94 (2.09, 4.14) <0.001

>440 vs. <110 2.10 (1.52, 2.89) <0.001

Lowest platelet level (K/uL) 0.99 (0.98, 0.99) <0.001

PT, Prothrombin Time; INR, International Normalized Ratio; RDW, Red Blood Cell

Distribution Widths; MCV, Mean Corpuscular Volume; MAP, Mean arterial pressure; OR,

odds rate; CI, confidence interval.

apparent line and a bias-corrected line only slightly deviated
from the ideal line, indicating a good agreement between the
prediction and reality. The Brier score of the nomogram was 0.17
and 0.15 in the training and validation sets, respectively. The
IDI and NRI indices of the nomogram were also significantly
higher than those of the SOFA, LODS, SAPS II, and SIC
scores in both sets, as shown in Table 4, which indicated that
this nomogram had a better prediction probability in 28-day
mortality prediction.

Clinical Use of the Nomogram
The DCA curve was plotted to perform a clinical application
of this nomogram, and compared with other clinical severity
scoring systems. In the training set, clinical intervention guided
by this nomogram provided a greater net benefit when the
threshold probability was within 0.1 and 0.9 (Figure 4A). In the
validation set, the analysis indicated that when the threshold
probability was >0.15, using this nomogram to predict the 28-
day mortality of SIC patients could provide a greater net benefit
than the SOFA, LODS, and SAPS II (Figure 4B). However,
we found that the SIC score performed the worst. When the

TABLE 3 | Factors independently associated with 28-day mortality of patients

with SIC by multivariate logistic regression analysis in training cohort.

Variables βa OR (95% CI) p-values

Age, y 0.03 1.03 (1.02, 1.04) <0.001

Liver-disease, yes vs. no 0.23 1.26 (0.96, 1.65) 0.091

MAP (mmHg) −0.01 0.99 (0.98, 1.00) 0.033

Mean heart rate (min−1) 0.02 1.02 (1.01, 1.03) <0.001

Mean respiratory rate (min−1 ) 0.06 1.06 (1.04, 1.10) <0.001

Mean temperature (◦C) −0.33 0.72 (0.62, 0.83) <0.001

Norepinephrine, yes vs. no 0.73 2.07 (1.66, 2.57) <0.001

Lactate (mmol/L) 0.08 1.11 (1.05, 1.12) <0.001

PT_max (s)

15-18 vs. ≦15 −0.27 0.76 (0.58, 0.99) 0.045

18-21 vs. ≦15 −0.21 0.81 (0.58, 1.11) 0.189

>21 vs. ≦15 0.11 1.12 (083, 1.52) 0.440

RDW_max (%) 0.16 1.18 (1.13, 1.23) <0.001

MCV_min (fL) 0.04 1.04 (1.03, 1.06) <0.001

Lowest platelet level (K/uL) −0.01 0.99 (0.98, 0.99) <0.001

Creatine_max (µmol/L)

110–170 vs. <110 0.13 1.14 (0.88, 1.48) 0.312

171–299 vs. <110 0.11 1.12 (0.84, 1.48) 0.453

300–440 vs. <110 0.46 1.59 (1.07, 2.35) 0.022

>440 vs. <110 0.41 1.50 (1.04, 2.16) 0.030

PT, Prothrombin Time; RDW, Red Blood Cell Distribution Widths; MCV, Mean Corpuscular

Volume; MAP, Mean arterial pressure.
aUnstandardized β coefficients were calculated from the multivariate logistic

regression model.

OR, odds rate; CI, confidence interval.

threshold probability was >0.45, the DCA curve of the SIC score
overlapped with the horizontal line.

On the basis of the DCA, the clinical impact curve for
this nomogram is presented (Supplementary Figure 4). In both
sets, the red solid curve (number of high-risk individuals)
represented the number of patients classified as high risk by
this nomogram under each risk threshold of 1,000 patients, and
the blue dashed curve (number of high-risk individuals with
outcome) showed the number of true positive patients under each
risk threshold.

Risk of 28-day Mortality Based on the
Nomogram Scores
The results showed that this nomogram is a good predictive
model, with high sensitivity, specificity, positive predictive value,
and negative predictive value in recognizing whether the patients
survived or were deceased after 28 days since ICU admission,
with 0.70 (95%CI: 0.67, 0.73), 0.74 (95%CI: 0.71, 0.76), 0.58 (95%
CI: 0.55, 0.62) and 0.83 (95% CI: 0.80, 0.84) in the training set,
and 0.78 (95% CI: 0.74, 0.83), 0.69 (95% CI: 0.65, 0.72), 0.56 (95%
CI: 0.52, 0.63), and 0.86 (95% CI: 0.83, 0.88) in the validation set,
respectively (Supplementary Table 2).
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FIGURE 1 | Nomogram to predict the risk of 28-day mortality of patients with SIC. When using it, drawing a vertical line from each variable to the points axis for the

score, then the points for all the parameters were added, finally, a line from the total points axis was drawn to correspond the risk of 28-day mortality at the bottom.

DISCUSSION

In this retrospective cohort study of a large open-source database,
univariate and multivariate logistic regression analyses were
successively applied to identify the independent risk factor
associated with the 28-day mortality of SIC patients in the ICU.
Finally, a total of 13 clinical variables were recognized and
incorporated into a best-fit model, that is, the age, mean heart
rate, MAP, mean respiratory rate, mean temperature, lactate-
max, PT-max, RDW-max, MCV-min, creatinine-max, lowest
level of platelet count, the administration of norepinephrine and
combined with liver disease.

The results showed a SIC incidence of 34.8% and a 28-day
mortality of 34.0%. These rates were higher than in previous
reports (6, 9). Only sepsis patients admitted to the ICU were
included in the present study; therefore, population diversity
could explain these differences. Most SIC patients were male and
commonly found in the medical ICU. Moreover, patients who
had SIC displayed a significantly reduction in their short-term
survival by the Kaplan–Meier’s survival analysis and a prolonged

hospitalization time compared with non-SIC patients. These
findings were similar to those of Lyons et al. (18). Interestingly,
some related comorbidities, including diabetes and COPD, were
less prevalent in the SIC cohort. This tendency was also displayed
in another study (18).

Among the thirteen included variables, the RDW was a
major factor. Indeed, it was the strongest predictor for 28-day
mortality in terms of relative contribution. The RDW is a routine
parameter in reflecting the heterogeneity of erythrocyte cell size
and discriminating anemic types (19). Numerous studies have
recently revealed a significant association between the RDW
value and increased mortality in sepsis patients (20, 21). A large
cohort study that included 11,691 sepsis patients demonstrated
that the initial RDW within the first 24 h of admission was
an independent risk factor for the 28-day mortality. For every
one unit increase in the RDW value, the 28-day mortality
increased by 6.86% (20). During the first 72 h of hospitalization,
the extent of the rise in the RDW value was also associated
with a poorer prognosis of sepsis patients or septic shock
patients (21). Although the underlying mechanism was unclear,
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FIGURE 2 | The ROC curve of the nomogram, RF model, SVM model, SOFA, LODS, SAPS II and SIC. (A) Training set; (B) Validation set. The variables entered in

nomogram, RF model and SVM model are the same.

FIGURE 3 | Calibration curves of nomogram. (A) Training set; (B) Validation set.

several possible reasons could explain the correlation between the
RDW and sepsis patient mortality. The systemic inflammation
response can impact the status of hematopoietic organs. In
fluorodeoxyglucose positron emission tomography (FDG-PET)
scanning, an association between the RDW and splenic and
lumbar bone marrow activation was revealed (22). Furthermore,
previous research proved that inflammation could suppress
erythrocyte maturation and accelerate reticulocyte transfer into
the peripheral circulation (23). Another explanation may be
related to high oxidative stress. The excessive expression of

reactive oxygen species induced severe cellular dysfunctions or
even MODS in sepsis patients (24).

Several other parameters in the nomogram were associated
with sepsis or coagulation abnormalities. Epidemiological
data demonstrated that age is an independent risk factor
for thrombosis and is associated with the 90-day and 1-
year mortalities in sepsis patients (25–27). During sepsis,
the incidence of liver dysfunction approaches 34–46% (28).
When sepsis patients also had a liver disease, including
cirrhosis and tumor, the risks for MODS and mortality were
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TABLE 4 | Comparison of models in predicting the 28-day mortality of patients with SIC.

Predictive model AUROC P-value IDI P-value NRI P-value

Training set Nomogram 0.78 (0.76, 0.80)

SOFA 0.71 (0.69, 0.73) <0.001 0.09 (0.007, 0.11) <0.001 0.30 (0.20, 0.47) <0.001

LODS 0.72 (0.70, 0.74) <0.001 0.08 (0.06, 0.10) <0.001 0.17 (0.06, 0.29) <0.001

SAPS II 0.75 (0.73, 0.77) 0.01 0.05 (0.03, 0.07) <0.001 0.12 (0.08, 0.22) <0.001

SIC score 0.61 (0.59, 0.63) <0.001 0.12 (0.08, 0.22) <0.001 0.54 (0.39, 0.62) <0.001

Validation set Nomogram 0.81 (0.78, 0.84)

SOFA 0.71 (0.67, 0.74) <0.001 0.15 (0.12, 0.18) <0.001 0.40 (0.24, 0.53) <0.001

LODS 0.70 (0.67, 0.74) <0.001 0.16 (0.13, 0.19) <0.001 0.34 (0.23, 0.46) <0.001

SAPS II 0.74 (0.71, 0.78) <0.001 0.12 (0.09, 0.15) <0.001 0.23 (0.17, 0.31) <0.001

SIC score 0.60 (0.57, 0.64) <0.001 0.25 (0.22, 0.28) <0.001 0.58 (0.42, 0.65) <0.001

The P-value was calculated by comparing the results of nomogram with SOFA or LODS, SAPS II, and SIC score.

AUROC, area under the receiver operating characteristic curve; IDI, integrated discrimination improvement; NRI, net reclassification improvement; SOFA, Sequential Organ Failure

Assessment; LODS, Logistic Organ Dysfunction System; SAPS II, Simplified acute physiology II.

FIGURE 4 | Decision curve analysis of the nomogram, SOFA, LODS, SAPS II and SIC. (A) Training set; (B) Validation set.

significantly higher than in patients without liver diseases
(29). Vital signs were widely used to develop the prediction
model of sepsis (30, 31) and were also included in the
nomogram. Furthermore, SIC was normally characterized
by reduced platelets and prolonged PT or INR. Notably,
a decreased mortality rate of SIC patients was found in
the present study when the PT values ranged from 16 to
18s. We supposed that a mildly prolonged PT might be
more likely to gain the attention of the physician than a
normal PT, which in turn would lead to earlier intervention.
Alteration of the lactic levels reflects the situation of the
microcirculatory perfusion. When lactic levels were >2.5
mmol/L, the probability of mortality increased with increasing
lactic concentration, and this correlation was independent of
vasopressor administration (32, 33).

Currently, no specialized predictionmodels for the assessment
of the 28-day mortality risk in SIC patients are available. As
defined in the Surviving Sepsis Campaign 2016 guideline, sepsis
is induced by infections and eventually leads to systemic multiple

organ dysfunction. Therefore, several scoring systems applied
to evaluate organ functional status were useful in predicting
the prognosis of sepsis patients. The SOFA and LODS were
widely applied in the ICU, and may be more appropriate to
reflect the acute changes in organ function of sepsis patients (34).
However, the effectiveness of these scoring systems in predicting
the 28-day mortality risk of SIC patients remained unknown.
Therefore, we compared the predictive ability of the proposed
nomogram with some common clinical rating scales, including
the SOFA, LODS, SAPS II and SIC score, based on the AUROC.
We found that the nomogram performed best. Furthermore,
the DCA curve and IDI and NRI indices also supported
this conclusion. Additionally, the nomogram could effectively
discriminate the real positive patients with a high risk for 28-
day mortality in both the training and validation sets. In the
present study, we attempted to develop other machine-learning
models, including RF and SVM, to improve the accuracy of
the prediction. However, the AUROC of these models decreased
dramatically in the process of validation, which indicated poor
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generalization ability. On the basis of predictive power and
clinical interpretability, we chose multivariate logistic regression
as the final model to construct the proposed nomogram.
However, we are currently developing an XGBoost model using a
new external database.

The nomogram developed here performed well in the
discrimination of 28-day mortality risk, as reflected by a high
C-index of 0.81 and an acceptable calibration. When obtaining
a nomogram, physicians only need to calculate the scores
corresponding to each indicator based on the first row, and then
add up each point to obtain a final total points value. Finally, the
28-day mortality can be determined based on the final row. In
the calculation process, vital signs and the laboratory test values
of the SIC patients during the first 24 h since ICU admission
are necessary.

The present study also had several limitations. First, according
to the sepsis 3.0 criterion, infection and suspected infection
diagnosing requires an exact time of the sampling culture and
antibiotic use. These were difficult to obtain from the MIMIC
III database. Therefore, we referred to the Angus criterion
to extract the infectious patients (35). Second, in the PT
were inherent defects reflecting the pro-coagulant and anti-
coagulant processes (36, 37). Some new coagulation markers and
examinations, including thrombin-antithrombin-III complex,
plasmin-α2-antiplasmin complex and thromboelastography, are
becoming useful tools in coagulopathy diagnosis (38, 39).
Combining these parameters with the current optimization
model may further optimize the capacity for 28-day mortality
prediction in SIC patients; however, they were not recorded in
the MIMIC III database. Third, nomogram as a visualization
tool, could make the analyses more intuitive and convenient,
but it has been used for years. In addition to nomogram,
clinical scoring scale and web-based risk calculators were
commonly used. For some models that are harder to explain,
such as integrated tree model and neural network model,
SHAP algorithm may be useful. In recent years, increasing
efforts have been put into improving the interpretability of
black-box artificial intelligence and designing more interpretable
models for clinical prediction (40, 41). This will be our
future direction.

In conclusion, on the basis of logistic regression analysis,
a nomogram including 13 conventional clinical variables was
conducted. This model provided an optimal prediction of
the 28-day mortality risk in SIC patients and through the
internal validation. Using this model, the 28-day mortality risk
of an individual SIC patient can be determined, which can
lead to an improved prognostic assessment. However, external
validation is required for further generalizability improvement of
this nomogram.
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Objective:The number of patients requiring prolonged mechanical ventilation (PMV) is

increasing worldwide, but the weaning outcome prediction model in these patients is

still lacking. We hence aimed to develop an explainable machine learning (ML) model to

predict successful weaning in patients requiring PMV using a real-world dataset.

Methods: This retrospective study used the electronic medical records of patients

admitted to a 12-bed respiratory care center in central Taiwan between 2013 and

2018. We used three ML models, namely, extreme gradient boosting (XGBoost),

random forest (RF), and logistic regression (LR), to establish the prediction model. We

further illustrated the feature importance categorized by clinical domains and provided

visualized interpretation by using SHapley Additive exPlanations (SHAP) as well as local

interpretable model-agnostic explanations (LIME).

Results: The dataset contained data of 963 patients requiring PMV, and 56.0%

(539/963) of them were successfully weaned from mechanical ventilation. The XGBoost

model (area under the curve [AUC]: 0.908; 95% confidence interval [CI] 0.864–0.943)

and RF model (AUC: 0.888; 95% CI 0.844–0.934) outperformed the LR model (AUC:

0.762; 95% CI 0.687–0.830) in predicting successful weaning in patients requiring PMV.

To give the physician an intuitive understanding of the model, we stratified the feature

importance by clinical domains. The cumulative feature importance in the ventilation

domain, fluid domain, physiology domain, and laboratory data domain was 0.310, 0.201,

0.265, and 0.182, respectively. We further used the SHAP plot and partial dependence

plot to illustrate associations between features and the weaning outcome at the feature

level. Moreover, we used LIME plots to illustrate the prediction model at the individual

level. Additionally, we addressed the weekly performance of the three ML models and
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found that the accuracy of XGBoost/RF was ∼0.7 between weeks 4 and week 7 and

slightly declined to 0.6 on weeks 8 and 9.

Conclusion: We used an ML approach, mainly XGBoost, SHAP plot, and LIME plot

to establish an explainable weaning prediction ML model in patients requiring PMV.

We believe these approaches should largely mitigate the concern of the black-box

issue of artificial intelligence, and future studies are warranted for the landing of the

proposed model.

Keywords: explainable AI, weaning, prediction mode, prolonged mechanical ventilation, machine learning

BACKGROUND

Mechanical ventilation (MV) is one of the essential organ support
management approaches in critically ill patients, and ∼5–10% of
patients receiving MV require prolonged MV (PMV), defined as
using MV for more than 21 days (1, 2). There is an increasing
health burden of PMV globally, and the estimated economic
burden in the United States was nearly 25 billion per year (3–5).
It has been estimated that merely 50% (95% confidence interval
[CI] 47–53%) of patients with PMV can be liberated from MV
(6); however, the study to predict weaning outcome in patients
under PMV remains scarce despite of an increasing health impact
of PMV.

Artificial intelligence (AI) is widely applied in various fields,
but the black-box issue remains the main concern for the
application of AI in the medical field (7, 8). Recently, explainable
AI algorithms, including our recently published research in
critically ill influenza patients, have been increasingly applied to
interpret the AI model based on post-hoc analyses and domain
knowledge, and the black-box issue can largely be mitigated (9,
10). Due to the steadily increasing number of patients requiring
PMV in Taiwan during the last two decades, a specialized
unit, respiratory care center (RCC), has been established to
facilitate weaning in patients with PMV (4, 11). In the present
study, we aimed to use electronic medical records of an RCC
in central Taiwan collected between 2013 and 2018 and an
explainable machine learning (ML) approach to establish a
weaning prediction model in patients requiring PMV.

METHODS

Ethical Approval
This study was approved by the Institutional Review Board of
the Taichung Veterans General Hospital (TCVGH: CE19072A).

Abbreviations:AI, artificial intelligence; APACHE, Acute Physiology and Chronic

Health Evaluation; AUC, area under the curve; CI, confidence interval; DNR, do

not resuscitate; FiO2, inspired oxygen; LIME, local interpretable model-agnostic

explanations; LR, logistic regression; ML, machine learning; MV, mechanical

ventilation; PDP, partial dependence plot; PEEP, positive end-expiratory pressure;

Pmean, mean airway pressure; Ppeak, peak inspiratory pressure; PMV, prolonged

mechanical ventilation; RCC, respiratory care center; RF, random forest; RIICU,

respiratory intermediate intensive care unit; RR, respiratory rate; ROC, receiver

operating characteristic; SaO2, oxygen saturation; SHAP, SHapley Additive

exPlanations; TCVGH, Taichung Veterans General Hospital; TRL, technology

readiness level; VT/PBW, tidal volume per predicted body weight; XGBoost,

extreme gradient boosting.

All data were obtained from electronic medical records
and anonymized before analyses, and informed consent was
hence waived.

Study Population
This retrospective study was conducted at TCVGH, a tertiary-
care referral hospital with ∼1,500 beds, six intensive care units
(ICUs), and one 12-bed RCC in central Taiwan. All patients who
had been admitted to the study RCC for a first attempt at weaning
between 2013 and 2018 were enrolled in the study. Liberation
from MV for five consecutive days was defined as successful
weaning given that one Taiwanese population-based study has
shown high durability of weaning success after liberation from
the ventilator for 5 days in patients with PMV (12).

Variables Categorized by Main Clinical
Domains
The dataset was established through collecting electronic medical
records during the first index admission to RCC, and the first
day with MV was defined as day 1 of the index admission.
Data were censored after the patient was discharged from RCC,
including successful weaning, mortality, or being transferred
back to the ICU/ward in ventilator-dependent status. The
dataset mainly consisted of five clinical domains: (1) ventilation
domain (weekly average fraction of inspired oxygen [FiO2,
%], positive end-expiratory pressure [PEEP, cmH2O], peak
inspiratory pressure [Ppeak, cmH2O], mean airway pressure
[Pmean], tidal volume per predicted body weight [VT/PBW,
ml/kg], respiratory rate, and minute ventilation); (2) fluid
domain (weekly fluid balance data, including input, feeding
amount, urine output, hemodialysis output, and overall fluid
balance); (3) physiology domain (weekly average blood pressure,
heart rate, body temperature, oxygen saturation [SaO2], and
glucose levels); (4) lab domain (main laboratory data, including
albumin, white blood cell counts, hemoglobin concentration,
platelet counts, liver function tests, and renal function tests);
and (5) others, including Acute Physiology and Chronic Health
Evaluation (APACHE) II score, comorbidities, and medications.

Extreme Gradient Boosting (XGBoost)
We used XGBoost to construct a weaning outcome prediction
model. Gradient boosting methods including XGBoost
employed iterative combinations of ensembles of weak
prediction models into one strong learner (13). XGBoost
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TABLE 1 | Characteristics of the 963 patients categorized by weaning outcome.

All Successful weaning (–) Successful weaning (+) p-value

N = 963 N = 424 N = 539

Demographic data

Age (years) 69.3 ± 16.0 72.1 ± 14.3 67.1 ± 16.8 <0.01

Sex (female) 618 (64.2%) 291 (68.6%) 327 (60.7%) 0.01

Body mass index 22.5 ± 4.5 22.6 ± 4.6 22.4 ± 4.5 0.52

Comorbidities

Hypertension 538 (55.9%) 236 (55.7%) 302 (56.0%) 0.91

Diabetes mellitus 329 (34.2%) 152 (35.8%) 177 (32.8%) 0.33

Congestive heart failure 134 (13.9%) 74 (17.5%) 60 (11.1%) <0.01

Atrial fibrillation 173 (18.0%) 95 (22.4%) 78 (14.5%) <0.01

COPD 141 (14.6%) 81 (19.1%) 60 (11.1%) <0.01

Asthma 38 (3.9%) 17 (4.0%) 21 (3.9%) 0.93

End-stage renal disease 102 (10.6%) 58 (13.7%) 44 (8.2%) <0.01

Liver cirrhosis 29 (3.0%) 12 (2.8%) 17 (3.2%) 0.77

Cerebral vascular disease 254 (26.4%) 122 (28.8%) 132 (24.5%) 0.13

Malignancy (inactive) 77 (8.0%) 31 (7.3%) 46 (8.5%) 0.49

Malignancy (active) 179 (18.6%) 100 (23.6%) 79 (14.7%) <0.01

Etiology for mechanical ventilation

Neurological surgery 369 (38.4%) 157 (37.1%) 55 (10.2%) <0.01

Medical condition 594 (61.7%) 267 (63.0%) 484 (89.8%)

Severity scores

ICU APACHE II 25.0 ± 6.0 25.7 ± 6.1 24.5 ± 5.8 <0.01

RCC APACHE II 17.8 ± 5.5 19.4 ± 5.7 16.5 ± 5.1 <0.01

Do-not-resuscitate status 430 (44.7%) 250 (59.0%) 180 (33.4%) <0.01

RCC data (day 1)

White blood cell counts (/ml) 1,0881.0 ± 5,001.3 11,279.6 ± 5,307.1 10,567.5 ± 4,728.3 0.03

Hematocrit (%) 29.6 ± 5.2 29.0 ± 5.1 30.1 ± 5.2 <0.01

Creatinine (mg/dl) 1.6 ± 1.8 1.7 ± 1.9 1.4 ± 1.7 <0.01

Sodium (mg/dl) 138.7 ± 6.3 139.1 ± 6.9 138.3 ± 5.8 0.06

Potassium (mg/dl) 4.3 ± 0.7 4.3 ± 0.7 4.3 ± 0.6 0.25

GCS (eye opening) 3.0 ± 1.1 3.0 ± 1.1 3.1 ± 1.0 0.37

GCS (motor response) 4.4 ± 1.7 4.2 ± 1.7 4.6 ± 1.6 <0.01

FiO2 (%) 37 ± 5 38 ± 6 36 ± 5 <0.01

Hear rate 87.8 ± 20.5 90.1 ± 20.7 85.9 ± 20.2 <0.01

Respiratory rate 19.1 ± 5.9 19.6 ± 6.1 18.7 ± 5.8 0.01

Blood pressure (systolic) 123.3 ± 23.3 122.4 ± 24.0 124.1 ± 22.7 0.24

Blood pressure (diastolic) 69.0 ± 18.8 67.9 ± 19.1 69.8 ± 18.5 0.12

Outcome

ICU day 23.7 ± 13.1 24.4 ± 15.4 23.1 ± 10.9 0.11

RCC stay 16.7 ± 9.5 19.7 ± 10.7 14.3 ± 7.6 <0.01

Ventilator day 41.7 ± 17.7 50.7 ± 17.9 34.6 ± 14.0 <0.01

Hospital day 52.6 ± 18.0 53.9 ± 18.5 51.6 ± 17.6 0.05

Mortality 180 (18.7%) 164 (38.7%) 16 (3.0%) <0.01

Data were presented as mean ± standard deviation and number (percentage).

COPD, chronic obstructive pulmonary disease; ICU, intensive care unit; APACHE II, Acute Physiology and Chronic Health Evaluation II; RCC, respiratory care center; GCS, Glasgow

Coma Score; FiO2, fraction of inspired oxygen.

further applies a second-order Taylor series to approximate
the value of the loss function and reduces the potential
overfitting by application of regularization (14). In the
setting of the hyperparameters, the optimal values were
identified by a grid search on potential value combinations

of the parameters. The key fine-tuned parameters in the
present study included the number of trees (n_estimator =

770), learning rate (eta = 0.01), and maximum tree depth
(max_depth = 3) (see Supplementary Table 1 for detailed
parameters) (14).
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TABLE 2 | Weekly ventilatory parameters of the 963 patients categorized by weaning outcome.

All Successful weaning (–) Successful weaning (+) p-value

N = 963 N = 424 N = 539

FiO2 (%)

Week 4 35.1 ± 5.6 36.4 ± 6.1 34.1 ± 5.0 <0.01

Week 5 34.9 ± 7.0 36.9 ± 8.8 33.4 ± 4.7 <0.01

Week 6 35.1 ± 8.6 37.6 ± 11.4 33.1 ± 4.8 <0.01

Week 7 35.6 ± 10.3 38.6 ± 13.4 33.2 ± 6.2 <0.01

Week 8 35.8 ± 11.1 39.2 ± 14.5 33.2 ± 6.3 <0.01

Week 9 36.0 ± 12.0 39.7 ± 15.7 33.2 ± 6.8 <0.01

PEEP (cmH2O)

Week 4 5.8 ± 1.6 6.0 ± 1.7 5.6 ± 1.5 <0.01

Week 5 5.6 ± 1.4 5.9 ± 1.6 5.4 ± 1.1 <0.01

Week 6 5.6 ± 1.3 5.9 ± 1.5 5.3 ± 1.0 <0.01

Week 7 5.5 ± 1.3 5.8 ± 1.6 5.2 ± 0.9 <0.01

Week 8 5.5 ± 1.3 5.8 ± 1.6 5.2 ± 0.9 <0.01

Week 9 5.5 ± 1.3 5.9 ± 1.6 5.2 ± 0.9 <0.01

Ppeak (cmH2O)

Week 4 21.7 ± 4.9 23.2 ± 4.9 20.5 ± 4.5 <0.01

Week 5 20.9 ± 5.6 23.2 ± 6.3 19.1 ± 4.1 <0.01

Week 6 20.6 ± 5.4 23.0 ± 5.8 18.6 ± 4.1 <0.01

Week 7 20.6 ± 5.7 23.4 ± 6.3 18.4 ± 4.1 <0.01

Week 8 20.7 ± 5.79 23.7 ± 6.5 18.3 ± 4.0 <0.01

Week 9 20.8 ± 6.0 24.0 ± 6.6 18.3 ± 3.9 <0.01

Pmean (cmH2O)

Week 4 10.6 ± 2.4 11.3 ± 2.5 10.2 ± 2.3 <0.01

Week 5 10.4 ± 2.5 11.3 ± 2.9 9.6 ± 1.9 <0.01

Week 6 10.3 ± 2.6 11.4 ± 3.0 9.4 ± 1.9 <0.01

Week 7 10.3 ± 2.7 11.5 ± 3.2 9.3 ± 1.8 <0.01

Week 8 10.3 ± 2.9 11.6 ± 3.4 9.2 ± 1.8 <0.01

Week 9 10.3 ± 2.9 11.7 ± 3.5 9.2 ± 1.7 <0.01

VT/PBW (ml/kg)

Week 4 9.0 ± 1.9 9.1 ± 1.9 8.9 ± 2.0 0.12

Week 5 8.7 ± 2.0 8.9 ± 2.0 8.5 ± 2.0 <0.01

Week 6 8.6 ± 2.1 8.9 ± 2.0 8.3 ± 2.1 <0.01

Week 7 8.6 ± 2.2 9.0 ± 2.2 8.3 ± 2.1 <0.01

Week 8 8.6 ± 2.2 9.0 ± 2.3 8.3 ± 2.1 <0.01

Week 9 8.6 ± 2.3 9.1 ± 2.4 8.3 ± 2.1 <0.01

Respiratory rate (/min)

Week 4 18.9 ± 3.2 19.0 ± 3.3 18.9 ± 3.2 0.44

Week 5 19.4 ± 3.2 19.3 ± 3.4 19.4 ± 3.1 0.66

Week 6 19.6 ± 3.2 19.4 ± 3.5 19.7 ± 3.0 0.26

Week 7 19.6 ± 3.3 19.5 ± 3.6 19.7 ± 3.1 0.38

Week 8 19.6 ± 3.4 19.4 ± 3.7 19.7 ± 3.1 0.22

Week 9 19.5 ± 3.3 19.2 ± 3.6 19.6 ± 3.0 0.07

Minute ventilation (L/min)

Week 4 9.3 ± 2.5 9.6 ± 2.1 9.1 ± 2.8 <0.01

Week 5 9.2 ± 2.5 9.6 ± 2.4 8.8 ± 2.6 <0.01

Week 6 9.1 ± 2.7 9.6 ± 2.6 8.7 ± 2.7 <0.01

Week 7 9.1 ± 2.9 9.6 ± 2.7 8.6 ± 2.9 <0.01

Week 8 9.0 ± 2.9 9.5 ± 2.9 8.6 ± 2.9 <0.01

Week 9 9.0 ± 3.0 9.6 ± 3.0 8.6 ± 2.9 <0.01

Data were presented as mean ± standard deviation.

FiO2, fraction of inspired oxygen; PEEP, positive end-expiratory pressure; Ppeak, peak inspiratory pressure; Pmean, mean airway pressure; VT/PBW, tidal volume per predicted

body weight.
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FIGURE 1 | ROC curves demonstrating the performance of the XGBoost

model (AUC: 0.908, 95% CI 0.864–0.943), RF (AUC: 0.888, 95% CI

0.844–0.934), and LR (AUC 0.762, 95% CI 0.687–0.830) for predicting

successful weaning in patients requiring PMV.

Random Forest (RF)
In addition to XGBoost, we also employed another tree-based
classifier, namely, RF. These two ML models have crucial
differences in the ensemble method. In brief, XGBoost is based
on the ensemble of weak learners, whereas RF is based on
fully grown decision trees (13, 15). In RF, n_estimator was
100, max_depth was 4, and default values were applied for the
other parameters in RF as well as logistic regression (LR) (see
Supplementary Table 1 for detailed parameters in RF).

LR
LR is a widely used statistical method in medicine and is
frequently used as an ML model for classification tasks. LR
mainly based on the assumption that a linear relationship
exists between the input variables and the outcomes (16). (see
Supplementary Table 1 for detailed parameters in LR).

SHapley Additive Explanations (SHAP)
To illustrate the strength and direction of associations between
features and the weaning outcome, we implemented SHAP,
which is an increasingly used post-hoc approach to explain the
output of the ML model (17). In brief, SHAP is an additive
feature attribution method that gives an explanation of the tree
ensemble’s overall impact in the format of the contribution of
a feature, and the visualized presentation of the SHAP plot is
relatively in line with human intuition. Moreover, we also used
the partial dependence plot (PDP) to show the marginal effect of
features on the predicted outcome.

Local Interpretable Model-Agnostic
Explanations (LIME)
We also used LIME to illustrate the impact of key features at the
individual level (18). In brief, LIME provides an explanation of

a classifier through approximating the key features by applying a
local linear model. The output of LIME is a list of explanations
that indicate the contribution of key features to the predicted
outcome in an individual patient.

Statistical Analysis
Categorical data were expressed as frequencies (percentages),
and continuous data were presented as means ± standard
deviations. Differences between successful weaning and failed
weaning were analyzed using Student’s t-test for continuous
variables and Fisher’s exact test for categorical variables. Data
of 80% of randomly selected patients were used as the
training dataset, and the testing set consisted of data of the
remaining 20% of the patients (see Supplementary Figure 1

for the flow diagram of the study). The performance of ML
models to predict weaning outcome was determined by using
the area under the receiver operating characteristic (ROC)
curve (AUC). For the interpretability of the ML models,
feature importance was quantified and categorized by clinical
domains. In the present study, the score of feature importance
was determined by the average gain across all splits of a
feature used in the construction of the tree-based model.
Furthermore, we used the SHAP summary plot and partial SHAP
dependency plot for a visualized interpretation of each feature.
We also employed LIME plots for visualized interpretations
at the individual level. Python version 3.6 was used in the
present study.

RESULTS

Demographic and Ventilatory Data
A total of 963 patients requiring PMV were enrolled, and
300 features were used in the present study. The mean
age of enrolled patients was 69.3 ± 16.0 years, and 64.2%
(618/963) of patients was female. We found that 56.0%
(539/963) of patients requiring PMV were weaned from MV.
Patients with unsuccessful weaning were more likely to have
congestive heart failure (17.5 vs. 11.1%, p < 0.01), atrial
fibrillation (22.4 vs. 14.5%, p < 0.01), chronic obstructive
pulmonary disease (19.1 vs. 11.1%, p < 0.01), end-stage
renal disease (13.7 vs. 8.2%, p < 0.01), active malignancy
(23.6 vs. 14.7%, p < 0.01), and a higher APACHE II score
on RCC admission (19.4 ± 5.7 vs. 16.5 ± 5.1, p < 0.01)
compared with those who were successfully weaned from
MV (Table 1). Table 2 summarizes weekly average ventilatory
parameters between weeks 4 and 9 at the RCC in patients
with PMV. Patients successfully weaned from MV tended to
have a lower FiO2, PEEP, Ppeak, Pmean, VT/PBW, and minute
ventilation than those who remained ventilator dependent,
whereas the respiratory rate was similar between the two
groups (Table 2).

Comparisons Among XGBoost, RF, and LR
We then compared the performance of the three ML models
to predict successful weaning. Using ROC analysis, we found
that the AUC value for predicting successful weaning in the
XGBoost was 0.908 (95% CI 0.864–0.943), which was similar

Frontiers in Medicine | www.frontiersin.org 5 April 2021 | Volume 8 | Article 663739107

https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org
https://www.frontiersin.org/journals/medicine#articles


Lin et al. Explainable AI to Predict Weaning in PMV

FIGURE 2 | Relative feature importance of the top 30 features categorized by main clinical domains.

with the accuracy in RF (AUC: 0.888, 95% CI 0.844–0.934)
and better than those in LR (AUC: 0.762; 95% CI 0.687–0.830)
(Figure 1) (see Supplementary Table 2 for the detailed metric
of the performance). Moreover, we also used DeLong’s test to
determine the difference between two AUCs and confirmed that
XGBoost was similar with RF and outperformed LR (XGBoost
against RF, p= 0.36; XGBoost against LR, p < 0.01).

Explanation of the Model at the Feature
Level
To give clinicians an intuitive understanding of the established
models, we provided a visualized explanation of the model
at the clinical domain level, feature level, and individual
level. We categorized the top 30 features by main clinical
domains (Figure 2). The cumulative feature importance of
the ventilatory domain, fluid domain, physiology domain,
laboratory data domain, and other domains was 0.310,
0.201, 0.265, 0.182, and 0.04, respectively. Moreover, to
enable the visualized interpretation of key features of the

model, we used a SHAP plot to illustrate how these features
affect weaning outcome (Figure 3). Therefore, the strength
and direction of each feature were clearly illustrated in the
SHAP plot. For example, a lower Ppeak on week 9 was
associated with a higher probability of successful weaning.
In addition to using a SHAP plot to demonstrate the
direction of the impact of key features, we also used PDP
to illustrate how each feature affects the model. As shown
in Figure 4, a Ppeak higher than ∼20 cmH2O was inversely
correlated with successful weaning, and such associations
were consistent in distinct weeks (Figure 4). Taken together,
these visualized interpretations provide explanations of
the established model at the clinical domain level and
feature level.

Explanation of the Model at the Individual
Level
We next used LIME to illustrate the impacts of key features
on the weaning prediction model in individual patients. As
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shown in Figure 5, the overall predicted probability of successful
weaning (top), true values of the five main features (right),
and the classification details (left) of two representative patients
were illustrated in the LIME plot. For example, in patient 381,
the predicted probability for successful weaning was low (0.20)
due to a number of negative conditions, consisting of a high
Ppeak (34 cmH2O, >24 cmH2O), a do-not-resuscitate (DNR)
status, a low systolic blood pressure (100 mmHg, <112 mmHg),
and a high APACHE II score (17, >16), although there was
a good feeding amount (1,864 cm3/day, >1,325 cm3/day). In
contrast, the weaning probability in patient 459 was high (0.83)
due to positive conditions, including a low Ppeak (16 cmH2O,
≤16 cmH2O), a high feeding amount (1,864 cm3/day, >1,325
cm3/day), a high respiratory rate (RR) (19/min, >18/min), and
absence of a DNR status, despite a slightly high APACHE II (17,
>16). These explanations at the individual level were consistent
with the aforementioned explanations at the feature level and
should further mitigate the black-box concern.

Accuracy of the Weekly Weaning
Prediction Model
To test the performance of real-time prediction with a 7-day
prediction window in the proposed weaning outcome prediction
model, we analyzed the accuracy of the weekly prediction
model (19). In brief, we measured the performance of the
three ML models to predict successful weaning on one selected
week using data prior to this selected week. In line with the
aforementioned findings (Figure 1), the performance was similar
between XGBoost and RF, and a lower accuracy was found in
the LR model than that in XGBoost/RF (Figure 6). The accuracy
of XGBoost and RF was ∼0.7 between weeks 4 and 7 and
slightly declined to 0.6 on weeks 8 and 9. The domain-based
distribution of feature importance and the SHAP plot of the
weekly prediction model were also compatible with those in
the aforementioned prediction model (Supplementary Figure 2,
Figures 3, 4). Collectively, these data demonstrated the feasibility
of integrating the proposed ML model into clinical practice in
RCC to timely predict the probability of successful weaning.

DISCUSSION

This study aimed to establish the outcome prediction model
in patients requiring PMV through using the explainable ML
approach. We found that the accuracy of the XGBoost and RF
in predicting successful weaning was high, whereas a relatively
low accuracy was found in the LR model. Feature importance
analyses illustrated the substantial features based on clinical
domains, and SHAP and PDP plots further demonstrated the
expected distribution of the impact of each feature in the
XGBoost. In addition to the aforementioned interpretability at
the feature level, we further used LIME for individual-level
interpretability. Furthermore, we addressed the accuracy of the
weekly prediction model and found a modest high accuracy to
predict successful weaning between weeks 4 and 7. Our findings
suggest a practical application of using inherently interpretable
ML models to establish a decision support system, particularly

in making a high-stake medical decision, given that directly
explaining the black-box model remains a niche (20).

Patients requiring PMV is currently a growing issue in Taiwan
as well as the world. The advance of critical care has led to

FIGURE 3 | SHAP to illustrate successful weaning prediction model in the

feature level.

FIGURE 4 | Partial dependence plot by the SHAP value of the weekly Ppeak

in predicting successful weaning. (A) Week-6, (B) week-7, (C) week-8, (D)

week-9.
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not only a steady decrease of the mortality rate among critically
ill patients in the past two decades but also an unexpected
increase in the number of patients requiring PMV (21, 22). Hill
et al., conducting a Canadian population-based cohort study
through investigating 213,680 patients who receivedMVbetween
2002 and 2013, reported that 5.4% (11,594) of these patients
required PMV (23). Furthermore, Damuth et al., conducting a
meta-analysis consisting of 39 studies, reported that the pooled
proportion of weaning from MV in patients requiring PMV
was 50% (6). Lai et al., investigating 27,654 patients receiving
MV in southern Taiwan between 2006 and 2014, found that
6.58% (1,821) of them required PMV, and the hospital mortality
in those requiring PMV was 17.6% (24). In the present study,
the overall weaning rate and hospital mortality rate in patients
requiring PMV were 56 and 18.7%, respectively, and these data
were consistent with the aforementioned studies in Taiwan as
well as the world. These pieces of evidence highlight an increasing
burden of patients requiring PMV worldwide and the crucial
need to establish the weaning outcome prediction model in
patients with PMV.

Indeed, patients with PMV have distinct ventilatory and
physiological alternations from those in the acute status of critical
illness; therefore, evidence derived from studies conducted in
ICUs, focusing on acute resuscitation-relevant characteristics,
is unlikely to be extended to those with PMV (25). Notably,
unlike the high weaning rate of up to nearly 85% in patients
with acute illness (26, 27), the weaning rate in patients
requiring PMV was merely 50% (6). Thus, there is an essential
need to establish a PMV-specific weaning outcome prediction
decision support system (28). Given the distinct physiological

characteristics in patients with PMV, a specialized weaning unit,
including respiratory intermediate ICUs (RIICUs) and RCC, is
required to facilitate weaning in patients with PMV through
a team approach, including respiratory therapists, nutritionists,
psychologists, and speech and occupational therapists (29).
We believe that the established explainable ML model using
multidomain real-world data in the specialized weaning unit
should be a practical weaning prediction model to facilitate
weaning in patients requiring PMV. Weaning success has been
defined as consecutive ventilator-free days for 1–7 days in
studies regarding weaning. Ruan et al., using a Taiwanese
population-based database in one governmental project aiming
to investigate MV use in Taiwan, found that the probabilities

FIGURE 6 | Weekly performance to predict weaning outcome among distinct

machine learning models.

FIGURE 5 | LIME plots of two representative individuals. (A) Patient 381, (B) patient 459.
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of the reinstitution of MV for the initial 7 days after ventilator
liberation were 25, 8, 3, 3, 2, 1, and 1% in the PMV cohort (12).
Therefore, we used liberation from MV for five consecutive days
to define a successful weaning success in this study conducted in
central Taiwan.

In this study, we identified a similar test accuracy between
XGBoost (AUC: 0.908) and RF (AUC: 0.888), whereas the
accuracy of LR was relatively low (AUC: 0.762) (Figure 1). The
LR model is based on assumptions including the independence
between input variables and a linear correlation between input
and output variables; therefore, the real-world dataset in medical
practice may not meet the assumptions of LR. Instead, tree-based
classifiers, including XGBoost and RF, based on homogeneity,
should be more likely to meet the characteristics of the dataset
in the present study. Given that similar performances were found
between RF and XGBoost, we think that the use of regularization,
applying the Taylor expansion to approximate the loss function,
and high flexibility for fine-tuning might enable XGBoost to
perform slightly better than RF.

Although AI technologies have achieved extraordinary
advancement in a number of fields, the adoption of AI algorithms
with the black-box issue in health care remains uncommon
mainly due to physicians tending to take action only after
realizing the rationale behind the results (30, 31). Given that
an incorrect medical decision can lead to catastrophic effects,
particularly in critical care medicine, the black-box aspect
somehow leads physicians to distrust the AI model when there
is no rationale given behind it (7). Clearly, physicians should
reserve their judgements in decision making, and we think the
interpreted models, including neural networks, which predict
patient outcomes (e.g., patient unlikely to liberate MV due
to a high Ppeak and low blood pressure) in accordance with
the workflow of physicians’ daily practice, should be a crucial
supporting element in the overall decision process of physicians
(32). Therefore, explainable AI algorithms have been increasingly
developed for health care applications, aiming not only to
establish a predictive model but also to provide justifications
for the prediction in a format that physicians can understand
(32, 33). In line with our study, Xie et al. recently proposed a
framework of automatic clinical score creation to develop 9–
12 variables with the interpretability mortality prediction ML
model in critically ill patients through using data of the Medical
Information Mart for Intensive Care (MIMIC) III database, a
widely used critical care database (34). The aforementioned study
conducted by Xie et al. and also our study highlight the use of
a reasonable number of features to establish a practical model,
given that a high number of features may lead to not only the
complexity of the model but also to the difficulty in practical
landing (34). Similarly, Roimi et al. recently used 50 key features
from 7,000 features in two critical care databases to establish
a prediction model for bloodstream infections in critically ill
patients (35). Indeed, the black-box issue could not be fully
clarified; therefore, the post-hoc interpretability should at least
mimic the real-world behavior of physicians, rather than merely
providing explanations of the logical concepts behind the black
box. The LIME method offers an interpretable representation
with local fidelity. Notably, LIME is model-agnostic and has

been increasingly adopted for interpretable data representation
(18). Given that the glass-box model is employed in LIME to
approximate the black-box model, the quality of the local fit of
the glass-box model to the data could not be controlled and
objectively assessed (36).

In addition to weaning, end-of-life care is also a crucial issue in
patients requiring PMV, particularly those with difficulty weaning
in RCC/RIICU given that prolonged use of ventilator with a
low possibility of weaning might lead to medical futility (37).
Early integrated palliative care has been found to improve quality
of life, to reduce intensive life-sustaining treatments, and to
improve caregivers’ psychological symptoms (38). We found a
declining accuracy in predicting successful weaning in weeks 4–7
(Figure 6); we hence established the mortality prediction model
using the same dataset and explainable ML approach. We found
that the accuracy to predict mortality was higher than that to
predict successful weaning (Supplementary Figure 5). Notably,
the high-ranking features to predict mortality appeared to be
distinct from that used to predict successful weaning. We found
that the DNR status had the highest feature importance in the
mortality prediction model, whereas the DNR status was the
sixth highest feature importance in the weaning predictionmodel
(Supplementary Figure 6, Figure 3). Indeed, the consensus for
DNR is an essential issue among patients requiring PMV,
particularly those with a low possibility of weaning. Nava
et al., investigating 6,008 patients in European respiratory
intermediate care units and high-dependency units, found that
merely 21% of patients received end-of-life decision, including
withholding of treatment, DNR/do-not-intubate orders, and
non-invasive MV (37). Furthermore, studies have shown that
timely communication with families and the interprofessional
collaboration for individualized balance between aggressiveness
and responsiveness of care, which was recently reported by Rak
et al. through conducting a large and delicate ethnographic study
in eight long-term acute care hospitals, are crucial in the end-of-
life care among patients requiring PMV (39, 40). Therefore, we
think that the mortality prediction model and the illustration of
main features attributed to high mortality in patients with PMV
might indicate the need for timely communication regarding
end-of-life issues.

There are limitations in this study. First, this study is a
single-center study, and external validation is hence needed.
However, the overall weaning and mortality rates were similar
to those of previous studies, and the used data were routinely
collected data in a real-world setting; the concern with regard
to generalization should be largely mitigated. Second, some
weaning-relevant data, such as rehabilitation programs, were not
included in the dataset. We think the accuracy of the model
could be further improved after including the aforementioned
data; however, the structured data in a real-world setting remain
fundamental in the practical landing of the proposed ML mode.
Third, the technology readiness level (TRL) of the proposed
explainable ML model should merely be TRL-4 (41); however,
we believe that the feasibility of practical use with optimal
user interface (TRL-5) should be high given that the variables
used in this study were obtained from structured electronic
medical records of real-world practice at an RCC. Fourth, the
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number of subjects was relatively small. Given that merely 5–
10% of patients receiving MV require PMV, the sample size
in studies focusing on PMV is generally small (1, 2). To
mitigate the issue of a small sample size, we have performed
a grid search for optimal parameters of XGBoost, RF, and LR
and have provided metrics of performance in an independent
test cohort (80/20 splitting) to show the acceptable accuracy,
Brier score, precision, recall, and F1 score in XGBoost/RF
(Supplementary Table 2, Supplementary Figure 1). Moreover,
the observational nature of this study and the medical decision
made by the senior attending physician could potentially
introduce a confounding effect. Although the individual decision
for weaning was made by the attending physician, the weaning
protocol and overall weaning process have been certified by
the regular external audit at the RCC in Taiwan. Additionally,
patients who were transferred from another hospital may be a
concern due to data integrity, but we ascertain the ventilatory
data of these patients given that the Taiwanese National Health
Insurance, a compulsory population-based insurance in Taiwan,
has implemented the nationwide Integrated Prospective Payment
(IPP) program on patients with PMV since 2000 (12, 42);
therefore, in the present study, we used the registered ventilatory
data of these patients in the IPP program although the data might
be incomplete.

CONCLUSION

In conclusion, using a real-world dataset in patients requiring
PMV, we found that XGBoost/RF outperformed LR for
predicting weaning outcome in patients requiring PMV. We
used domain-based cumulative feature importance, SHAP plots,
and PDP plots for visualized interpretations at the feature level
and LIME plots to illustrate key determinants at the individual
level. We believe these approaches should largely mitigate
the black-box issue. Future prospective research is warranted
for the landing of the proposed model and to translate the
advantages of ML models into clinical outcomes of patients
requiring PMV.
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Sepsis is one of the main causes of death in critically ill patients. Despite the continuous

development of medical technology in recent years, its morbidity and mortality are still

high. This is mainly related to the delay in starting treatment and non-adherence of

clinical guidelines. Artificial intelligence (AI) is an evolving field in medicine, which has

been used to develop a variety of innovative Clinical Decision Support Systems. It has

shown great potential in predicting the clinical condition of patients and assisting in

clinical decision-making. AI-derived algorithms can be applied to multiple stages of

sepsis, such as early prediction, prognosis assessment, mortality prediction, and optimal

management. This review describes the latest literature on AI for clinical decision support

in sepsis, and outlines the application of AI in the prediction, diagnosis, subphenotyping,

prognosis assessment, and clinical management of sepsis. In addition, we discussed

the challenges of implementing and accepting this non-traditional methodology for

clinical purposes.

Keywords: sepsis, artificial intelligence, machine learning, deep learning, early prediction

INTRODUCTION

Sepsis is a syndrome in which infection causes host response imbalance. It leads to life-threatening
organ damage, and has a high mortality rate. Sepsis not only threatens human health, but also
brings a huge economic burden to medical and health care (1). Given that sepsis has a certain
morbidity and high mortality, early prediction and intervention of sepsis is of great significance
(2). The management of sepsis is a highly complex and challenging problem, and it is still the
subject of well-trained and highly skilled experts. More than a quarter century of research has
not produced a reliable diagnostic test or a direct treatment for sepsis. The core of this deficiency
is that sepsis is still a clinical/physiological diagnosis, representing many molecularly different
pathological trajectories. But as the applications of AI in the medical field continue to emerge,
some medical decisions will soon be left to so called “intelligence” machines to improve clinical
practice and patient prognosis. In fact, many tasks involved in the clinical management of sepsis can
be performed individually or optimized through dedicated algorithms, including early prediction,
improvement of antibiotic therapy, and hemodynamic optimization (3, 4). At present, thanks to
the dissemination of electronic health records (EHR), the application of AI has a good foundation.

ARTIFICIAL INTELLIGENCE AND SEPSIS

In 1956, a gathering at the Dartmouth Conference proposed the concept of “artificial intelligence,”
hoping to use recently developed computers to construct complex machines with the same essential
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characteristics as human intelligence. However, due to
constraints in memory and a lack of processing power,
developments in AI proceeded slowly. After 2012, thanks to the
increase in data volume, computing power, and the development
of new machine learning algorithms, AI began to explode,
resulting in expansions in expert systems, machine learning,
evolutionary computing, computer vision, natural language
processing and other data processing technologies (5). Among
them, mechanical learning is the most widely used in sepsis.

The most basic method of machine learning uses algorithms
to analyze and learn from data, and then uses the results
of learning to make decisions and predictions about events
in reality. Unlike traditional hard-coded software programs,
machine learning uses numerous amounts of data to learn how
to out specific tasks from the data using various algorithms
(4) (Figure 1). Machine learning has appeared in the early
stages of AI development. The initial algorithms include decision
trees, support vector machine (SVM), clustering and so on.
Machine learning can be classified according to different
learning methods. The initial algorithms included supervised
learning, unsupervised learning, and semi-supervised learning
(Figure 2). Later, more algorithms such as integrated learning,
deep learning, and reinforcement learning were developed.

FIGURE 1 | Roadmap for machine learning systems.

The application of traditional machine learning algorithms
in sepsis management has had preliminary results, but every
step forward was extremely difficult, until the emergence of
deep learning.

At the very beginning, deep learning was not a brand new
learning method, but a deep neural network that could be
developed using supervised and unsupervised learning methods.
However, due to rapid growth in the field of machine learning
in recent years, some unique learning methods have been
proposed (such as residual networks). As a result, more and
more people regard it as a learning method alone. Originally
deep learning used deep neural networks to solve feature
expression. Deep neural network itself was not a new concept
but could be simply understood as a neural network structure
containing multiple hidden layers. People could adjust the
connection and activation methods of neurons accordingly to
improve the training effect of deep neural networks. In fact,
there were many such ideas in the early years, but due to
insufficient training data and backward calculation ability, the
results were not satisfactory. Deep learning has accomplished
various tasks in healthcare, including the management of sepsis
(6–12), which provides the possibility for its application in
clinical practice.
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FIGURE 2 | Two methods of machine learning. (A) Supervised learning. (B) Unsupervised learning.

METHODS OF LITERATURE SELECTION

The literature search was conducted in (PubMed). Research
papers, systematic reviews, and narrative reviews published
prior to January 31, 2021 were included. Abstracts without full
text were excluded. The search terms used to find relevant
literature included: (“machine learning” OR “deep learning” OR
“neural network” OR “artificial intelligence”) AND (“sepsis”).
A total of 433 papers were initially identified with these
search terms, of which 33 abstracts without full text were
excluded, leading to a final count of 400. Given the narrative
nature of this review, the final cohort of papers was hand-
picked to provide the reader with the best general overview
of the topic and was not meant to be comprehensive. We
selected some research manuscripts and systematic reviews, and
referenced a number of narrative reviews. This article is based
on previously conducted studies and does not contain any
studies with human participants or animals performed by any of
the authors.

APPLICATION OF AI IN THE EARLY

PREDICTION AND DIAGNOSIS OF SEPSIS

Early Prediction of Sepsis
Early intervention of sepsis is the key to treatment, as every hour
of delay in treatment increases mortality. If we can predict the
occurrence of sepsis early, we can initiate intervention measures
as soon as possible. The original sepsis prediction system relies
mainly on empirical clinical decision rules (CDR), which usually
uses vital signs collected at the bedside. For example, five
physiological markers are extracted from the bedside monitor
every minute. These data streams include heart rate, respiratory
rate, and blood pressure (systolic, diastolic, and mean blood
pressure), and then are classified by SVM classifiers (13). The
model can accurately predict the incidence of sepsis, with
an average detection accuracy of 83.0% and an Area Under
Receiving Operator Characteristics (AUROC) of 0.781. This is
the minimal AI model developed for early prediction of sepsis.
Logistic regression is also used to measure six variables related to
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sepsis, and a predictive model (automated screening tool) with an
AUROC of 0.857 has been developed to help identify patients at
risk of sepsis (14). The screening tool can screen all hospitalized
patients and pass the results directly to caregivers without any
manual intervention.

The main disadvantage of CDR is that when used in a
population different from the derived population, there will be
generality and performance differences. In addition, it usually
takes several years to establish and verify. The growth of deep
learning has created more opportunities for the application of AI
in sepsis (15–18). Bi-Directional Gated Recurrent Units (GRU)
is a deep learning algorithm that uses various parameters related
to the vitals, laboratory, and demographics (6). The AUROC of
this model is 0.97, which can predict the occurrence of sepsis 6 h
in advance. This method is better than the AI models for sepsis
prediction found in the current literature. There is also an early
warning system for sepsis using deep learning. A new algorithm
based on electronic medical record (EMR) was designed, which
can detect sepsis 6 h before the occurrence of sepsis, with an
AUROC of 0.782 (7). Another sepsis detection system uses a
convolutional neural network and a long short-term memory
network (12). The quality evaluation of the model is based
on standard concepts of accuracy and clinical applicability,
and the intervention is evaluated retrospectively by observing
intravenous antibiotics and blood cultures before the predicted
time. The AUROC at 3 h before the onset of sepsis was 0.856.
In the past, due to the delay in sepsis recognition, vast majority
of sepsis patients did not start antibiotic treatment or blood
culture in time. Therefore, thismodel can promptly facilitate such
interventions through early identification.

With the progress of deep learning, more and more studies
have introduced it into clinical decision support for sepsis. In
order to evaluate its function, the performance of deep learning
was compared to other methods in the early prediction of
sepsis, including three machine learning algorithms (random
forest, Cox regression and penalized logistic regression) and
three scoring screening tools (SIRS, qSOFA and NEWS) (9).
Demographics, comorbidities, vital signs, medicines, and test
results are all included in the training data set. Multi-output
Gaussian process and recurrent neural network (MGP-RNN), a
deep learning-based model that can advance the prediction of
sepsis by 5 h, performed the best.

In addition to the above-mentioned deep learning, some
people have developed an explainable AI model for early
prediction of sepsis. They developed a model based on shared
ICU public data and verified the challenge score in a completely
hidden population (19). The explainable AI model extracts 168
features per hour and is trained to achieve real-time prediction of
sepsis. The influence of each feature on the real-time prediction
of sepsis is discussed in depth to show its interpretability. This
model not only has superior performance in estimating the risk
of sepsis in real time, but also provides interpretable information
for comprehending the risk of sepsis.

However, traditional supervised models tend to perform
better only in certain aspects compared to ensemble learning.
Ensemble learning is a comprehensive strongly supervised
model, usually composed of multiple weakly supervised models.

The potential goal of ensemble learning is that even if one of
the weak classifiers makes a prediction error, the other weak
classifiers can correct the error. Recently, a study reported a sepsis
prediction model based on ensemble learning framework, which
combines artificial features extracted from advanced clinical
knowledge and deep features based on automatic extraction
of long-term and short-term memory (LSTM) neural networks
(20). Through ensemble learning, the early prediction of sepsis
was achieved 6 h in advance. The results show that the model
has a good effect on early detection of sepsis. In particular,
ensemble learning is significantly better than other single models
in performance (Table 1).

Early Prediction of Septic Shock
The development of decision support systems that relied on
advances in machine learning is a field of innovation in
healthcare strategies. Predicting the development of septic shock
is one of the active areas (27). Many studies have developed
intelligent decision support tools related to septic shock to
improve clinical results and promote real-time optimization of
medical resources. One of the studies compared eight different
machine learning algorithms with the goal of developing a
predictive model of septic shock, including Random Forest,
C5.0, Decision Trees, Boosted Logistic Regression, SVM, Logistic
Regression, Regularized Logistic, and Bayes Generalized Linear
Model (21). The model using the Random Forest algorithm
performed best, with an AUROC of 0.9483, a sensitivity of 83.9%,
and a specificity of 88.1%. There are also studies using gradient
enhancement algorithms to develop septic shock prediction
models, such as XG-Boost, by combining physiological data in
EHR with features obtained from natural language processing in
clinical medical record data. Among them, the median warning
time of the best method is 7.0 h, which is enough to intervene
many hours before the onset of septic shock (26).

Transfer learning is a new subfield of machine learning, which
allows the promotion of algorithms in various clinical sites. In
order to study the effectiveness of AI Sepsis Expert in predicting
delayed septic shock in ED, transfer learning was introduced, and
the feasibility of improving external effectiveness in the second
location was verified (22). The best AUROC of this AI is <0.8,
and it has the best performance in predicting delayed septic shock
at 8 and 12 h. Transfer learning greatly improves the external
validity and generality of the model.

Improve the Accuracy of Sepsis Diagnosis
Multiple organ failure is a typical manifestation of sepsis and
is closely related to the diagnosis of sepsis. However, multiple
organ failure itself often has no typical clinical manifestations,
which aggravates the complexity of sepsis diagnosis and affects
the accuracy of diagnosis. In order to solve the dilemma of
the current diagnosis of sepsis, some studies have developed
affordable automated diagnostic tools (28). Kok et al. developed a
deep temporal convolution network model for sepsis detection,
and evaluated it through three verification methods. The final
selected model was robust and can be used as an early
diagnosis tool for sepsis in the hospital. The accuracy and
precision of this diagnostic tool was relatively higher than other
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TABLE 1 | Summary of the results from related works on the prediction of sepsis onset.

Authorship Year Subjects Features Techniques Best model/Algorithms AUROC References

Misra et al. 2021 45,425 15 • Apache Spark

• random under-sampling algorithm

• 5-fold cross validation

Random Forest 0.9483 (21)

Wardi et al. 2021 183,573 40 • transfer learning

• a modified Weibull-Cox proportional hazards model

• optimized using gradient descent

Artificial Intelligence

Sepsis Expert

0.833 (22)

Wickramaratne

et al.

2020 40,336 36 • Recurrent Neural Network Variant

• 5% recurrent dropout and early stopping schemes

• Nesterov Adam optimizer

Bi-Directional Gated

Recurrent Units

0.97 (6)

Lee et al. 2020 60,000 40 • deep learning-based early warning system

• score function used in the Physionet Challenge 2019

• Noisy Data Imputation

Graph Convolutional

Network

0.782 (7)

Kok et al. 2020 2,932 40 • Gaussian Process Regression

• Radial Basis Function kernel combined with White

Noise kernel

• 10-fold cross validation

Temporal Convolution

Network

0.98 (8)

Bedoya et al. 2020 42,979 86 • variety of imputation strategies

• Internal validation

• Temporal validation

Multi-output Gaussian

Process and Recurrent

Neural Network

0.88 (9)

Lauritsen

et al.

2020 52,229 30 • 5-fold cross validation

• Gradient Boosting Classifier

• multilayer feedforward neural network

Convolutional Neural

Network and Long

Short-term Memory

Network

0.856 (12)

Mohammed

et al.

2020 5,958 5 • physiological data streams Support Vector Machine 0.781 (13)

Cooper et al. 2020 10,792 6 • Logistic regression Automated Sepsis

Screening Tool

0.857 (14)

Helguera-

Repetto

et al.

2020 236 25 • SupplementaryMaterial

• 5-fold-cross-validation

• Internal Validation (Slope and Intercept Test)

Artificial Neural Network 0.944 (23)

Kaji et al. 2020 56,841 119 • Philippe Re’my’s Github repository

• a TensorFlow backend

• RMSProp optimizer

Long Short-Term

Memory Recurrent

Neural Network

0.876 (16)

Yuan et al. 2020 1,588 106 • TED_ICU (continuous data recording)

• 5-fold cross-validation

• a decision-tree based algorithm

XGBoost 0.89 (24)

Bloch et al. 2019 4,534 4 • Support Vector Machine with radial basis function

• 10-fold cross validation

• features which represent the variability in vital signs

Support Vector Machine 0.8838 (25)

Scherpf et al. 2019 46,520 10 • 4-fold-stratified-cross-validation

• Gated recurrent unit

• optimized on binary cross-entropy cost function

Recurrent Neural

Network

0.81 (17)

Liu et al. 2019 38,645 128 • Natural Language Processing features

• GloVe/GRU-based method

• a gradient boosting model

XGBoost 0.92 (26)

algorithms (8). Another study introduced the development of
an AI algorithm that can be used for sepsis diagnosis, and
compares its performance with the diagnostic method based on
SOFA score (24). The algorithm used pre-selected features and
prospectively selected 106 clinical features for sepsis diagnosis.
The de-identified data was used to develop this AI. The 5-
fold cross-validation was applied to assess the performance
of several machine learning methods, and finally the best-
performing XGBoost based on the decision tree was used in the
development of the AI algorithm. The AUROC of the established
AI algorithm is about 0.89, while the SOFA score is only 0.596.

This AI algorithm was developed through pre-selected features
and XGBoost based on data collected by EMR from real cases of
sepsis patients. The accuracy of early diagnosis of sepsis exceeds
80%. The timely and accurate response of this AI algorithm
can enable clinicians to deploy appropriate treatment methods
earlier, which will result in lower medical costs and improved
patient prognosis, so the healthcare system, medical staff and
patients can all benefit from it.

However, because of the non-specific signs and symptoms,
the diagnosis of neonatal sepsis remains a challenge. Traditional
scoring systems help distinguish patients with sepsis from those
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with non-sepsis, but they did not consider the particularity of
each patient. There is a neonatal sepsis model based on the
training and verification of artificial neural network (ANN)
algorithms, mainly for the diagnosis of early-onset and late-
onset neonatal sepsis (23). The results show that compared with
doctors based on the traditional scoring system, the performance
of the model is superior by using the same features. The
sensitivity is 93.3%, the specificity is 80.0%, and the AUROC is
94.4%. The 10 most critical factors for the evaluation of neonatal
sepsis are maternal age, cervicovaginitis and neonates, fever,
apnea, platelet count, gender, bradypnea, band cell, catheter use,
and birth weight.

APPLICATION OF AI IN THE PROGNOSIS

AND RISK ASSESSMENT OF SEPSIS

Sepsis is a relatively common cause of death in patients with
suspected infection. Its current mortality rate is still high and
unacceptable. Appropriate assessment tools that can be used
to evaluate the prognosis of sepsis may improve the accuracy
of clinical decision-making and reduce mortality (25). A deep
neural network (DNN) model developed using LSTM can
evaluate the clinical status of patients after treatment in the
intensive care unit (ICU), thereby predicting the mortality
rate within 96 h after admission. The AUC of the multi-center
study was 0.88, and the AUC of the single-center study was
0.85 (10). This LSTM-based model could assist doctors identify
patients with poor prognosis early, so as to “re-triage” and adjust
treatment plans.

The clinical manifestations and prognosis of sepsis-associated
acute kidney injury (AKI) are not all the same. AI can be used
to divide them into various sub-phenotypes according to the
degree of risk, thereby helping to improve the management of
related patients (29). A study used deep learning to determine
the subphenotype of sepsis-related AKI and predict the 28-day
mortality and dialysis needs of sepsis-related AKI (30). The
study utilized the K-means algorithm and used more than 2,500
feature combinations to cluster patients with sepsis-related AKI
and identified three subphenotypes. Among them, subtype 1 has
the lowest dialysis requirement (4%), and the 28-day mortality
rate after AKI is also the lowest (23%). After adjustment, the
mortality rate of subtype 3 is 1.9 times that of subtype 1.
Similarly, Ibrahim et al. also used AI to stratify the types of organ
dysfunction observed in patients with sepsis in the ICU, and
identified clinically meaningful sepsis subgroups with different
organ dysfunction patterns (31). Random forests, gradient boost
trees, and SVMs are used for classification.

Coagulation disorders caused by sepsis have a poor prognosis,
and there are currently no definitive tools to predict it.
Machine learning technology can be used to create predictive
models of coagulopathy progression. According to Japan’s Septic
Disseminated Intravascular Coagulation (DIC) retrospective
research, machine learning algorithms including multiple linear
regression (MLR), random forest, SVM and neural network were
utilized to estimate the progression of coagulopathy and compare
its accuracy with traditional methods (32). In terms of DIC

progress, random forest has the highest prediction accuracy rate
of 67.0%, and the difference between the 1DIC predicted by
random forest and real 1DIC is 1.54, which is the smallest.

In order to predict the mortality of patients with suspected
infection or sepsis in ED, the performance of AI was also been
evaluated. A study compared the effects of several AIs in the
classification and mortality prediction of sepsis patients in ED
(33). A total of four supervised learning models, random forest,
C4.5 decision tree, SVM and ANN were compared. The result
is that SVW and ANN using physiological variables have the
best discrimination effect. It has good application prospects in
assessing the classification and prognosis of sepsis. Convolutional
Neural Network plus SoftMax, a deep learning-based algorithm,
can also be used to predict the mortality of patients suspected
of infection in ED. The results show that compared with
other machine learning algorithms and sepsis scoring tools
commonly used in clinical practice (SIRS and qSOFA), the
accuracy of this deep learning method is significantly superior
(34). Deep learning can effectively help identify critically ill
patients earlier.

APPLICATION OF AI IN THE

MANAGEMENT OF PATIENTS WITH

SEPSIS

Passive leg lift (PLR) can predict fluid responsiveness in sepsis,
but the patient’s limited mobility usually precludes the use of
this hemodynamic challenge. To predict the fluid responsiveness
of patients with sepsis or septic shock, machine learning using
data from transthoracic echocardiography (TTE) was developed
(35). The results show that the partial least-squares regression
(PLS) model has an AUC value of 0.97, which was the best
model and was comparable to the hemodynamic response of
PLR. The key parameters of echocardiography include inferior
vena cava collapsibility, velocity-time integral, S-wave, E/Ea ratio,
and E-wave. Another study also reported on fluid management
strategies for patients with sepsis. Causal inference technology
is used to estimate the mortality outcome caused by the “caps”
setting of fluid volume administration in the first 24 h in ICU
(36). It was found that if the total amount of fluid in these patients
is limited to 6–10 L, the 30-day mortality rate may be lower than
themortality rate observed in current practice. Themortality rate
of 8 L was found to have the largest decrease.

Sepsis bundles designed to reduce the deleterious effect of
sepsis have been recommended for nearly a decade. Despite this,
the mortality rate of sepsis is still high, and the compliance of
sepsis bundles is still not ideal. A multidisciplinary project used
the Model Cell mental model to analyze collected mortality and
compliance data, and compared the observed mortality data with
predicted data based on comparable acute care facilities (37).
The results showed that as the bundle compliance increased, the
mortality rate of the entire system decreased significantly. In the
linear model, compliance alone can explain nearly two-thirds of
the variance. When using only the final 12 months of the project,
the median death rate dropped further to 5.3%. The Model Cell
intervention successfully improved bundle compliance, thereby
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reducing mortality. As technology advances, this model can be
enhanced and ready for AI to help drive further success.

The etiology of sepsis is also very important for the
formulation of treatment strategies. Inflammatix-bacterial-viral-
non-infected-version 1 (IMX-BVN-1) is a neural-network
classifier that can provide an assessment tool for suspected
infected patients on admission (38). It can improve the
recognition of bacterial and viral infections, reduce the overuse
of antibiotics, block the progression of sepsis, and cut down the
healthcare costs.

Critically ill patients in the ICU have an increased risk of
infection due to their unique physiological changes, and various
special pathogens in the environment can also increase their
mortality. Due to various issues, the dosage of antibacterial agents
in the ICU may become a tricky matter. These difficulties make
the standard antimicrobial dosage regimen unable to achieve
the goals related to optimal patient outcomes. In order to
explore various ways to optimize the dosage of antibacterial
drugs in ICU patients, novel dosing software using AI were
developed to assist in the adjustment of antibiotic treatment,
one of which was Bayesian forecasting. These plans can use the
monitoring results of antibiotic treatment to further personalize
the antibacterial program according to the clinical characteristics
of each patient (39–42).

OTHER APPLICATIONS OF AI IN SEPSIS

A study reported the practice results of using AI for quality
improvement work. They introduced Sepsis Watch into the
routine clinical care process, which is a sepsis detection
and management platform based on deep learning (11).
The purpose of Sepsis Watch is to improve the prediction
and treatment of sepsis. It is formulated based on the
quality improvement work report of a multidisciplinary team
composed of statisticians, data scientists, data engineers and
clinicians. The results show that it is feasible to integrate
Sepsis Watch into routine clinical care, and the practice has
also improved the implementation of local machine learning
projects. Gonçalves et al. also reported the experience of
applying AI algorithms in clinical practice, mainly introducing
nurses’ experience in early identification of sepsis through
the use of technical tools developed by AI algorithms and
its impact on the nursing work process (43). In the case
introduced, the nurses participating in the process of technology
integration can make rapid decisions in the early identification
of sepsis.

Beginning in 2020, COVID-19 has spread all over the
world, and infected patients have severe respiratory symptoms,
and may have multiple complications such as severe acute
respiratory syndrome, sepsis, septic shock and multiple organ
failure. Effective ways to save cost and time are needed to
mitigate the burden of disease. In order to seek potential
treatments for COVID-19 among all existing drugs, a research
combines systems biology and AI-based methods. By using the
GUILDify v2.0 Web server as an alternative method, the effects
of pirfenidone and melatonin on SARS-CoV-2 infection were

confirmed. It also predicts the potential therapeutic effects of
combination drugs on respiratory-related pathologies (44).

The pathogenic factors and processes of sepsis are complex
and diverse. Its main feature is systemic inflammatory response.
Severe Inflammatory Response Syndrome (SIRS) of non-
infectious origin also has similar manifestations. Sepsis has a
series of pathophysiological and genetic characteristics, which
makes it difficult to distinguish from SIRS in clinical practice.
This may be related to insufficient research on the key genes
or pathways in the process of these diseases. Reasonable
use of genetic biomarkers that are convenient for diagnostic
tests/testing can make it possible to distinguish sepsis from SIRS.
A team used previously published gene expression data sets,
using two-tier gene screening, ANN data mining technology, and
discovered biomarkers that can be used to identify and verify
patients with SIRS, sepsis, and septic shock (45).

Causal AI can also be used to train and validate digital twin
models, which can simulate critically ill patients and thus predict
the response of sepsis patients to therapeutic interventions
(46). The causal relationship between the organ system and a
specific treatment is defined using a directed acyclic graph. The
therapeutic effects and interactions of major organs at various
stages are simulated using a hybrid method of agent-based
modeling, discrete event simulation and Bayesian networks,
which were visualized using relevant clinical markers. When the
expected response simulated by the digital twin was compared
with the actual patient response, it was found that the early
treatment response of critical illness simulated by the AI model
was very consistent with the patient’s real response. The existence
of a reliable digital twin model will allow clinicians to test the
effects of interventions in a virtual environment before using
them on real patients.

THE SAFETY AND CHALLENGES OF

USING AI IN SEPSIS

The potential of creating AI-based healthcare applications can
match or exceed the ability of clinicians in specific diseases,
such as sepsis. However, health care is a complex and ever-
changing field with high requirements for safety. Any technical
failure may cause harm to patients. When the AI system makes
a decision, human clinicians and safety engineers essentially
cannot control the process, and it is difficult to fully understand
how the AI system accuratelymakes the decision. Compared with
standard clinical practice, AI-based tools lack ethical constraints
and safety regulations (47). The clinical setting of sepsis is very
complex, and many variables (new therapies, new diagnoses,
different intervention times and interventionmethods) will affect
the results. However, the requirements of all clinical settings
shown in the computational model are difficult to achieve in
the technical design stage (48). Therefore, the behavior of the
software in the system may not adequately reflect appropriate
clinical intentions. Currently, this problem is solved by ignoring
some aspects of the process, such as by limiting the amount of
information input, but it may lead to unintended consequences.
One example is the loss of insensible fluid. It cannot be recorded
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electronically, which may cause the AI to prompt that more fluid
needs to be refilled. However, in reality, the clinician sees that
the patient has been waterlogged. In addition, when a machine
interprets data, it cannot reason on the most important content
like a human clinician. For example, clinicians may select to
omit highly abnormal test results, which may be due to errors
in sampling, testing, or recording.

In addition, there are problems in the AI model itself, for
example, many studies have only trained and validated the
model in the same patient cohort, but have not yet evaluated its
generality to other populations. These models need to undergo
further prospective testing to prove their benefits in clinical or
other outcomes (49). AI will also face many implementation
difficulties when used in clinical practice. Many organizations
currently do not have sufficient conditions to implement AI
in clinical practice, which requires considerable AI experts
and mature information technology or IT capabilities, such as
evaluation, merging, continuous monitoring, and recalibration
of AI. The security and reliability of the collection and use
of digital data also need to be addressed. Furthermore, most
healthcare systems worldwide may not have enough capacity to
successfully integrate AI into the current workflow. Decision-
making and predictive models do not yet match the currently
known healthcare systems, and a lot of improvements are needed
to successfully integrate these innovations (50).

In short, there is still a big gap between the creation of
AI algorithms and their implementation in clinical practice. AI
cannot replace the clinical management role of experts in sepsis.
AI-based algorithms should always be used as development tools
until they can incorporate actions that are compatible with
known physiology and prove that the results can be modified
prospectively in multiple environments.
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Background: Extubation failure (EF) can lead to an increased chance of

ventilator-associated pneumonia, longer hospital stays, and a higher mortality rate. This

study aimed to develop and validate an accurate machine-learning model to predict EF

in intensive care units (ICUs).

Methods: Patients who underwent extubation in the Medical Information Mart for

Intensive Care (MIMIC)-IV database were included. EF was defined as the need for

ventilatory support (non-invasive ventilation or reintubation) or death within 48 h following

extubation. A machine-learning model called Categorical Boosting (CatBoost) was

developed based on 89 clinical and laboratory variables. SHapley Additive exPlanations

(SHAP) values were calculated to evaluate feature importance and the recursive

feature elimination (RFE) algorithm was used to select key features. Hyperparameter

optimization was conducted using an automated machine-learning toolkit (Neural

Network Intelligence). The final model was trained based on key features and compared

with 10 other models. The model was then prospectively validated in patients enrolled

in the Cardiac Surgical ICU of Zhongshan Hospital, Fudan University. In addition, a

web-based tool was developed to help clinicians use our model.

Results: Of 16,189 patients included in the MIMIC-IV cohort, 2,756 (17.0%) had EF.

Nineteen key features were selected using the RFE algorithm, including age, body

mass index, stroke, heart rate, respiratory rate, mean arterial pressure, peripheral

oxygen saturation, temperature, pH, central venous pressure, tidal volume, positive

end-expiratory pressure, mean airway pressure, pressure support ventilation (PSV) level,

mechanical ventilation (MV) durations, spontaneous breathing trial success times, urine

output, crystalloid amount, and antibiotic types. After hyperparameter optimization, our

model had the greatest area under the receiver operating characteristic (AUROC: 0.835)

in internal validation. Significant differences in mortality, reintubation rates, and NIV rates

were shown between patients with a high predicted risk and those with a low predicted

risk. In the prospective validation, the superiority of our model was also observed

(AUROC: 0.803). According to the SHAP values, MV duration and PSV level were the

most important features for prediction.
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Conclusions: In conclusion, this study developed and prospectively validated a

CatBoost model, which better predicted EF in ICUs than other models.

Keywords: extubation failure, recursive feature elimination, hyperparameter optimization, categorical boosting,

prospective validation

INTRODUCTION

Extubation, the process of removing an artificial airway to
liberate a patient from mechanical ventilation (MV), leads to
non-negligible risks due to significant respiratory and circulatory
changes. AlthoughMV is an advanced respiratory support widely
used in intensive care units (ICUs) (1), prolonged ventilation
is associated with poorer prognosis and should be avoided
(2, 3). However, premature extubation in unprepared patients
will cause extubation failure (EF), leading to a higher risk of
ventilator-associated pneumonia, extended hospital stays, and
higher mortality (25–50%) (4, 5). Therefore, it is significant
to accurately predict the EF risk and optimize the timing of
MV weaning.

Many factors have been assessed by prior studies for EF
prediction, including Rapid Shallow Breathing Index (RSBI,
f/Vt) (6), prolonged MV (7, 8), and cough strength (9, 10).
Unfortunately, it was shown that these factors as well as
physicians’ judgments were not as accurate as expected (11, 12).
As a result, the current weaning criteria based on these factors
are still unsatisfactory. 10–29% of patients who have met these
criteria still experience reintubation (1, 3).

With the rapid development of precision medicine, machine-
learning approaches, respected as a deep analysis “vehicle,”
have derived predictive tools in a vast range of clinical
applications (13–15). Some previous studies have explored the
ability of machine-learning models to accurately predict EF in
recent years (11, 16, 17). Despite remarkable accuracy, these
studies had a limited sample size, including only hundreds of
observations. Although data resampling methods were applied,
the models might overfit specific populations and therefore, lack
generalization ability. Other studies developed models based on
larger datasets, but they failed to validate their model on an
external dataset (12, 18). Furthermore, score variables such as
Acute Physiology Age Chronic Health Evaluation (APACHE)-
II and Therapeutic Intervention Scoring System (TISS) are
included in all these models, probably making the models
inconvenient for use in clinical settings.

In this study, we aimed to develop and validate a machine-
learning model with good accuracy for a general population. To
this end, we explored a large-scale public database to develop
a prediction model, using features selected according to their
importance and clinical availability. In addition, our model was
further validated in a university teaching hospital prospectively.

MATERIALS AND METHODS

Source of Data
The model was developed and internally validated based on a
sizeable critical care database called the Medical Information

Mart for Intensive Care (MIMIC)-IV (19), which consists of
comprehensive and high-quality data of patients admitted to
ICUs at the Beth Israel Deaconess Medical Center between 2008
and 2019. One author (QZ) obtained access to the database
and was responsible for data extraction. For external validation,
a prospective cohort was developed in the Cardiac Surgical
ICU (CSICU) of Zhongshan Hospital, Fudan University (ZS
cohort). This cohort was approved by its institutional ethics
committee (Approval No. B2019-075R). The study was reported
according to the recommendations of the Transparent Reporting
of a multivariable prediction model for Individual Prognosis Or
Diagnosis (TRIPOD) statement (20).

Selection of Participants
In the MIMIC-IV cohort, patients who underwent extubation
during ICU stays were included. The exclusion criteria were
as follows: (i) age < 18 years, (ii) unplanned extubation, (iii)
not the first extubation during the hospital stay, or (iv) no MV
records before extubation. In the ZS cohort, all eligible patients
that did not meet the exclusion criteria described above from
December 2020 to January 2021, were prospectively enrolled.
Written consent was obtained from patients’ legally authorized
representatives upon admission to the ICU.

Data Collection and Outcome Definition
In the MIMIC-IV cohort, clinical and laboratory variables were
extracted within 4 h before extubation (Supplementary Table 1),
including patient characteristics (age, gender, and ethnicity),
laboratory data (arterial blood gas, full blood count, liver
function, and renal function), vital signs (respiratory rate, blood
pressure, heart rate, peripheral oxygen saturation (SpO2), and
temperature). For some variables with multiple measurements,
average values were assessed. The average amount per hour of
transfusion (red blood cells, platelets, and fresh frozen plasma)
and fluid balance (urine output, crystalloid bolus, and colloid
bolus) were calculated within 24 h before extubation, and were
then normalized by patient weight. Comorbidities were also
assessed based on the recorded International Classification of
Diseases (ICD)-9 and ICD-10 codes (21), and the Charlson
Comorbidity Index was calculated (22). In addition, data on
medications such as heparin, antibiotics and vasopressors, as well
as continuous renal replacement therapy (CRRT) were extracted.
Finally, the 28-day mortality, reintubation, and initiation of non-
invasive ventilation (NIV) after extubation were also assessed. In
the ZS cohort, due to limited manpower, we did not collect all the
variables; instead, key candidate variables were recorded when
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FIGURE 1 | Schematic illustration of the study design. (A) Patients who underwent extubation in the Medical Information Mart for Intensive Care (MIMIC)-IV database

were included in the study and 89 variables were extracted. The dataset was divided into train set (80%) and internal validation set (20%). (B) The recursive feature

elimination algorithm was performed based on the train set, and key features were selected. (C) Hyperparameters was optimized using an automated machine

learning toolkit on the train set. (D) The developed CatBoost model outperformed other models both in the internal validation and prospective validation sets.
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FIGURE 2 | Flow chart of patient selection. MIMIC-IV, Medical Information Mart for Intensive Care-IV; ICU, intensive care unit.

patients underwent extubation. Patients were followed up until
discharge or death.

The primary outcome of the present study was EF, which was
defined as the need for ventilatory support (NIV or reintubation)
or death within 48 h following planned extubation (5, 23).

Statistical Analysis
Baseline characteristics were compared between the successful
extubation group and the EF group in the MIMIC-IV and
ZS cohorts. For continuous variables, values are presented
as the means (standard deviations) (if normal) or medians
[interquartile ranges] (if non-normal), and comparisons were
made using Student’s t-test or the rank-sum test, as appropriate.
For categorical variables, values are presented as total numbers
[percentages] and the Chi-square test or Fisher’s exact test
were used, as appropriate, to examine differences between the
two groups.

An advanced machine-learning model called CatBoost was
developed using the Catboost Python package (version 0.24). As
shown in Figure 1, the MIMIC-IV dataset was first randomly
split into the train set (80%) and internal validation set (20%).
Categorical variables or missing values were not processed, as the
CatBoost algorithm could handle them automatically. Second,
the recursive feature elimination (RFE) algorithm based on
SHapley Additive exPlanations values was performed to screen
out key features, as shown in Figure 1B. Thus, a full CatBoost
model was developed based on the train set with all available
variables to predict EF. Second-order variables were calculated
based on other variables, such as RSBI, Sequential Organ Failure
Assessment (SOFA) and Simplified Acute Physiology Score
(SAPS)-II, were manually excluded. The effects of remaining
features on prediction scores were then measured using the
functions of the SHAP Python package (version 0.32.1), which
assessed the importance of each feature using a game-theoretic
approach (24). The feature with the smallest effect on the
prediction was eliminated in each loop, and a new CatBoost
model was recursively fitted based on smaller feature sets until

a significant decrease in model performance was observed
(25). Finally, key features were selected that had the greatest
importance and were easy to collect in clinical settings.

To further improve the model performance, hyperparameter
tuning was conducted using an automated machine learning
toolkit called Neural Network Intelligence (NNI) designed
by Microsoft Research. We chose the Tree-structured Parzen
Estimator (TPE), one of the sequential model-based optimization
algorithms, as the tuning algorithm. TPE sequentially
constructed models to approximate the performance of
hyperparameters based on historical measurements, and then
subsequently chose new hyperparameters to test based on this
model (26). The hyperparameter search domain is summarized
in Supplementary Table 2. One hundred trials were carried out
and the parameters with the greatest area under the receiver
operating characteristic (AUROC) were saved. A compact
CatBoost model using the saved parameters was then trained
based on the selected features, and then validated in the
validation sets.

AUROCs were also calculated to compare our model
and other predictive factors commonly used in the ICU,
such as RSBI, SOFA, SAPS-II, and ROX (the ratio of pulse
oximetry/fraction of inspired oxygen to respiratory rate).
Additionally, 10 different models were derived in the train
set and compared with our CatBoost model, including K-
Nearest Neighbor (KNN), AdaBoost, Multi-Layer Perceptron
(MLP), Support Vector Machine (SVM), Logistic Regression
(LR), NaiveBayes, Gradient Boosting Decision Tree (GBDT),

random forest, eXtremely Gradient Boosting (XGBoost) and
LightGBM (15). Note that most of these models could not
analyze data with missing values, and therefore, datasets were

imputed by multiple imputation (27). In addition, categorical
variables were converted to one-hot encoding and data were
centered to zero and scaled before training the KNN, MLP, SVM,
LR, and NaiveBayes models. These models and our CatBoost

model were compared both in the internal and prospective
validation sets.
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TABLE 1 | Baseline characteristics of the MIMIC-IV and ZS cohorts.

MIMIC-IV cohort Zhongshan hospital cohort

Success (n = 13,433) Failure (n = 2,756) P-value Success (n = 451) Failure (n = 51) P-value

Age 64 (16) 68 (15) <0.001 60 (13) 63 (12) 0.073

BMI 30 (7) 30 (9) <0.001 24 (12) 26 (4) 0.135

Strokes, n (%) 968 (7) 543 (20) <0.001 23 (5) 7 (14) 0.024

Heart rate (/min) 83 (15) 88 (18) <0.001 85 (14) 95 (20) 0.002

Respiratory rate (/min) 18 (4) 20 (5) <0.001 20 (8) 23 (6) <0.001

MAP (mmHg) 79 (12) 76 (15) <0.001 81 (10) 80 (15) 0.508

SpO2 (%), median [Q1,Q3] 99 [97,100] 98 [96,99] <0.001 99 [98,100] 99 [97,100] 0.433

Temperature (◦C) 37.0 (0.6) 37.1 (0.9) <0.001 36.8 (0.6) 36.9 (0.7) 0.183

pH 7.39 (0.05) 7.36 (0.11) <0.001 7.41 (0.04) 7.44 (0.03) 0.197

CVP (mmHg) 10 (4) 12 (5) <0.001 11 (2) 12 (3) 0.125

Tidal volume (mL/kg), median [Q1,Q3] 5.8 [4.7,7.1] 5.6 [4.4,6.9] <0.001 7.2 [6.3,8.5] 6.9 [5.5,8.2] 0.557

PEEP (cmH2O) 4.6 (1.7) 6.0 (3.0) <0.001 5 (0.0) 5 (0.0) 1.000

Mean airway pressure (cmH2O) 7.3 (2.2) 9.3 (4.1) <0.001 7.1 (0.7) 7.4 (0.8) 0.017

PSV Level (cmH2O), median [Q1,Q3] 5.0 [5.0,5.0] 5.0 [5.0,7.5] <0.001 5 [5.0, 5.0] 5 [5.0, 5.0] 1.000

MV durations (h), median [Q1,Q3] 15.9 [7.2,37.0] 36.9 [15.0,89.6] <0.001 16.0 [13.0,20.0] 36.0 [16.8,61.0] <0.001

SBT success times, n (%)

0 7,803 (58) 1,677 (61) <0.001 0 (0.00) 0 (0.00) <0.001

1 3,645 (27) 531 (19) 449 (100) 45 (88)

2 1,025 (8) 230 (8) 2 (0) 4 (8)

≥3 960 (7) 318 (12) 0 (0.00) 2 (4)

Urine output (mL/kg/h), median [Q1,Q3] 0.9 [0.6,1.5] 0.7 [0.3,1.2] <0.001 1.5 [1.2,1.9] 1.4 [1.1,1.6] 0.024

Antibiotic types, n (%)

0 10,288 (77) 1,764 (64) <0.001 0 (0.00) 0 (0.00) 1.000

1 2,192 (16) 428 (16) 451 (100) 51 (100)

2 752 (6) 334 (12) 0 (0.00) 0 (0.00)

3 169 (1) 169 (6) 0 (0.00) 0 (0.00)

≥4 32 (0) 61 (2) 0 (0.00) 0 (0.00)

Failure type, n (%)

Death / 1,504 (55) / 4 (8)

NIV / 411 (15) / 43 (84)

Reintubation / 902 (33) / 14 (27)

Values are presented as mean (SD) if not otherwise specified. MIMIC-IV, Medical Information Mart for Intensive Care-IV; ZS, Zhongshan; BMI, body mass index; MAP, mean arterial

pressure; SpO2, peripheral oxygen saturation; CVP, central venous pressure; PEEP, positive end-expiratory pressure; PSV, pressure support ventilation; MV, mechanical ventilation; SBT,

spontaneous breathing trial; NIV, non-invasive ventilation.

All statistical analyses in the present study were performed
using Python (version 3.7.6); p < 0.05 was considered
statistically significant.

RESULTS

Baseline Characteristics
As shown in Figure 2, a total of 16,189 and 502 patients who
underwent extubation were ultimately included in the MIMIC-
IV and ZS cohorts, respectively. The MIMIC-IV dataset was then
divided into the train set (n= 12,967) and the internal validation
set (n= 3,222).

A comparison of baseline characteristics between the
successful extubation and EF groups in the MIMIC-IV and ZS
cohorts is summarized in Table 1. In both cohorts, patients in

the failure group had a higher rate of stroke, higher heart rate
and respiratory rate, and mean airway pressure (p < 0.05).
Significant prolonged MV duration and lower urine output were
also observed in the failure group in both cohorts. No significant
difference in pressure support ventilation (PSV) between the
successful extubation and EF group was observed in the ZS
cohort as a PSV level of 5 was routinely set at the beginning (28),
and the level was elevated when the target tidal volume could not
be reached, but not if the patients were unable to tolerate that.

Development of CatBoost Model
The RFE algorithm was performed, and 19 key features
were finally selected, including age, body mass index (BMI),
stroke, heart rate, respiratory rate, mean arterial pressure
(MAP), SpO2, temperature, pH, central venous pressure
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FIGURE 3 | Hyperparameter optimization using an automated machine learning toolkit. (A) Each blue point represents the result of a trial, and the dark orange line

represents the best area under the receiver operating characteristic curve (AUROC). (B) Each line represents a trial, and the green to red color represents its AUROC.

FIGURE 4 | Comparison of the full and the compact CatBoost models. The full model was developed based on all available features while the compact was derived

based on key features selected by the recursive feature elimination algorithm. Both models had optimized hyperparameters. (A) Receiver operating characteristic

curves (ROCs) of the full and the compact models. Distribution of the impacts each feature had on the output of the full model (B) or compact model (C) estimated

using the SHapley Additive exPlanations (SHAP) values. The plot sorts features by the sum of SHAP value magnitude over all samples. The blue to red color

represents the feature value (red high, blue low). The x-axis measures the impacts on the model output (right positive, left negative).
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FIGURE 5 | Comparison of model performance in the internal validation set. (A) Receiver operating characteristic curves (ROCs) of CatBoost and other predictive

factors. (B) Receiver operating characteristic curves (ROCs) of different models. (C) Calibration plot of CatBoost model and Logistic Regression (LR). (D) Decision

curve analysis of CatBoost and LR. (E) Kaplan Meier analysis of 28-day survival in the high- and low-risk groups; (F) Cumulative NIV events in the high- and low-risk

groups; (G) Cumulative reintubation events in the high- and low-risk groups. AUC, area under the curve; RSBI, Rapid Shallow Breathing Index; SOFA, Sequential

Organ Failure Assessment; SAPS-II, Simplified Acute Physiology Score-II; ROX, the ratio of pulse oximetry/fraction of inspired oxygen to respiratory rate; XGBOOST,

eXtremely Gradient Boosting; GBDT, Gradient Boosting Decision Tree; KNN, K-Nearest Neighbor; SVM, Support Vector Machine; MLP, Multi-Layer Perceptron; LR,

Logistic Regression; PPV, Positive Predictive Value; NPV, Negative Predictive Value.

(CVP), tidal volume, positive end-expiratory pressure (PEEP),
mean airway pressure, PSV level, MV duration, spontaneous
breathing trial (SBT) success time, urine output, crystalloid
amount, and antibiotic types. Hyperparameter optimization

was then conducted (shown in Figure 3). After 100 trials,
a CatBoost model with the greatest AUROC was obtained.
The final settings of the hyperparameter search are listed in
Supplementary Table 2.
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TABLE 2 | Model performance in the internal and prospective validation sets.

Model AUROC Best cutoff Gray zone Values in gray zone Youden

index (%)

Sensitivity (%) Specificity (%) PPV (%) NPV (%)

Internal validation

CatBoost 0.84 (0.82–0.85) 0.148 0.07–0.24 1,276 (39.60%) 50 72 (68–76) 78 (76–79) 41 (38–44) 93 (92–94)

LightGBM 0.83 (0.81–0.85) 0.147 0.06–0.24 1,269 (39.39%) 49 70 (66–74) 79 (77–80) 41 (38–44) 93 (92–94)

XGBoost 0.83 (0.81–0.85) 0.156 0.04–0.23 1182 (36.69%) 47 64 (60–68) 84 (82–85) 45 (42–49) 92 (91–93)

GBDT 0.82 (0.80–0.84) 0.144 0.08–0.25 1380 (42.62%) 50 76 (72–79) 74 (73–76) 38 (36–41) 93 (92–95)

Random forest 0.82 (0.80–0.84) 0.183 0.08–0.29 1472 (45.46%) 49 73 (70–77) 75 (74–77) 39 (36–42) 93 (92–94)

AdaBoost 0.80 (0.78–0.82) 0.493 0.49–0.50 1046 (32.30%) 45 61 (57–65) 84 (83–86) 45 (41–49) 91 (90–92)

MLP 0.78 (0.76–0.80) 0.173 0.02–0.35 1737 (53.64%) 43 63 (59–67) 80 (79–82) 40 (37–43) 91 (90–92)

SVM 0.78 (0.76–0.80) 0.142 0.09–0.16 2004 (61.89%) 46 60 (56–64) 86 (85–87) 47 (44–51) 91 (90–92)

LR 0.77 (0.75–0.80) 0.179 0.06–0.25 1840 (56.83%) 44 64 (60–68) 80 (79–81) 40 (37–43) 91 (90–92)

NaiveBayes 0.77 (0.75–0.79) 0.058 0.00–0.49 2711 (83.72%) 41 65 (62–70) 75 (74–77) 36 (33–39) 91 (90–92)

KNN 0.77 (0.74–0.79) 0.188 0.05–0.21 1428 (44.10%) 40 55 (51–59) 85 (84–86) 44 (40–47) 90 (89–91)

Prospective validation

CatBoost 0.80 (0.74–0.86) 0.049 0.04–0.09 198 (39.36%) 48 85 (74–93) 64 (59–68) 21 (15–26) 97 (95–99)

LR 0.77 (0.70–0.84) 0.834 0.37–0.88 246 (48.91%) 38 51 (37–65) 87 (84–90) 31 (21–42) 94 (92–96)

LightGBM 0.77 (0.70–0.84) 0.053 0.04–0.10 260 (51.69%) 44 81 (69–91) 63 (59–68) 20 (15–26) 97 (95–99)

XGBoost 0.77 (0.71–0.82) 0.045 0.03–0.13 217 (43.14%) 48 83 (71–93) 65 (61–70) 21 (15–27) 97 (95–99)

SVM 0.74 (0.67–0.82) 0.956 0.33–0.85 254 (50.50%) 38 41 (28–55) 97 (95–98) 60 (43–77) 94 (91–96)

NaiveBayes 0.74 (0.66–0.80) 0.377 0.42–0.87 230 (45.73%) 35 96 (90–100) 39 (34–43) 15 (12–19) 99 (97–100)

GBDT 0.72 (0.64–0.79) 0.495 0.34–0.85 261 (51.89%) 30 81 (68–91) 49 (44–54) 15 (11–19) 96 (93–98)

MLP 0.71 (0.64–0.78) 0.781 0.37–0.90 275 (54.67%) 31 55 (42–69) 76 (72–80) 20 (14–27) 94 (91–96)

KNN 0.71 (0.65–0.78) 0.63 0.42–0.88 239 (47.51%) 33 69 (55–81) 65 (60–69) 18 (13–24) 95 (92–97)

AdaBoost 0.70 (0.62–0.78) 0.992 0.34–0.88 271 (53.88%) 30 31 (19–44) 98 (97–100) 70 (50–88) 93 (90–95)

Random forest 0.69 (0.62–0.77) 0.64 0.32–0.85 278 (55.27%) 33 48 (31–58) 85 (74–92) 60 (49–72) 93 (91–95)

Models are ordered according to their areas under receiver operating characteristic curves. Youden index was defined as sensitivity + specificity – 1. The bold values indicate the best

performance of the 10 models in the internal or prospective validation. XGBOOST, eXtremely Gradient Boosting; GBDT, Gradient Boosting Decision Tree; KNN, K-Nearest Neighbor;

SVM, Support Vector Machine; MLP, Multi-Layer Perceptron; LR, Logistic Regression; PPV, Positive Predictive Value; NPV, Negative Predictive Value.

As shown in Figure 4A, the CatBoost model with all
available variables had a remarkable AUROC of 0.848, while
the compact model with 19 selected variables had a slightly
lower AUROC of 0.835. SHAP values for the two models
were assessed in the internal validation set, and are shown
in Figures 4B,C, respectively. Feature values were indicated
by a spectrum with blue representing the lowest value. A
positive SHAP value represents an increase in the risk of EF
and vice versa. Features were ranked according to the sum
of absolute SHAP values over all samples. As shown, MV
duration is the most important feature for prediction of EF
in the final model, and a longer duration indicates a higher
EF risk.

Figures 5A,B depicts the comparison between the CatBoost
model and other predictive factors or models. As shown, our
CatBoost model significantly outperformed other predictive
factors or models and had the greatest AUROC. To further
elucidate the performance of our model, a calibration plot
(Figure 5C) and decision curve analysis (Figure 5D) were
performed (29). For simplicity, only the results of CatBoost and
LR are demonstrated. The sensitivity and specificity analysis
of these predictive methods in the internal validation set is
summarized in Table 2. Although the CatBoost model was
not the best on all measures, it had the greatest Youden

Index (0.499) which is considered a more comprehensive
evaluation approach.

Additionally, patients in the internal validation set were
divided into high- and low-risk groups, according to whether
their failure risks predicted by CatBoost were greater than the
median risk in the set. Figures 5E–G shows the survival curves,
cumulative NIV curves, and cumulative reintubation curves of
the two groups, respectively. Log rank p-values are lower than
0.01 in Figures 5E–G, indicating significant differences between
the high- and low-risk groups.

Prospective Validation and a Web-Based
Tool
The results of prospective validation are shown in Figure 6A. It
can be seen that our model also had a better generalization ability
(AUROC: 0.803 [95%CI: 0.74–0.86]) than the other models. The
sensitivity and specificity analyses are summarized in Table 2.

In addition, a web-based tool was established for clinicians
to use the compact model, http://www.aimedicallab.com/tool/
aiml-extfailure.html. An example of using our tool is depicted
in Figure 6B. A user needs to enter the variable values when
weaning, leaving missing values blank and clicking the “predict”
button. The risk of EF assessed by the CatBoost model, and the
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FIGURE 6 | Application of the CatBoost model. (A) Receiver operating characteristic curves of different models in the prospective validation set. (B) An example of

the web-based tool. (C) The prediction results of the CatBoost model and the top 10 important features were summarized. A green bar indicates a protective factor

while a red bar represents a risk factor. The bar length corresponds to the magnitude of protection or risk.

top 10 important features will be shown to the user, as shown in
Figure 6C.

DISCUSSION

In this study, we developed and validated an accurate machine-
learning model for predicting EF in ventilated critically ill
patients. To our knowledge, this is the first model constructed
on a large-scale public database and then further validated in a
university teaching hospital prospectively. Moreover, different to
previously published models, we provide an open and accessible
data interface for the public to use and validate our model.

Eighty-nine variables were evaluated, and key features were
screened out, improving model usability compared with previous
studies.We eventually selected 19 key features that could bemore
easily obtained, including age, BMI, stroke, heart rate, respiratory

rate, MAP, SpO2, temperature, pH, CVP, tidal volume, PEEP,
mean airway pressure, PSV level, MV duration, SBT success
time, urine output, crystalloid amount, and antibiotic types. As
expected, the slight decrease in the AUROCof the compactmodel
based on selected features (shown in Figure 4A), demonstrated
that other variables could be excluded without a marked negative
effect on the model performance.

Previous studies indicated that age and BMI are two
important factors associated with an increased risk of EF
(6, 30–32). Elderly or overweight patients have a higher
prevalence of comorbidities, a decline in cardiac and lung
functions, and a higher risk of respiratory failure, leading to
a worse outcome following extubation. Increasing evidence
supports that stroke patients suffer a higher risk of EF,
and airway management remains a clinical challenge in
this population (33, 34).
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In addition, abnormal vital signs, such as heart rate,
respiratory rate, MAP, SpO2, and temperature were related to
a higher EF risk (35, 36). These basic factors are commonly
used in ICUs, representing the vital status of a patient, and were
included in many prediction models. Arterial pH was another
key feature in our study, which monitors the body’s acid-base
balance. A lower-than-normal pH indicates hypoventilation or
severe pulmonary disease, and was a remarkable predictive factor
for EF according to its SHAP values.

Our study also showed that CVP contributed to EF prediction.
As shown in Figure 4C, gray points of CVP representing missing
values, had positive SHAP values as shown, which suggested
that patients without CVP measures had a higher failure rate.
Prior research has explored the benefit of CVP measurement
in septic patients (37). In our study, it was shown that CVP
monitoring might also be associated with improved outcomes
following extubation. More studies are needed to confirm this.

As expected, SBT success time and parameters of MV such
as tidal volume, PEEP and mean airway pressure, helped to
accurately predict EF in our study. By assessing SHAP values, we
found that MV duration and PSV level were the most important
features for prediction, which is consistent with previous studies
(7, 38–41). Additionally, fluid balance (only urine output,
crystalloid amount in our study) and antibiotic types were
included in the final model. Evidence suggests that fluid balance
was associated with failed extubation and was consistent with
our findings (32, 42). The number of antibiotics administered
to a patient reflected his or her infectious status. As shown in
Figure 4C, a greater number of antibiotics administered was
related to a higher EF risk.

Although SAPS-II, APACHE-II, and other risk scores showed
great importance for prediction in previous studies (16, 17) as
well as in our study, we excluded these features for two main
reasons. Firstly, the extracted features covered most components
of these scores, leading to negligible benefits of including these
scores. Previous research has shown that excluding these scores
did not impede the development of an accurate model (43).
Secondly, including these scores such as APACHE-II and SOFA,
would make our model inconvenient to use in clinical settings.

Based on these key features, a CatBoost model was derived
with optimized hyperparameters and outperformed other
predictive factors and 10 models in the MIMIC-IV dataset.
CatBoost, a member of the gradient boosting algorithm family,
has not been widely adopted in critical care research, despite
the fact that CatBoost significantly outperformed other machine-
learning models in various tasks in some previous studies (44).
Its main advantage is that it can successfully handle categorical
features and missing values automatically, and takes advantage
of dealing with them during training instead of preprocessing
time (45). Therefore, categorical features no longer need to be
encoded, and missing values do not need to be imputed. Another
advantage of the algorithm is that it uses a new schema to
calculate leaf values when selecting the tree structure. The schema
helps to reduce overfitting, the major problem that constrains the
generalization ability of machine-learning models (45).

Apart from internal validation, we enrolled more than 500
patients in the CSICU of Zhongshan Hospital, Fudan University

to prospectively validate our model. As shown in Figure 6, our
model had a greater AUROC than others, indicating a remarkable
generalization ability and clinical value. To help clinicians use the
model, a web-based tool was developed, which provides a user-
friendly interface. After entering the variables, the risk of EF, as
well as the top 10 important features were shown. These results
will help clinical decision-makers to understand the patient’s
status and prepare an appropriate treatment strategy.

More importantly, our model is a promising tool for
improving the prognosis of patients who undergo extubation
and can have a positive impact both medically and financially.
As shown in previous studies, either EF or reintubation
is independently associated with higher mortality (3, 46).
Reintubation is also accompanied by the occurrence of
complications such as acute respiratory distress syndrome,
sepsis, ventilator-associated pneumonia, prolonged ICU
stay, and increased medical cost (4, 5). By adopting this
model, if a patient is predicted to have a high risk of
EF, weaning from MV can be delayed, and more intensive
monitoring will be granted, which may avoid injuries caused
by EF and reduce mortality. In addition, extra medical
costs due to further medical investigations and treatments
could be prevented as low-risk patients would be less
likely to develop severe complications. The clinical value of
this model will be further assessed and reported in future
prospective studies.

Several limitations of this study should be considered. Firstly,
there is still disagreement on the definition of EF. The definition
adopted in the present study included the need for NIV,
reintubation and death within 48 h following extubation. High-
flow oxygen therapy, with the potential to prevent reintubation,
was excluded. Further studies should be carried to include the
use of a high-flow nasal cannula as EF. A different time interval
(e.g., 72 h following extubation) could also be studied. Secondly,
the majority of routine ventilation methods following surgery
were included in our study, which have a minimal risk of
EF. This could have led to biased results. Our future study
is to fine-tune our model or develop new models for patients
who undergo difficult or prolonged weaning. These patients
have a significantly higher risk of EF in ICUs. Thirdly, novel
parameters or techniques proposed in recent studies were not
included in the present study, such as central venous-to-arterial
PCO2 difference (36), the cuff leak test (47), thenar oxygen
saturation (48), and diaphragm dysfunction (49). We argue that
these parameters or techniques need multiple measurements
or complex calculations, leading to difficult application in
clinical settings. The variables selected in our study are rapidly
available and directly measured, improving model practicality.
Fourthly, the sensitivity and specificity of our model were 72
and 78%, respectively, indicating that the false negative rate
could be relatively high. A number of patients with EF may
be missed, which is important as they have a non-negligible
mortality. Lastly, patients enrolled in the prospective validation
set were all from one CSICU; thus, this dataset can only
validate the efficacy of our model in a limited patient population.
More large-scale prospective studies are needed to validate
our model.
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CONCLUSIONS

In conclusion, the present study screened out 19 key features
associated with EF and developed a CatBoost model which can
better predict EF than other predictive methods in ICUs.
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Background: Phenotypes have been identified within heterogeneous disease, such as

acute respiratory distress syndrome and sepsis, which are associated with important

prognostic and therapeutic implications. The present study sought to assess whether

phenotypes can be derived from intensive care patients with coronavirus disease 2019

(COVID-19), to assess the correlation with prognosis, and to develop a parsimonious

model for phenotype identification.

Methods: Adult patients with COVID-19 from Tongji hospital between January 2020

and March 2020 were included. The consensus k means clustering and latent class

analysis (LCA) were applied to identify phenotypes using 26 clinical variables. We then

employed machine learning algorithms to select a maximum of five important classifier

variables, which were further used to establish a nested logistic regression model for

phenotype identification.

Results: Both consensus k means clustering and LCA showed that a two-phenotype

model was the best fit for the present cohort (N = 504). A total of 182 patients (36.1%)

were classified as hyperactive phenotype, who exhibited a higher 28-day mortality and

higher rates of organ dysfunction than did those in hypoactive phenotype. The top

five variables used to assign phenotypes were neutrophil-to-lymphocyte ratio (NLR),

ratio of pulse oxygen saturation to the fractional concentration of oxygen in inspired air

(Spo2/Fio2) ratio, lactate dehydrogenase (LDH), tumor necrosis factor α (TNF-α), and
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urea nitrogen. From the nested logistic models, three-variable (NLR, Spo2/Fio2 ratio, and

LDH) and four-variable (three-variable plus TNF-α) models were adjudicated to be the

best performing, with the area under the curve of 0.95 [95% confidence interval (CI) =

0.94–0.97] and 0.97 (95% CI = 0.96–0.98), respectively.

Conclusion: We identified two phenotypes within COVID-19, with different host

responses and outcomes. The phenotypes can be accurately identified with

parsimonious classifier models using three or four variables.

Keywords: COVID-19, phenotypes, machine learning, intensive care unit, 28-day mortality

INTRODUCTION

Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-
2) pneumonia is a newly recognized infectious disease first
reported inWuhan, China, and expeditiously spread to hundreds
of countries with massive mortality rate (1–4). The clinical
spectrum of coronavirus disease 2019 (COVID-19) ranges from
asymptomatic infection to critical illness and results in high
rates of hospitalization and intensive care unit (ICU) admission
(5). However, COVID-19 ICU mortality was various (6–8), and
the treatment responses were disparate (9–11), indicating that
COVID-19 is clinically and biologically heterogeneous.

Various studies have proposed different phenotypes of
COVID-19. According to 85 consecutive ICU COVID-
19 patients, Azoulay et al. identified three clinical and
biological phenotypes at ICU admission using hierarchical
clustering. ICU mortality rates were 8, 18, and 39% in
clusters 1, 2, and 3, respectively (12). Gattinoni et al.
identified two primary phenotypes based on respiratory
mechanics and response to ventilatory support (13).
Rello et al. classified COVID-19 patients into five specific
individual phenotypes, according to the disease severity
and hypoxemia management strategy (14). Whereas these
phenotypes were isolated and limited by sample size,
host responses to SARS-CoV-2 infection were vast and
multidimensional and include immune dysfunction, abnormal
coagulation, and varying degrees of organ failure (15). Different
combinations of these features may cluster into novel clinical
phenotypes, and patients in each phenotype may respond
differently to treatments. However, whether such COVID-19
phenotypes can be derived from clinical data have never
been explored.

Unsupervised machine learning approaches, such as
consensus k means clustering (16) and latent class analysis
(LCA) (17), have been used to identify distinct phenotypes in
sepsis (18), acute respiratory distress syndrome (ARDS) (19) and
other critical illnesses (20). Consensus clustering is a partitioning
approach in which the clustering framework incorporates results
from multiple runs of an inner-loop clustering algorithm. LCA
is a well-validated statistical technique, which is a form of
distribution mixture modeling used to estimate the best-fitting
model for a dataset, based on the hypothesis that the data
contain several unobserved groups or classes that are concealed
within the observed multivariate distribution. Here, we used

consensus k means clustering to derive phenotypes and assessed
the reproducibility of the phenotypes using LCA.

The first goal of the study was to identify novel clinical
phenotypes in ICU COVID-19 patients, using consensus k
means clustering and LCA. The second goal was to develop
parsimonious models that could ultimately be used prospectively
to identify COVID-19 phenotypes.

MATERIALS AND METHODS

Study Design and Participants
This single-center, retrospective, observational study was
performed at Tongji Hospital, which was designated to admit
patients with SARS-CoV-2 infection in Wuhan. Adult patients
(≥18 years) with laboratory-confirmed SARS-CoV-2 infection
and admitted to ICUs between January 2020 and March 2020
were included in the present study. According to the World
Health Organization guidance (21), laboratory confirmation
for SARS-Cov-2 was defined as a positive result of real-time
reverse transcriptase–polymerase chain reaction assay of nasal
and pharyngeal swabs.

This study was approved by the Research Ethics Commission
of Tongji Hospital. Written informed consent was waived by
the Ethics Commission because of the emergency circumstance.
Patient-level informed consent was not required. Part of present
patients have been described previously by Chen et al. (22) and
Wang et al. (23).

Data Collection
All data were drawn from electronic health record data at
Tongji hospital (Tongji cohort). Demographic data, chronic
comorbidities, vital signs, and laboratory results within the first
24 h after ICU admission were collected, as well as treatments and
outcomes. Because of incomplete measurement and recording of
arterial oxygen partial pressure (PaO2), we adopted pulse oxygen
saturation (SpO2) instead of PaO2, as well as the fraction of
inspired oxygen (FIO2). Sequential Organ Failure Assessment
(SOFA) scores were calculated to determine the severity of
illness using data from the first 24 h of ICU admission. All
patients were closely followed until 28 days after ICU admission.
Data were collected using a case record form modified from
the standardized International Severe Acute Respiratory and
Emerging Infection Consort.
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Outcomes
The primary outcome in the present study was 28-day mortality.
Secondary outcomes were the duration of hospital stay and
complications during hospitalization, which included ARDS,
septic shock, acute kidney injury, acute cardiac injury, and
coagulopathy. The diagnosis of complications is presented in the
Supplementary Material.

Clinical Variables for Phenotyping
We selected 26 candidate clinical variables based on their
association with severity or outcome of COVID-19, including
age, vital signs (heart rate, respiratory rate, temperature, mean
blood pressure), markers of inflammation [white blood cell
count (WBC count), neutrophil-to-lymphocyte ratio (NLR),
high-sensitivity C-reactive protein (hs-CRP), interleukin 2R
(IL-2R), IL-6, IL-8, and tumor necrosis factor α (TNF-α)],
markers of organ dysfunction [hypersensitive troponin I (hs-
TnI), international normalized ratio (INR), platelet (PLT) count,
total bilirubin, creatinine, urea nitrogen, lactate dehydrogenase
(LDH), and SpO2/FIO2 ratio], hemoglobin, red blood cell
distribution width (RDW), D-dimer, fibrinogen, albumin, and
glucose. All variables were collected within 24 h of ICU
admission, and we recorded the most abnormal value if a variable
was recorded more than once.

Consensus k Means Clustering
Consensus k means clustering was conducted to 26 variables
using a partitioning approach. We first assessed the candidate
variable distributions, missingness, and correlation. Multiple
imputations with chained equations (Additional Methods in
Supplementary Material) were used to account for missing data;
standardized transformation was used for the dataset, and non–
normally distributed variables were log-transformed prior to
standardized transformation. We then determine the optimal
number of phenotypes with consensus k means clustering,
according to the gap statistics, consensus matrix heatmaps, and
adequate pairwise-consensus values between cluster members
(>0.8). Once the optimal number was determined, we selected
rank plots of variables by mean standardized difference between
phenotypes to visualize the patterns of clinical variables. We also
conducted a sensitivity analysis after excluding highly correlated
variables using rank-order statistics (r > 0.5). Additional
details of consensus k means clustering are presented in
Supplementary Material.

Latent Class Analysis
We further employed LCA to assess the reproducibility of
the phenotypes. Similarly, all variables underwent standardized
transformation and were log-transformed as appropriate. In
the LCA, we estimated models ranging from to five classes.
Akaike information criterion (AIC), Bayesian information
criteria, entropy, class size (classes containing relatively small
numbers were not considered clinically meaningful), and the
Vuong–Lo–Mendell–Rubin (VLMR) likelihood ratio test (which
compares fit of model k classes to k-1 classes) were used to
determine the optimal number of classes. Once determined,

each individual was assigned a class according to model-
generated probabilities. More details of LCA are presented in the
Supplementary Material.

Parsimonious Algorithms to Classify

COVID-19
Based on previous research, we attempted to construct a
parsimonious model (three-variable or four-variable model)
to predict phenotypes. First, machine learning algorithms,
including classification tree with bootstrapped aggregating
(bagging), extreme gradient boosting (XGBoost), and gradient
boosted model (GBM), were used to identify the most important
classifier variables. To select the most important variables,
variable importance was used for the bagging model and
XGBoost. Relative influence factor of variable was used for GBM.
More details of machine learning algorithms are presented in
the Supplementary Material. Second, the five most important
classifier variables common to all three machine learning
algorithms were then used to generate five logistic regression
models (generated by sequential addition of the variables), and
the receiver operating characteristic curve and area under the
curve (AUC) were calculated for each model. AIC and DeLong’s
test were used to compare model performance. The best model
was determined by a combination of accuracy, parsimony, and
simplicity in clinical. Additionally, to assess the clinical usefulness
of the best model, decision curve analysis (DCA) was conducted
by quantifying the net benefits at different threshold probabilities.
Finally, after the best model selected, a 10-fold cross-validation
was applied to internally validate the stability of the model.
This was performed by randomly splitting the patients into
10 equal samples. Nine-tenths of these samples were used to
construct logistic regression models, and the model coefficients
were applied to the remaining sample (1/10). This process was
repeated 10 times, and the AUC to each fold was generated.

Statistical Analysis
Values are presented as the mean (standard deviation) or median
(interquartile range) for continuous variables as appropriate
and as the total number (percentage) for categorical variables.
Comparisons between groups were made using the χ

2 test
or Fisher exact test for categorical variables and Student t-
test or Mann–Whitney U-test for continuous variables as
appropriate. A p < 0.05 was used to determine statistical
significance for all tests. LCA was conducted using Mplus
software (version 8.3). All other analyses were done using R
(version 3.6.0).

RESULTS

Patients
During the study period, a total of 504 patients with COVID-
19 were included in the Tongji cohort. The schematic of
study is shown in Figure 1. Among the Tongji cohort,
259 patients (51.4%) were male, the age was 64 (52–
72) years, and the SOFA score was 3 (2–6). Within the
first 24 h after ICU admission, 16 patients (3.2%) received
vasopressor therapy, and 23 patients (4.6%) received invasive
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FIGURE 1 | Schematic of study. LCA, latent class analysis.

mechanical ventilation. The overall 28-day mortality rate
was 33.7%.

Derivation of Clinical Phenotypes for

COVID-19
In Tongji cohort, based on gap statistics, consensus matrix plots,
and consensus values (Supplementary Figure 1), the consensus
k means clustering found that a two-class model was the optimal
fit with the two distinct phenotypes of COVID-19. Ultimately,
322 patients (63.9%) were classified as hypoactive phenotype,
and 182 (36.1%) were classified as hyperactive phenotype.
Sensitivity analysis indicated that no substantial changes
were evident after excluding variables with high correlation
(Supplementary Table 3 and Supplementary Figure 2).

The characteristics of phenotypes in the two-class model
are shown in Table 1 and Supplementary Figure 3. Rank plots
of variables by the standardized mean difference between
phenotypes are presented in Figure 2. Most variables were
significantly different between the two phenotypes. Compared
to patients with the hypoactive phenotype, those with the
hyperactive phenotype were older, prone to have elevated
measures of inflammation (e.g., WBC count, NLR, hs-CRP,
IL-2R, IL-6, IL-8, TNF-α), higher D-dimer, higher heart
rate, higher respiratory rate, and extreme laboratory values
regarding the organ dysfunction (e.g., hs-TnI, INR, PLT
count, total bilirubin, creatinine, urea nitrogen, LDH, and
SpO2/FIO2). Additionally, in comparison with the hypoactive
phenotype, the hyperactive phenotype had significantly higher
SOFA score on ICU admission and higher comorbidity rates
(Supplementary Table 4).

Treatments and Outcomes in COVID-19

Phenotypes
A large proportion of patients with the hyperactive phenotype
received corticosteroid therapy (78.6 vs. 44.1%; p < 0.001),
high-flow nasal cannula oxygen therapy (17.0 vs. 4.7%; p
< 0.001), non-invasive mechanical ventilation (45.6 vs. 7.1%;
p < 0.001), invasive mechanical ventilation (59.3 vs. 3.4%;
p < 0.001), and renal replacement therapy (11.5 vs. 1.6%;
p < 0.001) during their ICU stay, compared to those
with hypoactive phenotype (Supplementary Table 4). Patients
assigned to hyperactive phenotype had significantly higher 28-
daymortality (74.3 vs. 10.8%; p< 0.001) and higher rates of organ
dysfunction during their ICU stay compared to those assigned to
hypoactive phenotype (Table 2).

Reproducibility Using LCA
LCA confirmed statistical fit of the two-class model. In LCA,
using the VLMR test, a two-class model showed significantly
improved fit compared with one-class mode (p = 0.0066), and
no further improvement in model fit was observed when the
three-class (p = 0.058), four-class (p = 0.41), or five-class
model (p = 0.40) was involved. Good class separation was
observed in the two-class model (entropy > 0.80), indicating
strong separation between the classes (Supplementary Table 5).
The two-class model classified 341 patients (67.7%) in class 1
(referred as hypoactive phenotype) and 163 patients (32.3%)
in class 2 (referred as hyperactive phenotype). Average latent
class probabilities were 0.98 for class 1 and 0.96 for class 2.
The clinical characteristics of the phenotypes were similar when
derived using this method, as well as by rank plots (Figure 2 and
Supplementary Table 6).
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TABLE 1 | Class-defining variables of phenotypes using consensus k means clustering.

Variables Hypoactive phenotype (n = 322) Hyperactive phenotype (n = 182) p-value

Age (years) 58 (48–69) 69 (62–77) <0.001

Heart rate (bpm) 89 (78–101) 95 (82–108) <0.001

Respiratory rate (bpm) 20 (20–22) 24 (20–32) <0.001

Temperature (◦C) 37.0 (36.5–37.8) 37.2 (36.5–38.0) 0.063

MAP 96.0 (89.7–104.7) 99.7 (89.0–106.0) 0.209

Spo2/Fio2 ratio 297 (259–433) 131 (90–229) <0.001

WBC count (×109/L) 5.2 (4.0–6.6) 9.4 (7.0–13.1) <0.001

NLR 3.4 (2.0–5.4) 13.5 (8.6–25.3) <0.001

Platelet count (×109/L) 213 (159–278) 164 (121–225) <0.001

Hemoglobin (g/L) 126 (115–137) 129 (115–143) 0.043

RDW (%) 12.4 (11.9–13.2) 13.0 (12.2–13.9) <0.001

High-sensitivity C-reactive protein (mg/L) 26.2 (5.6–65.2) 104.6 (65.0–163.4) <0.001

Interleukin 2R (U/mL) 658 (426–906) 1,262 (904–1648) <0.001

Interleukin 6 (pg/mL) 10.2 (2.3–31.1) 64.8 (31.0–157.0) <0.001

Interleukin 8 (pg/mL) 11.4 (6.5–19.5) 32.3 (20.0–66.4) <0.001

Tumor necrosis factor α (pg/mL) 7.8 (5.8–10.0) 12.8 (8.9–18.8) <0.001

d–Dimer (µg/mL) 0.7 (0.4–1.4) 5.3 (1.8–21.0) <0.001

Fibrinogen (g/L) 4.8 (4.0–5.9) 5.4 (3.3–6.5) 0.152

INR 1.0 (1.0–1.1) 1.2 (1.1–1.4) <0.001

Hypersensitive troponin I (pg/mL) 3.8 (1.9–8.4) 40.1 (13.3–296.2) <0.001

Albumin (g/L) 36.0 (33.3–38.6) 29.9 (27.1–32.7) <0.001

Total bilirubin (µmol/L) 8.7 (6.5–11.7) 13.2 (9.9–19.2) <0.001

Creatinine (µmol/L) 66.0 (55.8–82.0) 89.0 (71.5–119.0) <0.001

Urea nitrogen (mmol/L) 4.2 (3.2–5.5) 9.3 (6.4–15.2) <0.001

Lactate dehydrogenase (U/L) 260 (203–334) 511 (415–678) <0.001

Glucose (mmol/L) 6.1 (5.2–7.2) 8.1 (6.3–11.8) <0.001

MAP, mean arterial pressure; Spo2/F io2 ratio, ratio of pulse oxygen saturation to the fractional concentration of oxygen in inspired air; WBC, white blood cell count; NLR,

neutrophil-to-lymphocyte ratio; RDW, red blood cell distribution width; INR, international normalized ratio.

Parsimonious Algorithms to Predict

Phenotypes of COVID-19
The most important classifier variables from the bagging,
XGBoost, and GBM are presented (Supplementary Table 7,
Supplementary Figures 4, 5). The top five variables were
consistent across all three machine learning models, which
included NLR, SpO2/FIO2 ratio, LDH, TNF-α, and urea nitrogen,
and were therefore selected as the best predictors for the
parsimonious models. After five logistic models constructed by
sequential addition of the best predictors, an improved model
performance, increased AUC, and decreased AIC were observed
when model 1 went to model 4 (Supplementary Table 8).
Considering that TNF-α was not routinely tested in other
hospitals, therefore, the three-variable (NLR, SpO2/FIO2 ratio,
and LDH) and four-variable models (NLR, SpO2/FIO2 ratio,
LDH, TNF-α) were both the best in terms of balancing classifying
accuracy and model simplicity.

Multivariable analyses showed that three variables or four
variables in the model were all predictors of the phenotypes
(Supplementary Table 9). The AUC was 0.95 [95% confidence
interval (95% CI) = 0.94–0.97] for the three-variable model
and 0.97 (95% CI = 0.96–0.98) for the four-variable model.

The DCA curves indicated that the threshold probabilities were
0–0.95 for the three-variable model and 0–0.94 for the four-
variable model (Figure 3). The mean AUCs of cross-validation
for the three- and four-variable models were 0.95 (0.03) and 0.97
(0.02), respectively.

DISCUSSION

The novel findings of our analyses can be summarized as
follows. We identified two distinct COVID-19 phenotypes with
different clinical and biological characteristics, mortality, and
other clinical outcomes. We also developed a parsimonious
model to predict phenotypes of COVID-19 using machine
learning algorithms. These findings have important implications
for early detection of patients who are likely to develop critical
illness, as well as future researches in COVID-19.

Clinical and biological heterogeneity of critical illness (e.g.,
ARDS, sepsis) is thought to be dead ends for pharmacotherapy
trials. Not a single clinical or biological variable was sufficient
to identify phenotype (24). To put it simple, none of the
clinical variables could be used to subdivide COVID-19. By
contrast, based on 26 candidate clinical variables, we found two
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FIGURE 2 | Comparison of variables that contribute to clinical phenotypes in the Tongji cohort. Clinical phenotypes were derived from consensus k means clustering

(A) and LCA (B). In all panels, the variables are standardized such that all means are scaled to 0 and SDs to 1. A value of 1 for the standardized variable value (x-axis)

signifies that the mean value for the phenotype was 1 SD higher than the mean value for both phenotypes shown in the graph as a whole. RDW, red blood cell

distribution width; MAP, mean arterial pressure; TNF-α, tumor necrosis factor α; INR, international normalized ratio; hs-CRP, high-sensitivity C-reactive protein; BUN,

urea nitrogen; hs-TnI, hypersensitive troponin I; NLR, neutrophil-to-lymphocyte ratio.

TABLE 2 | Comparison of clinical outcomes according to phenotypes using

consensus k means clustering.

Hypoactive

phenotype

(n = 322)

Hyperactive

phenotype

(n = 182)

p-value

ARDS 46 (14.3%) 149 (81.9%) <0.001

Septic shock 25 (7.8%) 128 (70.3%) <0.001

Coagulopathy 14 (4.3%) 84 (46.2%) <0.001

Acute kidney injury 16 (5.0%) 96 (52.7%) <0.001

Acute cardiac injury 32 (10.0%) 120 (65.9%) <0.001

28-d mortality 35 (10.8%) 135 (74.3%) <0.001

ARDS, acute respiratory distress syndrome.

distinct phenotypes of COVID-19 most sufficiently describing
the present cohort using consensus k means clustering,
which strongly correlated with degrees of the host response
to SARS-CoV-2 infection. Specifically, compared to patients
with hypoactive phenotype, the host response of patients
with hyperactive phenotype seems to be more dysregulated,

characterized by high plasma concentrations of inflammatory
biomarkers, extreme coagulation, and high proportion of organ
failure or injury on ICU admission. Furthermore, replication of
these findings using LCA substantiates the robustness of the two
phenotypes in the present cohort.

Several phenotypes of COVID-19 have been documented,
with the aim to receive “precision therapy.” Patients with
COVID-19 pneumonia presents with low elastance, low
ventilation-to-perfusion ratio, low lung weight, and low lung
recruitability were classified as type L, whereas type H patients
were characterized by high elastance, high ventilation-to-
perfusion ratio, high lung weight, and high lung recruitability.
Response to treatments, including higher FIO2 and higher
positive end-expiratory pressure (PEEP), and prone positioning
may differ in type L and type H (13). Compared to phenotypes
in the present study, similarly, hyperactive phenotype and type
H seemed to represent a subset of COVID-19 patients who were
severely ill. Unlike previous COVID-19 phenotypes, the COVID-
19 phenotypes in the present study only used routinely available
data associated with the degrees of host response, regardless of
the characteristics of chest imaging or the respiratory mechanics,
which can be identified at the time of patient admitted to the
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FIGURE 3 | Receiver operating characteristic curves (A) and DCA (B) of the two best-performing regression models in Tongji cohort.

ICU. Besides, these phenotypes were multidimensional, differed
in their laboratory abnormalities, patterns of organ dysfunction,
and were not homologous with traditional patient groupings
such as by severity score or a single variable.

We proposed a three-variable (NLR, SpO2/FIO2 ratio, and
LDH) and four-variable model (NLR, SpO2/FIO2 ratio, LDH, and
TNF-α) for identifying the hyperactive phenotype of COVID-
19. Unlike traditional forward stepwise modeling, we used three
machine algorithms to identify the most important classifier
variables. The ability to identify phenotypes using a small set of
variables is a crucial step toward their clinical application. On the
one hand, to predict the occurrence of critical illness in COVID-
19: according to 1,590 COVID-19 patients, Wenhua Liang et al.
(25) constructed a predictive risk score including 10 variables
to predict a patient’s risk of developing critical illness; likewise,
NLR [odds ratio (OR) = 1.06; 95% CI = 1.02–1.10] and LDH
(OR = 1.002; 95% CI = 1.001–1.004) were included in the risk
model. However, the definition of “critical illness” was obscure,
which was described as a composite of admission to the ICU,
invasive ventilation, or death. Besides, the overall mortality was
only 3.2%, implying that such risk score may not be validated in
real intensive care patients with COVID-19. In the present study,
the ICUmortality of Tongji cohort was in line with prior reports,
and critically ill patients (hyperactive phenotype) were identified
based on the clustering analysis and LCA, which maximized the
differences between patients, without taking the clinical outcome
into account (26). On the other hand, to select more homogeneity
patients for clinical trials: hypothetically, like the series research
of ARDS, the interactions between phenotypes and treatments
(PEEP, fluid management, and simvastatin) were significant.

Interestingly, different from the ARDS phenotypes (24, 27),
we observed that none of inflammatory cytokines could predict

COVID-19 phenotypes, except for TNF-α. Proinflammatory
cytokines levels (IL-6, IL-8) in hyperinflammatory ARDS were
at least 20-fold higher than hyperactive COVID-19 in our
study, suggesting that COVID-19 is associated with only mild
inflammatory cytokine elevation. An alternative mechanism
of disease therefore seems likely (28) and warrants further
researches. Additionally, pulmonary-specific variables, such
as PaO2/FIO2 ratio, seem to contribute less to phenotype
identification in ARDS; nevertheless, SpO2/FIO2 ratio is a
primary variable to classify COVID-19 phenotype in the present
study. A potential explanation for this finding is that patients
were enrolled into ARDS clinical trials based on specific
pulmonary criteria (e.g., PaO2/FIO2 ratio), but COVID-19
patients in Tongji cohort are more heterogeneous with respect
to pulmonary variables (e.g., SpO2/FIO2 ratio).

The first strength of our study is the identification of two
class phenotypes for intensive care patients with COVID-19
and development of the first parsimonious model for predicting
hyperactive phenotype. The observational nature of the present
study is another strength as it included all consecutive patients
with COVID-19 during 3 months, and the results are therefore
more likely to represent the population as encountered in the
ICU in clinical practice.

This study also has several limitations. First, our study
is a single-center, retrospective, observational study, and we
lack the external validation of the phenotypes and the
parsimonious model. Testing for COVID-19 phenotypes in
more heterogeneous samples is an important direction in future
researches. Second, the 26 candidate clinical variables did
not fully reflect the host response to SARS-CoV-2 infection;
we cannot exclude that adding other markers would provide
different phenotypes. Third, whether these phenotypes are
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dynamic and change over time, resulting in distinct COVID-
19 trajectories, is unknown. Finally, although a three- or four-
variable model has a good accuracy in predicting the phenotypes,
when phenotypes are defined by the parsimonious model
rather than the clustering analysis or LCA, we may no longer
detect the statistically significant differences in outcomes and
treatment responses.

CONCLUSION

In summary, this analysis confirmed the existence of two distinct
phenotypes for intensive care patients with COVID-19. We also
provide evidence for accurate parsimonious classifier models
of COVID-19 phenotypes. Promisingly, these simple models
may aid clinicians in predicting which COVID-19 patients are
likely to develop critical illness, delivering timely treatments, and
improving patient selection in clinical trials, which in turn could
significantly impact patient outcomes.
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Background: Early prediction of the clinical outcome of patients with sepsis is of great

significance and can guide treatment and reduce the mortality of patients. However, it is

clinically difficult for clinicians.

Methods: A total of 2,224 patients with sepsis were involved over a 3-year period

(2016–2018) in the intensive care unit (ICU) of Peking Union Medical College Hospital.

With all the key medical data from the first 6 h in the ICU, three machine learning models,

logistic regression, random forest, and XGBoost, were used to predict mortality, severity

(sepsis/septic shock), and length of ICU stay (LOS) (>6 days, ≤6 days). Missing data

imputation and oversampling were completed on the dataset before introduction into

the models.

Results: Compared to the mortality and LOS predictions, the severity prediction

achieved the best classification results, based on the area under the operating

receiver characteristics (AUC), with the random forest classifier (sensitivity = 0.65,

specificity= 0.73, F1 score= 0.72, AUC= 0.79). The random forest model also showed

the best overall performance (mortality prediction: sensitivity = 0.50, specificity = 0.84,

F1 score = 0.66, AUC = 0.74; LOS prediction: sensitivity = 0.79, specificity = 0.66, F1

score = 0.69, AUC = 0.76) among the three models. The predictive ability of the SOFA

score itself was inferior to that of the above three models.

Conclusions: Using the random forest classifier in the first 6 h of ICU admission can

provide a comprehensive early warning of sepsis, which will contribute to the formulation

and management of clinical decisions and the allocation and management of resources.

Keywords: sepsis, prediction, machine learning, outcome, sequential (sepsis-related) organ failure assessment
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INTRODUCTION

With high morbidity and mortality, sepsis seriously endangers
human health and causes a heavy medical burden (1, 2). The
understanding of sepsis has evolved from an inflammatory
response syndrome caused by infection (sepsis 1.0) to an
inflammatory response syndrome with organ dysfunction (sepsis
2.0) to a life-threatening organ disorder caused by the body’s
uncontrolled response to infection (sepsis 3.0) (3). Employed
as the core indicator in sepsis 3.0 diagnosis, the SOFA score
was proven to be an accurate and feasible method in the
prognosis assessment with its ability to judge the degree of
organ failure and assess the severity of patients with sepsis
(4, 5). With the establishment of and improvement in critical
illness databases and the continuous advancement of machine
learning methods, an ever-increasing number of new models
are being proposed by researchers. Compared with the SOFA,
the Oxford Acute Severity of Illness Score (OASIS) is a scoring
system that was constructed by Johnson et al. through machine
learning algorithms (6). It contains only 10 variables and no
laboratory measure whose diagnostic efficiency is high. Kim et al.
(7) also proposed a deep model-based, data-driven early warning
score tool, PROMPT, that can predict mortality in critically ill
children. With regard to machine learning techniques, Pirracchio
et al. proposed that ensemble and neural network models
would demonstrate better performance in predicting mortality
(8). However, differences exist among the current machine
learning models for diagnosis, such as parameter composition,
the source population for model construction, and the scope
of clinical use. The conclusions obtained by different clinical
studies have even been contradictory. This study intends to
examine data from the Chinese sepsis patient population
under the Chinese medical system and environment using
machine learning algorithms to explore a model for predicting
the prognosis of sepsis patients, the severity of the disease,
and the potential duration of ICU treatment (LOS), which
may contribute to understanding sepsis and treating sepsis in
the ICU.

METHODS

Study Design
This study was conducted in the ICU of Peking Union
Medical College Hospital. All electronic medical data from
patients diagnosed with sepsis based on sepsis 3.0 were
retrospectively gathered from 2016 to 2018 and securely stored
in the Peking Union Medical College Hospital Intensive Care
Medical Information System and Database (PICMISD). The data
consisted of demographic information, ICU length of stay (LOS),
medications, and vital signs of the respiratory, cardiovascular,
hepatic, coagulation, renal, and neurological systems. As one
of the commonly used methods for tracking patient status in
the ICU and estimating the risk of mortality due to sepsis,
a sequential organ failure assessment (SOFA) was introduced
as one of the inclusion criteria and a baseline prediction tool.
It was computed from the key measurements from multiple-
organ systems.

Patient Cohort
From 2016 to 2018, a total of 11,512 critically ill patients were
admitted and treated in the ICU of Peking Union Medical
College Hospital. A total of 2,436 patients with sepsis meeting
the following criteria were included in the dataset: SOFA score
≥ 2; high possibility of infection (pathogenic microbiology
examinations obtained) and usage/update of antibiotics; age ≥

18 years. After a thorough examination of the dataset, several
constraints were added on some variables to ensure the reliability
of the medical data: 0 < P(v-a)CO2/C(a-v)O2 < 5; 0 < P(v-
a)CO2 < 15; 0 < SO2 ≤ 100; 0 < oxygenation index ≤ 1,000;
white blood cell (×108/L) > 100; oxygen concentration (%)≥21;
and breath rate (bpm) > 0. The number of patients decreased
to 2,224 with the extra constraints in place. With reference to
the lactic acid values, all patients were labeled as having one
of two categories of severity level: sepsis (<2 mmol/L; 1,122
patients) and septic shock (≥2 mmol/L; 1,102 patients). All key
measurements of the organs were recorded during the first 6 h
after ICU admission. Unlike regularmethods of using at least 24 h
of measurement in the ICU (9–11), data recorded in the first 6 h
can also be sufficiently accurate to assist clinicians in performing
early prediction. Informed consent was obtained from all the
participants in compliance with the requirements of the Ethics
Committee of Peking Union Medical College Hospital.

Model Development
Regarding the predictor classes, the mortality (survivor, non-
survivor) and severity (sepsis, septic shock) predictions depended
on the classification model, while patient LOS in the ICU
was labeled by dividing patients into two groups: > 6 days
and ≤ 6 days. The 6-day cut-off point was derived from the
quartile values (first quartile: 3 days, second quartile: 6 days,
third quartile: 13 days) from the overall patient distribution.
The classification model incorporated the following methods:
logistic regression (12), random forest (RF) (13), and XGBoost.
To select the most relevant features, the least absolute shrinkage
and selection operator (LASSO) was applied. All the features
were normalized before being introduced into the classification
models. The training and testing datasets were randomly split by
70 and 30% of all patients.

K-nearest neighbor (KNN) imputation (14) was utilized to
handle the partial missing data. Each entry of missing data was
imputed with the average of its five nearest neighbors. The value
k = 5 in the KNN algorithm was chosen because it achieves the
best classification results as supported by validation.

As the dataset is enormously biased toward the survivors,
a method of over-sampling [specifically, the synthetic minority
oversampling technique (SMOTE) (15)] on the minority class
was applied in the training dataset for mortality prediction.

The classification models were assessed with the area under
the receiver operating characteristic (AUC) curve, sensitivity
(also known as recall), specificity, and F1 score. The foundation
of these assessment variables comes from the four possible
outcomes (TP = true positive, TN = true negative, FP = false
positive, FN = false negative) of the binary classifier. Computed
by plotting sensitivity as a function of (1-specificity), the
area under the ROC curve is widely used as a performance
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Table 1A | Subgroups of patients’ clinical data for the mortality prediction.

Variables Mortality

Survivor (1,809 patients) Non-survivor (415 patients) p-value

Mean ± SD Mean ± SD

Age (years) 58.59 ± 16.82 60.58 ± 15.66 *

Perfusion index 1.72 ± 1.74 1.65 ± 1.60 >0.05

P(v-a)CO2/C(a-v)O2 1.62 ± 0.56 1.63 ± 0.60 >0.05

pCO2 (mmHg) 38.02 ± 8.44 38.54 ± 11.53 >0.05

Noradrenaline dosage (µg/kg/min) 0.41 ± 0.74 0.63 ± 1.61 **

Adrenaline dosage (µg/kg/min) 0.16 ± 0.08 0.17 ± 0.10 **

Invasive blood pressure (mmHg) 92.62 ± 20.50 86.36 ± 18.51 **

Central venous pressure (mmHg) 9.25 ± 3.10 9.88 ± 4.00 **

P(v-a)CO2 (mmHg) 5.49 ± 2.16 5.32 ± 2.28 >0.05

sO2 (%) 96.51 ± 4.46 95.77 ± 4.77 **

Lactic acid (mmol/l) 2.74 ± 2.73 3.31 ± 3.51 **

Invasive systolic blood pressure (mmHg) 139.54 ± 27.81 131.40 ± 28.63 **

Invasive diastolic blood pressure (mmHg) 69.88 ± 14.93 65.40 ± 13.73 **

Oxygenation index 311.83 ± 143.35 253.27 ± 142.73 **

White blood cell (×109/l) 13.83 ± 8.52 14.37 ± 9.38 >0.05

Platelet (×109/l) 176.83 ± 101.13 150.74 ± 105.83 **

Total bilirubin (µmol/l) 28.20 ± 47.16 43.21 ± 72.54 **

GCS score 9.57 ± 4.48 8.12 ± 4.60 **

Creatinine (µmol/L) 121.11 ± 138.15 166.10 ± 156.81 **

Oxygen concentration (%) 46.16 ± 16.65 56.33 ± 22.98 **

SpO2 (%) 97.63 ± 3.58 96.49 ± 4.35 **

pO2 (mmHg) 108.44 ± 41.27 102.08 ± 47.63 *

Heart rate (bpm) 100.85 ± 21.43 107.21 ± 22.16 **

Body temperature (◦C) 36.83 ± 1.02 37.21 ± 1.06 **

Respiratory rate (bpm) 20.03 ± 6.31 22.79 ± 7.11 **

SOFA score 8.82 ± 3.73 11.50 ± 4.27 **

**p < 0.01, *p < 0.05.

measurement for classification problems at various threshold
settings. A higher AUC value indicates a better model for
distinguishing between classes. In this study, false positives (e.g.,
a survivor is predicted as a non-survivor) may be overmedicated,
while false negatives (e.g., a non-survivor is predicted as a
survivor) may not receive any extra actions for early prevention.
Both cases should be avoided here. The F1 score, as the harmonic
mean of precision and recall, is a better metric for imbalanced
classes. Meanwhile, a five-fold cross validation method was
applied for all themodels in three classification problems to avoid
overfitting during the model training.

Sensitivity =
TP

TP + FN

Specificity =
TN

TN + FP

F1 score =
2∗TP

FP + FN + 2∗TP

Statistical Analysis
All continuous variables in the clinical data are presented as
the mean value ± standard deviation (SD). The distribution

of LOS in the ICU was evaluated through quartile values,
and then the second quartile value was chosen as the cut-off
point for prediction labeling. T-tests with a threshold p < 0.05
were performed to determine significant differences between
subgroups in each prediction problem. Regarding the mortality
prediction, the SOFA score, as a baseline prediction tool, was used
to generate an ROC curve for comparison with other machine
learning models. The sensitivity and specificity of the SOFA score
were estimated on the basis of a preset threshold. All statistical
analyses were performed in Python 3.6.

RESULTS

General Characteristics of Included
Patients
A total of 2,224 patients were included in the analysis. Their
average of LOS in the ICU was 10.32 ± 11.84 days. The whole
group included 1,292 males and 932 females aged 58.96 ± 16.62
years. Approximately 415 (18.7%) patients with sepsis did not
survive in the ICU. A summary of the patients’ clinical data for
each prediction is presented in Tables 1A–C.
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Table 1B | Subgroups of patients’ clinical data for the severity prediction.

Variables Severity

Sepsis (1,104 patients) Septic shock (1,120 patients)

Mean ± SD Mean ± SD p-value

Age (years) 60.47 ± 16.60 57.48 ± 16.52 **

Perfusion index 1.93 ± 1.82 1.48 ± 1.56 **

P(v-a)CO2/C(a-v)O2 1.61 ± 0.57 1.63 ± 0.56 >0.05

pCO2 (mmHg) 38.60 ± 10.27 37.64 ± 7.74 *

Noradrenaline dosage (µg/kg/min) 0.35 ± 0.24 0.55 ± 1.34 **

Adrenaline dosage (µg/kg/min) 0.16 ± 0.03 0.16 ± 0.11 >0.05

Invasive blood pressure (mmHg) 91.59 ± 19.89 91.31 ± 20.68 >0.05

Central venous pressure (mmHg) 9.25 ± 3.03 9.48 ± 3.53 >0.05

P(v-a)CO2 (mmHg) 5.34 ± 2.10 5.58 ± 2.26 *

sO2 (%) 96.62 ± 3.47 96.12 ± 5.36 *

Lactic acid (mmol/l) 1.19 ± 0.40 4.49 ± 3.34 **

Invasive systolic blood pressure (mmHg) 140.04 ± 28.43 136.02 ± 27.71 **

Invasive diastolic blood pressure (mmHg) 68.29 ± 15.00 69.77 ± 14.60 *

Oxygenation index 298.95 ± 145.17 302.74 ± 144.91 >0.05

White blood cell (×109/l) 13.40 ± 7.34 14.46 ± 9.81 **

Platelet (×109/l) 182.86 ± 107.90 161.18 ± 95.74 **

Total bilirubin (µmol/L) 30.52 ± 52.00 31.59 ± 54.29 >0.05

GCS score 9.90 ± 4.41 8.70 ± 4.59 **

Creatinine (µmol/L) 128.75 ± 139.59 130.32 ± 146.10 >0.05

Oxygen concentration (%) 47.74 ± 17.99 48.39 ± 18.86 >0.05

SpO2 (%) 97.35 ± 3.77 97.48 ± 3.77 >0.05

pO2 (mmHg) 103.99 ± 42.34 110.46 ± 42.62 **

Heart rate (bpm) 99.61 ± 20.96 104.44 ± 22.16 **

Body temperature (◦C) 37.03 ± 1.00 36.77 ± 1.07 **

Respiratory rate (bpm) 20.56 ± 6.35 20.54 ± 6.76 >0.05

SOFA score 8.66 ± 3.68 9.97 ± 4.14 **

**p < 0.01, *p < 0.05.

Mortality Prediction
In the dataset, the number of non-survivors (415 patients)
was approximately a quarter of the number of survivors
(1,809 patients). The non-survivor group was slightly older
than the survivor group. Among the 25 variables in Table 1A,
only five variables, including perfusion index, P(v-a)CO2/C(a-
v)O2, pCO2, P(v-a)CO2, and white blood cell count, showed
no significant difference between the two groups, while the
remaining variables did. With regular statistical methods, the
SOFA score was used to produce ROC curves individually instead
of being included as a feature in the model. It is reasonable that
the average SOFA score for the survivor group was significantly
lower than that for the non-survivor group.

As presented Figure 1, the SMOTE method significantly
improved the sensitivity rate (without SMOTE: mean
sensitivity = 0.13; with SMOTE: mean sensitivity = 0.49)
in all models. Nonetheless, specificity, together with AUC, from
all three models was considerably reduced after applying the
SMOTE method. RF presented the best classification results
(without SMOTE: AUC = 0.77; with SMOTE: AUC = 0.74),
regardless of the application of the SMOTE method. All machine

learning models demonstrated better prediction results than the
SOFA score (AUC= 0.70).

Severity Prediction
The dataset consisted of 1,104 patients with sepsis and 1,120
patients with septic shock. The subgroup with high severity
(age: 57.48 ± 16.52 years) was significantly younger than
the other subgroup (age: 60.47 ± 16.60 years). As seen in
Table 1B, 10 variables related to respiratory [P(v-a)CO2/C(a-
v)O2, oxygenation index, oxygen concentration, SpO2], renal
(creatinine, adrenaline dosage) and coagulation (invasive blood
pressure, central venous pressure, total bilirubin) systems showed
no significant differences between the two classes. Among all
classifiers, the RF classifier provided the best prediction results
for severity (sensitivity= 0.65, specificity= 0.73, F1 score= 0.72,
AUC = 0.79) and presented enhanced results compared to the
baseline SOFA score (AUC= 0.59) (see Figure 2).

LOS Prediction
The second quartile (6 days) of all LOS data almost equally
divided the group into two classes (≤6 days: 1,127 cases,>6 days:
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Table 1C | Subgroups of patients’ clinical data for the LOS prediction.

Variables LOS

≤6 days (988 patients) >6 days (1,236 patients)

Mean ± SD Mean ± SD p-value

Age (years) 57.89 ± 16.61 59.82 ± 16.59 *

Perfusion index 1.74 ± 1.81 1.67 ± 1.63 >0.05

P(v-a)CO2/C(a-v)O2 1.64 ± 0.52 1.61 ± 0.61 >0.05

pCO2 (mmHg) 37.46 ± 8.06 38.64 ± 9.82 **

Noradrenaline dosage (µg/kg/min) 0.53 ± 1.36 0.39 ± 0.45 **

Adrenaline dosage (µg/kg/min) 0.17 ± 0.11 0.16 ± 0.05 **

Invasive blood pressure (mmHg) 94.49 ± 20.91 89.02 ± 19.44 **

Central venous pressure (mmHg) 9.02 ± 3.16 9.64 ± 3.37 **

P(v-a)CO2 (mmHg) 5.62 ± 2.07 5.32 ± 2.25 **

sO2 (%) 96.67 ± 4.65 96.13 ± 4.41 *

Lactic acid (mmol/l) 2.94 ± 3.11 2.77 ± 2.72 >0.05

Invasive systolic blood pressure (mmHg) 139.41 ± 28.76 136.90 ± 27.59 *

Invasive diastolic blood pressure (mmHg) 71.59 ± 15.24 67.00 ± 14.15 **

Oxygenation index 337.15 ± 145.09 271.89 ± 138.34 **

White blood cell (×109/l) 13.08 ± 8.04 14.62 ± 9.12 **

Platelet (×109/l) 174.57 ± 98.89 169.85 ± 105.31 >0.05

Total bilirubin (µmol/l) 33.11 ± 58.50 29.33 ± 48.42 >0.05

GCS score 10.04 ± 4.48 8.71 ± 4.50 **

Creatinine (µmol/l) 105.55 ± 119.71 148.69 ± 156.39 **

Oxygen concentration (%) 44.31 ± 15.79 51.06 ± 19.80 **

SpO2 (%) 97.85 ± 3.48 97.07 ± 3.94 **

pO2 (mmHg) 113.13 ± 43.03 102.55 ± 41.68 **

Heart rate (bpm) 99.68 ± 22.26 103.93 ± 21.07 **

Body temperature (◦C) 36.68 ± 1.00 37.08 ± 1.04 **

Respiratory rate (bpm) 19.41 ± 5.96 21.46 ± 6.86 **

SOFA score 8.37 ± 3.89 10.08 ± 3.88 **

**p < 0.01, *p < 0.05.

1,097 cases). The patients with longer ICU stays (>6 days) were
older (59.82 ± 16.59 years) than the other patients (age: 57.89
± 16.61 years). Similar to the previous mortality classes, only
five variables [perfusion index, P(v-a)CO2/C(a-v)O2, lactic acid,
platelets, and total bilirubin] indicated no significant differences
between the LOS subgroups. Meanwhile, the RF model again
exhibited the best prediction results for LOS (sensitivity = 0.79,
specificity= 0.66, F1 score= 0.69, AUC= 0.76), which wasmuch
better than the SOFA score (AUC= 0.62) (see Figure 3).

DISCUSSION

Our study found that this machine learning method using data
within the first 6 h of ICU admission can predict sepsis patients’
prognosis, the severity of sepsis (i.e., whether there is septic
shock), and the length of stay in the ICU (i.e., whether it was
longer than 6 days). Furthermore, the RF classifier had stronger
diagnostic power for the three predictions, with areas under
the ROC curve of 0.74, 0.79, and 0.76, respectively. After the
validation set was verified, its effect was significantly better than
that of the traditional SOFA score. This implies that the use

of RF predictions in the early stages of ICU admission will
enable us to know the possibility of ICU patient outcomes
earlier, appropriately allocate medical resources, and optimize
treatment behavior.

At present, the diagnosis of sepsis is more specific and clearer

with the definition of sepsis 3.0 than the previous two versions.

More emphasis should be placed on how we can more accurately
predict ICU outcomes after the diagnosis of sepsis (16). As

mentioned above, the current treatments for sepsis are still

not ideal. Early recognition and correct treatment are closely

related to improving prognosis (17). Since sepsis is essentially

an out-of-control regulation of the systemic immune response,
it is not caused by a single factor. The pathophysiological
process is complicated, which leads to large differences in clinical
manifestations and disease processes across patients (18). A
single diagnostic index is obviously difficult to perform. The
sepsis scoring system represented by the SOFA score is used
in the diagnosis and treatment of sepsis, which is constantly
strengthened by an increasing amount of evidence (19). However,
it is difficult to balance the massive data and the complexity of
the disease in the ICU treatment of sepsis. With the emergence
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FIGURE 1 | ROC curves of each classifier with SMOTE for mortality

prediction. Classification results before and after SMOTE are presented in the

embedded table.

of large electronic databases and the development of advanced
algorithms such as machine learning and data mining, new
scoring systems will continue to emerge. Our study identified a
relatively good machine learning result, suggesting that the RF
method can better predict the 28-day prognosis of patients in
the first 6 h after ICU admission. Overall, accurate prediction
of the prognosis of ICU patients with sepsis is of great clinical
significance. It depends on an appropriate prognostic scoring
system. However, how to define and select the “appropriate”
scoring system requires the comprehensive judgment of multiple
studies and multiple evaluation indicators. In the future, with
continuous input of multimodal parameters, more machine
learning methods are needed to aggregate data and information
from all parties and obtain more accurate conclusions to guide
clinical practice.

Compared with the previous two versions of the sepsis
guidelines, the largest change was the definition of septic shock
(3). At present, septic shock is defined as an inability to maintain
blood pressure and the need for vasoactive drugs to maintain
circulation after sufficient fluid resuscitation; at this time, lactic
acid is >2 mmol/L. For this definition, it may be more necessary
to understand the patient’s situation and have information from
multiple dimensions such as whether this patient is sepsis, what
the SOFA score is, whether the patient has undergone fluid
resuscitation, what the blood pressure is, whether blood pressure
medications are currently being used, and what the lactic acid
level is. This makes it even more necessary to use computers

FIGURE 2 | ROC curves of each classifier for severity prediction and

classification results in the table below.

FIGURE 3 | ROC curves of each classifier for LOS prediction and classification

results in the table below.
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as an aid to identify and provide an early alert to ICU staff
about this severe sepsis situation. This confirmed that the use of
clinical information to define septic shock outperformed models
developed based on only administrative data (20). Kim et al.
(21) demonstrated that ML classifiers significantly outperformed
clinical scores in screening septic shock at ED triage. Combined
with machine learning methods, we can see that the RF method
can accurately predict patients with septic shock for the first
time and determine which patients are more severe. This is
of great significance for clinical treatment. Another study also
supported our conclusion using a RF classifier to predict sepsis
and septic shock (13). In addition, we can also predict which
sepsis patients needed longer ICU support through the RF
method, and the limited ICU resources can be configured and
more efficiently better used. Staziaki et al. (22) reported that SVM
and ANNmodels combining CT findings and clinical parameters
improved the prediction of length of stay and ICU admission
in torso trauma. Castineira et al. (23) added continuous vital
sign information to static clinical data to improve the prediction
of length of stay after intubation. Even ELM has been used
to determine whether the patient can be discharged within 10
days (24). The use of machine learning algorithms is of great
significance to patients with sepsis, and it is better than the
traditional SOFA score, which is relatively monotonous in the
systematic assessment of organ damage.

The algorithms also played an important role in this study.
Before inputting data into the model, imputation of the missing
data was necessary. In the future, other imputationmethods, such
as stochastic regression and tree-based models, can be assessed
to compete with the only method, “KNN imputation,” used
in this study. The oversampling method “SMOTE” successfully
solved the problem of imbalanced datasets, which often leads
to a highly biased prediction result, as the model will place
more weight on the majority class. In the meantime, some other
methods of oversampling can also be tested to improve the
classification results. Certainly, as the core of the prediction
problem, choosing the best machine learning model is the most
important aspect. Therefore, some additional models from the
deep learning field, such as artificial neural networks (ANNs)
and convolutional neural networks (CNNs), may be applied in
future investigations.

There were also some limitations. Firstly, the research subjects
came from a single ICU, and there may be bias caused by regional
factors. Whether the research conclusions can be extended to
other regions needs further research and testing. Secondly, it is
necessary to verify that the next step is to implement forward-
looking research based on the current research results to further
verify the validity and scalability of the model constructed in this
study and provide further improvements. In our study, only three
subjects have breath rate below 5 bpm, which is only 0.1% of the
whole population. It will not lead to high risk of biased dataset
according to the inclusion criteria of breath rate > 0 bpm. In the

clinical decision-making, the general cut-off point of LOS is 4–
5 days while 6 days was chosen here based on the distribution
of LOS.

CONCLUSION

Machine learning models using the first 6 h of medical data can
decently predict mortality, severity, and LOS in the ICU. The
overall results demonstrated that the RF model was the best
model of classification for all three prediction problems (AUC
for all RF models > 0.70) compared to logistic regression and
XGBoost models. The prospects of applying machine learning in
the ICU are broad, but BCT research is still needed to study the
stability of the model and clarify the potential limitations.
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Background: Mechanically ventilated patients in the intensive care unit (ICU) have

high mortality rates. There are multiple prediction scores, such as the Simplified Acute

Physiology Score II (SAPS II), Oxford Acute Severity of Illness Score (OASIS), and

Sequential Organ Failure Assessment (SOFA), widely used in the general ICU population.

We aimed to establish prediction scores on mechanically ventilated patients with the

combination of these disease severity scores and other features available on the first day

of admission.

Methods: A retrospective administrative database study from the Medical Information

Mart for Intensive Care (MIMIC-III) database was conducted. The exposures of interest

consisted of the demographics, pre-ICU comorbidity, ICU diagnosis, disease severity

scores, vital signs, and laboratory test results on the first day of ICU admission.

Hospital mortality was used as the outcome. We used the machine learning methods

of k-nearest neighbors (KNN), logistic regression, bagging, decision tree, random forest,

Extreme Gradient Boosting (XGBoost), and neural network for model establishment. A

sample of 70% of the cohort was used for the training set; the remaining 30% was

applied for testing. Areas under the receiver operating characteristic curves (AUCs) and

calibration plots would be constructed for the evaluation and comparison of the models’

performance. The significance of the risk factors was identified through models and the

top factors were reported.

Results: A total of 28,530 subjects were enrolled through the screening of the MIMIC-III

database. After data preprocessing, 25,659 adult patients with 66 predictors were

included in the model analyses. With the training set, the models of KNN, logistic

regression, decision tree, random forest, neural network, bagging, and XGBoost were
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established and the testing set obtained AUCs of 0.806, 0.818, 0.743, 0.819, 0.780,

0.803, and 0.821, respectively. The calibration curves of all the models, except for

the neural network, performed well. The XGBoost model performed best among the

seven models. The top five predictors were age, respiratory dysfunction, SAPS II score,

maximum hemoglobin, and minimum lactate.

Conclusion: The current study indicates that models with the risk of factors on the first

day could be successfully established for predicting mortality in ventilated patients. The

XGBoost model performs best among the seven machine learning models.

Keywords: prediction model, machine learning, mechanical ventilation, intensive care unit, death

INTRODUCTION

Mechanically ventilated patients account for more than a quarter
in the intensive care unit (ICU) (1). Invasive mechanical
ventilation is associated with multiple complications and high
mortality (2). The mechanical ventilation ratio has been
increasing in the ICU in recent years due to the aging
population, more survivors with cancers and comorbidities, and
the advancements in treatment (3, 4).

Prediction models are useful tools to unearth underlying
causes and provide assistance for clinical practice (5).
Establishing a death prediction model of mechanically ventilated
patients using their early-stage, easily obtained, and well-
generalized features might be helpful for ICU physicians for
early alerting and judgment.

With the development of machine learning algorithms,
modeling methods are more diversified (6, 7). Extreme Gradient
Boosting (XGBoost) has been widely recognized and highly
praised in a number of data mining challenges (8–10). With its
notable advantages, we hypothesized that the XGBoost model
would perform better than other models. We planned to develop
and validate multiple machine learning models using the data
available in the early stages to predict hospital mortality and
identify risk factors in mechanically ventilated ICU patients.

METHODS

Database and Study Design
The Medical Information Mart for Intensive Care (MIMIC-
III) database was used as the data resource (11). MIMIC-
III is a single-center database covering 38,597 distinct adult
patients admitted to the ICU in the Beth Israel Deaconess
Medical Center in Boston from 2001 to 2012. MIMIC-III
integrates comprehensive clinical data andmakes them accessible
to researchers worldwide under data use agreement. We

Abbreviations: AUCs, areas under the receiver operating characteristic curves;

DBP, diastolic blood pressure; HR, heart rate; ICU, intensive care unit;

KNN, k-nearest neighbors; MAP, mean arterial pressure; MIMIC-III, Medical

Information Mart for Intensive Care; OASIS, Oxford Acute Severity of Illness

Score; ROC, receiver operating characteristic; RRT, renal replacement therapy;

SAPS II, Simplified Acute Physiology Score II; SHAP, Shapley additive explanation;

SBP, systolic blood pressure; SGB, stochastic gradient boosting; SOFA, Sequential

Organ Failure Assessment; SQL, Structured Query Language; WBC, white blood

cell; XGBoost, Extreme Gradient Boosting.

have obtained permission after application and completion of
the course and test (record IDs: 32994435 and 32450965).
We established and validated the prediction models using
the retrospectively extracted data in MIMIC-III. This study
was performed based on the transparent reporting of a
multivariable prediction model for individual prognosis or
diagnosis (TRIPOD) guideline (12).

Subjects, Variables, and the Outcome
Extraction
Adult ICU patients treated with invasive mechanical ventilation
during ICU stay were included. Subjects aged younger than 18
years or older than 90 years or who lack information on the
outcome measure were excluded. Hospital mortality was used as
the outcome measure.

The subject IDs were used to identify distinct adult patients.
The predictors included: (a) demographic information: age
and gender; (b) medical history: uncomplicated hypertension
(defined as hypertension without complication), complicated
hypertension (defined as hypertension with complication),

FIGURE 1 | Flow diagram of the selection process of patients.
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TABLE 1 | Characteristics between survivors and non-survivors.

Survivors (N = 13,987) Non-survivors (N = 11,672) p-value

Demographic

Age (years) 61.0 (21.9) 70.3 (20.4) <0.0001

Gender (male) 8,681 (62.1) 6,728 (57.6) <0.0001

Medical history

Uncomplicated hypertension 6,888 (49.3) 4,346 (37.2) <0.0001

Complicated hypertension 1,098 (7.9) 1,655 (14.2) <0.0001

Uncomplicated diabetes 2,938 (21.0) 2,557 (21.9) 0.0815

Complicated diabetes 730 (5.2) 908 (7.8) <0.0001

Malignancy 894 (6.4) 2,167 (18.6) <0.0001

Hematologic disease 1,296 (9.3) 1,884 (16.1) <0.0001

Metastasis 1,142 (8.2) 1,762 (15.1) <0.0001

Peripheral vascular disease 1,225 (8.8) 1,142 (9.8) 0.0049

Hypothyroidism 1,217 (8.7) 1,172 (10.0) 0.0002

Chronic heart failure 744 (5.3) 780 (6.7) <0.0001

Stroke 731 (5.2) 725 (6.2) 0.0007

Liver disease 616 (4.4) 919 (7.9) <0.0001

Disease severity

SAPS II 32.0 (16.0) 43.0 (19.0) <0.0001

SOFA 4.0 (4.0) 5.0 (5.0) <0.0001

OASIS 33.0 (10.0) 37.0 (12.0) <0.0001

Diagnosis

Sepsis 1,617 (11.6) 3,375 (28.9) <0.0001

Any organ failure 8,150 (58.3) 9,920 (85.0) <0.0001

Severe respiratory failure 659 (5.7) 966 (10.9) <0.0001

Severe coagulation failure 27 (0.2) 149 (1.3) <0.0001

Severe liver failure 101 (2.0) 323 (5.2) <0.0001

Severe cardiovascular failure 1,070 (7.7) 2,116 (18.3) <0.0001

Severe central nervous system failure 711 (5.1) 608 (5.3) <0.0001

Severe renal failure 398 (2.9) 1,178 (10.1) <0.0001

Respiratory dysfunction 6,172 (44.1) 8,478 (72.6) <0.0001

Cardiovascular dysfunction 1,388 (9.9) 2,687 (23.0) <0.0001

Renal dysfunction 2,934 (21.0) 5,103 (43.7) <0.0001

Hematologic dysfunction 1,296 (9.3) 1,884 (16.1) <0.0001

Metabolic dysfunction 1,142 (8.2) 1,764 (15.1) <0.0001

Neurologic dysfunction 1,245 (8.9) 1,371 (11.8) <0.0001

Vital signs

Mean HR (bpm) 85.7 (17.9) 86.8 (22.1) <0.0001

Minimum HR (bpm) 71.0 (18.0) 71.0 (21.0) <0.0001

Maximum HR (bpm) 103.0 (25.0) 106.0 (29.0) <0.0001

Mean MAP (mmHg) 76.7 (11.9) 75.1 (13.9) <0.0001

Minimum MAP (mmHg) 59.0 (12.0) 55.7 (15.0) <0.0001

Maximum MAP (mmHg) 101.7 (22.0) 102.0 (25.0) <0.0001

Mean systolic pressure (mmHg) 115.0 (17.9) 113.9 (22.5) <0.0001

Minimum systolic pressure (mmHg) 89.0 (18.0) 86.0 (22.0) <0.0001

Maximum systolic pressure (mmHg) 148.0 (28.0) 149.0 (33.0) <0.0001

Mean diastolic pressure (mmHg) 59.9 (11.6) 57.5 (13.2) <0.0001

Minimum diastolic pressure (mmHg) 45.0 (12.0) 41.0 (15.0) <0.0001

Maximum diastolic pressure (mmHg) 80.0 (19.0) 80.0 (22.0) 0.0636

Mean temperature (◦C) 37.0 (0.8) 36.8 (0.9) <0.0001

Minimum temperature (◦C) 36.1 (1.0) 36.1 (1.0) <0.0001

Maximum temperature (◦C) 37.7 (1.0) 37.6 (1.1) <0.0001

(Continued)
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TABLE 1 | Continued

Survivors (N = 13,987) Non-survivors (N = 11,672) p-value

Laboratory results

Mean lactate (mmol/L) 1.9 (1.2) 2.0 (1.9) <0.0001

Minimum lactate (mmol/L) 1.3 (0.8) 1.5 (1.2) <0.0001

Maximum lactate (mmol/L) 2.4 (2.0) 2.4 (2.8) <0.0001

Mean pH 7.4 (0.1) 7.4 (0.1) <0.0001

Minimum pH 7.3 (0.1) 7.3 (0.2) <0.0001

Maximum pH 7.4 (0.1) 7.4 (0.1) <0.0001

Mean glucose (mg/dL) 128.6 (32.1) 136.7 (50.2) <0.0001

Minimum glucose (mg/dL) 96.0 (35.0) 104.0 (44.0) <0.0001

Maximum glucose (mg/dL) 169.0 (60.0) 174.0 (86.0) <0.0001

Mean WBC (×109/L) 11.7 (5.9) 11.8 (7.6) <0.0001

Minimum WBC (×109/L) 9.8 (5.5) 10.1 (6.9) <0.0001

Maximum WBC (×109/L) 13.4 (7.3) 13.4 (8.9) <0.0001

Mean BUN (mg/dl) 15.5 (10.3) 24.5 (24.0) <0.0001

Minimum BUN (mg/dl) 14.0 (9.0) 23.0 (22.0) <0.0001

Maximum BUN (mg/dl) 17.0 (11.0) 26.0 (25.0) <0.0001

Mean creatinine (mg/dl) 0.9 (0.4) 1.1 (1.0) <0.0001

Minimum creatinine (mg/dl) 0.8 (0.4) 1.0 (0.9) <0.0001

Maximum creatinine (mg/dl) 0.9 (0.5) 1.2 (1.2) <0.0001

Mean hemoglobin (g/dl) 10.6 (2.5) 10.3 (2.3) <0.0001

Minimum hemoglobin (g/dl) 9.5 (3.0) 9.4 (2.6) <0.0001

Maximum hemoglobin (g/dl) 12.4 (2.6) 11.3 (2.6) <0.0001

Treatment

Ventilation duration (h) 15.0 (45.9) 46.0 (122.6) <0.0001

RRT 654 (4.7) 1,628 (14.0) <0.0001

Continuous variables are presented as the median and interquartile range (IQR). Counting data are presented as numbers and percentages.

Complicated or uncomplicated hypertension refers to hypertension with or without complication. Complicated or uncomplicated diabetes refers to diabetes with or without complication.

Severe respiratory failure, severe coagulation failure, severe liver failure, severe cardiovascular failure, severe central nervous failure, and severe renal failure refer to the scores of the

specific organ or system that reaches 4 in the SOFA score. The definition of the medical condition was referred to the ICD-9 code. A mean, minimum, or maximum parameter refers to

the mean, the highest, or the lowest level of the parameter on the first day of ICU admission.

HR, heart rate; MAP, mean arterial pressure; OASIS, Oxford Acute Severity of Illness Score; RRT, renal replacement therapy; SAPS II, Simplified Acute Physiology Score II; SOFA,

Sequential Organ Failure Assessment; WBC, white blood cell.

uncomplicated diabetes (defined as diabetes without
complication), complicated diabetes (defined as diabetes
with complication), malignancy, hematologic disease, metastasis,
peripheral vascular disease, hypothyroidism, chronic heart
failure, stroke, and liver disease; (c) disease severity score:
Simplified Acute Physiology Score II (SAPS II), Sequential Organ
Failure Assessment (SOFA), and Oxford Acute Severity of Illness
Score (OASIS); (d) diagnosis: sepsis, any organ failure, severity
of respiratory failure, severity of coagulation failure, severity of
liver failure, severity of cardiovascular failure, severity of central
nervous system failure, severity of renal failure, respiratory
dysfunction, cardiovascular dysfunction, renal dysfunction,
hematologic dysfunction, metabolic dysfunction, and neurologic
dysfunction; (e) vital signs on the first day of ICU admission: the
highest, lowest, and mean levels of heart rate (HR), mean arterial
pressure (MAP), systolic blood pressure (SBP), diastolic blood
pressure (DBP), and temperature; and (f) laboratory results of
the first day of ICU admission: the highest, lowest, and mean
levels of lactate, pH, glucose, white blood cell (WBC), blood
urea nitrogen (BUN), creatinine, and hemoglobin. Treatment

information on renal replacement therapy (RRT) and the
duration of mechanical ventilation were extracted to present the
characteristics of the included subjects; they were not analyzed
as predictors since we included only early-stage predictors,
which can be obtained on the first day of ICU admission in this
prediction model. The lengths of stay in hospital of survivors and
non-survivors were reported. The target subjects together with
all the predefined predictors, subject ID, characteristic variables,
and the outcome measure were extracted using a Structured
Query Language (SQL) script. The definition of the medical
condition was referred to the ICD-9 code (13) and derived
from the GitHub (https://github.com/MIT-LCP/mimic-code).
The severity of respiratory, coagulation, liver, cardiovascular,
central nervous system, or renal failure referred to the SOFA
score of the specific organ (scores 0–4). The first day indicates
the first 24 h of ICU admission. The SOFA, SAPS II, and OASIS
scores refer to the first scores after ICU admission. After the
extraction of the data, subjects who met the exclusion criteria
were excluded. Then, the extreme and error values failing the
logic check were censored. We excluded variables with missing
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values accounting for more than 30% of the sample size (14).
Otherwise, we used the mean imputation method to deal
with missing values. Thus, the subset was established for the
final analyses.

Statistical Analysis
The characteristics of the included patients were compared
between survivors and non-survivors. The continuous variables
are presented as the median and interquartile range (IQR) and
compared using the t-test. The counting data are presented
as numbers and percentages and compared using the chi-
square test.

We employed seven machine learning methods—k-nearest
neighbors (KNN), logistic regression, bagging, decision tree,
random forest, XGBoost, and neural network—for model
establishment. A sample of 70% of the cohort generated
randomly using a seed was applied for the training set; the
remaining 30% was used for testing. Areas under the receiver
operating characteristic curves (AUCs) were used to evaluate
the performance of the models. Calibration plots were drawn
to visualize the prediction abilities of the models. For the best-
performing model, the significance of the model parameters
was identified and reported; the Shapley additive explanation
(SHAP) plot was drawn. SAS software (version 9.4), R software
(version 3.6.1), and Python software (version 3.4.3) were used for
statistical analyses.

RESULTS

Participants
Among the 38,597 adult patients in the MIMIC-III database,
28,530 subjects met our selection criteria. After the logic check,
25,659 patients were included in the final analyses (Figure 1).
Sixty-seven predictors were extracted from the database. After
data cleaning, the predictor severe liver failure was excluded
because of more than 30% of missing data; 66 predictors were
included in the model. The mortality rate of the cohort was
45.5% (13,987 survivors and 11,672 non-survivors). The median
length of stay in hospital of survivors was 9.2 days (IQR =

11.1) and that of non-survivors was 11.1 days (IQR = 15.3,
p < 0.0001). The comparison of characteristics between the
survivors and the non-survivors is reported in Table 1. Non-
survivors were older and had higher SAPS II, SOFA, and OASIS
scores; more medical history of hypertension with complication,
diabetes with complication, malignancy, hematologic disease,
peripheral vascular disease, hypothyroidism, chronic heart
failure, stroke, and liver disease; more diagnosis of sepsis,
any organ failure, severe respiratory failure, severe coagulation
failure, severe liver failure, severe cardiovascular failure, severe
central nervous system failure, severe renal failure, respiratory
dysfunction, cardiovascular dysfunction, renal dysfunction,
hematologic dysfunction, metabolic dysfunction, and neurologic
dysfunction; had higher mean HR, maximum HR, maximum
MAP, maximum SBP, mean lactate, minimum lactate, mean

FIGURE 2 | Receiver operating characteristic (ROC) curves of the seven models. KNN, k-nearest neighbors; XGBoost, Extreme Gradient Boosting.
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glucose, minimum glucose, maximum glucose, mean WBC,
minimum WBC, maximum WBC, mean creatinine, minimum
creatinine, and maximum creatinine; and had longer duration
of mechanical ventilation and more RRTs (p < 0.05), while
they had a lower male ratio, hypertension without complication,
mean MAP, minimum MAP, mean SBP, minimum SBP, mean
DBP, minimumDBP, mean temperature, maximum temperature,
mean hemoglobin, minimum hemoglobin, and maximum
hemoglobin (p < 0.05). There were no significant differences in
diabetes without complication (p = 0.0815) and maximum DBP
(p= 0.0636) between the two groups.

Models
With the training set, the KNN, logistic regression, decision tree,
random forest, neural network, bagging, and XGBoost models
were established and the testing set obtained AUCs of 0.806,
0.818, 0.743, 0.819, 0.780, 0.803, and 0.821, respectively.

The KNN, logistic regression, decision tree, random forest,
neural network, bagging, and XGBoost models were established
with the training set; the AUCs of the testing set were 0.806, 0.818,
0.743, 0.819, 0.780, 0.803, and 0.821, respectively (Figure 2). The
calibration plots of the seven models are presented in Figure 3.
The calibration curves of all the models, except that of the neural
network, performed well. Among the seven models, XGBoost
performed best, with the highest receiver operating characteristic
(ROC) and the best calibration curve. The hyperparameters

applied in the final XGBoost model were as follows: learning rates
= 0.008, number of estimators= 800,maximumdepth of a tree=
6, α = 0, λ= 0. The significance of the predictors in the XGBoost
model is presented in Figure 4. In the SHAP methodology,
the top five predictors were age, respiratory dysfunction, SAPS
II score, maximum hemoglobin, and minimum lactate (the
importance values were 0.410, 0.309, 0.302, 0.209, and 0.194,
respectively). The confusion matrix of the XGBoost model is
presented in Table 2. The SHAP plot and a decision tree of the
XGBoost model are in the Supplementary Material.

DISCUSSION

This study identified various clinical features associated with
increased hospital mortality among mechanically ventilated
ICU patients. Through sophisticated machine learning methods,
we determined that age, respiratory dysfunction, SAPS II
score, maximum hemoglobin, and minimum lactate were most
associated with hospital death. Among the seven models,
XGBoost revealed the best performance in discrimination.

Our results showed that more than half of the ICU
patients were under mechanical ventilation; the mortality of
the mechanically ventilated patients was high (45.5%). The
requirement for mechanical ventilation has increased in recent

FIGURE 3 | Calibration plots of the seven models. KNN, k-nearest neighbors; XGBoost, Extreme Gradient Boosting.
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FIGURE 4 | Significance of the predictors in the XGBoost model. CHF, chronic heart failure; Diabetes_complicated, diabetes with complication;

Diabetes_uncomplicated, diabetes without complication; Diasbp, diastolic blood pressure; Hypertension_complicated, hypertension with complication;

Hypertension_uncomplicated, hypertension without complication; OASIS, Oxford Acute Severity of Illness Score; Organ_failure, any organ failure; Perivasc,

perivascular disease; SAPS II, Simplified Acute Physiology Score II; sCardiovascular, severe cardiovascular failure; sCNS, severe central nervous system failure;

sCoagulation, severe coagulation failure; SOFA, Sequential Organ Failure Assessment; sRenal, severe renal failure; sRespiration, severe respiratory failure; Sysbp,

systolic blood pressure; Tempc, temperature; WBC, white blood cell.

TABLE 2 | Confusion matrix of the XGBoost model.

Precision Recall F1 score

Survival 0.87 0.81 0.84

Death 0.66 0.74 0.70

years (1). Therefore, it is of great importance to recognize
early the patients at high risk of death with early-stage,
well-generalized, and easily obtained features (15). With the
development of machine learning algorithms, the magnitude
of predictors that can be processed has mainly been largely
enriched. Thus, advanced machine learning techniques allow
researchers to establish more optimal models in comparison with
conventional models (16). With such models, ICU physicians
could be alerted early when patients become complicated and
have deteriorated with mechanical ventilation.

A previous study conducted by Yao et al. (16) explored
the death prediction model in postoperative septic patients
using the MIMIC-III database. Similar to our results, they also
found that the XGBoost model performed better in predicting
hospital mortality than the other models. However, due to
the different patient types and the various features included,
the feature importance rankings were quite different (their top
five predictors: fluid–electrolyte disturbance, coagulopathy, RRT,

urine output, and cardiovascular surgery). Another study (5)
used information from the first 24 h after admission to the ICU
to build a 1-year death prediction model in septic patients based
on the stochastic gradient boosting (SGB) methodology. The
AUC of the SGB model was 0.8039, similar to the performance
of XGBoost in our study. Both the SGB and XGBoost models
belong to gradient boosting algorithms. Similar to our results,
age ranked first in the feature importance (their top five
predictors: age, urine output, maximum BUN, metastatic cancer,
and maximum temperature).

There are strengths of our study. Firstly, this is the first
study that established several advanced machine learning death
prediction models focused on mechanically ventilated ICU
patients. Secondly, we used MIMI-III, a high-quality database
with a large sample size and comprehensive clinical information.
Thirdly, we utilized advanced statistical methods, including seven
machine learning models, with the 30% subset used for internal
validation and the ROCs and calibration plots to evaluate the
models (17).

There are limitations to our study. Firstly, our models were
retrospectively established based on a single-center database.
Thus, further prospective studies are needed to evaluate the
generalization of our models and predictors. Secondly, there
were missing data in our research. There was also a potential
confounding variable that we were unable to assess because its
missing data exceeded the predesigned limit. Thirdly, external
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validation has not been employed in this study; hence, the
significance and evidence level were decreased. Fourthly, our
study only focused on hospital mortality, while other important
outcomemeasures such as ventilator-free days within 28 days and
long-termmortalities still needed further investigation. Lastly, we
did not exclude patients who were withdrawn from care, which
may also provide bias.

CONCLUSION

Our results suggest that age, respiratory dysfunction, SAPS
II score, maximum hemoglobin, and minimum lactate might
be closely associated with hospital mortality in mechanically
ventilated ICU patients. The XGBoost model performs better
than the KNN, logistic regression, bagging, decision tree, random
forest, and neural network models in our study. Further external
validations are needed to test the generalization of our models
and predictors.
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Background: Predicting the perioperative requirement for red blood cells (RBCs)

transfusion in patients with the pelvic fracture may be challenging. In this study, we

constructed a perioperative RBCs transfusion predictive model (ternary classifications)

based on a machine learning algorithm.

Materials and Methods: This study included perioperative adult patients with pelvic

trauma hospitalized across six Chinese centers between September 2012 and June

2019. An extreme gradient boosting (XGBoost) algorithm was used to predict the need

for perioperative RBCs transfusion, with data being split into training test (80%), which

was subjected to 5-fold cross-validation, and test set (20%). The ability of the predictive

transfusion model was compared with blood preparation based on surgeons’ experience

and other predictive models, including random forest, gradient boosting decision tree,

K-nearest neighbor, logistic regression, and Gaussian naïve Bayes classifier models. Data

of 33 patients from one of the hospitals were prospectively collected for model validation.

Results: Among 510 patients, 192 (37.65%) have not received any perioperative

RBCs transfusion, 127 (24.90%) received less-transfusion (RBCs < 4U), and 191

(37.45%) received more-transfusion (RBCs ≥ 4U). Machine learning-based transfusion

predictive model produced the best performance with the accuracy of 83.34%, and

Kappa coefficient of 0.7967 compared with other methods (blood preparation based on

surgeons’ experience with the accuracy of 65.94%, and Kappa coefficient of 0.5704;

the random forest method with an accuracy of 82.35%, and Kappa coefficient of

0.7858; the gradient boosting decision tree with an accuracy of 79.41%, and Kappa

coefficient of 0.7742; the K-nearest neighbor with an accuracy of 53.92%, and Kappa
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coefficient of 0.3341). In the prospective dataset, it also had a food performance with

accuracy 81.82%.

Conclusion: This multicenter retrospective cohort study described the construction of

an accurate model that could predict perioperative RBCs transfusion in patients with

pelvic fractures.

Keywords: pelvic fracture, perioperative, RBCs transfusion, predictive model, machine learning

INTRODUCTION

Pelvic fracture is a condition caused by high-energy trauma that
is often accompanied by multiple injuries. It accounts for ∼3%
of all fracture injuries (1). Patients with pelvic fractures have an
overall high injury severity score, which indicates the serious
injury (2–4). Due to rapid bleeding and difficulty in stopping
the bleeding, the mortality rates are high, reaching up to 30% in
hemodynamically unstable pelvic fracture patients. In addition,
the severity of the injury, the complexity of the fracture, and the
surrounding neurovascular anatomical structure result in very
high perioperative blood loss and allogenenic blood transfusion
(ABT) rates in patients with pelvic fractures (5, 6).

Allogeneic red blood cells (RBCs) transfusion may increase
the risk of complications during surgery and cause serious
adverse reactions (7). A recent study reported that 166 patients
who received ABT had serious complications, and 26 of them
died (8). ABT is an independent risk factor for perioperative
morbidity and mortality (9, 10). However, during the initial
stages of trauma and preoperative blood preparation, it is difficult
to predict the perioperative requirement for RBCs transfusion
in patients with pelvic fracture. RBCs transfusion is currently
primarily based on the surgeons’ experience and on hemoglobin
(Hb) concentration (11). As RBCs transfusion solely based on Hb
levels is regarded as one-sided and incorrect, accurate method
is needed to assist perioperative blood management (PBM) in
patients with pelvic fracture. This method should reduce the
wasting of blood resources, reduce the morbidity of transfusion-
related adverse reactions, and improve patient prognosis. To
the best of our knowledge, no reports to date have described a
method that can accurately predict the risk and scope of RBCs
transfusion during surgery of pelvic fracture.

Machine learning, an application in artificial intelligence,

is a scientific discipline that studies the regularities of related

data through computer learning. Machine learning has been
widely used in multiple fields, such as computer vision, language

recognition, and robot control (12). Research and practice in
biomedicine have also benefited from machine learning (13–
17). For example, an extreme gradient boosting (XGBoost)
algorithm, a scalable machine learning system for tree boosting,
has particular advantages in machine learning methods. This
algorithm has shown an ability to process missing values, utilize
data scaling, thus, successfully processing computationally valid
variants (18–20).

In this study, an XGBoost-based machine learning model was
constructed using clinical and laboratory data from multiple
Chinese centers to accurately predict the need (no-transfusion,

less-transfusion or more-transfusion) for perioperative RBCs
transfusion in patients with pelvic fracture.

MATERIALS AND METHODS

Trial Design and Participants
This study was conducted at the six following centers in China
between September 2012 and June 2019: the Third Xiangya
Hospital of Central South University, the Second Xiangya
Hospital of Central South University, Zhejiang Provincial
People’s Hospital, Affiliated Hospital of Southwest Medical
University, Beijing SHIJITAN Hospital, and Aerospace Center
Hospital. The subjects were patients who underwent surgery
for pelvic fractures in these centers. Patients aged <18 years,
patients who refused transfusion, and patients with pathologic
pelvic fracture were excluded. We finally included 510 cases with
complete data (Figure 1). The perioperative period was defined
as 7 days before surgery to 7 days after surgery.

The study protocol was approved by the Institutional
Review Board of the Third Xiangya Hospital of Central
South University (NO: 2019-S009) and was registered at
www.ClinicalTrials.gov (NCT03855644).

Data of pelvic fracture surgery patients who underwent
surgery in the Third Xiangya Hospital of Central South
University between May 1st 2021, and May 20th 2021 were
prospectively collected to further validate the model.

Data Collection
All the variables in this study were retrospectively collected
from the electronic medical recording system of each center. A
total of 107 variables were collected; variables that were missing
for more than 20% of patients were not analyzed. Forty-four
variables were included in the correlation analysis, and variables
with correlation coefficients >0.5 were not further analyzed
according to feature important score (FIS). The correlation
coefficient refers to an association between variables. The
Pearson correlation coefficient was typically used to compare
normally distributed data. For continuous data with non-
normal distribution, for ordinal data, or data with relevant
outliers, a Spearman rank correlation was used to measure
the association. FIS is the feature importance evaluation that
comes with XGBoost. The FIC weighs the average importance
of each feature at the model level. A total of 17 variables were
analyzed, including demographic and clinical characteristics
such as cause of fracture (traffic, grind, fall, and others), type
of fracture (Tile type), site of fracture (pubic, sacrum, ankle
joint, acetabular, iliac ring), Injury Severe Score (ISS score), the
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FIGURE 1 | Flow chart showing the inclusion and exclusion criteria of patients and model-making process for the study.

occurrence of hemorrhagic shock, volume replacement therapy
(hydroxyethyl starch injection, HES injection), iron therapy and
hemostasis. Laboratory variables included hematocrit (HCT, %)
and preoperative Hb concentration (g/L), preoperative mean
arterial pressure (MAP, mmHg), total serum protein (U/L),
aspartate transaminase (AST, U/L), and partial pressure of carbon
dioxide (PaCO2, mmHg). Surgical variables included time from
injury to the first operation (TIFO, day), and intraoperative cell
salvage (ml). Other factors included organ damage.

Hemostasis treatment was defined as perioperative treatment
with tranexamic acid or white eyebrow venom hemagglutinin.
Iron therapy was defined as perioperative intravenous injection
of ferrous sulfate or iron sucrose or oral administration of ferrous
succinate. Hemorrhagic shock was defined as blood pressure
below 90/60 mmHg caused by blood loosed. Intraoperative
cell salvage was defined as patients who received the blood
transfusion from the same patient’s blood loss by anticoagulation,
salvage, filtration, and washing. MAP = (systolic blood pressure
+ 2 ∗ diastolic blood pressure)/3; TIFO was defined as the time
from the trauma that caused the fracture to the first operation.

Data Set Processing
Patients were divided into three categories according to the
different RBCs transfusion strategies. The no-transfusion group
included patients who did not receive perioperative transfusions
of allogeneic RBCs; the less-transfusion group included patients

who were received with allogeneic RBCs < 4U; and the more-
transfusion group included patients who were received with
allogeneic RBCs ≥ 4U.

The patients were randomly divided into a training subset,
which included 80% of patients, and a test subset, which
included the remaining 20%, such that three classifications were
maintained across both the training and test subsets. We used the
XGBoost algorithm to find the relationship between variables and
outcome. Five-fold cross-validation was performed taking into
consideration the limited sample size (21), randomly splitting the
dataset into 5 subsets, and using them in each iteration, four of
them to train the models and the last one for validation. After
five iterations, each subset was validated and the validation results
were combined to robustly assess the model performance.

Statistical Analysis
The machine learning based on XGBoost algorithms was
compared with blood preparation based on surgeons experience
and other predictive models, including random forest, gradient
boosting decision tree, K-nearest neighbor, logistic regression,
and Gaussian naïve Bayes classifier models using index accuracy,
Youden index, Kappa coefficient, the area under the receiver
operating characteristic curve (AUC) and the associated 95%
confidence interval (CI). Feature ranking was obtained by
computing Shapley Additive Explanation values (SHAP values)
(22). Accuracy was calculated as the total number of categories
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FIGURE 2 | Correlation matrix of features included within machine learning algorithms in transfusion predictive model. MAP, preoperative mean arterial pressure; TIFO,

time from the injury and the first operation; AST, aspartate transaminase; HCT, hematocrit; ISS, injury severe score; PaCO2, partial pressure of carbon dioxide; HES,

hydroxyethyl starch.

predicted correctly divided by the total number of test set samples
(Accuracy = the number of samples whose class was predicted
correctly/the total number of samples). The Youden index was a
type of index measure that combined sensitivity and specificity
to evaluate the authenticity of a predictive model. The Youden
index was defined as J(t) = sensitivity (t) + specificity (t) −1.
The AUCwas the area under the receiver operating characteristic
(ROC) curve that assessed the accuracy of the model. The Kappa
coefficient was a measure of the consistency between a predicted
category and an actual category, based on linear weighting; the
formula was as follows.

The kappa coefficient is a function of two quantities: the
observed percent agreement.

Po =

k
∑

i=1

pii

Pe =

k
∑

i=1

pi + p+i,

which is the value of the observed percent agreement under
statistical independence of the classifications. The observed

percent agreement is generally considered artificially high. It is
often assumed that it overestimates the actual agreement since
some agreement may simply occur due to chance. The kappa
coefficient is given by,

k =
Po − Pe

1− Pe

Continuous variables were expressed as the mean with range or
median with interquartile range (IQR), compared by ANOVA,
while categorical variables as counts (percentages) and by the
Pearsonχ

2 test. Data that could not be analyzed by thesemethods
were evaluated by Kruskal–Wallis analysis. A p-value <0.05
was considered statistically significant. Interaction analysis was
performed to assess the effects of different variables on changes
in transfusion risk.

RESULTS

Numbers Analyzed
The study cohort consisted of 510 patients, 408 allocated to
the training set and 102 to the test set (Figure 1). Seventeen
variables were included in the optimization model, with
correlation analyses between variables performed to determine
the independence of each variable (Figure 2). Table 1 shows
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TABLE 1 | Clinical characteristics of the variables in transfusion predictive model and key features.

Variable No-transfusion Less-transfusion More-transfusion p-value

(n = 192) (n = 127) (n = 191)

Age, yr [median, (IQR)] 54.00 (44.00–73.00) 60.50 (44.50–60.5) 50.00 (39.25–60.00) <0.001‡

Cause of fracture (n, %) <0.001†

Traffic 65 (33.85) 50 (39.37) 77 (40.31)

Grind 18 (9.38) 8 (6.30) 12 (6.28)

Fall 26 (13.54) 16 (12.60) 59 (30.89)

Other 83 (43.23) 53 (41.73) 43 (22.51)

Type of tile (n, %) <0.001†

A

A1 58 (30.21) 14 (11.02) 20 (10.47)

A2 54 (28.13) 39 (30.71) 47 (24.61)

B

B1 4 (2.08) 7 (5.51) 15 (7.85)

B2 35 (18.23) 27 (21.26) 26 (13.61)

B3 5 (2.60) 8 (6.30) 14 (7.33)

C

C1 14 (7.29) 5 (3.94) 15 (7.85)

C2 5 (2.60) 7 (5.51) 7 (3.66)

C3 17 (8.85) 20 (15.75) 47 (24.61)

Site of fracture (n, %) 0.06†

Pubis 80 (41.67) 37 (29.13) 76 (39.79)

Ilium 43 (22.40) 29 (22.83) 92 (48.17)

Ischium 19 (9.90) 12 (9.45) 29 (15.18)

Sacrum 37 (19.27) 31 (24.41) 47 (24.61)

Synchondroses pubis 3 (1.56) 1 (0.79) 6 (3.14)

Acetabulum 21 (10.94) 30 (23.62) 65 (32.46)

ASA score (n, %) 0.02†

1 66 (34.38) 34 (26.77) 57 (29.84)

2 74 (38.54) 60 (47.24) 86 (45.03)

3 48 (25.00) 32 (25.20) 41 (21.47)

4 3 (1.56) 0 (0.00) 6 (3.14)

5 1 (0.52) 1 (0.79) 1 (0.52)

Comorbidities (n, %) 0.182†

Diabetes 15 (7.81) 15 (11.81) 15 (7.85)

Hypertension 46 (23.96) 31 (24.41) 29 (15.18)

Other 142 (73.96) 91 (71.65) 154 (80.63)

Hemorrhagic shock (n, %) 8 (4.17) 7 (5.51) 37 (19.37) <0.001†

Organs injury (n, %) 42 (21.88) 39 (30.71) 88 (46.07) <0.001†

TIFO [median, (IQR)] 4.00 (0.004–40.000) 5.833 (0.01–210.000) 7.000 (0.125–69.000) 0.096‡

Therapy

Irontherapy (n, %) 15 (7.89) 23 (18.11) 38 (19.90) <0.001†

Hemostasis (n, %) 31 (16.16) 22 (17.32) 61 (31.94) <0.001†

Intraoperative cell salvage (n, %) 1 (0.5) 5 (3.9) 14 (7.3) 0.003†

Delta Hb [mean, (range)] 4.00 (−26–34) 4.86 (−42–41) 8.02 (−65–62) 0.314∗

Preoperative SBP [mean, (range)] 127.20 (90–193) 131.82 (90–180) 122.80 (72–180) 0.005∗

Preoperative DBP [mean, (range)] 72.73 (42–115) 72.36 (52–101) 73.31 (40–140) 0.733∗

Data of Lab

HCT [median, (95% CI)] 0.31 (0.29–0.37) 0.31 (0.30–0.33) 0.28 (0.26–0.28) <0.001‡

Leukocyte [median, (IQR)] 8.96 (6.47–11.74) 8.56 (7.30–10.44) 9.15 (6.74–13.03) 0.046‡

PLT [median, (IQR)] 179.00 (137.50–261.50) 158.00 (126.50–213.00) 157.00 (97.25–219.25) 0.021‡

Neutrophil [median, (IQR)] 6.94 (5.12–9.67) 6.80 (5.28–9.01) 7.48 (5.30–11.33) 0.024‡

(Continued)
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TABLE 1 | Continued

Variable No-transfusion Less-transfusion More-transfusion p-value

(n = 192) (n = 127) (n = 191)

Lymphocyte [median, (IQR)] 1.02 (0.75–1.41) 1.06 (0.74–1.53) 1.00 (0.72–1.49) 0.576‡

Creatinine [median, (IQR)] 61.15 (53.45–76.05) 71.35 (58.88–93.78) 70.8 (54.20–94.50) 0.003‡

Urea [median, (IQR)] 5.84 (4.29–8.03) 6.60 (5.16–8.69) 6.27 (4.56–8.33) 0.015‡

Serum calcium [median, (IQR)] 2.00 (1.19–2.12) 2.00 (1.72–2.13) 1.98 (1.72–2.14) 0.947‡

INR [median, (95% CI)] 1.18 (1.03–1.32) 2.24 (−0.07–4.55) 1.27 (1.17–1.38) <0.001‡

TIFO, time from the injury and the first operation; SBP, systolic blood pressure; DBP, diastolic blood pressure; HCT, hematocrit; PLT, platelet; INR, international normalized ratio; ASA

score, the American Society of Anesthesiologists score. Delta Hb: surgical variables included change in Hb concentration from before to after surgery.

*ANOVA analysis.
†Pearson χ

2.
‡Kruskal-Wallis.

the 17 model variables in the patients with pelvic fractures.
Of the 510 patients, 192 (37.6%) have not received any
RBCs transfusions, 127 (24.9%) received <4U of RBCs, and
191 (37.5%) received ≥4U of RBCs transfusion during the
perioperative period, which was classified in no-transfusion
group, less transfusion group, and more transfusion group,
respectively. Using traditional statistical analyses, we found that
some of the variables significantly differed across three groups (p
< 0.05) (Table 1).

Outcomes and Estimation
The XGBoost machine learning system continued
to train the model until errors were minimized and
accuracy was maximized, followed by the construction
of an accurate RBCs predictive transfusion model. The
characteristics are ordered by importance in Figure 3 with
preoperative Hb, TIFO, and preoperative MAP weighted
for highest importance in the final accurate transfusion
predictive model.

In order to further explore the variable weight in the
machine learning model of each group, the characteristics were
further analyzed by determining their SHAP values (Figure 4).
SHAP values provided consistent and locally accurate attribution
values for each feature within prediction mode. This is a
unified approach for explaining the outcomes of any machine
learning model. SHAP values evaluated the importance of
the output resulting from the inclusion of feature A for
all combinations of features other than A. The XGBoost
algorithm based on the tree model has a unique optimization
method for calculating A to increase the calculation rate.
Preoperative Hb, preoperative MAP, and ISS score were the
most predictive values in the machine learning model of no-
transfusion, with the risk of transfusion being much lower
when preoperative Hb was low (blue points), preoperative MAP
was high (red points), and ISS score was low (blue points)
(Figure 4A). Interestingly, in the machine learning model of less-
transfusion or more-transfusion, the most predictive features
were different. They were preoperative Hb, TIFO, total serum
protein in the less-transfusion predictive model and TIFO,
total serum protein, AST in the more-transfusion predictive
model, respectively. With a high level of preoperative Hb

(red points), short TIFO (blue points), and high serum total
protein (red points), the risk of less-transfusion was higher
(Figure 4B). Meanwhile, the long TIFO (red points), low level
of serum total protein (blue points), and high level of AST
(red points) were likely to be associated with more-transfusion
(Figure 4C).

Performance metrics for the model based on XGBoost
machine learning are presented in Table 2. The ability of
this model in accurately predicting the need for perioperative
RBCs transfusion (ternary classifications) in patients with pelvic
fractures was compared with other transfusion predictive models
and with blood preparation based on surgeons’ experience.
We found that the accuracy of our model was 83.34%, with
a Kappa coefficient of 0.7967. This model showed the best
performance relative to the ability of the surgeons to perform
blood preparation based on their experience, with an accuracy
of 65.94% and a Kappa coefficient of 0.5704; the random forest
method had an accuracy of 82.35% and a Kappa coefficient
of 0.7858; the gradient boosting decision tree method had an
accuracy of 79.41% and a Kappa coefficient of 0.7742; the K-
nearest neighbor method had an accuracy of 53.92% and a
Kappa coefficient of 0.3341. In order to evaluate the prediction
performance of XGBoost machine learning more intuitively, we
have used the confusion matrix in Figures 5A,B. When using the
XGBoost machine learning predictionmodel, the total prediction
accuracy was 83.33%; the prediction accuracy was highest for No-
Transfusion (96.97%) and lowest for Less-Transfusion (71.88%).

Prospective Validation
Data of 33 patients were prospectively collected for validation,
of which 11 patients transfused RBCs > 4U, 10 patients
received RBCs < 4U, and 12 patients did not receive any RBCs
preoperatively. The total prediction accuracy of our model was
81.82% (Figures 5C,D).

Ancillary Analyses
If the model was used to carry out a fuzzy prediction, a binary
classifications model predicting whether patients did or did not
require transfusions revealed that the accuracy of XGBoost was
95.13%, with an AUC of 0.99 [95% CI, 0.97–0.99], and a Youden
index of 0.90. The accuracy and AUC of this model were much

Frontiers in Medicine | www.frontiersin.org 6 August 2021 | Volume 8 | Article 694733166

https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org
https://www.frontiersin.org/journals/medicine#articles


Huang et al. Transfusion Prediction in Pelvic Fracture

FIGURE 3 | The mean SHAP value of variables in RBCs transfusion predictive model of ternary classifications. MAP, preoperative mean arterial pressure; TIFO, time

from the injury and the first operation; AST, aspartate transaminase; HCT, hematocrit; ISS, injury severe score; PaCO2, partial pressure of carbon dioxide; HES,

hydroxyethyl starch.

FIGURE 4 | Feature importance plot for the (A) machine learning predictive model whether RBCs transfusion or not; (B) machine learning model to predict whether

less RBCs transfusion (<4U) or not and (C) machine learning model to predict whether more RBCs transfusion (≥4U) or not. The blue and red points in each row

represent participants having low to high values of the specific variable, while the x-axis gives the SHAP value, which gives the impact on the model. SHAP, Shapley

Additive Explanation values; MAP, preoperative mean arterial pressure; TIFO, time from the injury and the first operation; AST, aspartate transaminase; HCT,

hematocrit; ISS, injury severe score; PaCO2, partial pressure of carbon dioxide; HES, hydroxyethyl starch.

TABLE 2 | The ability of different model and surgeons experience to predict the need for perioperative red blood cells transfusion in test subset (ternary classifications).

XGBOOST model Surgeons experience Random forest model Gradient-boosting trees model K-nearest neighbors model

Accuracy (%) 83.34 65.94 82.35 79.41 53.92

Kappa coefficient 0.7967 0.5704 0.7858 0.7742 0.3341

higher than those of other predictive models such as logistic
regression, with an accuracy of 77.45%, an AUC of 0.85 (95%
CI, 0.76–0.92), and Youden index of 0.53; Gaussian naïve Bayes
classifier, with an accuracy of 62.75%, an AUC of 0.72 (95% CI,

0.65–0.79) and Youden index of 0.20; K-nearest neighbor, with
an accuracy of 68.63%, an AUC of 0.71 (95% CI, 0.62–0.78)
and Youden index of 0.35. Importantly, our model was better
at predicting the need for transfusion than a model that was
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FIGURE 5 | Confusion matrix showing the prediction results of XGBoost machine learning in (A,B) test subset and (C,D) prospective subset.

based on surgeons’ experience that had an accuracy of 89.96%
and Youden index of 0.72 (Table 3 and Figure 6).

DISCUSSION

Generalizability
This multicenter retrospective cohort study was designed
to construct a model predicting the need for perioperative
RBCs transfusion in patients with pelvic fractures. The RBCs
transfusion predictive model constructed by the XGBoost
ensemble method achieved an accuracy of 83.34% and a Kappa
coefficient of 0.7967, which represent an outstanding predictive
power. To the best of our knowledge, this is the first study
that used a machine learning method based on an XGBoost
algorithm to accurately predict the need for RBCs transfusion
(ternary classification).

Interpretation
Although, this study attempted to make extremely accurate
predictions of perioperative RBCs transfusion in patients with
pelvic fractures, the outcomes of the general accuracy were not
satisfactory, which may be due to the insufficient amount of
data and the differences between various centers, such as the
differences in surgical approaches and usage of medicines. The
average dose of RBCs transfused into these patients in our
study was 3.72U. It has been reported that 24% of patients with
pelvic fractures require RBCs transfusions, with an average dose
of 4.81U per patient (5). We chose 4U RBCs as the cut-off
between less-transfusion and more-transfusion groups because
a perioperative study of cardiac surgery defined massive red
blood cell transfusion (MRT) as receiving at least 4U RBCs
(23). The threshold of MRT was based on the increase in
mortality and complications when receiving RBCs above 4U.
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TABLE 3 | The ability of different model and surgeons experience to predict the need for perioperative red blood cells transfusion in test subset (binary classifications).

XGBOOST model Surgeons experience Logistic regression model Gaussian naïve bayes classifier K-nearest neighbors model

Accuracy (%) 95.13 86.96 77.45 62.75 68.63

Youden index 0.90 0.72 0.53 0.20 0.35

AUC 0.99 / 0.85 0.72 0.71

AUC 95% CI 0.97–0.99 / 0.76–0.92 0.65–0.79 0.62–0.78

Sensitivity 0.93 0.89 0.87 0.93 0.84

Specificity 0.97 0.83 0.66 0.28 0.51

AUC, the area under the receiver operating characteristic curve.

FIGURE 6 | Receiver operating characteristic (ROC) curve with area under

curve calculation (legend) of the different models in prediction of RBCs

transfusion (binary classifications). AUC, the area under the receiver operating

characteristic curve.

As there is no guideline-based definition for MRT during
the perioperative period, this study adopted the statement of
“more-transfusion” and “less-transfusion.” Therefore, this study
set the cut-off at 4U to classify the transfusion strategy into
three groups: those requiring transfusions of 0U, <4U, and
≥4U of RBCs. Although, the model in this study could not
precisely predict RBCs’ dose in patients with pelvic fractures,
the model could accurately guide clinicians and anesthesiologists.
Nonetheless, increasing the amount of data and improving
its quality may result in a more precise RBCs transfusion
model for patients based on the machine learning algorithm
of this study.

XGBoost, the method this study used, is an ensemble method
based on gradient boosted trees that have been shown to
have good performance in machine learning. This method can
analyze large amounts of data quickly, efficiently, and accurately,

avoiding over-provisioning. Due to its outstanding advantages, it
has received attention in research fields such as biomedicine (24),
network security (25), and engineering (15, 16, 26–28). XGBoost
has been widely accepted as the one of the models with the most
impressive predictive accuracy (29). Moreover, because XGBoost
used parallelism, it has been known for its ability to learn quickly
and scale appropriately to the problem (30). XGBoost could
provide both performance and speed, which was significant and
necessary for perioperative blood transfusion. It was why we
chose XGBoost instead of other algorithm. In this study, this
ensemble method also showed to have a good performance in the
construction of RBCs transfusion predictive model, with higher
accuracy than other machine learning decision models such as
random forest, gradient boosting decision tree, and K-nearest
neighbor models. Sun et al. (31) predicted RBCs consumption
and demand based on the XGBoost model to increase the safety
of inventory management. Feng et al. (32) predicted the RBC
demand in trauma patient-based XGBoost (AUC 0.71) and other
decision trees. Liu et al. (33) predicted the blood transfusion
after liver transplantation surgery based XGBoost (AUC 0.813).
Our model showed advantages with a good balance between
sensitivity and specificity in the binary prediction of perioperative
transfusion risk, (whether or not transfusion is needed) in
patients with pelvic fracture, as shown by its accuracy (95.1%),
Youden index (0.90) and AUC (0.99). Furthermore, our research
innovatively achieved ternary classification prediction and made
the foundation for precise prediction of blood transfusion in
the future.

The variables included in this model are easy to obtain, with
preoperative Hb being the most important variable. We found
that the high level of preoperative Hb was associated with a high
risk of transfusion, which was not consistent with other studies.
Ogbemudia et al. (34) reported that a preoperative Hb <120 g/L
was associated with a 10-fold increase in transfusion requirement
in patients with rheumatoid arthritis who underwent either
total hip or knee arthroplasty. A retrospective study reported
that preoperative lower Hb level was the independent risk
factor for transfusion in total hip arthroplasty (35). These
differences may be due to the longer TIFO and heavier condition
(high ISS) in patients from less or more transfusion group,
so they underwent a number of treatments for improving the
level of Hb before the perioperative period, such as blood
transfusion, iron supplementation, etc., which caused the high
level of preoperative Hb in these patients. However, due to the
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seriousness of patients’ conditions and the difficulty of operation,
the blood loss during operation might be substantial, leading to
the high risk of perioperative blood transfusion rate. These results
suggested that even if the level of preoperative Hb was high, it
was not appropriate to simply speculate the dose of transfusion
during the perioperative period, but other factors needed to be
considered too.

Timeliness is very important in first aid of traumatology
orthopedics, where TIFO represents the time from the
first trauma to surgery for patients with pelvic fractures.
In our research, we suggested that the longer TIFO was
strongly associated with the more transfusion, where the
dose of transfused RBCs ≥4U. In many perioperative studies,
perioperative RBCs transfusion was considered as an important
factor causing poor prognosis (36–38). These findings suggested
that emergency doctors and surgeons should reduce TIFO as
soon as possible, thereby reducing perioperative allogeneic blood
transfusion and improving prognosis.

Some published guidelines for patients with pelvic fracture
recommend transfusing RBCs when Hb concentration ≥70
g/L (11, 39, 40). However, the modern concept of PBM
points out that Hb level cannot be used solely as an RBCs
transfusion strategy. This study provided a more scientific
predictive model of RBCs transfusion conformed to PBM.
Moreover, the remaining variables not only provided suggestions
for the dose of perioperative RBCs transfusion but also proposed
a way to work out a program to reduce the need for
transfusion during the perioperative period for surgeons, such
as iron therapy, hemostasis treatment, intraoperative cell salvage,
and active first aid measures to reduce trauma-surgery time.
This reflected the importance of multidisciplinary cooperation
for PBM.

Most RBCs transfusion predictive models are based on
traditional statistical methods, with these binary models
roughly predicting the risk for transfusion (41–44). In this
study, we first used the XGBoost algorithm to predict the need
for perioperative RBCs transfusion (ternary classification).
XGBoost-based machine learning models have many advantages
over RBCs transfusion scores based on traditional statistical
methods. XGBoost-based models can automatically process
missing data, thus, preventing the need to make subjective
assumptions about independent and dependent variables
beforehand. Moreover, machine learning is more effective
in dealing with complex situations compared to traditional
statistical analyses (45–47). Our XGBoost-based machine
learning model revealed to have the best predictive ability
among all models, including the RBCs preparation according to
surgeons’ experience.

Limitations
This study has several limitations. First, this was a retrospective
cohort study, with inherent biases such as selection or recall
bias. This model should be further used in prospective research
to verify its feasibility. It is meaningful that machine learning
methods in this study can continuously optimize variables, thus,
providing a reliable method for many clinical predictive models.
Second, this study included less data than previous studies,
making it difficult to construct an extremely accurate predictive
model of perioperative RBCs transfused doses in patients with
pelvic fracture. Nevertheless, the present study was the first to
accurately predict the risk and scope of RBCs transfusion based
on the machine learning from multicenter data, which is more
instructive for clinical use.

CONCLUSION

This multicenter retrospective cohort study constructed an
accuratemodel that could predict perioperative RBCs transfusion
in patients with pelvic fractures. This model could simply,
rapidly, and accurately predict the risk for perioperative RBCs
transfusion as well as the scope of RBCs transfused doses in
patients with pelvic fracture.
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Introduction: Closed-loop ventilation modes are increasingly being used in intensive

care units to ensure more automaticity. Little is known about the visual behavior of health

professionals using these ventilation modes. The aim of this study was to analyze gaze

patterns of intensive care nurses while ventilating a patient in the closed-loop mode

with Intellivent adaptive support ventilation® (I-ASV) and to compare inexperienced with

experienced nurses.

Materials and Methods: Intensive care nurses underwent eye-tracking during daily

care of a patient ventilated in the closed-loop ventilation mode. Five specific areas

of interest were predefined (ventilator settings, ventilation curves, numeric values,

oxygenation Intellivent, ventilation Intellivent). The main independent variable and primary

outcome was dwell time. Secondary outcomes were revisits, average fixation time, first

fixation and fixation count on areas of interest in a targeted tracking-time of 60min.

Gaze patterns were compared between I-ASV inexperienced (n = 12) and experienced

(n = 16) nurses.

Results: In total, 28 participants were included. Overall, dwell time was longer for

ventilator settings and numeric values compared to the other areas of interest. Similar

results could be obtained for the secondary outcomes. Visual fixation of oxygenation

Intellivent and ventilation Intellivent was low. However, dwell time, average fixation time

and first fixation on oxygenation Intellivent were longer in experienced compared to

inexperienced intensive care nurses.

Discussion: Gaze patterns of intensive care nurses were mainly focused on numeric

values and settings. Areas of interest related to traditional mechanical ventilation retain

high significance for intensive care nurses, despite use of closed-loop mode. More visual
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attention to oxygenation Intellivent and ventilation Intellivent in experienced nurses implies

more routine and familiarity with closed-loop modes in this group. The findings imply the

need for constant training and education with new tools in critical care, especially for

inexperienced professionals.

Keywords: eye-tracking, user interfaces, closed-loop ventilation, monitoring, visual behavior

INTRODUCTION

Patients in the intensive care unit (ICU) are particularly
vulnerable to harm due to their complex clinical history and
critical condition. Owing to a high number of machine user
interfaces, challenging and often time-critical processes, the
management of critically ill patients involves a high risk of error.
Unintentional human errors and lack of situation awareness are
among the leading causes of adverse events, not only in the
medical setting (1–12). Unintentional errors can be classified
into four main sources: slip, lapse, mistake and violations
(13). Furthermore, a distinction is made between systemic
and individual causes of error (12). Individual causes include
distraction, inattention, forgetfulness, motivational deficits, and
lack of awareness. Despite decades of research on human factors
and sociotechnical system design, in practice the influence of
human-environmental interaction (e.g., use of technical devices)
is often neglected and could be contributing to individual
errors. Increasingly, machines with complex control circuits are
challenging human receptiveness. In intensive care medicine, the
understanding of human-machine interactions is of particular
importance in preventing adverse events (14). Inadequate
information processing with respect to monitoring devices may
contribute to individual errors leading to impaired patient
outcomes. To date, it is largely unclear how user interfaces
and specific program modes of technical devices are cognitively
processed by specialized ICU nurses, despite some past research
on graphical displays and situation awareness (11, 15). More
knowledge about human-machine interactions in intensive care
medicine is required (9). One example of the emerging role
of technical systems in the ICU are closed-loop ventilation
modes. In contrast to conventional volume- or pressure-
controlled modes, the inherent automaticity of closed-loop
modes is reminiscent of autopilot modes in airplanes. Closed-
loop ventilation modes operate through an inherent feedback
mechanism breath-by-breath. Based on constant measurements
(i.e., peripheral oxygen saturation and end-tidal carbon dioxide)
and algorithms, these modes automatically adjust the fraction
of inhaled oxygen (FiO2), the positive end-expiratory pressure
(PEEP) and minute ventilation (16, 17).

When ICU patients are ventilated with closed-loop modes,
the specific role allocation and associated tasks of the nurses
responsible shift from active, manual machine handling to a
rather machine-supervisory role (18). However, it is currently
unknown to what extent the transition toward a supervisory
role, with its inherent change in the type and assessment of
information (19) presented by the new closed-loop ventilation
modes, has occurred. Eye-tracking is a tool that enables
monitoring of gaze patterns and visual attention. It has been used

to analyze various professional scenarios in the medical field,
including ICUs (20–32), and might be beneficial in gaining a
more profound understanding of the operation of closed-loop
ventilation modes.

The aim of this study was thus to analyze gaze patterns of
ICU nurses using eye-tracking while ventilating a patient in
the closed-loop mode Intellivent adaptive support ventilation (I-
ASV) R© and to compare the patterns of inexperienced with those
of experienced ICU nurses.

MATERIALS AND METHODS

Ethics
The Local Ethics Committee (Kantonale Ethikkommission
Zurich BASEC ID REQ 2017-00798) approved the study
protocol, guaranteeing accordance with the declaration of
Helsinki.Written informed consent was given by all participating
ICU nurses and the patients involved, or the patients’ legal
representatives in cases of incapacity of judgement.

Study Design and Study Population
This was a prospective, observational, real-life eye-tracking
study conducted at the ICU of the University Hospital Zurich
(Zurich, Switzerland). The interdisciplinary ICU treats about
4,500 patients per year in 64 ICU beds. All specialized ICU
nurses working in the ICU were eligible for participation,
provided there were no exclusion criteria. Exclusion criteria
were visual disturbances (lack of stereoscopic vision, monocular
vision and achromatopsia) or withheld informed consent. The
respirators used were “Hamilton S1 R©” respirators (Hamilton
Medical Company, Bonaduz, Switzerland). Independently of
this study, all nurses underwent a standardized training
program in Intellivent adaptive support ventilation (I-ASV,
Hamilton Medical Company, Bonaduz, Switzerland) before
bedside application of the closed-loop ventilation mode. During
the first year of I-ASV application after professional training, the
ICU nurses are constantly supervised by senior/teaching nurses
while ventilating their patients, whereas after this period they
work without supervision. Thus, for the design of this study,
nurses who had worked <1 year with I-ASV were considered
inexperienced, whereas nurses who had worked for more than
1 year with I-ASV were considered experienced. Participation
in this study was free of charge and voluntary. If a calibration
of the eye-tracker was possible, the participant was included.
All recordings were performed in the early afternoon in order
to avoid biases due to the regular morning rounds with the
treating physicians or due to nightshifts, which might impair
standardization of data. Further, all recordings were scheduled in
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order that they did not coincide with special circumstances such
as interventions or patient transports.

For study purposes, participating nurses were responsible for
one patient. All patients, with various medical conditions, were
invasively mechanically ventilated in I-ASV. Patients were only
included if the presumed duration of mechanical ventilation
was longer than 24 h. Short-term postoperative patients were
not included. Patients with severe acute respiratory distress
syndrome (ARDS) were not eligible (in the study center, it is
a physician’s task to adjust ventilator settings in this patient
collective). No patient was intubated only for the purposes of this
study. Non-intubated patients were not eligible for participation.

Study Protocol
Prior to the recordings, demographics and data with possible
influence on eye-tracking, such as workload of participants
were gathered (33). To avoid biases, no information concerning
the aim of the study was provided to the participants. In a
questionnaire using validated scales, a participant assessment
regarding I-ASV performance and effort expectancy, anxiety,
and social influence was collected (34). After a period of

habituation to the eye-tracking device lasting 30min, and a
three-point calibration, participants were asked to perform their
daily nursing tasks including patient care, handling of perfusors,
application of drugs and ventilating the patient in I-ASV,
which is the default respiration mode in the ICU. The targeted
tracking time was 60min per nurse. This tracking time was
predefined by the study team to maximize the collection of data,
while avoiding unnecessary interruptions (e.g., breaks, relatives
coming for a visit etc.) or participant fatigue occurring in more
prolonged recordings.

To provide a study setting as close to reality as possible, no
advise was given to the participants on how to use and handle
their respirator. Participants were free to use the respirator in the
way they considered useful and to look at the respirator as often
as they wanted.

After the eye-tracker recordings, a post-experiment
questionnaire was completed. Using validated scales, workload
and subjective stress during the tracking were assessed (33).
Concerning I-ASV, the questionnaire collected data including the
perceived safety of this mode, whether participants had enough
specific knowledge about its use, their intention to continue

FIGURE 1 | Sample screen panels of the Hamilton Medical S1 respirator in closed-loop ventilation mode. The AOIs settings (blue), ventilation curves (yellow), numeric

values (red), oxygenation Intellivent (white) and ventilation Intellivent (green) were pre-defined. The AOIs and the standard display of the screen are visualized in (A,C).

(B,D) depict the integrated focus maps for dwell time of all participants. In focus maps, more/longer fixations lead to a brighter color. Darker areas indicate fewer

fixations.
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using it in the future and facilitating conditions for future use of
I-ASV (34).

Data Analysis
To address the aim of the study, only gaze patterns relating to
the user interface of the respirator and fixations on the ventilator
were analyzed (e.g., adjusting the settings, checking values, using
touch panels). All other visual fixations (e.g., on the patient,
perfusors, other staff, other devices, etc.) were not subject to
analysis and thus excluded.

For our analysis, five areas of interest (AOI; i.e., areas
on the ventilator’s user interface that were important in
addressing the aim of the study) were defined by the study
team prior to the recordings (Figures 1A,C). Three AOIs were
not related to the closed-loop system I-ASV and included
the conventional ventilator settings (including settings for
patient data, ventilation modes, alarms), the classic ventilation
curves (pressure-, volume-, flow curves) and numeric values
on the displays (including e.g., peak pressure, tidal volume,
minute volume, respiratory frequency, end-tidal carbon dioxide
CO2). The remaining two AOIs were specifically designed to
address the use and the program modes of I-ASV. The AOI
“oxygenation Intellivent” combined the oxygenation parameters
and controlling oxygenation in I-ASV (including Intellivent
oxygenation graphics, positive end-expiratory pressure (PEEP),
PEEP limits, fraction of inhaled oxygen (FiO2), target shift for
oxygenation). The other AOI “ventilation Intellivent” included
ventilation parameters and controlling minute volume in I-ASV
(including Intellivent ventilation graphics, %minute-volume,
target shift for decarboxylation) (Figures 1A,C). All visual
fixations on other, irrelevant areas of the respirator (e.g.,
white space, non-determinable fixations, valves, gauges, tubes)
were excluded.

Primary Outcome
The primary outcome was dwell time (cumulated time spent on
an area of interest including fixations, blinks and saccades) for
the specific AOIs.

Secondary Outcomes
Secondary outcomes were revisits (the frequency of revisiting a
particular area of interest after gazing at other areas), average
fixation time, first fixation (duration of the first fixation of an
AOI) and fixation count (the cumulated number of gaze fixations
on a particular AOI) to all AOIs.

Subgroup Analyses
In subgroup analyses, inexperienced nurses (<1 year
experience with I-ASV, as described above) were compared
with experienced nurses.

Data Recording
The SMI Eye-tracking Glasses 2 Wireless system (SensoMotoric
Instruments, Teltow, Germany) was used. Gaze-tracking was
executed at a sampling rate of 60Hz. Over all distances, the
angle of view was measured with an accuracy of 0.5◦. The scene
video was recorded with a resolution of 960 × 720 pixels at
30 fps. To record audio data, an integrated microphone was

TABLE 1 | Baseline characteristics of participants.

Baseline characteristics

Age Years 39.5 (29–45.5)

Sex Male 4 (14.3%)

Female 24 (85.7%)

Vision correction No 17 (60.7%)

Yes 11 (39.3%)

Professional experience total Years 18 (5.5–25)

Professional experience ICU Years 11.5 (3–16.5)

Being rested* (Scale 0–10) 7 (6–8)

Mental workload before tracking* (Scale 0–20) 12.5 (10–14.8)

Physical workload before tracking* (Scale 0–20) 10.5 (8–12.5)

Mental workload during tracking* (Scale 0–20) 12.5 (6.3–14)

Physical workload during tracking* (Scale 0–20) 7.3 (5.5–11)

Subjective stress during tracking* (Scale 0-10) 4 (2–5)

Data expressed as number (%) or median and interquartile range (IQR). Workload/stress

assessed using a numeric scale (where 0 = totally relaxed and 20 = totally stressed).

*marks a subjective and self-assessed characteristic.

used. Eye-tracking data were processed using the SMI BeGaze 3.6
software (SensoMotoric Instruments, Teltow, Germany) and the
SMI algorithm for fixation determination. Each ocular fixation
during the handling of the respirator was manually assigned to
the above-mentioned AOIs.

Statistics
No power calculation was performed due to the absence of
preliminary tests and partial descriptive statistics. Based on valid
data from other eye-tracking studies in the critical care setting
(24), a participant number of more than 20 was considered
adequate. Data were expressed as the median and interquartile
range (25th−75th percentile) for continuous variables or as
percentages for categorical variables. Discrete variables were
compared using the Chi-square or Fisher exact test, as
appropriate. Groups of continuous variables were compared by
Mann-Whitney U test, owing to the non-parametric data. For
multiple comparisons, Friedman’s test with Dunn’s correction
was used. A p-value of <0.05 (two-sided p) was considered
statistically significant.

Statistical analysis was performed using SPSS Version 23
(SPSS Science, Chicago, IL, USA) and Graphpad prism 7 (San
Diego, CA, USA).

RESULTS

Of a total of 30 ICU nurses assessed, two could not be
included owing to exclusion criteria. The remaining 28 agreed
to participate in this study and were divided into two groups
(inexperienced and experienced groups), with 12 nurses assigned
to the inexperienced group and 16 to the experienced group.
Median age was 39.5 years; 86% of all participants were female.
Table 1 presents the baseline characteristics of all participants.

The subjective mental and physical workloads assessed by the
validated NASA-TLX scale (33) before and during the recordings
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FIGURE 2 | Dwell time, Revisits, Average fixation time, First fixation, and Fixation count for all AOIs across the two groups (inexperienced and experienced). Absolute

values and p-values for multiple comparisons analyzed by Friedman’s test are provided in the Supplementary Tables 1, 2.

were similar across all participants. Subjective stress during
tracking was given a median score of 4 points on a numerical
rating scale ranging from 0 to 10 (Table 1). No participant was
subjectively disturbed by the eye-tracking glasses. No patient
emergencies occurred during the recordings and no recordings
had to be interrupted or terminated.

Compared to the total tracking time, median fixation of the
respirator was 13% and did not differ between the study groups.

Overall, dwell time was significantly prolonged for the settings
compared with the other AOIs (Figures 1B,D, 2). Similarly, the
number of revisits, the average fixation time, first fixation and
fixation count were higher for the settings. Furthermore, there
was an increased number of revisits, average fixation time and
first fixation for the numeric values compared with the other
AIOs (Figure 2).

Overall, visual attention to the AOIs oxygenation Intellivent
and ventilation Intellivent were low for all outcome parameters.
Visual attention to the ventilation curves was lowest compared
with the other AOIs evaluated. The absolute values for dwell time,
revisits, average fixation time, first fixation and fixation count

are indicated in Supplementary Table 1. P-values for multiple
comparisons are provided in Supplementary Table 2.

Figure 3 depicts the subgroup analysis for different
professional experience.

Dwell time, average fixation time and first fixation on
oxygenation Intellivent were significantly higher in experienced
participants, and showed a trend toward being elevated for
ventilation Intellivent. For the AOI settings, the revisits, average
fixation time and first fixation were higher in the experienced
group. The p-values for all group comparisons are provided in
Supplementary Table 3.

Table 2 summarizes data derived from the pre- and post-
experiment questionnaires. In particular, it shows that closed
loop ventilation is predominantly used on a daily basis.
Overall and regardless of previous experience, participants had
a positive attitude toward the use of closed-loop ventilation,
considered it useful and intended to use it in the future.
Subgroup analyses revealed, however, that inexperienced nurses
reported significantly higher levels of anxiety toward using I-ASV
compared with experienced nurses.
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FIGURE 3 | Comparison of Dwell time (A), Average fixation time (B), First fixation (C), Revisits (D), and Fixation count (E) for all AOIs for inexperienced and

experienced participants. *p < 0.05. Exact p-values for all group comparisons are provided in the Supplementary Table 3.

DISCUSSION

The aim of this study was to analyze gaze patterns of specialized

ICU nurses while their patients were undergoing ventilation in
the closed-loop mode Intellivent adaptive support ventilation R©

(I-ASV) and to compare inexperienced with experienced nurses.
The main results of this study imply that, despite the use

of a closed-loop ventilation mode, both inexperienced and

experienced ICU nurses’ gaze patterns were predominantly
linked to conventional control and monitor panels (Figure 2).
As an expression of the nurses’ visual attention, the dwell time
of the two AOIs settings and numeric values was elevated. The
importance of these conventional panels was also mirrored in
the significantly higher number of revisits. Moreover, the average

fixation time on these AOIs was high as well. This finding
suggests that possibly necessary altered visual behavior focusing
on new monitoring panels, such as oxygenation and ventilation
Intellivent, has not yet been adopted across critical care
professionals independent of their experience level and should
be specifically trained in the future. As a possible explanation
for our findings, relevant visual fixation on numeric values
(e.g., peak pressure, tidal volume, respiratory frequency) might
represent a high degree of familiarity to ICU nurses. The frequent
glances at common numbers reflecting respiratory parameters
might mentally be easily linked to ventilation strategies such
as protective lung ventilation. As such, it seems plausible that
nurses frequently focus on numeric values in order to assure lung
protection and anticipate possible ventilation adaptions early.

Frontiers in Medicine | www.frontiersin.org 6 September 2021 | Volume 8 | Article 681321178

https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org
https://www.frontiersin.org/journals/medicine#articles


Buehler et al. Visual Behavior in Closed-Loop Ventilation

TABLE 2 | Pre- and post-experiment questionnaires.

Group

Pre-experiment Inexperienced Experienced p-value

(n = 12) (n = 16)

Professional experience ICU 7.5 (1–15) 14.5 (4.5–18) 0.159

Experience with I-ASV (scale

0–10)*

1.25 (0.85–3) 3 (2.75–5) 0.006

Years using I-ASV (n) 0.9 (0.4–1) 3 (2.25–4) 0.001

How often is I-ASV used in

everyday practice (scale 0–20)

15 (5.75–17) 15.5 (6.5–19) 0.397

Usefulness of I-ASV (scale 0–7)* 5 (4.5–6) 5 (5–6) 0.478

Productivity with I-ASV (scale

0–7)*

5 (3–5) 4 (3–6) 0.664

Improved patient care with I-ASV

(scale 0–7)*

5 (3.5–6) 4.5 (4–5.5) 0.698

Afraid to make mistakes while

using I-ASV (scale 0–7)*

3 (2.5–5) 1 (1–2) 0.003

Intimidation caused by I-ASV

(scale 0–7)*

3 (1.5–5) 1 (1–2) 0.008

Post-experiment

I-ASV provided more resources

(scale 0–7)*

5 (5–6) 4.5 (4–5) 0.195

Had enough knowledge to use

I-ASV (scale 0–7)*

5 (3–5.5) 6 (5.5–7) 0.017

Intention to use I-ASV in the future

(scale 0–7)*

7 (6–7) 7 (6–7) 0.837

Use of I-ASV is safe (scale 0–7)* 3.5 (2–6) 3 (2–4.5) 0.568

Data expressed as median and interquartile range (IQR). *marks a subjective and

self-assessed characteristic. A higher number represents a higher acceptance of the

statement. Groups compared via Mann-Whitney-U test, with < 0.05 considered significant

(significant p-values in bold).

Overall visual attention to oxygenation Intellivent and
ventilation Intellivent for the primary and secondary outcomes
was markedly lower, despite the use of a closed-loop ventilation
mode. Closed-loop ventilation modes such as I-ASV have
emerged as new ventilation strategies, but have not been
consistently adopted in critical care medicine to date. Our
results demonstrate that information displayed by closed-loop
ventilation might not be visually presented or mentally processed
to a sufficient extent. The frequent visual focus on classic
ventilation parameters such as numeric values could also be a
sign of a lack of trust in new ventilation modes, especially for
less experienced nurses, who reported a significantly higher level
of anxiety associated with the use of I-ASV. Furthermore, the
question about the subjective safety of I-ASV was answered with
a neutral value of 3 on a scale from 1 to 7 (Table 2), which
might indicate that some degree of skepticism toward modern
ventilation modes still remains. However, the use of a single
(albeit validated) scale plus one question assessing the subjective
safety of I-ASV in the post-experiment questionnaire makes it
difficult to draw a conclusive statement. Further trials should
compare the visual behavior of ICU nurses between closed-loop
and a conventional mode (e.g., pressure-controlled mode).

The sub-analysis of the two professional experience levels
revealed that there were differences in gaze behavior between
inexperienced and experienced participants. The dwell time

and average fixation time on oxygenation Intellivent were
significantly longer in experienced nurses. For the AOI settings,
the revisits, average fixation time and first fixation were higher.
On the one hand, these differences might mirror the greater
importance of these AOIs. Research on performing skills among
differently trained groups has shown that experts in particular try
to focus their attention on critical areas, which is called “target
locking” (35, 36). This concept could also be the reason that
the dwell time of the experienced nurses was either significantly
increased or at least a trend, especially for the settings and the
oxygenation and ventilation Intellivent, which are important
AOIs in monitoring patients and their clinical condition. In
our opinion, the elevated revisits reflect frequent checking
glances among the experienced participants. On the other hand,
the findings would also support the hypothesis that greater
experience might enhance familiarity and routine with the use of
closed-loop systems. In line with this postulation, inexperienced
nurses might have felt more intimidated by I-ASV and/or were
more afraid of making mistakes than experienced nurses, as
reflected by the significantly higher levels of anxiety toward the
use of I-ASV. Blind faith in the new technology could also
have been the reason why the number of revisits and dwell
time for the above-mentioned AOIs among novices was reduced.
Moreover, in the post-experiment questionnaire, inexperienced
nurses reported a lack of knowledge about I-ASV compared with
their more experienced counterparts.

One advantage of closed-loop modes could be the enhanced
automaticity with less manual adaptation needed to adhere to
lung protective ventilation. This implies that frequent visual
focus on the conventional AOIs of ventilator curves or numeric
values is probably no longer necessary. However, the use of
closed-loop systems requires familiarity, ongoing training and
a different understanding of one’s own supervisory role (18).
Nonetheless, the extent to which closed-loop modes under
certain specific conditions (e.g., patient-ventilator asynchrony)
are superior to the observation of conventional AOIs and the
patients themselves is as yet unclear.

Ventilation curves had only low visual importance among
the participants in the two groups, probably because ICU
nurses are mainly trained to keep an eye on numbers in
their professional formation. Another possible reason might be
the higher degree of abstraction of ventilation curve shapes,
leading to visual disregard. Further, it could be more difficult
to cognitively draw conclusions about the patient’s respiratory
condition by fixating ventilation curves as compared to numeric
values or to infer ventilation strategies from the shape of abstract
ventilation curves.

This study illustrates that eye-tracking is a useful tool in
measuring and quantifying the distribution of visual attention
of critical care nurses using a closed-loop system and to reveal
differences between inexperienced and experienced participants.
Biases due to differences in nurses’ workload were minimized, as
it proved to be similar among participants.

A main strength of this study is its pragmatic, non-
simulated, real-life design. Further, the long tracking time of
∼1 h gives a realistic picture of the handling of the respirator,
reflecting everyday situations in the ICU. To our knowledge, no
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comparable real-life studies in an ICU exist. Eye-tracking within
such a frameworkmight also assist in designing further novel and
innovative studies.

The study has limitations. First, it was a single center
study with probable biases due to the specific training of the
nurses in I-ASV. Second, the participant number was relatively
low. Nevertheless, we found comparable and homogenous
distribution of data across dwell time, revisits, average fixation
time, first fixation and fixation count among the participants,
which adds to the credibility of the data. Third, the patients
were from different medical fields, which might mean they
had different pulmonary conditions, making distinct ventilation
strategies necessary and leading to biases. Moreover, no specific
study task was given to the participants, probably making
comparisons more difficult. However, the study was explicitly
designed to address ICU nurses’ everyday behavior in their
normal environment and the implementation of a specific task
might itself have led to biases (e.g., awareness of the aim of the
study). A further limitation of the eye-tracking technology is
the difficulty of linking gaze patterns with cognition. Thus, the
technology of eye-tracking should be seen as a complementary
tool helping to objectively evaluate visual behavior and the
visual interaction between humans and machines. This might
provide further insights into the significance of visual situation
awareness. Further studies with higher participant numbers
are needed as well as randomized studies addressing similar
questions in nurses with longer professional experience with
closed-loop systems. Owing to the probable limitations of classic
performance assessment and questionnaire-based human factors
analyses in determining individual expertise on ventilation,
a neuroscience approach with newer technologies such as
eye-tracking could offer more objective and sensitive insights
into human factors and human-machine interactions. As a
consequence, eye-tracking might also contribute to improved
patient safety, enhanced incidence reporting or the detection of
factors leading to erroneous behavior in the ICU.

In conclusion, this study demonstrates that the visual fixations
of nurses using I-ASV largely remained focused on traditional

ventilation parameters. However, experienced nurses fixated
AOIs related to the closed-loop system more often than did
inexperienced ones, implying the need for constant training
and education with new tools in critical care, especially for
inexperienced professionals.
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Background: Mechanically ventilated patients are susceptible to nosocomial infections

such as ventilator-associated pneumonia. To treat ventilated patients with suspected

infection, clinicians select appropriate antibiotics. However, decision-making regarding

the use of antibiotics for methicillin-resistant Staphylococcus aureus (MRSA) is

challenging, because of the lack of evidence-supported criteria. This study aims to derive

a machine learning model to predict MRSA as a possible pathogen responsible for

infection in mechanically ventilated patients.

Methods: Data were collected from the Medical Information Mart for Intensive Care

(MIMIC)-IV database (an openly available database of patients treated at the Beth

Israel Deaconess Medical Center in the period 2008–2019). Of 26,409 mechanically

ventilated patients, 809 were screened for MRSA during the mechanical ventilation

period and included in the study. The outcome was positivity to MRSA on screening,

which was highly imbalanced in the dataset, with 93.9% positive outcomes. Therefore,

after dividing the dataset into a training set (n = 566) and a test set (n = 243) for

validation by stratified random sampling with a 7:3 allocation ratio, synthetic datasets

with 50% positive outcomes were created by synthetic minority over-sampling for both

sets individually (synthetic training set: n = 1,064; synthetic test set: n = 456). Using

these synthetic datasets, we trained and validated an XGBoost machine learning model

using 28 predictor variables for outcome prediction. Model performance was evaluated

by area under the receiver operating characteristic (AUROC), sensitivity, specificity, and

other statistical measurements. Feature importance was computed by the Gini method.

Results: In validation, the XGBoost model demonstrated reliable outcome prediction

with an AUROC value of 0.89 [95% confidence interval (CI): 0.83–0.95]. The model
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showed a high sensitivity of 0.98 [CI: 0.95–0.99], but a low specificity of 0.47

[CI: 0.41–0.54] and a positive predictive value of 0.65 [CI: 0.62–0.68]. Important predictor

variables included admission from the emergency department, insertion of arterial lines,

prior quinolone use, hemodialysis, and admission to a surgical intensive care unit.

Conclusions: We were able to develop an effective machine learning model to predict

positive MRSA screening during mechanical ventilation using synthetic datasets, thus

encouraging further research to develop a clinically relevant machine learning model for

antibiotics stewardship.

Keywords: prediction, machine learning, mechanical ventilation, Methicillin-Resistant Staphylococcus aureus—

MRSA, outcome

INTRODUCTION

Selection of antibiotics for critically-ill patients undergoing
mechanical ventilation in the intensive care unit (ICU) is
challenging (1, 2), as these patients are susceptible to nosocomial
infections such as ventilator-associated pneumonia (VAP),
catheter-related blood site infection, and catheter-associated
urinary tract infection (3–5). Thus, multiple anti-bacterial agents
with broad spectrum are often empirically selected for the
treatment of this population. However, the inappropriate use
of broad-spectrum antibiotics could lead to the emergence
of resistant bacteria (6, 7). The incorrect usage of antibiotics
might also cause adverse effects outweighing their benefits (8).
Therefore, optimized antibiotics selection would be beneficial for
patient outcomes.

In particular, the decision-making regarding the use of
antibiotics for methicillin-resistant staphylococcus aureus
(MRSA) is a source of distress for clinicians, due to their harmful
complications such as hypersensitivity reactions, neutropenia,
thrombocytopenia, and acute kidney injury (9–11). Although a
variety of risk factors for MRSA colonization have been identified
and reported (12, 13), there are currently no specific criteria for
the use of antibiotics for MRSA.

To identify patients carrying MRSA, a specific screening test
is often used. MRSA detection could be helpful for clinicians
not only to determine the choice of antibiotics, but also to
identify the patients who could potentially spreadMRSA to other
patients. However, the commonly used culture screening method
for MRSA requires several days to obtain the result, and thus
cannot be used to obtain information in real time (14). Hence,
the accurate and timely prediction of the presence of MRSA in
mechanically ventilated patients would have great significance
and impact in the clinical setting.

Recently, machine learning methods have demonstrated their
usefulness for clinical decision support in infectious diseases (15).

Abbreviations:VAP, Ventilator-Associated Pneumonia; ICU, Intensive Care Unit;

MRSA,Methicillin-Resistant Staphylococcus aureus; MIMIC, Medical Information

Mart for Intensive Care; COPD, Chronic Obstructive Pulmonary Disease; SOFA,

Sequential Organ Failure Assessment; APACHE, Acute Physiology and Chronic

Health Evaluation; ED, Emergency Department; SICU, Surgical Intensive Care

Unit; TSICU, Trauma Surgical Intensive Care Unit; CCU, Coronary Care Unit;

AUROC, Area Under the Receiver Operating Characteristic; CI, Confidence

Interval.

This study aimed to develop and validate a machine learning-
based model to predict the presence of MRSA in mechanically
ventilated patients by using only available patient data obtained
before MRSA screening.

MATERIALS AND METHODS

Data Sources and Ethical Approval
The data for the current retrospective study were obtained from
the Medical Information Mart for Intensive Care (MIMIC)-IV
database, version 1.4. This publicly available relational database
is provided by the Laboratory for Computational Physiology
at the Massachusetts Institute of Technology (MIT, Cambridge,
MA, USA), and includes information on critical care patients
who were admitted to the ICU at the Beth Israel Deaconess
Medical Center (BIDMC, Boston, MA, USA) during the period
2008–2019. Patient identifiers were removed according to the
Health Insurance Portability and Accountability Act (HIPAA)
Safe Harbor provision. Details of the MIMIC-IV database have
been described elsewhere (16, 17). The MIMIC-IV project was
approved by the Institutional Review Boards of BIDMC andMIT.
Requirement for individual patient consent was waived because
the project did not impact clinical care and all protected health
information was deidentified. Data were extracted by Yohei
Hirano, MD, who completed the requested online training course
of the Collaborative Institutional Training Initiative (CITI)
program (record ID: 38943363) andwas approved as credentialed
user to access the MIMIC-IV database. The current study was
conducted in accordance with the Declaration of Helsinki.

Study Population and Outcomes
The study population were adult patients screened for MRSA
during mechanical ventilation. The outcome was a MRSA-
positive result on the screening test. A flow diagram of patient
inclusion is shown in Figure 1A. Overall, 26,409 patients
with invasive ventilation were identified from the MIMIC-IV
database. Of these, 25,600 patients who were not screened for
MRSA during the ventilated period were excluded. We meant
to exclude also non-adult patients, aged 17 years and under, but
no patients met this criterion. Thus, 809 adult patients MRSA-
screened during mechanical ventilation were our included
cohort. Finally, the subjects were divided into two groups by
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FIGURE 1 | (A) Flow diagram of patient inclusion. (B) Procedure for creating the synthetic datasets and validating the machine learning model. MIMIC, Medical

Information Mart for Intensive Care; MRSA, Methicillin-Resistant Staphylococcus aureus; SMOTE, Synthetic Minority Over-sampling Technique.

stratified random sampling with a 7:3 allocation ratio: a dataset
for training (n= 566) and a dataset for validation (n= 243).

Generation of Synthetic Datasets
The characteristics of the included cohort are shown in
Supplemental Table 1. The outcome was highly imbalanced,
with 93.9% of the patient classified as MRSA-positive by the
screening test. As the imbalanced classification task is hard
for predictive modeling due to the severely skewed class
distribution and unequal misclassification costs, we created
synthetic datasets with 50% of positive outcomes by synthetic
minority over-sampling technique (SMOTE), independently for
the training and validation datasets. SMOTE offers more related
minority class samples to learn from, which leads to more
coverage of the minority class (18). As the prevalence of
MRSA screening test generally varies in individual countries
and facilities, we set the outcome balance setting for the
synthetic dataset at 50%, which is most balanced. We
could generate a synthetic training dataset with a total of
1,064 samples, and a synthetic validation dataset with 456
samples (Figure 1B).

Predictor Variables
In this study, 28 variables concerning pre-hospitalization
information were selected as outcome predictors according
to the availability of data from the MIMIC-IV and previous
literature reviews on risk factors for MRSA (9, 12, 13, 19).
These variables included age, sex, ICU locations, past medical
history (diabetes mellitus, chronic obstructive pulmonary
disease (COPD), chronic heart disease, cerebrovascular disease,
peripheral vascular disease), Charlson comorbidity index,
cellulitis, pressure ulcer, sequential organ failure assessment
(SOFA) score at MRSA screening, acute physiology and chronic
health evaluation (APACHE) III score on admission, admission
from emergency department (ED), days spent at the hospital
at the time of MRSA screening, days of ventilator use at
MRSA screening, prior use of corticosteroids or antibiotics
such as quinolone, macrolide, carbapenem, and interventional
procedures (peripheral line, peripherally inserted central catheter
(PICC) line, central venous catheter (CVC) line, pulmonary
artery catheter (PAC) line, arterial line, urinary catheter,
hemodialysis, and tracheostomy) before MRSA screening. ICU
locations were handled as dummy variables, including medical
intensive care unit (MICU), surgical intensive care unit (SICU),

Frontiers in Medicine | www.frontiersin.org 3 November 2021 | Volume 8 | Article 694520184

https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org
https://www.frontiersin.org/journals/medicine#articles


Hirano et al. Machine Learning Approach for MRSA

MICU/SICU, trauma surgical intensive care unit (TSICU),
coronary care unit (CCU), cardiac vascular intensive care unit
(CVICU), and other ICUs [neuro surgical intensive care unit
(NSICU) or post anesthesia care unit (PACU)].

Development and Validation of
Machine-Learning Models
Using the synthetic training datasets, we trained and developed
an XGBoost machine learning model as a classifier for outcome
prediction. To avoid overfitting the model, we used five-
fold stratified cross-validation. In addition, optimization of
hyperparameters was performed to obtain the best performance
in outcome prediction.

After the algorithm training process, the performance of the
developed model was validated using the synthetic validation
dataset. As statistical measures of performance, we calculated
the area under the receiver operating characteristic (AUROC)
curve, sensitivity, specificity, positive likelihood ratio, negative
likelihood ratio, positive predictive value, negative predictive
value, and accuracy. The process of machine learning and
validation is described in Figure 1B. In addition, feature
importance was computed as the normalized total reduction
of the criterion brought by the feature, which is known as
Gini importance.

Statistical Analysis and Software Library
for Machine Learning
Data were extracted from MIMIC-IV using structured query
language (SQL) through Google Cloud’s BigQuery platform.
Statistical analyses of the characteristics of the cohorts were
performed using SciPy (version 1.4.1) with Python (version
3.7.4, in Anaconda 2019.10). Age, as a continuous variable,
was reported as mean and standard deviation. All categorical
variables were reported as counts and percentages. The t-test
was used to compare means between two samples. The chi-
square test was used to compare frequencies. All tests were two-
sided, and the significance level was set at 5% (p < 0.05). For
model development, scikit-learn (version 0.21.3) with Python
was employed.

RESULTS

Characteristics of the Synthetic Datasets
Used for Machine Learning
The characteristics of the synthetic datasets used for machine
learning are shown in Table 1. The mean age in the synthetic
training data was 66.6 ± 14.0 years, significantly older than
that of the synthetic validation data (62.9 ± 15.6 years). A
smaller fraction of patients admitted from ED or hospitalized in
the CCU was present in the synthetic training data compared
with the synthetic validation data (41.3% vs. 54.4% and 5.6%
vs. 13.8%, respectively). Among procedures, peripheral line
placement was performed significantly less frequently in the
synthetic training data than in the synthetic validation data. The
Charlson comorbidity index and the number of days of ventilator

use at MRSA screening were also significantly different between
the two datasets.

Performance of the Machine Learning
Model
Figure 2 presents the ROC curve, AUROC value, confusion
matrix, and statistical measures used to evaluate the performance
of themachine learningmodel in the validation dataset. The ROC
curve and its AUROC value showed good predictive ability of
the model for MRSA-positivity in the screening test (AUROC:
0.89 [95% confidence interval (CI): 0.83–0.95]). Although the
accuracy, specificity, and positive predictive value were relatively
low (0.73 [CI: 0.68–0.77], 0.47 [CI: 0.41–0.54], and 0.65 [CI: 0.62–
0.68], respectively), the model demonstrated a high sensitivity of
0.98 [CI: 0.95–0.99] and a high negative predictive value (0.96
[CI: 0.90–0.98]).

Feature Importance
The importance of the XGBoost model features is shown in
Figure 3. Admission from ED was the most important variable
in predicting MRSA-positivity in the screening test during
mechanical ventilation. The five most important variables also
included insertion of previous arterial lines, prior quinolone use,
hemodialysis, and admission in the SICU, although they were
far less important than admission from ED. Co-existing diseases
such as peripheral vascular disease, diabetes mellitus, and chronic
heart disease were also relatively important predictors. However,
prior use of macrolide or carbapenem, tracheostomy, COPD, and
cellulitis were of no importance in the predictive model.

DISCUSSION

In the current study, we undertook the development of a machine
learning model to predict MRSA colonization during mechanical
ventilation using the MIMIC-IV, a large open relational database
containing data derived from the ICUs of a single center. As
the extracted data were found to be highly imbalanced in terms
of outcome, we created independent synthetic balanced datasets
for training and validation by an oversampling technique. The
machine learning-based model thus developed showed good
performance in predicting MRSA screening positivity, with the
reasonably high AUROC of 0.89.

Although previous large-scale studies have clarified the
risk factors for MRSA colonization or infection, decision-
making for the antimicrobial coverage of MRSA by critical care
physician is still challenging. These risk factors are not specific,
but rather common in critically ill patients, so that clinical
practitioners cannot discriminate between MRSA-positive and
negative patients without specimen testing. In this context,
our current study supports the potential use of a machine
learning model, which could be superior to human learning
in predicting outcomes depending on complexly intertwined
factors. Previously, Hartvigsen et al. reported the results of their
challenge toward the prediction of MRSA-positive patients by
machine learning models (20). They succeeded in developing
a machine learning-based model which showed high predictive
performance in the ICU patients. However, our study is novel
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TABLE 1 | Characteristics of the synthetic dataset used for machine learning.

Variable Synthetic training

data (n = 1,064)

Synthetic validation

data (n = 456)

P-value

Age (years) 66.6 [14.0] 62.9 [15.6] <0.001

Gender (male) 528 (49.6%) 234 (51.3%) 0.73

ICU location

MICU 213 (20.0%) 73 (16.0%) 0.13

MICU/SICU 92 (8.6%) 33 (7.2%) 0.40

SICU 105 (9.9%) 47 (10.3%) 0.81

TSICU 76 (7.1%) 33 (7.2%) 0.95

CCU 60 (5.6%) 63 (13.8%) <0.001

CVICU 137 (12.9%) 45 (9.9%) 0.14

Other (NSICU or PACU) 4 (0.4%) 3 (0.7%) 0.46

Past medical history

Diabetes Mellitus 162 (15.2%) 72 (15.8%) 0.81

COPD 15 (1.4%) 6 (1.3%) 0.89

Chronic heart disease 210 (19.7%) 77 (16.9%) 0.28

Cerebrovascular disease 88 (8.3%) 25 (5.5%) 0.08

Peripheral vascular disease 33 (3.1%) 14 (3.1%) 0.97

Charlson comorbidity index 5 (3–7) 6 (4–7) 0.01

Cellulitis 22 (2.1%) 9 (2.0%) 0.91

Pressure ulcer 381 (35.8%) 142 (31.1%) 0.22

SOFA score (at MRSA screening) 4 (2–6) 4 (2–7) 0.11

APACHE III score (on admission) 58 (41–78) 55(40–75) 0.26

Admision from ED 439 (41.3%) 248 (54.4%) 0.004

Length of hospital days (at MRSA screening) 3.0 [4.5] 2.9 [4.0] 0.39

Length of ventilator days (at MRSA screening) 1.9 [2.9] 1.9 [2.6] 0.03

Prior antibitics use (before MRSA screening)

Quinolone 75 (7.0%) 30 (6.6%) 0.76

Macrolide 25 (2.3%) 9 (2.0%) 0.66

Carbapenem 24 (2.3%) 12 (2.6%) 0.67

Prior corticosteroids use (before MRSA screening) 11 (1.0%) 5 (1.1%) 0.91

Procedures (before MRSA screening)

Peripheral line 675 (63.4%) 348 (76.3%) 0.03

PICC line 62 (5.8%) 36 (7.9%) 0.16

CVC line 284 (26.7%) 96 (21.1%) 0.07

PAC line 51 (4.8%) 32 (7.0%) 0.10

Arterial line 293 (27.5%) 146 (32.0%) 0.19

Urinary catheter 144 (13.5%) 66 (14.5%) 0.67

Hemodialysis 109 (10.2%) 44 (9.6%) 0.75

Tracheostomy 8 (0.8%) 1 (0.2%) 0.22

Outcome

MRSA-positive on screening test 532 (50.0%) 228 (50.0%) 1.0

All categorical variables are shown as n (%). A continuous variable (Age) is shown as mean [standard deviation]. ICU, Intensive Care Unit, MICU, Medical Intensive Care Unit, SICU,

Surgical Intensive Care Unit, TSICU, Trauma Surgical Intensive Care Unit, CCU, Coronary Care Unit, CVICU, Cardiac Vascular Intensive Care Unit, NSICU, Neuro Surgical Intensive

Care Unit, PACU, Post Anesthesia Care Unit, COPD:Chronic Obstructive Pulmonary Disease, SOFA, Sequential Organ Failure Assessment, MRSA, Methicillin-Resistant Staphylococcus

aureus, APACHE, Acute Physiology And Chronic Health Evaluation, ED, Emergency Department, PICC, Peripherally Inserted Central Catheter, CVC, Central Venous Catheter, PAC,

Pulmonary Artery Catheter.

in that we targeted the specific population of mechanically
ventilated patients, who exhibit more severe conditions and are
more susceptible to nosocomial infections, such as VAP, than
those analyzed in the previous study. Broad-spectrum antibiotics
including coverage for MRSA are frequently the initial choice by

practitioners to treat these patients at high risk of death, thus the
reliable prediction of MRSA colonization would more likely lead
to a reduction of unnecessary antibiotics use.

Our prediction model showed low specificity and positive
predictive value to predict MRSA colonization, indicating that
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FIGURE 2 | ROC curve, confusion matrix, and statistical measures of performance of the machine learning model. MRSA, Methicillin-Resistant Staphylococcus

aureus; CI, Confidence interval; AUROC, Area Under the Receiver Operating Characteristic.

the prediction of MRSA-positivity by the model does not
guarantee positivity of the MRSA screening test. On the other
hand, our model demonstrated high sensitivity and negative
predictive value, implying that predicted MRSA negativity
strongly supports the actual absence of MRSA colonization. The
result of MRSA screening test does not promise the necessity
of antibiotics coverage for MRSA. However, MRSA colonization
is a high risk factor to develop MRSA infections in ICU
patients (19). Therefore, acknowledgment of the presence of
MRSA colonization as early as possible before the result of
MRSA-screening test comes out might be helpful as one of
the risk evaluations for MRSA infection, although other clinical
conditions or examinations such as gram staining of the patients
should be definitely considered to decide the use of antibiotics
with coverage of MRSA. Real-time identification of the
mechanically-ventilated patients who could potentially spread
MRSA is also beneficial because this patient population requires
medical practitioners to provide many contact opportunities
for cares.

In this study, the model was created using 28 features that
have been reported to be risk factors for MRSA colonization or
infection in the previous literature, and that could be accurately
extracted from the MIMIC-IV database. Among these features,
admission from ED contributed the most to the prediction
model. As the population of the study consisted of mechanically-
ventilated patients, we presumed that patients admitted from ED
might constitute an epidemiologically unique patient subgroup,
distinct from those who were admitted in the ICU for the
purpose of surgical operations. Patient admitted from ED could

have more complex combinations of risk factors for MRSA
colonization, including not only medical conditions or existing
diseases, but also social backgrounds, such as transfer from
residential care homes or homelessness (21, 22). In contrast,
patient severity scores such as SOFA or APACHE III were less
important predictors. It is reassuring that well known risk factors
for MRSA, such as hemodialysis and arterial lines, were detected
as important features for the prediction. The ICU location of
admission (SICU or MICU/SICU) was also highly relevant to
the prediction, although we cannot determine whether this was
related to the transmission of MRSA itself or to differences in
patient diagnosis in each ICU. As previously described elsewhere
(23), the model identified prior use of quinolones as an important
risk factors for MRSA, compared to carbapenem or macrolide.
However, caution is required in the interpretation of the feature
importance of each variable, because the percentage of positives
for some of the assessed features was very low.

Our study has several limitations. First, we trained the model
and validated it using synthetic datasets due to the severe class
imbalance of the extracted datasets. The evaluation of the model
on unrealistic data is the strongest limitation of the study,
and could have led to an overly optimistic assessment of its
performance, thus absolutely requiring external validation using
real-world datasets with more balanced outcomes in the future.
Second, we could not take into account how and why MRSA
screening tests were performed in the included patients. In our
dataset, the MRSA screening positivity rate was extremely high.
Moreover, only 809 out of 26,409 patients were screened for
MRSA during mechanical ventilation. These facts implied that
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FIGURE 3 | Feature importance of the model variables. ED, Emergency Department, SICU, Surgical Intensive Care Unit; MICU, Medical Intensive Care Unit; TSICU,

Trauma Surgical Intensive Care Unit; PICC, Peripherally Inserted Central Catheter; CCU, Coronary Care Unit; CVICU, Cardiac Vascular Intensive Care Unit; PAC,

Pulmonary Artery Catheter; APACHE, Acute Physiology and Chronic Health Evaluation; CVC, Central Venous Catheter; SOFA, Sequential Organ Failure Assessment;

NSICU, Neuro Surgical Intensive Care Unit; PACU, Post Anesthesia Care Unit; COPD, Chronic Obstructive Pulmonary Disease.

clinicians might have decided to screen a patient for MRSA
based on specific reasons such as clinically strong suspicion of
MRSA positivity orMRSA screening protocol for the facility. The
reasons physicians in the facility consider selecting patients for
screening can also overlap with the predictors used to develop
the model. These might have caused bias. Third, we could not
include well-known risk factors for MRSA colonization such
as pre-existing cancer, HIV infection, and intravenous drug
use as predictive features, due to the insufficient information
available from the dataset. Hence, the model is amenable to
further improvements in performance. Finally, the model might
not have worldwide generalizability because it was trained on
a dataset derived from a single center, while the epidemiology
of antimicrobial resistance differs among countries, hospitals
and ethnicities (24, 25). It might be preferable to develop and
use microbiome prediction models specific for each region
or hospital.

CONCLUSIONS

In conclusion, we were able to develop a machine learning
model to predict positive screening for MRSA during

mechanical ventilation using a synthetically augmented
dataset from single center/MIMIC-IV database. Although
external validation using more balanced, real-world
datasets is required, the result of the current study
demonstrated the possibility of early detection of MRSA
in mechanically-ventilated patients by a machine learning
approach, which might lead to optimized antibiotic selection
by clinicians.
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