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Developments and Recent Progresses
in Microwave Impedance Microscope
Zhaoqi Zhong1, Xiaolong Chen1*, Xing Quan1, Huiting Huan1, Fushun Nian1,2, Shengli Liang2

and Yanhong Yang3

1School of Mechano-Electronic Engineering, Xidian University, Xi’an, China, 2Science and Technology on Electronic Test &
Measurement Laboratory, Qingdao, China, 3School of Foreign Languages, Xidian University, Xi’an, China

Microwave impedance microscope (MIM) is a near-field microwave technology which has
low emission energy and can detect samples without any damages. It has numerous
advantages, which can appreciably suppress the common-mode signal as the sensing
probe separates from the excitation electrode, and it is an effective device to represent
electrical properties with high spatial resolution. This article reviews the major theories of
MIM in detail which involve basic principles and instrument configuration. Besides, this
paper summarizes the improvement of MIM properties, and its cutting-edge applications in
quantitative measurements of nanoscale permittivity and conductivity, capacitance
variation, and electronic inhomogeneity. The relevant implementations in recent
literature and prospects of MIM based on the current requirements are discussed.
Limitations and advantages of MIM are also highlighted and surveyed to raise
awareness for more research into the existing near-field microwave microscopy. This
review on the ongoing progress and future perspectives of MIM technology aims to provide
a reference for the electronic and microwave measurement community.

Keywords: microwave impedance microscope, near-field measurement, microwave probes, electrical properties,
microwave measurement technique

INTRODUCTION

The past decade has witnessed efforts in the field of microwave to develop a near-field scanning
microwave microscope (NSMM) as a scientifically powerful instrument with rapid development
[1–9]. Early implementations of the microscope either used a small aperture at microwave cavities [2,
4] or a needle-shape probe coupled to a microwave resonator [5, 8–11]. Due to the hardship in tip-
sample distance control, these approaches are intrinsically susceptible to tip damage and difficult in
nanoscale quantitative measurement applications [9, 12]. The microwave impedance microscope
(MIM) can control tight distance perfectly and solve the crucial probe-sample gap control issue in the
nanometer range NSMM. Moreover, it shows great advantages in reducing the loss in doped silicon
traces while ensuring large power gain and high sensitivity because it employs metal lines for the
electrodes and cancels background signal before amplification. In addition, the MIM can
significantly suppress the common-mode signal since the inductive probe is separated from the
excitation electrode. Compared to atomic force microscopy (AFM) and scanning tunneling
microscopy (STM), the long-range electrostatic force involved in scanning MIM reduces the
stringent requirements for proximal probes, enabling high-speed, non-contact, and non-
destructive measurements [13–16]. Due to the aforementioned advantages, the MIM achieves
near-field measurements at nanoscale and has great potential in future application of high-resolution
microwave images generation.
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In this review, we present a comprehensive study of
development and recent progress in MIM. This review focuses
on technique improvements and applications and covers MIM
limitations and advantages, as well as the opportunities for
further research into the subject of near-field measurement.
The rest of this paper is organized as follows. Basic Design
and Improvement of Scanning Microwave Impedance
Microscopy gives a brief history and an overview of the
structure of MIM and discusses the fabrication process and
improvement of MIM. Cutting-Edge Application of Microwave
Impedance Microscope treats various cutting-edge applications.
Conclusion presents the conclusions and discussion.

BASIC DESIGN AND IMPROVEMENT OF
SCANNING MICROWAVE IMPEDANCE
MICROSCOPY
History and Design of Scanning Microwave
Impedance Microscopy
The employment of microwave frequency band has many
advantages, such as strong penetration, the ability to detect the
internal information of the sample, and the common polarization
of short relaxation time by the frequency influence. The near-field
microwave microscope works in the same principle in several
generations. The resonator resonates in the λ/4 coaxial resonator
through the coupling loop, then the resonant signal acts on the
sample after the needlepoint conduction. The microwave
reflection of the sample absorbed by the resonator will interact
with the microwave resonance. It causes resonance frequency
change. The reflected microwave decays quickly and is much
smaller than the microwave output signal, so the perturbation
equation can be used to analyze it [17–19]. Scanning microwave
microscopy (SMM) is a powerful tool for the investigation of
various properties, including conductivity, permittivity, and
impedance at the nanoscale. Different kinds of resonant
SMMs with excessive sensitivity and spatial resolution have
been demonstrated [5–9]. Despite the great progress in SMMs,
various barriers exist in current designs [14, 20]. A case in point is
the large common-mode signal, which results in loud noise. Slow

operation and low bandwidth dampen the special effect of long-
range force involved in a microwave microscope. Scanning
microwave impedance microscopy (MIM) is a species of SMM
[21–26]. MIM solves this problem successfully. Unlike traditional
SMMs, MIM determines the electrical properties through the
analysis of the phase and amplitude of the reflected wave instead
of through frequency drift and quality factor change. The
preponderance of this technique is that it shields the external
signal and reduces the common-mode signal. MIM detects
dielectric responses at a much wider frequency range (GHz).
MIM demonstrates the capacity to acquire high-resolution
microwave images of buried structures, as well as
nanoparticles, nanowires, and biological samples.

In Ref. 27, a handy and clear explanation of MIM system
characteristics was introduced. As shown in Figure 1, system
characterization involved tip-sample interaction, impedance
matching, and microwave circuitry. The outstanding point of
MIM is that the sensor probe is separated from the excitation
electrode while maintaining high sensitivity and spatial
resolution. The schematic construction of MIM was shown in
Figure 2, in which the traditional tip is replaced with a standard
AFM tip assembly and two transmission lines are included, one

FIGURE 1 | Schematic diagram of MIM. Reproduced with permission
from Rev. Sci. Instrum. 79, 6 (2008). Copyright 2008 American Institute of
Physics.

FIGURE 2 | The schematic construction of MIM. (A) Microfabricated
microwave probe with two aluminum electrodes and the ground plane
patterned on the Si nitride cantilever. (B) Schematic drawing of the layer
structure near the probe end. (C) SEM image near the probe end [27].
Reproduced with permission from Rev. Sci. Instrum. 78, 6 (2007). Copyright
2007 American Institute of Physics.

FIGURE 3 | Impedance matching section. A λ/4 cable and a tuning stub
(inside the dashed boxes) form the interface between the probe and the 50 Ω
feed lines [28]. Reproduced with permission from Rev. Sci. Instrum. 79, 6
(2008). Copyright 2008 American Institute of Physics.
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for excitation and the other for sensing. A two-layer
implementation like this improves the system’s common-mode
rejection ratio and reduces the noise level significantly. With
appropriate design, the detector can be “orthogonal”. Then the
signal is minimized without a sample. A high throughput near-
field scanning microwave microscope can be implemented.
Besides the sharp sensing electrode, a second electrode
surrounding the tip is also present on the cantilever to
significantly suppress the common-mode signal.

In Ref. 28, the lumped element circuit description is related to
the representative probe, with three impedances Ze, Zt, and Zet as
illustrated in Figure 3. Since there is a large mismatch between Zt
(Ze) and the transmission line impedance Z0(50 Ω), the
microwave power cannot be transmitted to the probe, and
detecting a small microwave impedance variation is infeasible
if the microwave power is directly connected to the feeder. In
order to improve the transmission of microwave power, it is
important to achieve impedance matching. The tip of the MIM is
first connected to a portion at the end of a λ/4 section of a
transmission line to form a resonator. As shown in Figure 3, the
resonator is then critically coupled to the feed line by a parallel
open-end tuning stub. An almost perfect match is easily obtained
with this adjustable stub [29].

In Ref. 30, the microwave is conducted into the tip through a
directional coupler. Then it gets into the directional coupler after
the surface reflection, and a cancellation signal is inputted to
suppress the background reflected signal at the same time.
Reflection microwave signals and cancellation signals are
amplified and demodulated to the quadrature mixer. Finally,
the reflected signal is composed of in-phase and out-of-phase
components [28, 29]. It contains data about the local permittivity
(capacitance) and conductivity (resistance) of the sample. But
there are still some problems. The tip electrode is the most
sensitive to local electrical performance, while the ring
electrodes to topography. Therefore, combining the signals
from the two electrodes may eliminate the convolution of
electrical and topographical information.

Improvement of Scanning Microwave
Impedance Microscopy
In recent years, MIM has been developed to characterize the
electrical properties of samples such as permittivity and
conductivity. Accordingly, the need for MIM is increased.

Many recent articles discuss the improvement of MIM in
sensitivity, resolution and wideband. Meanwhile, tip wearing
and sample dragging have become an increasingly serious
issue in near-field microwave measurement. Many researchers
have been able to make probes on a large scale by improving the
manufacturing process [31]. Table 1 compares and summarizes
different techniques and methodologies for the improvement
of MIM.

In Ref. 32, a compact mode microwave impedance imaging
based on an atomic force microscope platform was proposed. Tap
mode microwave imaging was also superior to contact mode
because thermal drift and other electron drift observed in contact
mode can be completely eliminated and absolute measurements
of dielectric properties can be made. Because the actual tip-
sample interaction is modulated at the tapping frequency,
slowly varying temperatures and other electronic drifts that
occur over a longer time frame do not contaminate the
microwave image [33–35]. Since the cantilever probe oscillates
at its resonant frequency, it only intermittently contacts the
surface of the sample. Tip wear and sample drag are greatly
reduced. It was also shown that the tap mode MIM can be
executed on the actual Nanodevices.

In Ref. 36, the authors reported the design and fabrication of a
piezoresistive cantilever with a low-impedance conduction line to
our electrically-shielded tip. Their new design exhibits a vertical
displacement resolution of 3.5 nm in a measurement bandwidth
from 1 Hz to 10 kHz. The probes provide topography feedback

FIGURE 4 | Depiction of the experimental set up for sMIM. [30]
Reproduced with permission from Appl. Nanosci. 1, 1 (2011). Copyright 2011
Springer Nature.

FIGURE 5 | S11 image with four different probes indicates a minimum
sensitivity. [40] (A) Scan results for the Ti/Al NW probe over DUT showing the
change in the amplitude of the microwave reflection coefficient S11. All micro-
capacitors are present in the image, indicating sensitivity to at least
0.7 fF. (B) S11 image with a bare NW probe indicates a minimum sensitivity of
3 fF. (C) S11 image with Si probe indicates a minimum sensitivity of 6 fF. (D)
S11 image with Pt probe indicates a minimum sensitivity of 0.7 fF. All scans
are plotted with different Z-axis color scales for clarity. All micro-capacitors are
present in the image, indicating sensitivity to at least 0.7 fF [40]. Reproduced
with permission from Appl. Phys. Lett. 104, 2 (2014). Copyright 2014
American Institute of Physics.
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with nanometer vertical resolution for samples or setups where
laser detection is not feasible or desirable. Furthermore, the low
parasitic impedance of the tip enables MIM measurements.
Although the capacitance and resistance of the tip are not as
low as previously reported probes, the measured impedance
suggests MIM measurements can be obtained in a self-sensing
mode, though with decreased MIM sensitivity and thus contrast
[37–39]. The self-sensing cantilever allows topography feedback
where the laser beam bounce technique is not available or hard to
implement. This probe will enable coupled topography scans with
MIM images.

In Ref. 40, a novel fabrication in a GaN nanowire probe for
near-field scanning microwave microscopy was suggested and
investigated, with improved sensitivity and reduced uncertainty
achieved which can measure capacitance values down to as small
as 0.7 fF while simultaneously recording 10 nm height changes.
The changes of the Mean measurement parameter (S11)
sensitivity that the nanowire probe is coated a Ti/Al layer and
across the device under test (DUT) micro capacitors were much
greater than a commercial Pt NSMM probe [41–45]. The
measurement uncertainty was significantly reduced. It is
important to improve wear resistance during contact-mode
scanning. The high-intensitive of the defect-free nanowire
improved measurement repeatability and alleviated the need to
re-calibrate the system frequently because it keeps the tip radius
constant between the scans.

In Ref. 46, the authors reported a new type batch-processed
low impedance, well-shielded and sharp tips piezoresistive
cantilever probes for simultaneously topographical and
electrical scanning probe microscopy. The integration of a
piezo resistor on MIM probes is a challenging task [47–49].
The small resistance and capacitance, as well as the shielded

structure, ensure great electrical performance. High quality piezo
resistive topography and MIM images are simultaneously
obtained with the fabricated probes [50–52]. These novel
piezoresistive probes remarkably broaden MIM applications in
scientific and engineering research of new materials and
electronic devices by operating photosensitive samples with an
integrated feedback mechanism at low temperatures. The probes
show good piezoresistive topographic andMIM capability at both
room and cryogenic temperatures.

In Ref. 53, the main idea was to integrate a scanning
microwave microscope into a scanning electron microscope
and a focused ion beam (SEM/FIB) instrument for nanoscale
imaging, characterization, and manipulation. Scanning
electronics and microwave microscopy operated in an open-
source automation software environment [54]. The automated
operation of nanoobjects goes a step further with the
development of hybrid open-source microscope tools. This
scanning microwave microscope can image the terrain,
measure electromagnetic performance at microwave
frequencies, and manipulate the “sample under test.”

In Ref. 55, a simple and novel silicon donor nanostructure
design for scanning tunneling microscopy (STM) mode was
introduced to quantify the resolution limit of sMIM. The doping
pattern is buried under a protective silicon cap by a 10 nm
highly conductive silicon line and imaged with sMIM, which is
an ideal test for the resolution and sensitivity of sMIM
technology because it is made in nm resolution and can
reduce the complexity caused by terrain convolution [56–58].
sMIM has been identified as an excellent platform for studying
buried donor structures, opening up a field of research with
further advantages of this technology, such as monotonic signal
response. Looking ahead, sMIM is an ideal technique for
identifying buried-pattern devices and may allow for
quantified post-processing characterization of donor
structures, which may be an important tool for studying
atomic-level transistors and the latest quantum computing
solutions.

In Ref. 59, the format and overall performance of a fully
integrated CMOS-MEMS SMM were described particularly. A
measuring unit has been developed, constructed, and applied to
enhance the signal to noise ratio and maximize the sensitivity of

TABLE 1 | Summarization of different techniques for the improvement of MIM.

Indicator Different techniques Result

Sensitivity Fabrication in a GaN nanowire probe [40] Improve sensitivity and alleviate the need to re-calibrate the
system frequently

a fully integrated CMOS-MEMS SMM [59] Improve the signal to noise ratio and maximize the sensitivity
Resolution a silicon donor nanostructure design for STM [55] Quantify the resolution limit of sMIM
Wideband a piezoresistive cantilever with a low-impedance conduction line

to electrically-shielded tip [36]
Resolution of 3.5 nm in a measurement bandwidth from 1 HZ to
10 kHz

Measurement conditions a compact mode microwave impedance imaging [32] Tip wear and sample drag are greatly reduced
a novel batch-processed low impedance, well-shielded and sharp
tips piezoresistive cantilever probes [46]

MIM capability at both room and cryogenic temperatures

SMM integrated into a scanning electron microscope and a
focused ion beam (SEM/FIB) instrument [53]

The automated operation of nanoobjects goes a step further

FIGURE 6 | Block diagram of the SMM system.
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the CMOS-MEMS SMM system. The block diagram of the
complete SMM system includes the tip of the sample being
tested, the SMM device fabricated using CMOS-MEMS
technology, the matching network, and the measurement
circuit [60]. In this situation, an increase in sensitivity
means that for a given tip-sample impedance change, the
change in system output (Vout or S11 in Figure 6) will be
maximized. These experiments confirmed the workable of
SMM to reveal characteristics not detected using AFM.
These analyses are carried out on the new CMOS-MEMS
SMM system described in this paper to assist designers to
enhance the sensitivity of traditional SMM systems. The
analysis presented in this article applies not only to CMOS-
MEMS SMMs but to any kind of SMM.

Cutting-Edge Application of Microwave
Impedance Microscope
sMIM is a quantitative near-field tool [27, 28] that operates at a
high-frequency ∼ GHz range [28]. It can detect the electrical
properties of various samples and implement microwave
detection technology at a macro/nano scale, showing broad
application prospects. MIM has made rapid progress. With the
passing of the years, many people have participated in the
research of MIM application, and push the frontiers of MIM
further. MIM technology does not have limitations on the
dimensions of the sample as well as on its properties. It can
be widely used in semiconductors, insulators, metals, magnetic
materials, chemical molecules, and biological cells. In terms of
property measurement, it can measure the basic electrical
properties such as dielectric constant, conductance,
capacitance variation, and electronic inhomogeneity. Recent
applications of SMM are summarized in this section.

Quantitative Measurements of Nanoscale
Permittivity and Conductivity
In Ref. 61, the dielectric constant of materials including high-k
insulators can be quantitatively measured and the author
measured the approximate curve of an oscillating tip toward
bulk dielectric samples using the MIM. Unlike coplanar probes
with poor shielding capabilities, which sense a sample distance of
tens of microns, the shielding of the wire eliminates spurious
signals from the cantilever body and enables quantitative analysis
of tip-sample interactions. The approximation curve of the MIM-
C channel output can be accurately described by lumped element
FEA simulation using standard locking techniques. The peak
signal near the curve is a measure of the dielectric constant of the
sample and can be used to explore unknown bulk materials [61].
permit by using a large number of dielectrics and permittivity of
unknown materials.

In Ref. 62, the authors presented a rigorous modeling of
nanosized SMM probes and their electrodynamic interaction
with material samples at microwave frequencies [62]. They
concluded that the SMM had the potential for use as a
broadband dielectric spectroscopy operating at higher
frequencies up to THz [63, 64]. The numerical simulation is
carried out by the finite element method (FEM). They pointed
out that the quasi-static model was accurate in calculating the tip
sampling capacitance., and with the increase of frequency, the
accuracy of loss calculation decreased [65, 66]. Their simulations
show that the SMMs operating at higher frequency provides
greater sensitivity on the evaluation of dielectric loss.

In Ref. 67, the authors demonstrated theMIM experiments on a
static random-access memory (SRAM) sample to resolve the local
conductivity distribution. They showed the microwave imaging on
the staircase and SRAM samples in the linear impedance.While the
conventional SCM images match the nominal device structure, the
MIM images display certain unexpected features of the nominal

FIGURE 7 | Peak MIM-C signal in tip-sample approaching as a function
of the relative dielectric constant [61]. Reproduced with permission from Appl.
Phys. Lett. 93, 12 (2008). Copyright 2008 American Institute of Physics.

FIGURE 8 |Demodulated tip-sample admittance and the corresponding
MIM-Im AC signals as a function of the relative permittivity [69]. Reproduced
with permission from Rev. Sci. Instrum. 89, 4 (2018). Copyright 2018
American Institute of Physics.
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doping maps, which originate from a thin layer of the dopant ions
that go through protective layers during the ion-implantation
processes. Real-space mapping of doping concentration in
semiconductor devices is of great importance for the
microelectronic industry. Their technique can measure the
surface impedance by MIM and carry types by SCM. With
these capabilities, our technique clearly shows great potentials
for applications in the semiconductor industry.

In Ref. 68, the authors created a quantification scheme
extracting sample conductivity and permittivity from
admittance with only the use of the capacitive calibration die
provided by the instrument using simulations and MIM
measurements. The prediction was verified with a sample of
polytetrafluoroethylene (PTFE). They have provided with finite
element simulations the full tip-sample behavior as a function of
both permittivity and conductivity. They furthermore
demonstrated a method for extracting values of permittivity
from the contrast map under certain constraints for the
conductivity. Here they supply the full behavior for multiple
values of both parameters. MIM is a valuable technique that can
image admittance contrast with minimal sample preparation.

In Ref. 69, the authors reported a method for the quantitative
measurement of nanoscale dielectric constant and conductivity
using a tuning-fork (TF) based MIM. A tuning fork (TF) based
MIMwith an etchedmetal tip provides an excellent solution to tip
degradation problems. They further developed TF-MIM by using
drive amplitude modulation (DAM) mode, which provides
satisfactory stability for samples with rough surfaces. The
demodulated MIM AC signal was simulated by combining the
finite element analysis (FEA) of the leading sample admittance
with the Fourier transform of the real-time signal. The simulation
results agree well with the experimental data on bulk media and
working nanometer devices. This work shows that TF-MIM is an
effective tool for quantitative nanoscale imaging of electrical
properties in functional materials. Their work provides a
method to perform quantitative near-field microwave imaging,
where absolute signal levels can be easily construed as local
permittivity and conductivity [69].

FIGURE 9 | AFM-tip/sample capacitance and effective tip radius. [70] (A) Topographical image of the bare 10 nm stepped dielectric staircase structure. (B)
Corresponding PNA amplitude image with the different steps resolved (0 dB corresponds to the bare silicon surface, as seen at the far-right edge of the image). (C) The
PNA amplitudes were converted to capacitances and plotted concerning the x-coordinate of the white line in (B). (D) For each dielectric step, the capacitance was
determined using an area analysis and subsequent averaging of the PNA amplitude [70]. Reproduced with permission from Rev. Sci. Instrum. 81, 11 (2010).
Copyright 2010 American Institute of Physics.

FIGURE 10 | Simultaneously taken topography andMIM-C images of an
In2Se3 nanoribbon. [72] Reproduced with permission from Nano Lett. 9, 3
(2009). Copyright 2009 American Chemical Society.
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Capacitance Variation
In Ref. 70, this paper proposes a calibration method that can be
widely applied to SMM based on the study of the quantitative
dimension of dielectric constants of thin films using SMM. And
calibration procedures for nanoscale capacitance measurements
permit quantitative evaluation of material and device overall
performance in SMM measurements. Customized standard
samples, coupled with end-to-end interaction modeling and
thorough PNA data processing, make it possible to calibrate
SMM parameters, including calibration capacitance and
effective probe size. This quantitative information is
important to understand the response and conduct of
nanoscale systems, in particular when equipment
performance must be evaluated over its expected operating
frequency range. In order to determine the absolute
capacitance value by the PNA reflection amplitude, a
calibration pattern of quite a number sizes of conductive
gold pads on the SiO2 step shape used to be used.

In Ref. 71, the authors proposed a general method for
calculating the change in capacitance of a tip-sample in a
near-field scanning microwave microscope. This method can
accurately calculate the change in capacitance due to uneven
perturbations in insulated or conductive samples, which has been
verified by finite element analysis of commercial software and
experimental data from MIM. Furthermore, the method
presented in this paper also provides a rigorous framework to
solve the inverse problem, with great potential to increase the
resolution by deconvolution. This method can be applied directly
to scanning microscopes and saves a lot of time and memory. The
frame is suitable for a wide range of models. Regardless of tip
shape, sample type, and disturbing material, the results are very
accurate and can be applied to any tip shape, thick film, and
variations due to uneven disturbances.

Electronic Inhomogeneity
In Ref. 72, the authors reported the observation of electronic
inhomogeneity in indium selenide (In2Se3) nanoribbons by near-
field scanning MIM. Microwave probes compatible with atomic
force microscopy enable quantitative sub-surface electronics
research in a non-invasive manner. The large signal with
opposite signs recorded by the MIM most vividly displays the
phase change memory function of the In2Se3 devices. It is possible
to further implement the MIM as a spatially-resolved readout
instrument for memories with great resistivity changes [72]. MIM
cannot detect small topographic changes with phases changes,
but can directly measure local electronic properties and is more
sensitive to operations [73–76]. The author demonstrates that the
MIM can provide spatially resolved information when In2Se3
nano-devices are phase-switched by voltage pulses [72].

CONCLUSION

Near-field microscopy at microwave frequencies has attracted many
research interests in the past decades. MIM expands the scope of
local electrical characteristics testing. The MIM based on

microwave detection mainly uses microwave as the detection
source and obtains the information of the tiny electrical
parameters in the sample microregion in combination with
probe technology. The MIM probe is microfabricated on a
silicon nitride cantilever with a shielded metal trace and a Pt
tip deposited by a focused ion beam (FIB). Microwave
electronics can get the local information of these materials by
detecting the real and imaginary parts of the effective tip-sample
impedance, and microwave electronics output as MIM-R and
MIM-C signals [72]. Therefore, we believe that MIM can
provide a powerful and versatile tool to study nanoscale
dielectric inhomogeneities in a non-invasive manner [72].
This paper reviews developments and recent progress in
MIM and discusses both MIM limitations and advantages, as
well as the opportunities for further research into the subject of
near-field measurement. This paper also seeks to raise
awareness regarding the need for more research into the
existing near-field microwave microscopy in order to address
the limitations of MIM.

The MIM has been successfully used to obtain calibrated
values of relevant physical quantities, such as capacitance,
complex impedance and resistance, and surface localized
physical sample properties (electric permittivity, dopant
density, and resistivity) with nanoscale spatial resolution. In a
hot research field, MIM plays important roles in the detection of
various electrical properties of samples. In addition, the MIM can
also work at room temperature, low temperature, vacuum, and
magnetic field, which greatly improves the measurement range
and the feasibility of operating in multiple environments.

However, the geometry of the tip is limited to a few specific
types. The finished nib is almost impossible to have a strictly
regular shape in practice. For near-field microscope in the
microwave state, few theoretical works focus on specific
designs presented. As with any artifact, due to the disturbance
caused by the probe, the measurement component of the
microwave signal and the image deconvolution has not been
attracted much attention. With the development of microwave
near-field microscopy, these voids will be filled in time [14]. At
the same time, the preparation of the scale and the durability of
the probe are long-term topics.
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A Dual-Band Dual-Polarized
Omnidirectional Antenna
Hui Gu†, Lei Ge*† and Jihong Zhang†

Shenzhen University, Shenzhen, China

A dual-band dual-polarized omnidirectional antenna is investigated. The two bands are
generated by a lower circular patch and an upper circular patch, respectively. A set of
conductive vias and a coupled ring are utilized to widen the antenna bandwidth. Curved
branches are introduced to contribute to circularly polarized radiation. A prototype was
designed, fabricated and measured to demonstrate the performance of the antenna.
Measured results show that an overlapped bandwidth of 15% from 2.22 to 2.58 GHz for
both S11 ≤ −10 dB and axial ratio ≤3 dB is obtained in the low band, and an impedance
bandwidth of 11.1% from 5.63 to 6.29 GHz is achieved in the high band. Measured peak
gains are approximately 4.3 dBic and 5.4 dBi at two bands. Moreover, omnidirectional
radiation patterns are also obtained within the operating band.

Keywords: antenna, dual-band antenna, circularly polarized and linearly polarized, omnidirectional radiation, patch
antenna

INTRODUCTION

Recently, circularly polarized (CP) omnidirectional antennas are of great interest since they can
effectively reduce multipath effects, enhance the stability of wireless communication systems and
provide a wide signal coverage. Therefore, a large number of efforts have been put into developing CP
omnidirectional antennas [1–8]. In Ref. 1, by introducing shorting vias and vortex slots into a
monopolar patch antenna, omnidirectional radiation patterns and wide axial ratio (AR) bandwidth
were achieved. Based on dielectric resonator antennas, the designs presented in Refs. 2 and 3 could
achieve AR bandwidths of 25.4 and 54.9%, respectively. However, the aforementioned designs all had
profiles of more than 0.1λ0, which are not appropriate for space-limited applications. Patch antennas
have advantages of low profile and simple structures, and are therefore suitable for designing CP
omnidirectional antennas [4–8]. For instance, in Refs. 4–6, the antennas loaded with curved branches
owned profiles of lower than 0.07λ0 and AR bandwidths of more than 14%. In Refs. 7 and 8, by
cutting slits on radiating patches and ground planes, CP omnidirectional radiation performances
were obtained and the antenna heights were only 0.028 and 0.026λ0, respectively.

With the blooming of wireless technologies, antennas with more than one operating band are
becoming more and more necessary to satisfy various wireless standards. In Ref. 9, a dual-band CP
omnidirectional antenna was proposed. By combining a dielectric resonator antenna and a patch antenna
together, the design was able to realize AR bandwidths of 3.16 and 5.06% at two bands, separately. In Ref.
10, by utilizing a stacked-patch configuration, a dual-band frequency reconfigurable antenna was
presented. In addition, based on artificial μ-negative transmission lines, a dual-band CP antenna was
investigated in Ref. 11. As it is known, CP antennas are required for global positioning systems, satellite
communications and linearly polarized antennas are needed for lots of other commercial applications.
But few published designs are able to offer dual-band omnidirectional antennas with different
polarization states in the two frequency bands. In Ref. 12, a dual-band dual-polarized antenna was
proposed. Omnidirectional circular polarization is achieved in the low band and omnidirectional linear
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polarization is obtained in the high band. In Ref. 13, a dual-band
antennawith different polarization and radiation properties over two
bands for vehicular communications is presented. However, the AR
bandwidth of the designs [12, 13] is too narrow to satisfy themodern
wireless systems.

In this paper, a dual-band dual-polarized omnidirectional
antenna is presented. The two bands are generated by two
circular patches, separately. By adding a set of conductive vias
and a coupled ring, the antenna bandwidths are enhanced
significantly [14, 15]. Owing to the introduction of curved
branches, a current loop can be formed to provide
horizontally polarized field. Together with the vertically
polarized field created by the lower circular patch, a CP
omnidirectional radiation can be generated in the low band.
To verify the design idea, a prototype was designed, fabricated
and measured. Both simulated and measured results reveal that
wide bandwidths, omnidirectional circular polarization and
omnidirectional linear polarization can be achieved.

ANTENNA GEOMETRY AND OPERATING
PRINCIPLE

Antenna Geometry
Figure 1 shows the geometry of the proposed dual-band dual-
polarized omnidirectional antenna and the detailed
dimensions are listed in Table 1. As shown in Figure 1, the
proposed antenna is mainly composed of an upper circular
patch, an annular ring, a lower circular patch, a set of
conductive vias, a ground plane, six curved branches and a
coaxial probe. The upper circular patch is printed on the top of
Substrate 1 (Taconic RF-30, thickness � 1 mm, εr � 3.0) and the
annular ring is concentrically placed around the upper circular
patch. The lower circular patch and the ground plane are
printed on the top and bottom surfaces of Substrate 2 (Rogers
5,870, thickness � 3.175 mm, εr � 2.33). In order to excite two
circular patches simultaneously to achieve a dual-band
property, a clearance hole with a radius of 2.5 mm is etched
in the center of the lower circular patch. In this way, the upper
circular patch is directly fed by the inner conductor of the
coaxial probe and the lower circular patch is fed by the
coupling with the clearance hole. As a result, the design is
able to operate at two bands. In addition, a set of N conductive
vias (N � 15) are used to short the lower circular patch to the
ground plane and six curved branches are loaded around the
ground plane to contribute CP radiation in the low band.

Operating Principle
As previously stated, by adding the annular ring and a set of
conductive vias into the antenna structure, antenna bandwidths
can be enhanced dramatically. The curved branches are used to
contribute CP radiation. Therefore, in this part, principles of the
annular ring, the conductive vias and the curved branches will be
further discussed.

FIGURE 1 | Geometry of the proposed dual-band dual-polarized
omnidirectional antenna: (A) Top view of Substrate 1; (B) Top view of
Substrate 2; (C) Bottom view of Substrate 2; (D) Side view.

TABLE 1 | Dimensions of the proposed antenna.

Parameters R1 R2 R3 R4 R5

Values/mm 17 17.3 29.3 48.3 0.7
Parameters Rg Rs L1 L2 a0
Values/mm 43.6 90 35.2 40.1 30.7
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In this design, the annular ring is concentrically placed around the
upper circular patch. In consequence, when the upper circular patch
is fed, the annular ring can be excited simultaneously by energy
coupling. By tuning the radius of the upper circular patch, the size of
the annular ring and the distance between them, their resonant
frequencies can be moved in proximity to each other. Hence, a wide
impedance bandwidth can be obtained in the high band.

As illustrated in Ref. 15, a non-zero resonant frequency of
TM01 mode can be created due to the loading of conductive vias.
Together with the well-known TM02mode generated by the lower
circular patch, a wide impedance bandwidth can be realized then.
The number, radius, and location of the conductive vias have
effect on impedance matching of the antenna, and these
parameters can be determined based on the design guideline
given in Ref. 15.

As it is known, CP radiation requires two orthogonal electric
fields with an equal amplitude and 90° phase difference. In this
design, TMmn mode (m � 0, n � 1, 2) is generated by the vias-
loaded lower circular patch, leading to vertically polarized
electric field Eθ. And the introduction of curved branches can
form a current loop around the ground plane, leading to
horizontally polarized electric field Eφ. When these two
orthogonal fields have an equal amplitude and a quadrature
phase difference, CP radiation is achieved in the far field.
Figure 2 gives the simulated current distribution on the
lower circular patch and the ground plane at 2.4 GHz. It is
seen that an equivalent vertical current formed by the circular

patch and a current loop formed by the curved branch on the
ground plane are excited simultaneously. Hence, circular
polarization is achieved.

RESULTS

To verify the proposed design, a fully functional prototype shown
in Figure 3 was fabricated and measured. Ansys HFSS, a vector

FIGURE 2 | Simulated current distribution on the lower circular patch and ground plane.

FIGURE 3 | Photograph of the proposed antenna.

FIGURE 4 | Simulated and measured S-parameters and ARs: (A) low
band; (B) high band.
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network analyzer and a near-field measurement system were used
to obtain the simulated and measured results.

Simulated and measured S-parameters and axial ratios (ARs)
of the proposed antenna are given in Figure 4. From the figure, it
can be seen that the measured impedance bandwidths for S11 ≤
−10 dB are from 2.2 to 2.62 GHz in the low band and from 5.63 to
6.29 GHz in the high band, which agree well with the simulated
results. The measured AR bandwidth for AR ≤ 3 dB is from 2.22
to 2.58 GHz. Therefore, the effective bandwidths of the proposed
design are from 2.22 to 2.58 GHz and 5.63–6.29 GHz at two
bands, respectively. Figure 5 shows the simulated and measured
peak gains of the proposed antenna. The measured peak gains are
approximately 4.3 dBic in the low band and 5.4 dBi in the high
band. The discrepancies between the simulated and measured
gains are mainly due to the fabrication tolerances and imperfect
measurement system.

The simulated andmeasured radiation patterns in the azimuth
plane (θ � 30°) and elevation plane (φ � 0°) at 2.35, 2.55 and
5.9 GHz are depicted in Figure 6. The measured radiation
patterns are in well agreement with simulations. In the low
band, omnidirectional radiation patterns can be observed and

the left-hand (LH) CP fields are almost 15 dB stronger than the
right-hand (RH) CP fields at θ � 30° and the whole azimuth plane,
demonstrating LHCP radiation is achieved in the far field of the
proposed design. In the high band, omnidirectional radiation
patterns are also obtained and the cross-polarization levels are
lower than −15 dB compared with the co-polarization
counterpart in both planes. In consequence, a dual-band and
dual-polarized antenna with well-controlled omnidirectional
radiation patterns is realized in this design.

CONCLUSION

In this paper, a low-profile dual-band dual-polarized
omnidirectional antenna has been proposed. A prototype was
constructed and measured to demonstrate the antenna

FIGURE 5 | Simulated and measured antenna gains: (A) low band; (B)
high band.

FIGURE 6 | Simulated and measured radiation patterns: (A) 2.35 GHz;
(B) 2.55 GHz; (C) 5.9 GHz.
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performance. The proposed antenna can achieve bandwidths of 15
and 11.1%, gains of approximately 4.3 dBic and 5.4 dBi at two bands,
respectively. Besides, omnidirectional radiations with low cross-
polarization levels can also be obtained. With these properties,
the proposed antenna shows superiorities over the reported
designs and is attractive for indoor communication systems.
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Multi-view clustering has been deeply explored since the compatible and complementary
information among views can be well captured. Recently, the low-rank tensor
representation-based methods have effectively improved the clustering performance by
exploring high-order correlations between multiple views. However, most of them often
express the low-rank structure of the self-representative tensor by the sum of unfolded
matrix nuclear norms, which may cause the loss of information in the tensor structure. In
addition, the amount of effective information in all views is not consistent, and it is
unreasonable to treat their contribution to clustering equally. To address the above
issues, we propose a novel weighted low-rank tensor representation (WLRTR) method
for multi-view subspace clustering, which encodes the low-rank structure of the
representation tensor through Tucker decomposition and weights the core tensor to
retain the main information of the views. Under the augmented Lagrangian method
framework, an iterative algorithm is designed to solve the WLRTR method. Numerical
studies on four real databases have proved thatWLRTR is superior to eight state-of-the-art
clustering methods.

Keywords: clustering, low-rank tensor representation, subspace clustering, tucker decomposition, multi-view
clustering

INTRODUCTION

The advance of information technology has unleashed a multi-view feature deluge, which allows data
to be described by multiple views. For example, an article can be expressed in multiple languages; an
image can be characterized by colors, edges, and textures. Multi-view features not only contain
compatible information, but also provide complementary information, which boost the performance
of data analysis. Recently, [1] applied multi-view binary learning to obtain the supplementary
information frommultiple views. [2] proposed a kernelized multi-view subspace analysis method via
self-weighted learning. Due to the lack of label, clustering using multiple views has become a popular
research direction [3].

A large number of clustering methods have been developed in the past several decades. The most
classic clustering method is the k-means method [4–6]. However, it cannot guarantee the accuracy of
clustering since it is based on the distance of the original features and them are easily affected by
outliers and noises. Many researchers have pointed out that the subspace clustering method can
effectively overcome the above problem. As a promising technique, subspace clustering aims to find
clusters within different subspaces by the assumption that each data point can be represented as a
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linear combination of the other samples [7]. The subspace
clustering-basaed methods can be roughly divided into three
types: matrix factorization methods [8–11], statistical methods
[12] and spectral clustering methods [7,13,14]. The matrix
factorization-based subspace clustering methods perform low-
rank matrix factorization on the data matrix to achieve clustering,
but they are only suitable for noise-free data matrices and thus
loss of generalization. Although the statistical-based subspace
clustering methods can clearly deal with the influence of outliers
or noise, their clustering performance is also affected by the
number of subspaces, which hinders their practical applications.
At present, the spectral clustering-based subspace clustering
methods are widely used because they can well deal with high-
dimensional data with noise and outliers. Among them, two
representative examples includes sparse subspace clustering
(SSC) [13] and low-rank representation (LRR) [7] by
obtaining a sparse or low-rank linear representation of
datasets, respectively. When encountering multi-view features,
SSC and LRR can not well discover the high correlation among
them. To overcome this limitation, Xia et al. [15] applied LRR for
multi-view clustering to learn a low-rank transition probability
matrix as the input of the standard Markov chain clustering
method. Taking the different types of noise in samples into
account, Najafi et al. [16] combined the low-rank
approximation with error learning to eliminate noise and
outliers. The work in [17] used low-rank and sparse
constraints for multi-view clustering simultaneously. One
common limitation of them is that the above methods only
capture the pairwise correlation between different views.
Considering the possible high-order correlation of multiple
views, Zhang et al. [3] proposed a low-rank tensor constraint-
regularied multi-view subspace clustering method. The study in
[18] was inspired by [3] to introduce Hyper-Laplacian constraint
to preserve the geometric structure of the data. Compared with
most matrix-based methods [15,17], the tensor-based multi-view
clustering methods have achieved satisfactory results, which
demonstrates that the high-order correlation of the data is
indispensable. The above methods impose the low-rank
constraint on the constructed self-representative tensor
through the unfolding matrix nuclear norm. Unfortunately,
this rank-sum tensor norm lacks a clear physical meaning for
general tensor [19].

In this paper, we proposed the weighted low-rank tensor
representation (WLRTR) method for multi-view subspace
clustering. Similar to the above tensor-based methods [3,18],
WLRTR still stacks the self-representation matrices of all views
into a representation tensor, and then applies low-rank constraint
on it to obtain the high-order correlation among multiple views.
Different from them, we exploits the classic Tucker
decomposition to encode the low-rank property, which
decomposes the representation tensor into one core tensor and
three factor matrices. Considering that the information contained
in different views may be partially different, and the
complementary information between views contributes
differently to clustering, the proposed WLRTR treats the
singular values differently to improve the capability. The main
contributions of this paper are summarized as follows:

(1) We propose a weighted low-rank tensor representation
(WLRTR) method for multi-view subspace clustering, in
which all representation matrices are stored as a
representation tensor with two spatial and one view modes.

(2) Tucker decomposition is used to calculate the core tensor for
the representation tensor and the low-rank constraints are
applied to capture high-order correlation among multiple
views and remove redundant information. WLRTR assigns
different weights on the singular values in the core tensor to
differently treat singular values.

(3) Based on the augmented Lagrangian multiplier method, we
design an iterative algorithm to solve the proposed WLRTR
model, and conduct experiments on four challenging
databases to verify the superiority of WLRTR method over
eight state-of-the-art single-view and multi-view clustering
methods.

The remainder of this paper is organized as follows. Section 2
summarizes the notations, basic definitions and related content of
subspace clustering involved in this paper. In Section 3, we
introduce the proposed WLRTR model, and design an
iterative algorithm to solve it. Extensive experiments and
model analysis are reported in Section 4. The conclusion of this
paper is summarized in Section 5.

RELATED WORKS

In this section, we aim to introduce the notations, basic
definitions through this paper and the framework of subspace
clustering methods.

Notations
For a third-order tensor, we represent it using bold calligraphy
letter (e.g.,X ). The matrices and vectors are represented by upper
case letters (e.g., X) and lower case letters (e.g., x), respectively.
The elements of tensor and matrix are defined as X ijk and xij,
respectively. The l2,1 norm of matrix X is defined as

||X||2,1 � ∑
i

������∑
j
|xij|2

√
� ∑

j

∣∣∣∣∣∣∣∣xj∣∣∣∣∣∣∣∣2, where xj represents the j-th

column vector of X. The Frobenius norm of X is defined as
||X||F �

������∑
ij
|xij|2

√
. We denote the i-th horizontal, lateral and

frontal slice by X(i, :, :), X(:, i, :), X(:, :, i). The Frobenius norm
and L1 norm of tensor are ||X ||F �

�������∑
ijk
|X ijk|2

√
and ||X ||1 � ∑

i,j,k
|X ijk|.

For 3 −mode tensor X ∈ Rn1×n2×n3, the Tucker decomposition of X
is X � S ×1 U1 ×2 U2 ×3 U3. S ∈ Rn1×n2×n3 is the core tensor and
Ui ∈ Rni×ni (i � 1, 2, 3) is the orthogonal factor matrix. The Tucker
decomposition will be exploited to depict the low-rank property of the
representation tensor.

Subspace Clustering
Subspace clustering is an effective method for processing high-
dimensional data clustering. It divides the original feature space
into several subspaces and then imposes constraints on each
subspace to construct the similarity matrix. Suppose X �
[x1, x2,/, xn] ∈ Rd×n is a feature matrix with n samples, and
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d represents the dimension of one sample. The subspace
clustering model based on LRR is expressed as follows:

min
Z,E

||Z||* + β||E||2,1
s.t. X � XZ + E,

(1)

where ||Z||* denotes the nuclear norm (sum of all singular values
of Z). This model has achieved the promising clustering effect,
because the self-representation matrix Z represents the
correlation between samples, which is convenient to obtain the

final similarity matrix C � |Z|+|ZT |
2 . However, the above LRR

method is only suitable for single-view clustering. For the

dataset {X(v)}Vv�1 with V views, the effective single-view
clustering method is usually extended to multi-view clustering:

min
Z,E(v)

||Z||* + β∑V
v�1

∣∣∣∣∣∣∣∣E(v)∣∣∣∣∣∣∣∣2,1
s.t. X(v) � X(v)Z + E(v), (v � 1, 2,/,V),

(2)

The LRR-based multi-view method not only improves the
accuracy of clustering, but also detects outliers from multiple
angles [20]. However, with the increase of feature views, the above
models will inevitably suffer from information loss when fusing
high-dimensional data views. It is urgent to explore efficient
clustering methods.

WEIGHTED LOW-RANK TENSOR
REPRESENTATION MODEL

In this section, we first introduce an existing tensor-based multi-
view clustering method, and then propose a novel weighted low-
rank tensor representation (WLRTR) method. Finally, the
WLRTR is solved by the augmented Lagrangian multiplier
(ALM) method.

Model Formulation
In order to make full use of the compatible and complementary
information among multiple views, Zhang et al. [3] used LRR to
perform tensor-based multi-view clustering. The main process is
to stack the self-representation matrix of each view as a frontal
slice of the third-order representation tensor which is imposed
low-rank constraint. The whole model is formulated as follows

min
Z,E

||Z||* + β||E||2,1
s.t. X(v) � X(v)Z(v) + E(v), (v � 1, 2,/,V),
Z � Φ(Z(1),Z(2),/,Z(V)), E � [E(1); E(2);/; E(V)], (3)

where the tensor nuclear norm is directly extended from the

matrix nuclear norm: ||Z||* � ∑3
m�1

ξm
����Z(m)

����
p
, Z(m) is the

unfolding matrix along the m-th mode, ξm is a constant that

satisfies ∑3
m�1

ξm � 1, ξm > 0. However, this rank-sum tensor norm

lacks a clear physical meaning for general tensor [19]. In
addition, the meaningful information contained in each view
is not completely equal, so it is unreasonable to use the same

weight to penalize the singular values of Z(m) in the tensor
nuclear norm. In order to overcome these limitations, we
propose a novel weighted low-rank tensor representation
(WLRTR) method, which uses Tucker decomposition to
simplify the calculation of the tensor nuclear norm and
assigns different weights to the core tensor to take advantage
of the main information in different views. The proposed
WLRTR is formulated as:

min
Z,S,E,U1 ,U2 ,U3

||Z − S ×1 U1 ×2 U2 ×3 U3||2F + α||ω+S||1 + β||E||2,1
s.t. X(v) � X(v)Z(v) + E(v), (v � 1, 2,/,V),
Z � Φ(Z(1),Z(2),/,Z(V)), E � [E(1); E(2);/; E(V)],

(4)

where ω � c/|σ(Z)| + ϵ, c and ϵ are constants. α and β are two
nonnegative parameters. The WLRTR model consists of three
parts: the first term obtains the core tensor through Tucker
decomposition; the second term weights the core tensor to
preserve the main feature information, and uses the l1 norm
to encode the low-rank structure of the self-representing tensor;
since the errors are specific with respect to samples, the third term
uses the l2,1 norm to encourage columns sparse and eliminate
noise and outliers.

Optimization of WLRTR
In this section, we aim to use the ALM to solve the proposed
WLRTR model in Eq. 4. Since the variable Z is involved in
the objective function and constraint conditions, it is
difficult to directly solve the proposed WLRTR model. To
solve this problem, we use the variable-splitting technique
and introduce one auxiliary tensor variable Y. Therefore, the
Eq. 4 can be transformed into the following formulation:

min
Z,S,E,U1 ,U2 ,U3

||Z − S ×1 U1 ×2 U2 ×3 U3||2F + α||ω+S||1 + β||E||2,1
s.t. X(v) � X(v)Y(v) + E(v), (v � 1, 2,/,V),
Z � Φ(Z(1),Z(2),/,Z(V)), E � [E(1); E(2);/; E(V)],Z � Y.

(5)

Correspondingly, the augmented Lagrangian function of
constrained model in Eq. 5 is obtained by

L(Z,Y,S,E;U1,U2,U3,Θ,Π, ρ)�||Z − S ×1 U1 ×2 U2 ×3 U3||2F + α||ω+S||1+

β||E||2,1 + ρ

2
⎛⎝∑V

v�1

���������X(v) − X(v)Y(v) − E(v) + Θ(v)

ρ

��������
2

F

+
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣Z − Y + Π

ρ

∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣2F⎞⎠,

(6)

where Θ and Π are the Lagrange multipliers. ρ> 0 is the penalty
parameter. Then, each variable is updated iteratively by fixing the
other variables. The detailed iteration procedure is shown as
follows:
Update self-representation tensor Z: When other variables are
fixed, Z can be updated by

Z* � arg min
Z

||Z − S ×1 U1 ×2 U2 ×3 U3||2F +
ρ

2
(∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣Z − Y + Π

ρ

∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣2F).
(7)
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By setting the derivative of Eq. 7 with respect to Z to zero,
we have

Z* � 2S ×1 U1 ×2 U2 ×3 U3 + ρY − Π
2 + ρ

. (8)

Update auxiliary variable Y(v): Update auxiliary variable Y(v)
with fixed residual variables is equivalent to optimizing

Y(v)* � arg min
Y(v)

ρ

2
(∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣X(v) − X(v)Y(v) − E(v) + Θv

ρ

∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣2
F

+
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣Z(v) − Y(v) + Π(v)

ρ

∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣2F).

(9)

The closed-form of Y(v)* can be calculated by setting the
derivative of Eq. 9 to zero

Y(v)* � (ρI + ρX(v)TX(v))− 1 × (ρX(v)TX(v) − ρX(v)TE(v) + X(v)TΘv

+ ρZ(v) + Π(v)).
(10)

Update core tensor S: By fixing other variables, the subproblem
of updating S can be written as follows

Sp� arg min
S

||Z − S ×1 U1 ×2 U2 ×3 U3||2F + α||ω+S||1. (11)

According to [21], the Eq.(11) can be rewritten as

Sp � arg min
S

||S −O||2F + α||ω+S||1, (12)

where O � Z ×1 UT
1 ×2 UT

2 ×3 UT
3 . The closed solution S* is as

follows

S* � sign(O)max(|O| − ωα/2, 0). (13)

Update error matrix E: Similar to the subproblemsZ ,Y(v) and
S, the subproblem E is expressed as:

E* � arg min
E

β||E||2,1 + ρ

2
⎛⎝∑M

v�1

∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣X(v) − X(v)Y(v) − E(v) + Θ(v)

ρ

∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣2
F

⎞⎠
� arg min

E

β

ρ
||E||2,1 + 1

2
||E − F||2F ,

(14)

where F represents the matrix that vertically concatenates the
matrix X(v) − X(v)Y(v) + (1/ρ)Θv along the column. The j-th
column of optimal solution E* can be obtained by

E*(:, j) � ⎧⎪⎪⎪⎨⎪⎪⎪⎩
‖F(:, j)‖2 − β

ρ

‖F(:, j)‖2 F(:, j), if
β

ρ
< ‖F(:, j)‖2;

0, otherwise.

(15)

Update Lagrangian multipliers Θ,Π and penalty parameter ρ:
The Lagrangian multipliersΘ,Π and the penalty parameter ρ can
be updated by

Θvp � Θv + ρ(X(v) − X(v)Y(v) − E(v));
Πp � Π + ρ(Z − Y);
ρp � min{λpρ, ρmax}, (16)

where λ> 0 is to facilitate the convergence speed [22]. In order to
increase ρ, we set β � 1.5. ρmax is the max value of the penalty
parameter ρ. The WLRTR algorithm is summarized in
Algorithm 1.

Algorithm 1: WLRTR for multi-view subspace clustering
Input: multi-view features {X(v), v � 1, 2,/,V} ; parameter

α, λ, c;
Initialize: Z, S, E, Θ1, Π1 initialized to 0; ρ1 � 10− 3, β � 1.5,

tol � 10− 7, t � 1;
1: while not converged do
2: Update Zt+1 according to Eq. 8;
3: Update Y(v)

t+1 according to Eq. 10;
4: Update St+1 according to Eq. 13;
5: Update Et+1 according to Eq. 15;
6: Update Θ(v)

t+1, Πt+1, and ρt+1 according to Eqs. 16;
7: Check the convergence condition:
8:

∣∣∣∣∣∣∣∣X(v) − X(v)Y(v) − E(v)∣∣∣∣∣∣∣∣∞ ≤ tol,
∣∣∣∣∣∣∣∣Y(v) − Z(v)∣∣∣∣∣∣∣∣∞ ≤ tol;

9: end while
Output: Z* and Y*.

EXPERIMENTAL RESULTS

In this section, we conduct experiments on four real databases
and compare with eight state-of-the-art methods to verify the
effectiveness of the proposed WLRTR. In addition, we reported a
detailed analysis of the parameter selection and convergence
performance of the proposed WLRTR method.

Experimental settings

(1) Datasets: We evaluate the performance of WLRTR on three
categories of databases: news stories (BBC4view, BBCSport),
face images (ORL), handwritten digits (UCI-3views).
BBC4view contains 685 documents and BBCSport consists
of 544 documents, which belong to 5 clusters. We use 4 and 2
features to construct multi-view data, respectively. ORL
includes 400 face images with 40 clusters. We use 3
features for clustering on ORL database, i.e., 4096d
(dimension, d) intensity, 3304d LBP, and 6750d Gabor.
UCI-3views includes 2000 instance with 10 clusters. For
UCI-3views database, we adopted the 240d Fourier
coefficients, the 76d pixel averages and the 6d
morphological features to construct 3 views. Some examples
of ORL and UCI-3views are shown in Figure 1. Table 1
summarizes the statistic information of these four databases.

(2) Compared methods: We compared WLRTR with eight
state-of-the-art methods, including three single-view
clustering methods and five multi-view clustering
methods. Single-view clustering methods: SSC [13], LRR
[7] and LSR [23], which use nuclear norm, l1 norm and
least squares regression to learn a self-representing matrix,
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respectively. Multi-view clustering methods: RMSC [15]:
RMSC utilized the low-rank and sparse matrix
decomposition to learn the shared transition probability
matrix; LT-MSC [3]: LT-MSC is the first tensor-based
multi-view clustering by the tensor nuclear norm constraint
to learn a representation tensor; MLAN [24]: MLAN
performed clustering and local structure learning using
adaptive neighbors simultaneously; GMC [25]: GMC is a
graph-based multi-view clustering method; AWP [26]:
AWP is a multi-view clustering via adaptively weighted
procrustes. SMSC [27]: SMSC used non-negative
embedding and spectral embedding for multi-view clustering.

(3) Evaluation metrics: We exploit six popular clustering
metrics, including, accuracy (ACC), normalized mutual
information (NMI), adjusted rank index (AR), F-score,
Precision and Recall to comprehensively evaluate the
clustering performance. The closer the values of all
evaluation metrics are to 1, the better the clustering
results are. We run 10 trials for each experiment and
report its average performance.

Experimental Results
Tables 2–5 report the clustering performance of all comparison
methods on the four databases. The best results are highlighted in
bold and the second best results are underlined. From four tables,
we can draw the following conclusions: Overall, the proposed
WLRTR method has achieved better or comparable clustering
results on all databases over all competing methods. Especially
on the BBC4view database, WLRTR method outperforms all
competing methods on six metrics. As for the ACC metric, the
proposed WLRTR is higher than all methods on all datasets. In
particular, WLRTR method shows better results than single-view
clustering methods: SSC, LRR, LSR in most cases. This is because
the multi-view clustering methods fully capture the complementary
information among multiple views. The above conclusions have
verified the effectiveness of the proposed WLRTR method.

On the ORL database, the proposed WLRTR and LT-MSC
methods have the best clustering effect among all the comparison
methods. This shows that the tensor-based clustering methods can
well explore the high-order correlation of multi-view features.
Compared with LT-MSC method, WLRTR has improved ACC,

FIGURE 1 | Samples of (A) ORL and (B) UCI-3views databases.

TABLE 1 | Information of four real multi-view databases.

Categories Databases Instance Cluster View 1 View 2 View 3 View 4 View 5

BBC4view 685 5 4659d 4633d 4655d 4684d —

News stories BBCSport 544 5 3183d 3203d — — —

Face images ORL 400 40 4096d 3304d 6750d — —

Handwritten Digits UCI-3views 2000 10 240d 76d 6d — —

TABLE 2 | Clustering results on ORL database.

Method ACC NMI AR F-score Precision Recall

SSC 0.765 ± 0.008 0.893 ± 0.007 0.694 ± 0.013 0.682 ± 0.012 0.673 ± 0.007 0.764 ± 0.005
LRR 0.773 ± 0.003 0.895 ± 0.006 0.724 ± 0.020 0.731 ± 0.004 0.701 ± 0.001 0.754 ± 0.002
LSR 0.787 ± 0.029 0.904 ± 0.010 0.719 ± 0.026 0.726 ± 0.025 0.684 ± 0.029 0.774 ± 0.024
RMSC 0.723 ± 0.007 0.872 ± 0.012 0.645 ± 0.003 0.654 ± 0.007 0.607 ± 0.009 0.709 ± 0.004
LT-MSC 0.795 ± 0.007 0.930 ± 0.003 0.750 ± 0.003 0.768 ± 0.004 0.766 ± 0.009 0.837 ± 0.005
MLAN 0.705 ± 0.022 0.854 ± 0.018 0.384 ± 0.010 0.376 ± 0.015 0.254 ± 0.021 0.721 ± 0.020
GMC 0.633 ± 0.000 0.857 ± 0.000 0.337 ± 0.000 0.360 ± 0.000 0.232 ± 0.000 0.801 ± 0.000
AWP 0.753 ± 0.000 0.908 ± 0.000 0.697 ± 0.000 0.705 ± 0.000 0.615 ± 0.000 0.824 ± 0.000
SMSC 0.728 ± 0.000 0.885 ± 0.000 0.660 ± 0.000 0.669 ± 0.000 0.601 ± 0.000 0.755 ± 0.000
WLRTR 0.846 ± 0.019 0.920 ± 0.007 0.776 ± 0.016 0.781 ± 0.016 0.751 ± 0.022 0.815 ± 0.010
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AR and F-score metrics by 5.1, 2.6, and 1.3%, respectively. The
main reason is thatWLRTR takes the different contribution of each
view to the construction of the affinity matrix into consideration,
and assigns weights to it to retain important information. On the
other hand, WLRTR uses Tucker decomposition technology to
impose low-rank constraints on the core tensor instead of directly
calculating the tensor nuclear norm based on the matrix.

On UCI-3views and BBCSport databases, although MLAN is
better than WLRTR in some metrics, the clustering results of
MLAN on different databases are unstable, and even lower than
all single-view clustering methods on ORL database. In addition,
we can find that the results of the recently proposed GMCmethod
on the four databases cannot achieve satisfactory performance.
The reason may be the graph-based clustering methods: MLAN
and GMCusually use the original features to construct the affinity
matrix, however, the original features usually are destroyed by
noise and outliers.

Model Analysis
In this section, we conduct the parameter selection and
convergence analysis of the proposed WLRTR method.

Parameter Selection
We perform experiments on ORL and BBCSport databases to
investigate the influence of three parameters, i.e., α, β and c for the
proposed WLRTR method, where parameters α and β are
empirically selected from [0.001, 0.1] and c is selected from
[0.01, 0.2]. The influence of α and β on ACC is shown in the
first column of Figure 2. After fixing c, we find that when α is set to
a larger value, WLRTR can achieve the best result, which shows
that noise has a greater impact on clustering. Similarly, we fix the
parameters α and λ to analyze the influence of c onACC. As shown
in the second column of Figure 2, for the ORL database, when
c � 0.2, ACC reaches the maximum value. For the BBCSport
database, the value of ACC has a peak at c � 0.04, and when c

TABLE 4 | Clustering results on BBC4view database.

Method ACC NMI AR F-score Precision Recall

SSC 0.660 ± 0.002 0.494 ± 0.005 0.470 ± 0.001 0.599 ± 0.001 0.578 ± 0.001 0.622 ± 0.001
LRR 0.802 ± 0.000 0.568 ± 0.000 0.621 ± 0.000 0.712 ± 0.000 0.697 ± 0.000 0.727 ± 0.000
LSR 0.815 ± 0.001 0.589 ± 0.001 0.608 ± 0.002 0.699 ± 0.001 0.701 ± 0.001 0.697 ± 0.001
RMSC 0.775 ± 0.003 0.616 ± 0.004 0.560 ± 0.002 0.656 ± 0.002 0.703 ± 0.003 0.616 ± 0.001
LT-MSC 0.591 ± 0.000 0.442 ± 0.005 0.400 ± 0.001 0.546 ± 0.000 0.525 ± 0.000 0.570 ± 0.001
MLAN 0.853 ± 0.007 0.698 ± 0.010 0.716 ± 0.005 0.783 ± 0.004 0.776 ± 0.003 0.790 ± 0.004
GMC 0.693 ± 0.000 0.563 ± 0.000 0.479 ± 0.000 0.633 ± 0.000 0.501 ± 0.000 0.860 ± 0.000
AWP 0.904 ± 0.000 0.761 ± 0.000 0.797 ± 0.000 0.845 ± 0.000 0.838 ± 0.000 0.851 ± 0.000
SMSC 0.816 ± 0.000 0.601 ± 0.000 0.608 ± 0.000 0.709 ± 0.000 0.648 ± 0.000 0.781 ± 0.000
WLRTR 0.931 ± 0.003 0.805 ± 0.001 0.851 ± 0.002 0.886 ± 0.002 0.885 ± 0.001 0.887 ± 0.002

TABLE 5 | Clustering results on BBCSport database.

Method ACC NMI AR F-score Precision Recall

SSC 0.627 ± 0.003 0.534 ± 0.008 0.364 ± 0.007 0.565 ± 0.005 0.427 ± 0.004 0.834 ± 0.004
LRR 0.836 ± 0.001 0.698 ± 0.002 0.705 ± 0.001 0.776 ± 0.001 0.768 ± 0.001 0.784 ± 0.001
LSR 0.846 ± 0.002 0.629 ± 0.002 0.625 ± 0.003 0.719 ± 0.001 0.685 ± 0.002 0.756 ± 0.001
RMSC 0.826 ± 0.001 0.666 ± 0.001 0.637 ± 0.001 0.719 ± 0.001 0.766 ± 0.001 0.677 ± 0.001
LT-MSC 0.460 ± 0.046 0.222 ± 0.028 0.167 ± 0.043 0.428 ± 0.014 0.328 ± 0.028 0.629 ± 0.053
MLAN 0.721 ± 0.000 0.779 ± 0.000 0.591 ± 0.000 0.714 ± 0.000 0.567 ± 0.000 0.962 ± 0.000
GMC 0.807 ± 0.000 0.760 ± 0.000 0.722 ± 0.000 0.794 ± 0.000 0.727 ± 0.000 0.875 ± 0.000
AWP 0.809 ± 0.000 0.723 ± 0.000 0.726 ± 0.000 0.796 ± 0.000 0.743 ± 0.000 0.857 ± 0.000
SMSC 0.787 ± 0.000 0.715 ± 0.000 0.679 ± 0.000 0.762 ± 0.000 0.701 ± 0.000 0.835 ± 0.000
WLRTR 0.880 ± 0.002 0.736 ± 0.002 0.747 ± 0.001 0.806 ± 0.001 0.822 ± 0.001 0.791 ± 0.001

TABLE 3 | Clustering results on UCI-3views database.

Method ACC NMI AR F-score Precision Recall

SSC 0.815 ± 0.011 0.840 ± 0.001 0.770 ± 0.005 0.794 ± 0.004 0.747 ± 0.010 0.848 ± 0.004
LRR 0.871 ± 0.001 0.768 ± 0.002 0.736 ± 0.002 0.763 ± 0.002 0.759 ± 0.002 0.767 ± 0.002
LSR 0.819 ± 0.000 0.863 ± 0.000 0.787 ± 0.000 0.810 ± 0.000 0.756 ± 0.000 0.872 ± 0.000
RMSC 0.915 ± 0.024 0.822 ± 0.008 0.789 ± 0.014 0.811 ± 0.012 0.797 ± 0.017 0.826 ± 0.006
LT-MSC 0.803 ± 0.001 0.775 ± 0.001 0.725 ± 0.001 0.753 ± 0.001 0.739 ± 0.001 0.767 ± 0.001
MLAN 0.874 ± 0.000 0.910 ± 0.000 0.847 ± 0.000 0.864 ± 0.000 0.797 ± 0.000 0.943 ± 0.000
GMC 0.736 ± 0.000 0.815 ± 0.000 0.678 ± 0.000 0.713 ± 0.000 0.644 ± 0.000 0.799 ± 0.000
AWP 0.806 ± 0.000 0.842 ± 0.000 0.759 ± 0.000 0.785 ± 0.000 0.734 ± 0.000 0.842 ± 0.000
SMSC 0.734 ± 0.000 0.779 ± 0.000 0.666 ± 0.000 0.700 ± 0.000 0.700 ± 0.000 0.734 ± 0.000
WLRTR 0.917 ± 0.001 0.846 ± 0.001 0.828 ± 0.001 0.845 ± 0.001 0.842 ± 0.001 0.848 ± 0.001
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becomes larger, the value of ACC decreases. The results show that c
is very important for the weight distribution of the core tensor.

Numerical Convergence
This subsection investigates the numerical convergence of the
proposed WLRTR method. Figure 3 shows the iterative error
curves on the ORL and BBCSport databases. The iterative error
is calculated by

∣∣∣∣∣∣∣∣X(v) − X(v)Y(v) − E(v)∣∣∣∣∣∣∣∣∞ and
∣∣∣∣∣∣∣∣Y(v) − Z(v)∣∣∣∣∣∣∣∣∞.

One can be seen that the error curves gradually decrease with the
increase of iterations and the error are close to 0 after 25 iterations. In
addition, the error curves stabilized only after a few fluctuations. The
above conclusions show that the proposed WLRTR method has

strong numerical convergence and the similar conclusions can be
obtained on the BBC4view and UCI-3views databases.

CONCLUSION AND FUTURE WORK

In this paper, we developed a novel clustering method called weighted
low-rank tensor representation (WLRTR) for multi-view subspace
clustering. The main advantage of WLRTR is to encode the low-rank
structure of the tensor through Tucker decomposition and l1 norm,
avoiding the error in calculating the tensor nuclear normwith the sum
of nuclear norms of the unfolded matrices, and assigning different
weights to the core tensor to exploit the main feature information of

FIGURE 2 | ACC versus different values of parameters α and β (left), and parameter c (right) on (A) ORL and (B) BBCSport.

FIGURE 3 | Errors versus iterations on (A) ORL and (B) BBCSport databases.
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the views. In addition, the l2,1 norm is used to remove sample-specific
noise and outliers. Extensive experimental results showed that the
proposed WLRTR method has promising clustering performance. In
future work, we will further explore the structural information
representing tensors and use other tensor decomposition to
improve the performance of multi-view clustering.
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SPICE Behaviors of Double Memristor
Circuits Using Cosine Window
Function
Kai-Da Xu1,2, Donghao Li3, Yannan Jiang4* and Qiang Chen2

1School of Information and Communications Engineering, Xi’an Jiaotong University, Xi’an, China, 2Department of
Communications Engineering, Graduate School of Engineering, Tohoku University, Sendai, Japan, 3Department of Electronic
Science, Xiamen University, Xiamen, China, 4Key Laboratory of Cognitive Radio and Information Processing (Ministry of
Education), Guilin University of Electronic Technology, Guilin, China

In this paper, a Hewlett-Packard (HP) memristor model with a new window function and its
versatile characteristics are presented. SPICE behaviors of the linear and nonlinear
memristor model are studied through PSpice simulation. High flexibility is
demonstrated for emulating the behaviors of the practical HP memristors.
Furthermore, the characteristics of the composite SPICE behaviors are both
investigated when two memristors are connected in series and in parallel. The polarity
of each memristor is also taken into consideration. The relationships among flux, charge,
voltage, current, and memristance of the double memristor circuits are simulated and
analyzed.

Keywords: memristive devices, memristor circuits, simulation program with integrated circuit emphasis model,
window function, memristor

1 INTRODUCTION

There are three fundamental two-terminal passive circuit elements, i.e., resistors R, capacitors
C and inductors L, which can be found and introduced from any basic circuit books. Chua first
theoretically postulated the existence of the fourth passive electrical circuit element in 1971
[1], named as memristor, whose memristance (i.e., an acronym for memory resistance) M can
be defined by the relation of magnetic flux φ and electrical charge q, namely, M � dφ/dq.
Together with the definitions of three commonly used basic circuit elements R, C and L, and
definitions of the electric current and Faraday’s law, memristance closes the loop among four
variables v, i, φ and q with six equations. Under the linear situation of memristor,M is seen as a
constant and memristance is the same as the resistance. In fact, the memristance depends on
the amount of charge that passed through the memristor, resembling a resistor with time-
varying resistance.

No great progress was developed in the research field of memristor until the group of Williams at
Hewlett-Packard (HP) lab successfully fabricated the first nanoscale memristive device based on
titanium dioxide thin film in 2008 [2]. Since then, many researchers or scholars have focused on the
memristor research [3–7] and its numerous potential applications in nonvolatile random access
memories [8, 9], neuromorphic systems [10, 11], chaotic circuits [12], reconfigurable logics [13, 14]
and RF/microwave devices [15, 16].
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In order to emulate these memristor applications, various
memristor nonlinear drift models using SPICE have been
presented before fabricated realization [17–24]. Window
functions need to be used to tackle the boundary
conditions of the memristors [17–22]. In ref. 17, a
switching window function was proposed, where the
current i is involved, but it has limited scalability. Two
different window functions were presented to mimic
nonlinear effects in refs. 18 and 20. However, as the
boundary between the doped and undoped layers
approaches either end of the memristive device, it cannot
be excited by external stimulus. In refs. 20 and 22, the
piecewise functions were utilized to construct the window
functions, which were relatively complicated when applying
in the memristive devices.

In this paper, a memristor model using a new window
function, called cosine window function, is proposed along
with its versatile characteristics. To illustrate the significance
of the proposed window function, main characteristics of
state-of-the-art ones in recent years are listed in Table 1 for
comparisons. Then, the SPICE behaviors of the linear and
nonlinear memristor model are investigated through PSpice
simulation. Furthermore, the characteristics of the composite
SPICE behaviors are both studied when two memristors are
connected in series and in parallel. The relationships among
flux, charge, voltage, current, and memristance are simulated and
analyzed using PSpice.

2 MEMRISTOR MODEL USING COSINE
WINDOW FUNCTION

The concept of memristive devices or systems was generalized by
Chua and Kang using the following equations [25],

v(t) � M(x(t), i(t)) · i(t) (1)

dx(t)
dt

� f (x(t), i(t)) (2)

where v is the voltage, i is the current, and M(x(t), i(t)) is the
instantaneous memristance that depends on the internal state
variable x and current i of the memristor. The state variable x,
ranging from 0 to 1, is the normalized width of the memristor
doped region x(t) � w(t)/D, with D being the whole switching
bilayer thickness of the memristor, as seen in Figure 1.

At time t, the width of the doped region w depends on the
amount of charge that passed through the memristor. Thus, the
time derivative of w is proportional to the current i, which can be
expressed by

dw(t)
dt

� μv
RON

D
i(t) (3)

where μv is the average dopant mobility, RON denotes the low
resistance at high dopant concentration region. If we set
k � μvRON /D2, Eq. 3 can be changed as follows,

dx(t)
dt

� k · i(t) (4)

The Eqs. 3, 4 is actually an expression of a linear drift model of
memristor, but it does not take the boundary effects of the
memristor into account. Nonlinear dopant drift phenomena
exist at the boundaries of the physically realized nanoscale
memristor, therefore, an appropriate window function f(x)
need to be introduced in ref. 4, i.e.,

dx(t)
dt

� k · f (x) · i(t) (5)

where f(x) ensures zero drift at the boundaries, i.e., f (0) �
f (1) � 0.

On the other hand, the memristance can be expressed by

M � RON · x(t) + ROFF(1 − x(t)) (6)

TABLE 1 | Comparisons of some reported window function in memristor models.

Function Strukov
ref. 2

Biolek
ref. 17

Joglekar
ref. 18

Prodromakis
ref. 19

Yu ref.
20

Zha ref.
21

Tukey
ref. 22

Proposed

Symmetric Yes Yes Yes Yes Yes Yes Yes Yes
Resolve boundary conditions Yes Discontinuities Yes Yes Yes Discontinuities Yes Yes
Impose non-linear drift over entire D Yes Yes Yes Yes Yes Yes Yes Yes
Linkage with linear dopant drift
model

No Yes Yes Yes Yes Yes Yes Yes

Scalable 0 ≤ fmax(x) ≤ 1 No Limited No Yes No Yes Yes Yes
Flexibility (control parameter) No Yes Yes Yes Yes Yes Yes Yes

FIGURE 1 | Memristor model and symbol.

Frontiers in Physics | www.frontiersin.org March 2021 | Volume 9 | Article 6487372

Xu et al. SPICE Behaviors of Memristor Circuits

28

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


where ROFF denotes the high resistance at low dopant
concentration region. In this paper, a new cosine window
function is proposed as follows,

f (x) � 1 − (cos(πx))20·p (7)

where p is the control parameter. This new and simple cosine
window function is demonstrated in Figure 2 for various values
of p. As the parameter p rises, a unity window function f(x) will
occur, and thus the model tends to a linear model. Here, the
parameter p is set with a large range of variation, because the
cosine window function is not changed significantly near the
region of boundary.

Using this new cosine window function, the behaviors of the
memristor can be observed in Figures 3–6 with versatile
characteristics. Here, we set RON� 100Ω, ROFF� 16 kΩ, w0 �
5 nm, D � 10 nm, and μv � 10–14 m2/Vs, thus the initial state
variable x0 is equal to 0.5 at t � 0. When the voltage biased at two
sides of memristor is set as v(t) � sin(2πt), i.e., the frequency of
the AC voltage f � 1 Hz, the calculated dynamical properties of
the normalized doped state variable x(t)with different values of p
are illustrated in Figure 3A. For instance, when p � 16, the state
variable periodically saturates between the normalized boundary
“1” from 0.295 + N to 0.705 + N s, where N is a natural number
starting from 0. On the other hand, according to (6), the curves of
the corresponding memristances can be obtained as seen in
Figure 3B. When the memristor biased voltage is set as
v(t) � −sin(2πt), the calculated dynamical properties of the
normalized doped state variable x(t) with different values of p
is shown in Figure 3C, and the corresponding memristance
curves are plotted in Figure 3D.

Actually, the minimum state variable x(t) corresponding to
maximum memristance is dependent on the frequency of the
biased AC voltage. From Figure 3C, we can see that the state
variable does not arrive the normalized boundary “0”. Through
decreasing the frequency of the biased voltage, two edge states,
i.e., saturation (w � D) and depletion (w � 0), can be reached

FIGURE 2 | Proposed window function versus state variable with
various p.

A

B

C

D

FIGURE 3 | Time dependence of (A) the state variable and (B)
memristance with voltage sinusoidal stimulus of v(t) � sin(2πt), and (C)
the state variable and (D) memristance with voltage sinusoidal stimulus of
v(t) � −sin(2πt) for various p.
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when the memristor device is biased with positive voltage
sinusoidal stimulus and reversed polarity stimulus,
respectively. Figure 4 shows the influence of the frequency
variation of the biased voltage on the state variable x and
memristance M. As the frequency of the AC voltage f
decreases from 1 Hz to 1/3 Hz, the minimum value of state

A

B

FIGURE 4 | Influence of the frequency variation of the biased voltage on
the time-varying (A) state variable and (B) memristance.
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FIGURE 5 | Calculated i-v characteristic of our proposed memristor with
p � 8. The inset is the nonlinear single-valued function between charge and
magnetic flux.

FIGURE 6 | Calculated log(i)-v curves of our proposed memristor with
various p. * Memristor Model.

FIGURE 7 | SPICE code of memristor subcircuit for use in PSpice.
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variable x will approach 0 and the corresponding maximum
memristance will be 16 kΩ, under the condition of p � 8.

Figure 5 illustrates a nonlinear calculated current-voltage (i-v)
curve with p set as 8, where a periodic pinched hysteresis loop
with hard switching emerges. This memristive model has zero-
crossing property in a form of i-v Lissajous figure, which
represents no current through the system when the voltage

value is zero. Figure 6 shows the versatility of our model,
where the i-v characteristic curves are plotted for eight
different values of p. This model demonstrates high flexibility
for emulating the behaviors of the practical HP memristors,
which can be beneficial in characterizing memristive devices
before fabrication.

3 SPICE BEHAVIORS OF DOUBLE
MEMRISTOR CIRCUITS

The HP memristor model using cosine window function and
its characteristics have been addressed in the above section.
To further investigate the relationships among charge, flux,
and memristance of composite memristors connected in
different topologies, simulated SPICE behaviors of single
and double memristor circuits will be presented in details in
this section.

3.1 SPICE Behaviors of Single Memristor
The single memristor circuit using the above-mentioned cosine
window function has been proposed, and the corresponding
SPICE code was written for use in PSpice [26], as seen in
Figure 7. The single memristor’s SPICE behaviors can be seen
in Figures 8, 9, 10, where the initial state of the linear and
nonlinear memristor models are both M(0) � 15.9 kΩ with a
sinusoidal input signal of v(t) � Vm sin(2πt). The behaviors in
Figures 9, 10 are plotted together with those of two serial
memristor circuits for comparisons, which will be introduced
in subsection B.

As shown in Figure 8A, when the value of p increases, the
curves of the nonlinear models will be toward that of linear
model, which means that the nonlinearity will be weakened. At
the middle area of the whole charging process, the slopes of all the
curves with various p are identical including that of the linear
model. In Figure 8B, as the value of p increases for a fixed
electrical charge, the magnetic flux will decrease, i.e., the
nonlinearity will be weakened.

3.2 SPICE Behaviors of Two Serial
Memristor Circuits
Then, we construct a circuit with two nonlinear memristors
(p � 8), in series with same polarities in PSpice as shown in

A

B

FIGURE 8 | (A) Memristance versus charge curves and (B) flux versus
charge curves for the linear and nonlinear model of memristor.

FIGURE 9 | Two serial memristor circuits with (A) same polarities, and (B) opposite polarities.
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Figure 11A. The initial states of these two memristors are both
M(0) � 11.25 kΩ. Due to the movement of the doping ions caused
by the bias voltage, the memristance associated with the doping
boundary in the HPmodel definition will be changed accordingly.
Therefore, when the magnitude Vm of the sinusoidal input signal

v(t) � Vm sin(2πt) is positive, the memristance will keep
decreasing, and vice versa. Simultaneously, the value of Vm

will influence the migration rate of doping ions.
Figure 9A shows the relationships between voltage and

current of the single memristor (M1 or M2) and two serial

A

B

C

FIGURE 10 | (A) Current versus voltage curves, (B)memristance versus
charge curves, and (C) flux versus charge curves of the single memristor and
two memristors in series with opposite polarities.

A

B

C

FIGURE 11 | (A) Current versus voltage curves, (B)memristance versus
charge curves, and (C) flux versus charge curves of the single memristor and
twomemristors in series with same polarities.
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memristors with same polarities in Figure 11A, where the
magnitude of the sinusoidal input signal Vm � 2.3V. Due to
the two memristors connected in series, equal current flows
through both memristors. Therefore, the behaviors of each
single memristor are identical. Moreover, the applied voltage is
distributed across each memristor identically at any instant of
time due to same polarities of these two memristors M1 and M2.
Consequently, the slope of pinched hysteresis loop of the
composite memristor circuit is half of that of the single
memristor.

Figures 9B,C illustrate the curves of memristance versus
charge (M-q) and flux versus charge (φ-q), respectively. In
Figure 9B, the stored charge q in the memristor will be
gradually increased as the memristance M decreases. The slope
of the M-q curve of the single memristor is half of that of the
composite memristor circuit. Meanwhile, the memristance M of
the single memristor is always half of that of the composite
memristor circuit at any time. When the memristance M
decreases to the value of RON , namely, approaching the doping
boundary of the memristor at high dopant concentration region,
it will keep “ON” of this memristor even if the charge increases.
Similarly, the slope of the φ-q curve of the single memristor is also
half of that of the composite memristor circuit, as shown in
Figure 9C.

For a two-serial-memristor circuit with opposite polarities in
PSpice shown in Figure 11B, the current versus voltage curves of
the individual memristors and two serial memristors are plotted
in Figure 10A. The initial states of the two memristances are both
set asM(0) � 11.25 kΩ in PSpice software. In contrast to the case
of the same polarities in Figures 9A, 10A has three separate
hysteresis loops, denoting the individual memristor M1, M2 and
composite M of the two memristors. Due to the two memristors
connected with opposite polarities, they have the opposite
variations. The specific expression is that when the
memristance M1 decreases, the other memristance M2 will
increase, and vice versa.

Figure 10B shows the relationship between memristance and
charge. The initial memristances of M1 and M2 are both M(0) �
11.25 kΩ. Therefore, the memristance of composite M is 22.5 kΩ
at first. In the linear region, the amplitude changes of the two
memristors are identical, but the trends are opposite. Therefore,
the memristance of composite M remains unchanged. When the
shift is close to the boundary, memristors are in the nonlinear

region. Thus, the memristance of composite M will decrease
accordingly. This phenomenon is caused from the boundary
effects in physical memristor model. At this time, the two
memristors reach the minimum and maximum memristances,
respectively, resulting in the composite memristance of
approximately 16 kΩ. For the relationship between flux and
charge in Figure 10C, it is also different from that of
Figure 9C. The magnetic fluxes of M1 and M2 are not the
same any more due to the two memristors connected with
opposite polarities. In Figure 10C, the slope of composite flux
in black is always equal to the arithmetic sum of the two slopes of
individual memristor fluxes. Moreover, the composite flux is
varied more linearly as a function of charge, compared with
those of the individual memristor fluxes.

3.3 SPICE Behaviors of Two Parallel
Memristor Circuits
Similarly, the parallel circuits of two nonlinear memristors (p � 8)
are constructed in PSpice, where the initial states of the
memristiors are M1(0) � M2 (0) � 11.25 kΩ. Since the two
memristors are connected in parallel with same and opposite
polarities as shown in Figures 12A,B, respectively, equal voltage
passes through the two memristors, where the magnitude Vm of
the sinusoidal input signal is set as 1.15V.

The relationships between voltage and current of the single
memristor (M1 or M2) and two memristors in parallel with
same polarities are shown in Figure 13A. Since the initial states
of the two memristors are identical, the applied voltage is
distributed across each memristor equally at any instant of
time. Hence, the behaviors of each single memristor are
identical. In addition, the slope of pinched hysteresis loop of
the composite memristor circuit is twice as big as that of the
single memristor.

Figure 13B exhibits the variations of memristance versus flux
(M-φ). In contrast to composite memristor circuit in series, the
memristance of composite memristor circuit in parallel is half of
that of the individual memristor at any instant of flux. As the
memristance decreases, the magnetic flux will rise accordingly
and its variations (i.e., slopes) for single memristor and composite
memristor circuit are both increasingly large until the
memristance reaches the minimum value. Figure 13C plots
the charge versus flux (q-φ) curves of the single memristor

FIGURE 12 | Two parallel memristor circuits with (A) same polarities, and (B) opposite polarities.
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and two memristors in parallel with same polarities. Seen from
Figure 13C, the slope of the q-φ curve of the single memristor is
also half of that of the composite memristor circuit.

For a double memristor circuit connected in parallel with
opposite polarities shown in Figure 12B, the curves of current
versus voltage are plotted in Figure 14A. It has three different
hysteresis loops in contrast to the case of the same polarities in

A

B

C

FIGURE 13 | (A) Current versus voltage curves, (B)memristance versus
flux curves, and (C) charge versus flux curves of the single memristor and two
memristors in parallel with same polarities.

A

B

C

FIGURE 14 | (A) Current versus voltage curves, (B)memristance versus
flux curves, and (C) charge versus flux curves of the single memristor and two
memristors in parallel with opposite polarities.
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Figure 13A. The inset of Figure 14A shows that the curve of M2

has a relatively linear hysteresis loop compared with those of the
other two. However, the composite current is always equal to the
sum of the individual branch currents of the two memristors at
any time whatever the applied voltage is.

The curves of memristance versus flux (M-φ) and charge
versus flux (q-φ) are plotted in Figures 14B,C, respectively. As
seen in Figure 14B, the variation trends of the two individual
memristors M1 and M2 are opposite, due to opposite polarities
of these two memristors. Additionally, the composite
memristance is always lower than the memristance of each
single memristor at any time. Seen from Figure 14C, it can be
found that the q-φ curves of the two individual memristors with
opposite polarities are symmetrical about the initial origin
point. Moreover, the slope of composite charge is always
equal to the arithmetic sum of the two slopes of individual
memristor charges.

4 CONCLUSION

A new window function has been created and applied into the
HP memristor model in this paper. To validate its advantages,
versatile characteristics and SPICE behaviors of the memristor
have been demonstrated. Moreover, we also investigate the
composite SPICE behaviors when two memristors are
connected in series and in parallel with same or opposite
polarities, and make comparisons with those of the
individual memristors. Their relationships among flux,

charge, voltage, current, and memristance are analyzed using
PSpice simulation.
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This paper proposes a free space optical communication (FSO) receivier system with

adaptive alignment based on pure phase holographic imaging. During the frame header

transmission period, the optical phased array in this system performs specific holographic

imaging on the receiving plane, which assist the system to undergo beam alignment.

The system model has been built in this work, along with the receiving signal expression.

Based on the physical model, we propose an algorithm for positioning calibration and the

circuitous phased encoding for improvement of imaging quality and algorithm complexity.

Keywords: adaptive optical receiver, free space optical communication, holographic imaging, circuitous phased

encoding, positioning calibration

1. INTRODUCTION

With the increasing demand for spectrum resources, optical communication has become an
indispensable part of future communication systems. Traditional optical communication is mainly
oriented to long-distance transmission scenarios for point-to-point users, and relies on the direct
link [1–4]. Therefore, its receiver does not require high beam alignment, which is only limited
to the correction of natural jitter. However, with the introduction of concepts, such as optical
mobile communications and intelligent reflecting surfaces, many studies have tried to apply optical
communications to mobile multi-user scenarios [5–9]. This directly leads to an increasing demand
for receiver alignment accuracy. Therefore, an optical receiver that can be adaptively aligned is very
important for the development of optical communications. In Kiasaleh [10], performance of the
proposed optimum receiver is assessed in terms of the overall bit error rate. In Zhou et al. [11], a
novel scheme of adaptive dispersion equalization, which supports parallel processing, is proposed.
Kobayashi et al. [12] develop a 2.5 Gb/s optical receiver with an adaptive decision threshold
detection scheme. In Mai and Kim [13], two adaptive beam control techniques have been studied
and the author built an alignment system on both the receiving end and the transmitting end, which
further improves the alignment accuracy. Although there are many FSO adaptively calibrated
receivers in the existing work, most of them require a feedback link between the transmitter and
the receiver and are based on a mechanical structure, which has low accuracy and is easy to tear.
Our optical phase control array (OPA) adjustment method based on the pure phase holographic
imaging, its complexity mainly depends on the imaging holographic conversion algorithm, whose
liquid crystal cell is very stable. In addition, the entire receiver can remain macroscopically static
and its weight is very small.

In He et al. [14], wave front sensor-less adaptive optics (AO) technology is used to compensate
wave front distortions caused by atmospheric turbulences. A hybrid method by a suitable
combination of stochastic parallel gradient descent (SPGD) algorithm has been propsed. For FSO
systems, whether it is a fading compensation algorithm or a calibration algorithm, the complexity
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of the algorithm seriously affects the performance of the system.
Therefore, people are constantly optimizing the algorithm in the
system to increase the computing speed [15–17]. In this work, we
use circuitous phased encoding for accurate alignment to reduce
the complexity of image and hologram conversion, which further
increases the calculation speed and reduces handling delays.

This paper presents a free space optical communication
(FSO) receiver with adaptive alignment based on pure phase
holographic imaging. The receiver system consists of a traditional
FSO receiver, an optical phased array and optical components.
In the transmission stage of the frame header, the OPA utilizes
holographic projection to jointly determine the relative position
of the optical beam and the receiver, thus making corresponding
adjustments. After that, the information part of the optical
signal is directly transmitted to the calibrated receiver. The
contributions of this work are as follows:

• This paper designs an optical receiver that can be self-
adaptively aligned. Compared with the existing adaptive
optical receiver controlled by mechanical steering gear, its
signal receiving process is divided into two stages, namely, the
optical signal irradiating on the OPA and the OPA aligning the
signal to the center of the receiver.

• This system uses the holographic imaging technology of the
optical phased array to assist positioning. In the frame header
transmission stage of the optical signal, the OPA illuminates
a specific pattern to the receiver. The spatial distribution of
the light amplitude of the pattern is uneven, and the light
intensity of different coordinates is different. Therefore, the
receiver can determine the relative position between itself and
the optical signal according to the received optical power, and
feed it back to the OPA. OPA makes fine adjustments based
on the feedback information to align the center of the beam
with the center of the receiver. Compared with the method
using multiple light sources for positioning, this solution does
not require redundant signal transmission at the transmitting
end. At the same time, the system does not need to add a new
feedback link at the transmitter and receiver, thereby reducing
the complexity of the system.

The rest of this paper is organized as follows: In section 2,
we propose the model of the system. The receiving signal and
the corresponding channel fading are analyzed. In section 3,
an algorithm for positioning calibration with OPA is proposed.
In section 4, The circuitous phased encoding is utilized in the
system for improving the quality of the recovered light field and
decreasing the algorithm complexity. Section 6 draws conclusion.

2. SYSTEM MODEL

2.1. Overview of the Adaptive Receiver
System
As shown in Figure 1, the receiver system consists of a
transmissive OPA, lens system and optical receiver (photodiode
or coherent receiver). The base station directly transmits the
optical signal to the OPA. The OPA adjust the beam for aiming
at the center of the receiver. The optical signal contains the

FIGURE 1 | Structure of FSO receiver system with adaptive alignment.

FIGURE 2 | Construction of data frame.

frame header and the data part, as shown in Figure 2. The data
frame header can be an unmodulated uniform light field, which
is used to generate a specific pattern with OPA. The light intensity
of this pattern obeys a specific distribution to ensure that the
light intensity received by the receiver at different positions is
completely different. Therefore, the receiver can feed back its
location to the OPA according to the received light intensity.
Before analyzing the specific control method of the system, we
need to model the signal received by the receiver.

2.2. Receiving Signal and Channel
Modeling
We utilize intensity-modulation/direct detection (IM/DD) with
on-off keying (OOK) modulation in this system. The receiving
signal can be presented as

y = √
γ hx+ n (1)

where n denotes the Gaussian noise with variance of σ 2
n andmean

of zero;
√

γ = Pt is the transmit intensity for x = 1; h is the
channel fading, where

h = GtGrLpLahahp (2)
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FIGURE 3 | Structure of the optical phased array.

where Gt ,Gr , Lp, La, ha, hp are the transmitting optics gain,
receiving gain, propagation loss, atmospherical power loss, the
turbulence-induced intensity fading, the pointing error-induced
intensity fading, respectively [1, 2, 18]. We can have Gt = 16

θ2
b

,

where θb is the diffraction-limited beam angle; Gr = 4πA
λ2

, where
A is the normal receving area and λ is the wavelength; Lp =

λ2

(4πd)2
, where d is the distance from the transmitter and receiver;

La = e−σpd, where σp is the extinction loss coefficient of the
channel in reciprocal distance units. hp is the channel fading
caused by the deviation of the beam center from the receiver
center, which can be reduced by adaptive adjustment of the
receiver. Since hp is one of the most important factors affecting
the performance of the receiving signal, the alignment of the
optical signal is meaningful for the communication system.

Then the channel fading can be expressed as

h =
4Aeσpd

πd2θ2
d

hahp (3)

where 4Aeσpd

πd2θ2
d

are constants, ha, hp are random variables that

affecting the system’s small-scale fading.

3. ADAPTIVE ALIGNMENT WITH OPTICAL
PHASED ARRAY

The device for both optical imaging and fine-tuning in this
system is the OPA. Therefore, OPA is the core of the system and
we need to design its adjustment method. Figure 3 shows the
structure of the OPA. We assume that there are M × N phased
units in OPA. Each unit can be regarded as a square with the
side length of d. The spacing between units is δd. The amplitude

function of the light field through the OPA t(x, y) is

t(x, y) = i(x, y)a(x, y) { rect(
x

d
,
y

d
)⊗ q(x, y)+

[ rect(
x

1d
,
y

1d
)− rect(

x

d
,
y

d
) ]⊗ p(x, y) } ,

(4)

where i(x, y) is the light field irradiated on the OPA, rect(.)
is the rectangular function, ⊗ is the convolution operation,
a(x,y), q(x,y), and p(x,y) are

a(x, y) = rect

(

x

M
′
1d

,
y

N
′
1d

)

= rect

(

x

M
′
1d

)

rect

(

y

N
′
1d

)

,

(5)

q(x, y) = eiϕ
M

′−1
∑

m=0

N
′−1

∑

n=0

δ(x−m1d, y− n1d), (6)

p(x, y) = eiϕc
M

′−1
∑

m=0

N
′−1

∑

n=0

δ(x−m1d, y− n1d), (7)

where ϕ is the phase shift superimposed on the OPA unit, ϕc is
the phase shift superposed on the gaps between OPA units. Since
the light field modulated by OPA needs to pass through a lens
group to restore the desired light field, the light field needs to
undergo optical Fourier transform. The reconstructed light field
amplitude distribution function T(u, v) is the Fourier transform
of the original OPA’s reflectivity function t(x, y), that is T(u, v) =
F

{

t(x, y)
}

, where F {} is the Fourier transform. Incorporating (4),
we can obtain

T (u, v) = I(u, v)A (u, v) ⊗
{

d2sinc(ud, vd)Q(u, v)

+
[

1d2sinc(u1d, v1d)− d2sinc(ud, vd)
]

P(u, v)
}

,
(8)

where

A (u, v) = F
{

a(x, y)
}

,

sinc(u, v) =
sin(πu)

πu

sin(πv)

πv
,

Q(u, v) = F
{

exp(iϕ)
}

⊗
∞
∑

m,n=−∞
δ

(

u−
m

1d
, v−

n

1d

)

,

P(u, v) = F
{

exp(iϕc)
}

⊗
∞
∑

m,n=−∞
δ

(

u−
m

1d
, v−

n

1d

)

.

(9)

The OPA control signal is the ϕ on each phased unit. According
to the (8), when we determine the desired light field T(u, v),
we can inversely deduce the OPA reflectivity function t(x, y),
thereby determining the phase distribution of units ϕ on the
OPA. Therefore, whether it is to perform holographic projection
at the frame head or adjust the position of the beam in the
frame header stage, we only need to edit T(u, v) and substitue
it into (8). Assume that the receiving area of the photodiode is
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S. In the stage of frame header transmission, the holographic
imaging we design needs to cover the maximum range of
OPA beam deflection. Moreover, the design of the holographic
imaging needs to ensure that when the center of the diode
is at different coordinates, the light intensity on the area S is
different. Thus, we can confirm the coordinates of the receiver
center in the OPA projection plane according to the feedback
path of the photodiode. In the data transmission stage, we
can set T(u, v) as a tiny spot at the center coordinates of the
receiver. However, the Fourier holographic algorithm of this
scheme has high computational complexity and low imaging
quality. Therefore, in this system, we should use circuitous
phased encoding to improve imaging quality and reduce
algorithm complexity.

4. CIRCUITOUS PHASED ENCODING FOR
ACCURATE ALIGNMENT

Encoding is to convert the complex amplitude distribution of the
sampled image into the transmittance function of the computed
hologram, so that it can improve imaging quality and reduce
algorithm complexity.

Suppose we want to encode a complex function

F (u) = M (u) eiφ(u) (10)

where F(u) represents the phase distribution function of the
spatial frequency u. M(u) represents the amplitude information
we want to encode. Assuming that the optical field transfer
function is a pure phase function, since the approximate
power loss in free space is 0. Then the expected optical
field function is

T(u) = eiM(u)φ(u) (11)

In order to restore the image through the lens, we need to encode
the transfer function in the form of Fourier series, namely

T(u) =
∞
∑

n=−∞
Tn(u)e

inφ(u) (12)

In the above formula, the coefficient is

Tn(u) = ei(n−M(u))π sin
{

π
[

n−M(u)
]}

π
[

n−M(u)
] (13)

The n-order expansion in the function formula can be interpreted
as forming different diffraction orders. So this function not only
encodes the phase distribution, but also encodes the amplitude
information within the coefficients. Among them, n = 0
and n = 1 are the two most important levels. The first
diffraction order (n = 1) reproduces the original phase function
F(u), and is amplitude modulated according to it. Then we
can reproduce any desired complex transfer function with the
first diffraction order. However, due to the sinc function in,
the amplitude function M(u) will be distorted to a certain

extent. To solve it, we will multiply the complex conjugate
of the exponential factor, i.e., keep the sinc function part,
and obtain

T
′
1(u) =

sin
{

π
[

1−M(u)
]}

π
[

1−M(u)
] (14)

Then we compensate for the distortion generated by the
sinc function, construct a distortion compensation look-
up table, and build the distortion modulation function
accordingly. In the end we can get an ideal distortion-free
function, namely

T
′′
1 (u) =

sin
{

π

[

1−M
′′
(u)

]}

π
[

1−M
′′
(u)

] = M(u) (15)

Compared with the Fourier holography reconstruction before
the improvement, the holographic imaging under this encoding
method has higher quality of the recovered light field and lower
algorithm complexity.

5. EXPERIMENTAL RESULTS

Since the beam deflection angle of OPA is small and it is difficult
to perform large-scale beam scanning with OPA alone, we can
only use it to assist in improving the tracking accuracy when there
exists a beam tracking system at the transmitter. Therefore, the
OPA-controlled FSO adaptive calibration receiver proposed in
this paper is only suitable for real-time high-precision calibration

FIGURE 4 | Experiment of OIRS assisted tracking.

TABLE 1 | Handing delays.

Link Time

Fourier superposition light field coding 8 ms

Control signal loading 7 µs

OPA response 13 ms
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when the beam deviates from the center of the receiver in a
small range. When the user moves, we still need to place the
mechanical calibration structure on the transmitter to track
the user. Figure 4 is an experimental photo of OPA assisted
tracking. The left is the mechanical tracking system at the
transmitter and the right is FSO receiver with adaptive alignment
based on pure phased holographic imaging. The experimental
measurement data of the system’s handing delay is shown
in Table 1.

6. CONCLUSION

This paper proposes a FSO receivier system with adaptive
alignment based on pure phase holographic imaging. Compared
with the traditional receiver, this scheme is equivalent to
increasing the receiving area, since the area of OPA is much
larger than that of the receiver. In addition, this system
is also one of the solutions for target tracking in optical
mobile communication. Each time a data frame is transmitted,
the receiver system will perform a signal alignment, which
transfers parts of the burden for signal tracking to the
receiving end.
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In this paper, we present a substrate-suspended air cavity resonator featuring high-Q,

consisting of five separate layers for confining electromagnetic energy. Its field distribution

is analyzed in depth. By appropriately coupling the two resonators, a second-order

Chebyshev bandpass frequency selection network is obtained, and design procedure is

described. It forms a specific group delay response, in which high values can be achieved

within a narrow frequency range around the center frequency. The frequency selection

network has great flexibility in adjusting its magnitude and phase responses so that

low insertion loss and high group delay are achieved simultaneously. This feature plays

an important role in reducing phase noise when it is applied in a microwave oscillator.

For demonstration, an X-band oscillator example was designed and fabricated. As the

measured results show, it works at 11.16 GHz, and the phase noise at 100KHz away

from the oscillation frequency is as low as −120.68 dBc/Hz.

Keywords: group delay, microwave oscillator, phase noise, substrate-suspended air cavity resonator, filter

INTRODUCTION

A microwave oscillator acts as a source of microwave signals, which have a significant impact
on the performance of wireless communication system. Reducing phase noise of a microwave
oscillator is still a hot topic. For this purpose, conventional microwave oscillators typically use
frequency selection networks (FSNs) with a high quality factor, such as a metal cavity resonator
or a dielectric resonator [1–4], which are mainly applied in a low frequency range. However, these
FSNs have disadvantages, such as large size and difficulty in integration when they are applied in
RF/Microwave frequency range.

As one option to reduce phase noise in microwave oscillators, to apply high Q-factor resonators
or high group delay bandpass filters as FSNs in the form of microstrip receives much attention. For
example [5], uses a high-selective filter with left- and right-hand characteristics to reduce the phase
noise of an oscillator. In [6], an FSN based on a stubs loaded nested split-ring resonator obtains a
group delay peak, which is effective for reducing the phase noise of an oscillator. In [7], a low phase
noise oscillator based on the harmonic suppression of a stepped-impedance resonator (SIR) filter
is proposed, and it achieves low phase noise for the sake of the excellent frequency selection and
out-of-band rejection of the FSN. For the oscillators working in relatively high frequency range,
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substrate-integrated waveguide (SIW) structures and active FSNs
are used for such specific purpose. For example, in [8], an
active fourth-order elliptic filter with high group delay is used
as the FSN in an oscillator to obtain excellent performance on
phase noise. A low phase-noise X-band oscillator is implemented

FIGURE 1 | Configuration of the SSACR.

FIGURE 2 | Simplified model of the SSACR. (A) Model; (B) Field distribution.

FIGURE 3 | Top view of the second-order Chebyshev bandpass FSN using two SSACRs.

by using a dual-mode circular SIW resonator [9]. Based on
an SIW resonator, a power splitter with fourth-order band-
pass characteristics is implemented in [10], and a cross-
coupling method is used to generate a transmission zero
point in the upper sideband, which makes the power divider
achieve a group delay peak. Due to the excellent frequency
selection characteristics of the power divider, the oscillator
in [10] achieves low phase noise. As demonstrated by the
examples above, using a bandpass filter with a high group
delay as a FSN is an effective way to reduce phase noise in a
microwave oscillator.

In this paper, a novel substrate-suspended air cavity resonator
(SSACR) topology is presented for high-Q operation. Its
configuration is clearly displayed, and its electromagnetic
property is analyzed in depth. The SSACR is mostly filled with
air and has a higher height than a conventional SIW resonator
does, so it could achieve a higher Q than the latter conventional
SIW resonator does. Based on the SSACR, a second-order
Chebyshev bandpass FSN is constructed, which is featured by
high group delay within a narrow frequency range around the
center frequency. This feature plays an important role in reducing
phase noise when the FSN is applied in a X-band oscillator.

CONFIGURATION OF THE SSACR AND
FSN APPLICATION

In this section, the configuration of the SSACR will be
discussed. Then, its electromagnetic property is analyzed in
depth. Finally, two SSACRs are coupled to form a second-order
Chebyshev bandpass FSN, and the details of the design procedure
are presented.

FIGURE 4 | Coupling topology of the proposed FSN.
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FIGURE 5 | Extraction model for external Qe-factor.

FIGURE 6 | Relationship between some structural parameters and the external Qe factor. (A) Line width IN_w; (B) Line length IN_l.

Configuration of the SSACR and Its
Electromagnetic Properties
The configuration of the SSACR is shown in Figure 1. It consists
of five layers: two metal layers and three substrate layers, among
which Layers 1 and 5 are metal plates, and Layers 2, 3, and 4
utilize the same type of microstrip substrate. Layers 2 and 4 are
hollowed out to form a rectangular air cavity which is surrounded
by an array of metallic via holes. Within the upper and lower
metallic surfaces of Layer 3, two rectangular patterns with the
same size of that in Layers 2 and 4 are etched, respectively,
which is also surrounded by an array of metallic via holes.
In addition, within the upper surface of Layer 3, a metallic
line acts as the transition between the microstrip line and the
SSACR. Simultaneously, it also acts as the probe for exciting EM
energy within the SSACR. Finally, all five layers are integrated

tightly with screws to form the proposed SSACR. This specific
configuration makes the SSACR effectively retain EM energy so
that high Q can be obtained for the operation.

To facilitate practical application of the proposed SSACR,

it is necessary to reveal its field distribution. Figure 2A shows

a rectangular substrate-suspended waveguide. In essence, the

SSACR can be considered as a rectangular substrate-suspended

waveguide resonator. However, it is not easy to directly analyze
the model in Figure 2A. Instead, we use an equivalent model,
i.e., a rectangular waveguide filled with a uniform medium with
the equivalent permittivity εeff to simplify direct analysis of
the SSACR.

In the following, the effectiveness of such approach will be
verified. The verification process includes the following several
steps. First, a rectangular substrate-suspended waveguide is
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simulated to obtain the phase at the cut-off frequency. Secondly,
the εeff of the rectangular waveguide filled with the uniform
medium is calculated. For a resonator based on the rectangular
waveguide filled with a uniform medium, the fundamental
resonance frequency is calculated. If the fundamental resonance
frequency of this rectangular waveguide resonator filled with a
uniform medium is close to that of the SSACR, the equivalence
between these two resonators is verified.

At first, the propagation constant β of the rectangular
substrate-suspended waveguide is written as

β =
φ

l
(1)

where ϕ is the phase, and l is the length. In addition, the
propagation constant of the rectangular waveguide filled with a
uniform medium is

βmn =
√

ω2µ0ε0εeff −
(mπ

a

)2
−

(nπ

b

)2
(2)

FIGURE 7 | Relationship between the coupling gap feel_l and the coupling

coefficient k.

where µ0 and ε0 are the magnetic permeability and the dielectric
constant in a vacuum, respectively. Then, εeff can be obtained
from (1) and (2). For example, that of the TE10 mode is
obtained as

εeff =
(

φ
/

l
)2 + (π /a)2

ω2
cµ0ε0

(3)

Furthermore, the resonance condition of the rectangular
waveguide resonator filled with uniform medium is

βl = (2n− 1)π , n = 1, 2, 3 . . . (4)

When n = 1, the electromagnetic field in the cavity is TE101
mode, and its resonance frequency can be obtained by (2), (3)
and (4), i.e,

f =
1

2π

√

√

√

√

(

π
/

l
)2 + (π /a)2

µ0ε0εeff
(5)

For demonstration, a substrate with relative permittivity of 3.66
and thickness of 0.508mm is used in this paper. Based on
that, an example of the SSACR is set up for EM analysis. The
structural parameters are chosen as the following: a = 16.0mm,
b = 1.524mm and l = 16.0mm, respectively. The fundamental
resonance frequency of the SSACR is 11.525 GHz. According to
the verification process, first, a rectangular substrate-suspended
waveguide is simulated to obtain the phase at the cut-off
frequency. The simulation shows that the phase ϕ = 0.0418 rad
at the cut-off frequency f c = 8.157 GHz. Then, according to
(3), εeff = 1.32. The resonant frequency of the rectangular
waveguide resonator filled with uniform medium is calculated
as f = 11.535 GHz, using (5). Meanwhile, its field distribution
is shown in Figure 2B, which is similar to that of the SSACR.
Obviously, the simulated resonant frequency of the SSACR is
very close to that of the rectangular waveguide resonator filled
with a uniformmedium. Therefore, the SSACR can be considered
equivalent to a rectangular waveguide resonator filled with a
uniformmedium. The verification steps above can also be used to

FIGURE 8 | Simulation results of the FSN. (A) Magnitude response; (B) Group delay.
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FIGURE 9 | Oscillator schematic.

FIGURE 10 | Reflective phase shifter schematic.

FIGURE 11 | Actual phase shifter.

determine the structural dimensions of the SSACR at a particular
frequency, which will be applied in the design of the FSN based
on the SSACR.

Second-Order FSN Based on the SSACR
The well-known Leeson model is written as

PSB

Pc
=

LKTF

Pc
(

ωc

ω3
m · τ 2

d

+
1

ω2
m · τ 2

d

+ 1) (6)

where L is the feedback loop insertion loss, F is the additional
noise figure of the amplifier, K is the Boltzman constant, T is the

ambient temperature, Pc is the oscillator output power, ωc is the
flicker noise corner frequency,ωm is the deviation frequency, and
τd is the feedback loop group delay, respectively, [11]. According
to (6), both the insertion loss and group delay of the FSN have
a great impact on the phase noise of an oscillator, between
which compromise has to be made. Compared with a single
resonator, a bandpass filter comprising more than one resonance
might form a more flexible and complicated response to meet
the requirements of an oscillator. The SSACR in the previous
subsection could be used to construct a bandpass filter and then
act as the FSN in microwave oscillator.

It should be noted that there is some difference between
the performance of a conventional filter and that of the FSN
used in oscillator. The latter aims to reduce low phase noise
for an oscillator, and thus there is a specific requirement for
its magnitude and phase responses simultaneously. In practice,
the design procedure of a conventional bandpass filter can be
applied, and then at least initial values can be obtained for
starting. Through full-wave simulation, the performance of the
FSN can be finally optimized to meet the requirements of
microwave oscillator.

For example, we design a second-order Chebyshev bandpass
FSN by coupling two SSACRs, as shown in Figure 3. In order
to prevent electromagnetic leakage due to the gap between
the substrates and the metal covers, two screw holes are
arranged between two SSACRs. To apply the proposed FSN
to the following X-band oscillator, the center frequency of the
FSN is set at 11.0 GHz, and the bandwidth is 35 MHz. The
physical mechanism of the FSN in Figure 3 can be described
by the coupling topology in Figure 4. According to the design
procedure of a conventional bandpass filter described in [12], the
element parameters of the low-pass prototype are calculated as: g0
= 1.0000, g1 = 0.9635, g2 = 0.6581, and g3 = 1.4642, respectively.
Then, the coupling coefficient M and the external Qe factor can
be expressed as:

Qe1 =
g0g1

FBW
,Qen =

gngn+1

FBW
(7)

Mi,i+1 =
FBW

√
gigi+1

, i = 1 to n− 1 (8)
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FIGURE 12 | Simulated results of the phase shifter. (A) Phase vs. bias voltage VCC; (B) Insertion loss vs. bias voltage VCC.

FIGURE 13 | Photo of the fabricated X-band oscillator example.

where FBW is the fractional bandwidth. For this case, Qe1 =
302.8, Qe2 = 302.8, MS ,1 = 0.0032, M1,2 = 0.0040, and M2,L =
0.0032, respectively.

The model to extract actual external Qe-factor is shown in
Figure 5. For narrowband operation, the dimensions of a single
SSACR can be determined by (5). For this example, siw_x= siw_y
= 16.2mm. In order to avoid the influence of the screw holes on
the electromagnetic field in the SSACR, some of the structural
parameters in Figure 5 are: B_d = 1.0mm, rad1 = 0.4mm, rad2
= 2.1mm, rad_d = 0.2mm, and rad_d2 = 0.5mm, respectively.
For the sake of the external 50-ohm microstrip line being well
matched to the SSACR, some structural parameters are IN_g =
2.0, feel_s1 = 0.5mm, and feel_s2 = 1.0mm, respectively.

Then, the external Qe-factor can be extracted by using the
following formula [12].

Qe =
ω0 · τs11 (ω0)

4
(9)

FIGURE 14 | Measured phase noise of the fabricated X-band oscillator

example.

where τs11(ω0) is the group delay of S11 at the resonant
frequency ω0. In Figure 6, the relationship between some
structural parameters and the external Qe-factor is depicted.
Then, the desired value can be located on the curve so that the
corresponding structural parameter can be determined. For this
example, IN_l = 4.6mm, and IN_w= 0.2mm, respectively.

To extract the coupling coefficient k, the following formula
is used.

k = ±
f 2p2 − f 2p1

f 2p2 + f 2p1
(10)

where f p1 and f p2 are the two resonant frequencies under weak
coupling. In Figure 7, the relationship between the coupling gap
feel_l and the coupling coefficient is depicted. For this example,
when feel_l = 3.4mm, k = 0.0030, which is very close to the
desired value of 0.0032.

Following the design procedure for a conventional
bandpass filter, we can obtain a set of initial values for the
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TABLE 1 | Performance comparison.

Ref. Freq. (GHz) PN FoM P0 (dBm)

[9] 11.57 −117.30 −208.00 −5.31

[10] 10.98 −121.60 −209.86 −1.80

[13] 11.45 −109.20 −193.56 2.01

[14] 10.11 −108.70 −191.89 4.60

[15] 9.04 −111.90 −198.01 6.10

[16] 9.10 −119.00 −200.12 9.70

This work 11.16 −120.68 −209.08 −1.60

PN, phase noise measured at 100 kHz (dBc/Hz); FoM, figure of merit.

proposed FSN in Figure 3. Then, according to oscillator
requirement, the performance of the FSN is further optimized.
Finally, IN_l = 5.2mm, IN_w = 0.2mm, and feel_l =
3.2mm, respectively.

For this case, the simulated results are shown in Figure 8.
Clearly, the second-order Chebyshev bandpass response is
formed. Figure 8A depicts the magnitude response, and the
minimum insertion loss at the center frequency is about 2.63
dB. Specially, high group delay is formed within a narrow
range around the center frequency, as shown in Figure 8B. For
example, the ones at 11.06, 11.08 and 11.10 GHz are 9.96, 8.37,
and 9.98 ns, respectively. Such specific response is beneficial to
frequency stability and phase noise reduction in the following
oscillator design.

X-BAND OSCILLATOR INCORPORATING
THE FSN BASED ON THE SSACR

We apply the FSN based on the SSACRs into oscillator design
in this section. In Figure 9, the oscillator schematic used in this
paper is shown, which utilizes feedback type. It mainly consists
of an amplifier, input and output matching network, a bandpass
FSN, a phase shifter, and a 3 dB branch line coupler.

In practice, tolerance in fabrication or other minor factors
will unfortunately result in actual phase deviation. In the worst
case, it might lead to oscillation failure. Therefore, a phase
shifter is required for phase compensation so that the whole
loop phase at the oscillation frequency can satisfy oscillation
condition. Here, a conventional reflective phase shifter is used,
as shown in Figure 10, which consists of a branch line coupler
and two identical grounded varactor diodes. The 3 dB branch
line coupler acts as the output matching network of the
oscillator to ensure that the output port of the oscillator is
well-matched to 50Ω . The actual phase shifter is shown in
Figure 11. This design uses Skyworks Solutions’ SMV2019-
079LF varactor diode with a voltage range of 0 to 10V and a
variable capacitance range of 0.3 to 2.22 pF. The phase shifter
operates at 11.08 GHz and uses the Rogers 4,350 substrate.
The simulation results of the phase shifter are shown in
Figure 12. The phase shifter has a phase variation range of

−89.66◦ to 113.07◦, and the insertion loss varies from 0.25 to
1.05 dB.

MEASUREMENT AND DISCUSSION

For demonstration, a X-band oscillator example was
designed and fabricated. The photo of the fabricated
example is shown in Figure 13. An Infineon BFP840FEDS
transistor is used as a low-noise amplifier. The example
was measured by using Agilent Spectrum Analyzer and
the measured results are presented in Figure 14. When the
DC bias is 1.8 V, the current is 10.0mA. The phase shifter
operates at 4.0 V. The measured oscillation frequency
is 11.16 GHz and the power is−1.6 dBm. The phase
noise at 100KHz away from the oscillation frequency is
−120.68 dBc/Hz.

In order to clearly demonstrate the advantages of the
oscillator topology proposed in this paper, other works in
the literature are compared, and the comparison results
are listed in Table 1. The proposed oscillator features low
phase noise.

CONCLUSIONS

In this paper, a substrate-suspended air cavity resonator
(SSACR) topology is proposed for high-Q operation, and
its physical mechanism is revealed clearly. By coupling
two SSACRs, an FSN with the second-order Chebyshev
bandpass response is formed and applied in a microwave
oscillator. Owing to its flexibility in both magnitude and
phase responses, it effectively reduces the phase noise of the
oscillator. For demonstration, a X-band oscillator example
was designed, fabricated, and measured. The measurement
verifies the advantages of the proposed oscillator such as low
phase noise.
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For ensuring the safety and reliability of electronic equipment, it is a necessary task to

detect the surface defects of the printed circuit board (PCB). Due to the smallness,

complexity and diversity of minor defects of PCB, it is difficult to identify minor defects in

PCB with traditional methods. And the target detection method based on deep learning

faces the problem of imbalance between foreground and background when detecting

minor defects. Therefore, this paper proposes a minor defect detection method on PCB

based on FL-RFCN (focal loss and Region-based Fully Convolutional Network) and PHFE

(parallel high-definition feature extraction). Firstly, this paper uses the Region-based Fully

Convolutional Network(R-FCN) to identify minor defects on the PCB. Secondly, the focal

loss is used to solve the problem of data imbalance in neural networks. Thirdly, the

parallel high-definition feature extraction algorithm is used to improve the recognition

rate of minor defects. In the detection of minor defects on PCB, the ablation experiment

proves that the mean Average accuracy (mAP) of the proposed method is increased by

7.4. In comparative experiments, it is found that the mAP of the method proposed in this

paper is 12.3 higher than YOLOv3 and 6.7 higher than Faster R-CNN.

Keywords: printed circuit board, minor defect, data enhancement, focal loss, high-definition feature extraction

INTRODUCTION

PCB defect detection based on machine vision usually can only detect surface defects. If it is X-
ray, it can detect the empty soldering and missing soldering at the solder joints on the PCB [1].
The ordinary light source can only detect the surface defects of the PCB. With the development of
neural networks, convolutional neural networks, and computer vision have become new solutions
for the recognition of minor defects of PCB. Since the AlexNet, most automated optical inspection
designs that using convolutional neural network (CNN) methods for image classification and
detection face the challenge of how to improve the detection rate and reduce interference of light
[2]. Among them, the identification of minor defects on the PCB surface is the key and difficult
point to improve the quality of PCBs. Minor defects are complex, diverse, similar, and minute
[3]. Similarity measures play an important role in computer vision such as defect detection and
industrial inspection [4]. Since similar minor defects will cause classification difficulties, this is
also a data imbalance problem, we need to choose a suitable algorithm to solve the impact of

50
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sample imbalance on the recognition rate of minor defects [5].
Focus loss is a loss function that can balance foreground samples
and background samples, and can solve the problem of difficult
sample classification [6]. RFCN is a two-stage target detection
network. Through scale fusion, the detection rate of large targets
and small targets can be improved at the same time [7]. The
method of defect detection based on region segmentation and
color is not robust [8]. Therefore, we use multi-scale fusion and
focal loss to optimize R-FCN to detect and identify minor defects.
YOLOv3 is a one-stage target detection algorithm, which has the
characteristics of fast speed and good real-time performance [9].
Faster R-CNN is a classic Two stage target detection algorithm
with high accuracy [10]. Therefore, the method in this paper is
compared with these two precision target detection algorithms to
verify the feasibility of the proposed method.

The main contributions of this article are as follows:

1) The minor defect area occupies a tiny area of the entire
printed circuit board, which makes the target detection
algorithm produce data imbalance when classifying
foreground and background. Therefore, this paper proposes
a FL-RFCN method, which uses focal loss to optimize the
RPN in R-FCN. Through adaptively adjusting the weight of
background and foreground during training, the proposed
method solves the problem of data imbalance caused by minor
defects. At the same time, this paper uses data enhancement
to solve the problem of insufficient data for minor defects.

2) There are too few pixels at the minor defects in the printed
circuit board. The features of minor defects in the deep feature
map may be lost, and the shallow feature map will reduce
the generalization ability of the neural network. Traditional
multi-scale fusion still causes the problem, which is that a large
number of minor defects fail to be detected. Therefore, this
paper proposes a parallel high-definition feature extraction
method (PHFE), which makes the final feature map always
contain the underlying high-definition features. Finally, the
proposed method improves the ability of neural network to
recognize minor defects.

PROPOSED METHOD

The structure of the minor defect recognition network in PCB
proposed in this paper is shown in Figure 1. The network consists
of four parts. The first part is the PCB image acquisition module,
which uses industrial cameras to capture PCB images. The second
part is the feature extraction part, which extracts convolutional
features of different scales of PCB images. The third part is the
minor defect area detection module, which conducts preliminary
screening of areas that may be minor defects. The fourth part is
to locate and identify minor defects.

Industrial cameras can only photograph the surface of the
PCB, so PCB defect detection based on machine vision is mainly
aimed at minor defects on the surface of the PCB. These minor
defects are mainly divided into six categories: missing hole,
mouse bite, open circuit, short circuit, spur, and Spurious copper.

Figure 2 shows six kinds of minor defects on the surface of the
printed circuit board.

Minor defects account for a small proportion of the entire
printed circuit board and the number is small, so there cause a
problem of an imbalance between positive and negative samples.
Firstly, in order to solve this problem, this paper uses data
enhancement, which enhances the number of positive samples by
randomly pasting defective areas to different positions. Figure 4
shows the PCB image after data enhancement. Secondly, because
of the high complexity and similarity between different samples,
a problem of difficulty in classification, which is also a special
problem of sample imbalance, is generated. Therefore, in the
fourth stage, this paper uses focal loss to optimize the RFCN
target detection network, and proposes the FC-RFCN method
to solve the problem of small target sample imbalance. Thirdly,
in the deep convolutional neural network, the shallow network
can retain more features of the original image, but the receptive
field is smaller, and the deep feature receptive field is larger but
will lose the features of the small target. The pixel values of the
minor defects are all less. After multiple down-sampling, the deep
features and the features of the small areas may be lost. The
traditional target detection method is to simultaneously improve
the detection rate of large and small targets through the fusion
of convolutional layers of different scales. Since all minor defects
of printed circuit boards are small targets, this paper proposes
a PHFE method (parallel high-resolution feature extraction
method) to improve the recognition rate of minor defects.

Image Acquisition and Data Enhancement
of Minor Defects
The defects in the printed circuit board are small, so we
need to choose a high-resolution camera for image acquisition.
According to the classification of photosensitive chips, high-
definition cameras are classified, which are mainly divided into
two types: CCD camera and CMOS camera. The two cameras are
mainly different in materials, and there is no essential difference
in image acquisition. This article chooses the MER-231-41GM
camera for PCB image acquisition, this camera has a large frame,
less noise and global exposure function.

When choosing a camera lens, it should be noted that a larger
lens can recognize a smaller target, but a smaller lens has a poorer
ability to retain information on a large target. Therefore, this
article chooses the m0814-mp2 lens as the data acquisition lens
in the experiment. Both the aperture and focal length of the lens
can be adjusted manually. The image resolution of the printed
circuit board and the distance of the camera can be combined
to calculate the true size of the tiny defect. Identifying the true
size of the tiny defect can provide accurate data for the robot to
automatically repair the PCB defect. Therefore, it is necessary to
accurately measure the distance from the lens to the PCB surface.
In this experiment, the distance between the camera and the
printed circuit board is 160 mm.

fCCD =
dPCB ∗ (Hm/Hn)

1+Hm/Hn
(1)
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FIGURE 1 | The structure of the minor defect recognition network in PCB.

FIGURE 2 | Six kinds of minor defects on the surface of the printed circuit board.

Where, fCCD means focal length of high-resolution camera, dPCB
represents the distance between the camera and the PCB, Hm

represent the height of the imaging plane and Hn means the field
of view of the lens focal length camera.

After building the PCB image collection platform, we collected
PCB images with a resolution of 3,634 × 2,464. First, we use
the tool named labelling to label minor defects in the PCB.
The PCB image label with labelling is as shown in Figure 3.
It can be seen that the number and area of minor defects

in the printed circuit board are too small, and there only
be one type of minor defect in a circuit board. Since most
of the PCB images have very few minor defects, this paper
randomly pastes the target area and replaces the background
to enhance the positive samples. Figure 4 shows the printed
circuit board image after data enhancement. It can be seen
from Figure 4 that the types and number of minor defects
in the printed circuit board image after data enhancement
have increased.
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FIGURE 3 | The PCB image label with labelling.

FIGURE 4 | The PCB image after data enhancement.

Feature Extraction Method of Minor
Defects of Printed Circuit Board Based on
PHFE
The size of the original image collected by the camera is 3,634

× 2,464, and its size is too large. The image input to the neural

network usually has a resolution of 640 × 640. So, we crop

the image. Then, input the cropped PCB image into the neural

network for minor defect recognition. Finally, the recognition
results of the cropped images are stitched together. This also
prevents the pixel values of tiny defects from being further lost
during the image resize process.

In order to improve the feature extraction ability of the
network for small targets, the neural network is used to extract
features from the PCB image. The characteristic pyramid is
used to form a characteristic pyramid of four scales. The scales
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FIGURE 5 | The structure of the parallel high-definition feature extraction method.

from low-rise to high-rise are 80 × 80, 40 × 40, 20 × 20,
and 10 × 10. The area of the micro defect is small, and the
feature of the micro defect will be lost in the feature layer
after the size is 20 × 20. We propose a parallel high-definition
feature extraction method, in which the bottom layer features
are added every time the feature layers of different scales are
fused, so that the features at the minor defects always exist in
the feature map. Other defect feature extraction methods are
simply superimposing feature layers of different sizes to fuse
feature, and the feature extraction capabilities of network are not
enhanced for small targets. The proposed method can increase
the proportion of small target features in the feature map,
which enhanced the feature extraction capabilities of network for
minor defects.

Figure 5 shows the structure of the parallel high-
definition feature extraction method. First, the PCB image
uses 4 × 4, 8 × 8, and 16 × 16 convolution kernels
for multi-scale feature extraction. [2] is the formula for
feature extraction.

Fj = f (x×Wj + bj) (2)

Where, Fj means the characteristic map of 4 × 4, 8 × 8, and
16 × 16 convolution output; X means the input data of the
defect image in the printed circuit board; f means the activation
function Relu;Wj is 4× 4, 8× 8, and 16× 16 convolution kernel
weights, respectively; Bj is the bias of 4 × 4, 8 × 8, and 16 × 16
convolution kernels, respectively.

The feature maps with sizes of 40 × 40 and 20 × 20 are,
respectively, up-sampled at different scales and then merged with
the 80× 80 feature maps to form high-definition features of tiny

TABLE 1 | Comparison of the number of minor defects before and after data

enhancement.

No. Defect category Number (before

enhancement)

Number (after

enhancement)

1 Missing hole 115*3 1725

2 Mouse bite 115*3 1781

3 Open circuit 115*3+1 1792

4 Short circuit 115*3+1 1763

5 Spur 115*3 1625

6 Spurious copper 115*3 1583

defects. [3] is the calculation method for the fusion of feature
layers of different scales.

F = fusion([F1, F2, F3, F4]) (3)

Where, F1 is a feature map with a size of 10 × 10. F2 is a feature
map with a size of 20 × 20. F3 is a feature map with a size of 40
× 40. F4 is a feature map with a size of 80 × 80, which is shallow
feature map. F is the high-definition feature map, which is the
result of feature map fusion by PHFE method.

Then, the feature maps with sizes of 40 × 40, 20 × 20, and 10
× 10 are up-sampled, and the size after up-sampling is consistent
with the size of the shallow feature map. Finally, by adding
together, the shallow features and the two up-sampled feature
maps are fused to obtain a new feature layer, which is used as
the input of the next layer of convolution to provide rich image
feature information for the lower layer of convolution, thereby
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FIGURE 6 | The recognition accuracy of different minor defects.

TABLE 2 | Comparison of the number of minor defects before and after data

enhancement.

No. Minor defect

category

Recognition accuracy

Before

optimization (%)

After optimization

(%)

1 Missing hole 93.7 96.7

2 Mouse bite 94.3 97.5

3 Open circuit 95.3 97.7

4 Short circuit 93.4 96.8

5 Spur 95.1 98.25

6 Spurious copper 95.3 98.5

7 All categories 94.52 97.07

improving the feature extraction ability of the networkmodel and
the recognition rate of minor defects in the PCB. After multiple
feature fusions, the high-definition feature map is obtained.

Recognition Method of Minor Defects of
Printed Circuit Board Based on FL-RFCN
After the feature map is extracted, the feature map is sent to the
RPN network to generate candidate frames that may exist in the
minor defect area. Then classify the tiny areas in these candidate
frames. Because minor defects occupy a small area in the printed
circuit board, and there are problems of high complexity between
different defects, this is a special data imbalance problem.

In the previous stage, the model simultaneously outputs four
different scale feature maps of 80 × 80, 40 × 40, 20 × 20, and
10 × 10. Each pixel in the feature map is a cell, and each cell has
three detection frames, that is, 2,550 detection frames are output

at the same time. But only a very small part of the inspection
frame contains the target, especially when the proportion of
minor defects is small. Therefore, most of the detection frames
will be marked as negative samples, and minor defects are
positive samples. Therefore, duringmodel training, the difference
between the number of positive and negative samples is too
large, so that negative samples dominate the direction of gradient
update. The network cannot learn useful information, and the
recognition rate of minor defects is reduced.

Therefore, this paper uses focal loss to optimize the loss
function in RFCN, and proposes the FL-RFCN. By reducing
the weight of negative samples in model training to correct the
update direction of the model gradient, the network can learn
more useful information and improve the recognition rate of
minor defects.

In the RFCN network, the cross-entropy formula was
originally used to calculate the confidence loss of negative
samples. The formula is shown in [4].

Lce = −y log y′ − (1− y) log(1− y′) =
{

− log y′, y = 1
− log(1− y′), y = 0

(4)

Where, y means the real label, 1 means a positive sample, and 0
means a negative sample; y’ means the predicted value, and its
range is from 0 to 1.

For positive samples, the higher the detection rate, the
smaller the value of the cross-entropy loss. For negative sample
appearance, the lower the detection probability, the smaller the
cross-entropy loss. Therefore, if a large number of negative
classification samples are used for iterative training, the model
cannot be optimized to an ideal state, resulting in a decrease in
the detection rate of minor defects.
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FIGURE 7 | The comparison results of mAP before and after optimization using focal loss under different data volumes.

FIGURE 8 | The average precision comparison results of different methods.

Focal loss is a new loss function to balance positive and
negative samples, and its calculation formula is shown in [5].

LFL = −αy(1− y′)γ log y′ − (1− α)(1− y)y′γ log(1− y′)

=
{

−α(1− y′)γ log y
′
, y = 1

−(1− α)y
′γ log(1− y′), y = 0

(5)

Where, γ is the weighting factor, when γ = 0, formula of focal
loss is same as the formula of cross entropy loss. When γ >

0, the loss function will reduce the calculation amount of easy-
to-classify samples and increase the proportion of difficult-to-
classify samples; α is a balance factor, used to adjust the imbalance
of positive and negative samples. LFL is the loss function of
focal loss.
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FIGURE 9 | The comparison diagram of PCB identification effects of different methods.

EXPERIMENTS AND ANALYSIS

Dataset
In this paper, 692 images of minor defects in printed circuit
boards are collected. We divide the defect categories into six
categories. Each category is selected about 115 images, and we use
the labelme to label the data. The label content contains category
information and location information of the minor defect. The
number of defects in each printed circuit board picture is only
3. Therefore, we use data enhancement to expand the data
volume. The data enhancement method used in this article is
that randomly pastes the target area and replaces the background
to enhance the positive samples. The categories and numbers of
minor defects before and after data enhancement are shown in
Table 1.

Tests and Results
mAP is the most commonly used and most important evaluation
index in the target detection algorithm. It is one of the best
evaluation criteria for the comprehensive performance of the
model. Its calculation formula is shown in [6].

mAP =
∑

APc

N(classes)
(6)

Where, APc is the average accuracy of each category,N(classes) is
the number of categories in the minor defects.

This article uses the parallel high-definition feature extraction
method to improve the feature extraction capability of the neural
network for small targets. Therefore, we designed a set of ablation
experiments to compare the recognition accuracy of minor
defects before and after the improvement under different data
volumes. Figure 6 shows the accuracy comparison chart, and
Table 2 shows the recognition accuracy of minor defects under
different data volumes corresponding to Figure 6. It can be seen
from the comparison that the parallel high-definition feature
extraction method can effectively improve the detection rate of
minor defects in the PCB.

In order to verify the adaptability of the FC-RFCN method.
This article conducted related ablation experiments. Figure 7
shows the comparison results of mAP before and after
optimization using focal loss under different data volumes.
It can be seen from the figure that before optimization, as
the sample size increases, the imbalance between positive and
negative samples will expand. After using focal loss optimization,
as the number of samples increases, the accuracy of minor
defect recognition remains almost unchanged. Therefore, this
verifies the effectiveness of FC-RFCN to solve the problem of
sample imbalance.

In order to more intuitively observe the advantages of the
method in this paper compared with other target detection
algorithms in PCB’s minor defects. Compare the method
proposed in this article with YOLO v3 and Faster RCNN.
Figure 8 shows the average accuracy comparison results of

Frontiers in Physics | www.frontiersin.org 8 May 2021 | Volume 9 | Article 66109157

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


Xia et al. An Efficient Target Detection Algorithm

different methods. In terms of recognition speed, Faster RCNN
requires 0.15 s to recognize an image. YOLOv3 requires 0.031 s.
The proposed method requires 0.089 s. It can be seen from
Figure 8 that the recognition accuracy of the method in this
paper is the highest, and the calculation speed of the method
proposed is higher than Faster RCNN. Figure 9 is a comparison
diagram of PCB identification effects of different methods. From
Figure 9, it can be found that YOLOv3 has a large number of
missed detections in the detection of small targets. Faster RCNN
not only has the problem of missed detection of small targets, but
also has a higher false detection rate. The method proposed in
this paper can not only accurately identify all the minor defects,
but also has a very low false detection rate. Therefore, the method
in this paper is better than Faster RCNN and YOLOV3.

In terms of structure, compared with other deep learning
methods, the proposed method can always retain the high-
definition features of the first layer of the feature map in terms of
structure. In terms of accuracy, the proposed method improves
the detection rate of minor defects compared with traditional
PCB inspection methods.

CONCLUSION

Aiming at the problem that it is difficult to identify the minor
defects on the PCB surface, a minor defect detection method for
printed circuit boards based on FL-RFCN and PHFE is designed.
First use data enhancement to increase the amount of data in
small areas. Then, use the PHFE method to extract the high-
definition features of the small area, and finally use the Focal loss
to optimize the RFCN network to solve the sample imbalance
problem. Comparative experiments show that the accuracy of the
network proposed in this paper is 97.3%, which is higher than
other network models, and as the amount of data increases, the
problem of sample imbalance will not affect the accuracy of the
network. At the same time, the method in this paper can also be
used to identify and locate circuit components in PCB boards.

In future work, we will compress the network to improve its
real-time performance.
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Micro Metal Additive Manufactured
Low-Loss Slotted Rectangular
Waveguides Operating at 220-500 GHz
Zixian Wu1†, Guanghua Shi1†, Yang Yu2,3, Xiaozhu Wen1, Cheng Guo1,3* and Anxue Zhang1

1School of Electronic Science and Engineering, Xi’an Jiao tong University, Xi’an, China, 2Department of Electrical and Electronic
Engineering, Southern University of Science and Technology, Shenzhen, China, 3Department of Electronic, Electrical and
Systems Engineering, University of Birmingham, Edgbaston, Birmingham, United Kingdom

This paper reports the design, fabrication and measurement techniques for a set of low-
loss slotted waveguides. The waveguides are fabricated based on a micro metal additive
manufacturing technology. They were fabricated layer by layer in one piece without the
need of post-fabrication assembly. As examples, straight waveguides in WR-3.4 (220-
330°GHz) and WR-2.2 (330-500°GHz) bands were fabricated and tested. Measurement
results show the insertion loss per unit length is 0.0615-0.122°dB/mm and 0.116-
0.281°dB/mm, respectively.

Keywords: Waveguide, micro metal additive manufacturing, low-loss slotted waveguide, millimeter wave
measurement, micromachining

1 INTRODUCTION

Compared with planar transmission lines, waveguides are widely used in millimeter wave/THz systems
due to their low insertion loss and high-power capacity. The insertion loss of waveguide ismainly attribute
to the finite conductivity and non-zero surface roughness. In practical fabrication, the waveguide is
usually manufactured separately and then assembled together. CNC milling two split half-blocks of a
waveguide is one of the earliest andmost commonly used approach. By adopting the E-plane split design,
an insertion loss of 0.20-0.25°dB/mm inWR-3.4 band can be achieved for aluminumwaveguides [1], and
a gold electroplated waveguide in WR-3.7 band has an insertion loss of 0.015°dB/mm [2].

Recently, many emergingmicromachining techniques provide researchersmore choices to fabricate
low-loss waveguides working atmillimeter wave/THz bands. Compared to CNCmilling, high precision
micromachining enables smaller feature sizes, lower surface roughness and tighter bonding. For
example, waveguides based on SU-8 achieved an insertion loss as low as 0.03°dB/mm at WR-3.4 band
[3], and it has also been reported to achieve a loss of 0.05°dB/mm atWR-2.2 band. Their loss is basically
identical to the gold-plated CNC milled waveguides [4]. Besides, deep reactive ion etching (DRIE) has
also been developed for waveguide fabrication [5]. This waveguide is split into three parts along with
H-plane to be fabricated and achieve very low surface roughness, realizing an insertion loss of 0.02-
0.07°dB/mm at 220-325°GHz. Moreover, a waveguide with insertion loss of 0.07°dB/mm was achieved
at 500-700°GHz by adopting an additional oxidationwith an etch-backmethod [6]. Although the above
mentioned fabrication techniques for waveguides have achieved excellent performance, limited by the
mechanical characteristics of silicon and SU-8 and thermal conductivity of the photoresist, these
processes still face challenges in practical applications [7, 8]. Besides, for high frequency waveguides, the
misalignment between the split blocks may bring extra losses such as radiation loss and reflection loss
hence they need to be carefully handled.

In addition, 3D printing technology has also performed well in the fabrication of millimeter wave/
THz waveguides due to the monolithic structure. For example, researchers utilized
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stereolithography-based (SLA) manufacturing process to realize a
metal coated plastic waveguide in theWR-3.4 band, and very little
insertion loss (about 0.014°dB/mm) was introduced [9]. With
metal 3D printing technology such as micro laser sintering (MLS)
and selective laser melting (SLM) technology, waveguides
achieved an insertion loss of 0.09°dB/mm in WR-5.1 and WR-
3.4 band. In comparison, metal printed waveguides have higher
loss per unit length than plastic ones, and it can be attributed to
the higher surface roughness of the metal printed waveguides,
whereas the plastic waveguides can be electroplated to achieve a
smoother metal surface [10, 11].

Micro metal additive manufacturing (M-MAM) technology is
a kind of thick-resist copper electroforming process developed
from UV-LIGA [12]. Different from the processes mentioned
above, the approach can in theory fabricate components
monolithically with pure copper, simply because no post
processing (such as plating of silver on the SU-8 or Silicon) is
needed. Therefore, not only both mechanical and thermal
performance of the devices are improved, but also the extra
losses introduced by misalignment between the layers can be
avoided. There have been some split-block waveguide designs
realized by this technology in the open literature [13, 14].
However, to the best of the authors’ knowledge, waveguides
fabricated in one piece and up to 500 GHz has rarely reported
based on this M-MAM technology.

In this paper, we report some 220-500°GHz rectangular
waveguides designed and fabricated based on the M-MAM
technology using a similar 5-layer topology like the SU-8
waveguides in [3]. A tailored measurement solution is also
provided. The measurement results show that an insertion loss
of 0.06-0.157°dB/mm in WR-3.4 band and 0.115-0.28°dB/mm in
WR-2.2 band can be achieved, suggesting that it is feasible to
fabricate low-loss rectangular waveguide devices in these
frequency ranges by using M-MAM technology.

2 FABRICATION PROCESS AND
WAVEGUIDE DESIGNS

The details of the M-MAM technology are shown in Figure 1.
First, a seed layer was sputtered on the silicon (Si) wafer to enable
the electroplating process. Photoresist was coated on the layer and

then desired patterns were obtained by etching. In step 2, a metal
layer (copper) was grown by electroplating through the openings.
In our process, this step is slightly different from the others that
we achieve the metal layer of 100°μm at once to maintain the
quality, thicker waveguide wall can be constructed by repeating
the process several times. The electroplated copper was
planarized to meet the low surface roughness and standard
thickness for each layer. After the planarization, the surface
roughness of polished metal can be as low as°9 nm. By
repeating the procedure, the waveguide can be fabricated layer
by layer, and finally the photoresist was washed away to achieve
an air-filled waveguide. As the subsequent layers were directly
electroplated on top of the previous layers, very solid joints
between the layers can be achieved and the radiation loss can
be minimized.

Based on this fabrication technique, Figure 2 shows the cross-
section dimensions and frequency ranges of some types of
possible waveguides compatible with the process. Although
there are slight differences (in dimensions) between the
proposed waveguides and the standard ones (due to the
limitation of the standard layer thickness), the operating
frequency of these waveguides can be from 220-900°GHz. In
this particular work, WR-3.4/ WR-2.2 waveguides were
fabricated.

The 3-D simulation model of the proposedWR-3.4 waveguide
are depicted in Figure 3, and theWR-2.2 waveguide is identical to
it except for the dimensions. According to the boundary
condition, the current in the top/bottom wall (paralleled with
x axis) can be written as [15]:

Js � −ẑ jβa
π
A10 sin

πx
a
e−jβz + x̂A10 cos

πx
a
e−jβz

And the sidewall currents are given as:

Js � −ŷA10e
−jβz

From the equations, as long as the release holes are placed parallel
to the surface current direction (in TE10 mode) and have narrow
width, limited impact will be introduced by the holes and
additional radiation loss can be kept in low level. However, in
practical fabrication, the width of the holes cannot be set too
narrow to affect the release of redundant photoresist, and it leads
to an extra radiation loss, especially in high frequency parts of the

FIGURE 1 | Processing steps of micro-metallic structures.
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ranges. As a compromise, the final dimensions of release holes
walls are given in Figure 3. Compared to the situation without
holes, up to extra 0.67/0.51°dB losses were observed in WR-3.4/
WR-2.2 waveguides.Hence, little radiation loss will be introduced.

3 CONSIDERATIONS FOR
MEASUREMENTS

In order to facilitate the measurement of the waveguides, a pair of
E-plane bends were designed and four identical waveguides were

placed on a single test chip as shown in Figure 4. The simulated
RF performance of the bend transitions are plotted in Figure 5,
showing that little impact is contributed by the bend structure on
waveguide`s transmission loss.

In order to measure the waveguide using a conventional vector
network analyser (VNA), a test fixture was designed, as shown in
Figure 6. During the test, the device under test (DUT) was placed
on the fixture, and the input /output ports of the DUT were
aligned with the ports on the fixture through the alignment pins.
In order to minimize the misalignment between the chip and the
fixture, some tightly-fitting circular (on the fixture) and semi-

FIGURE 2 | Cross-section dimensions of several types of designed rectangular waveguides range from 220-900°GHz.

FIGURE 3 | Structure of WR-3 waveguide and its surface current distribution. (A) Simulated model. (B) Current distribution
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elliptical alignment holes (on the test chip) were designed to help
to improve the alignment accuracy [16]. As shown in Figure 6,
through the waveguide channels inside the fixture, the DUT

interfaces are extended to the flanges on both sides of the
fixture. In order to calibrate the loss introduced by the fixture,
another channel (between P3 and P4) was used and the length of
the channel is the sum of the lengths of the two waveguide
channels (between P1 and P2).

4 EXPERIMENTAL RESULTS

In this work, some WR-3.4 waveguides with the length of
7.8°mm and WR-2.2 waveguides with the length of 6°mm
were fabricated. During the measurement, the VNA was
calibrated using the proposed methods in four steps: Step
1, to calibrate the loss in the fixture, the VNA was connected
with the ports (P3 and P4) and a one-step through
calibration was used to remove the losses from the fixture;
Step 2, the VNA was connected with the ports (P1 and P2) to
obtain the IL of the waveguide. Step 3, a one port calibration
was carried out on P1 and Step 4, the RL of the waveguide
was measured. The measured transmission and reflection
coefficients were plotted in Figure 7. For ease of comparison,
the theoretical losses for standard copper waveguides with
same length and without surface roughness are also plotted
in the figure.

The return loss of WR-3.4 waveguide lines is better than 12°dB
across the band. The insertion loss is between 0.48°dB and
0.95°dB, and the corresponding insertion loss per unit length
ranges from 0.0615°dB/mm to 0.122°dB/mm, averaging 0.098°dB/
mm. As for the WR-2.2 waveguide line, the return loss is better
than 13°dB in whole band, and the insertion loss is between
0.696°dB and 1.686°dB. The calculation shows that the loss per
unit length can be found to be 0.116-0.281°dB/mm, averaging
0.2°dB/mm. It can be seen that the loss per unit length of WR-2.2
is about twice that of WR-3.4, even at 330 GHz. It can be
explained by the different cross-section sizes of the two
waveguides.

FIGURE 4 | Arrangement of components on one chip.

FIGURE 5 | Simulated results of two bend transitions. (A) Bend used in
WR-3.4 band. (B) Bend used in WR-2.2 band

FIGURE 6 | Structure of the test fixture, the red dotted arrows represent
the direction of signal transmission.
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FIGURE 7 |Measured results of two types of waveguides. (A) S-parameters of a WR-3.4 waveguide line with a length of 7.8°mm. (B) S-parameters of a WR-2.2
waveguide line with a length of 6°mm. (C) Insertion loss per unit length of two types of waveguides
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5 Discussions and considerations on
surface roughness
Table 1 listed the state-of-art performance achieved by different
machining technology. Indeed, the loss is comparable to that of
the waveguides made by UV-LIGA and metal 3-D printing, but
higher than that of the waveguide made by the SU-8 and DRIE.
And this result can be explained by the higher surface roughness.
SU-8 and DRIE process divide the waveguide into blocks in
fabrication, and it becomes more convenient to treat most of the
inner surfaces. For example, some post-treatment methods such
as oxidation step (used in [6]) and chemical electroplating can be
utilized to further reduce the surface roughness. However, in our
work, similar to other additive manufacturing technologies, the
internal surfaces can hardly be accessed for post processing. As a
result, the surface roughness can be much higher in some areas.
As shown in Figure 1 and Figure 8, as the waveguide was built up
from the bottom (layer 1) to the top (layer 5) , the top surface of
layer 1 usually has the best surface roughness (∼10°nm), because it
was polished in step 2. Although the sidewalls of the waveguide
cannot be planarized directly, they were defined by the
lithography process hence the surface roughness of the
sidewall is relatively small (in the range of 100∼300 nm). In
comparison, the top surface of the waveguide (namely, the
bottom face of layer 5) has the worst surface roughness
(estimated to be around 1°μm), generally because this is the
joint of three different materials (as seen in Step 5), namely,
the seed layer, the copper and the photoresist. And apparently, it
cannot be polished anyway.

6 CONCLUSION

The design, fabrication and measurement techniques for a set of
low-loss slotted waveguides based on micro metal additive

manufacturing technology has been presented for the WR-3.4
andWR-2.2 bands, respectively. The insertion loss per unit length
of 0.0615-0.122°dB/mm and 0.116-0.281°dB/mm in
corresponding frequency bands is achieved, verifying the
feasibility of proposed methods.
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High-Speed Digital Detector for the
Internet of Things Assisted by Signal’s
Intensity Quantification
Yidi Zhang and Haibo Wang*

National Mobile Communications Research Laboratory, Southeast University, Nanjing, China

This paper proposes a high-speed digital detector for the Internet of Things (IoT) assisted
by signal’s intensity quantification. The detector quantifies the amplitude of each pixel of
the detected image and converts it into a digital signal, which can be directly applied to the
IoT with wireless communication system. Two types of amplitude quantization algorithms,
uniform quantization and non-uniform quantization, are applied to the detector, which
further improves the quality of the detected image and the robustness of the image signal in
a noisy environment. Related simulations have been established to verify the accuracy of
the models and algorithms.

Keywords: digital radiation detector, internet of things, intensity quantification, uniform and non-uniform
quantization, quantization algorithms

1 INTRODUCTION

With the development of the Internet of things (IoT) and the substantial increase in wireless
communication rates, the demand for the data transmission rate of the detector is also increasing. In
the IoT scenario, the detector is placed on the object to collect its information and communicate with
the base station in real time [1–3]. This requires the data processing and transmission speed of the
detector to meet the requirements of the communication system. This work is oriented to the
radiation detector with image detection and transmission, whose requirements for image resolution
are very high. For example, for the infrared image collected by the near-infrared radiation detector, if
the grayscale of an individual point is changed during the transmission process, it will directly affect
the base station’s judgment of the environment.

The traditional detector directly transmits the analog signal to the terminal, which means that the
intensity of the received radiation signal is directly output. However, analog signals are not suitable
for high-speed transmission for communication systems. At present, the existing high-speed
communication systems sample and collect analog signals, convert them into digital signals, and
then transmit them in the form of data streams. In addition, the analog signal is easily distorted by
environmental noise during transmission, since it does not have any error correction mechanism. If
future IoT systems need to incorporate detectors into wireless communication systems, digital
detectors will become a necessary direction. In [4]; a multipurpose digital detector readout for
medical imaging applications is presented. The readout is capable of measuring both current and
charge, allowing a single detector array to perform imaging functions previously accomplished with
two separate machines. [5] presents a design of a phase-sensitive detector based on matched filter
principles and the signal-to-noise ratio (SNR) of the system can be up to 60 dB. The application of
digital detectors greatly improves the data transmission rate and image quality of the detector [4, 6].

This paper presents a high-speed digital radiation detector assisted by high-precision signal
intensity quantification. Since the detector transmits image signals, the data stream corresponds to
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the radiation intensity of each pixel. According to the range of
radiation intensity, we quantify and classify the signal. Moreover,
due to the presence of various noise in the wireless channel of the
IoT, when quantizing and grading, we must consider how to
remove the noise through quantization and grading if the signal is
distorted by noise interference [7, 8]. Thus the high-speed digital
transmission can be carried out and the quality of the transmitted
image can not be affected by the environmental noise. In [9]; the
quantization process in transform-based image compression has
been emphasized. The proposed algorithm compress the image
effectively without harming the quality of the compressed image.
[10] shows that the non-uniform quantized polar decoder is
capable to perform performance close to floating point
performance.

The contributions of this work are as follows:

1) This article proposes a high-speed digital detector for the IoT
assisted by signal’s intensity quantification. Compared with
traditional radiation detectors, its detection data transmission
and processing speed is faster, and it is more suitable for large-
scale wireless communication networks in IoT. In addition, the
detector also has the ability of adaptive error correction to
environmental noise, which can ensure that the data received
will not be distorted.

2) In this paper, Lloyd-Max Quantizer is used to derive the
system performance under the two amplitude quantization
methods of uniform quantization and non-uniform
quantization. The system’s bit error rate and error variance
are modeled and simulated. Simulation results prove that the
detector’s quantization processing of analog signals can
effectively reduce the bit error rate, thus improving the
robustness of the system under channels with noise.

The rest of this paper is organized as follows. In Section 2, we
propose the model of the system. The structure of the quantizer in
the digital detector is analyzed. In Section 3, two types of
quantization algorithms have been proposed to improve the

quality of the detection signal and supplement image signal
distortion caused by environmental noise. In Section 4,
relevant simulations are made to verify the accuracy of the
model and algorithms. Section 5 draws conclusion.

2 SYSTEM MODEL

2.1 Digital Radiation Detector With
Memoryless Quantification
As shown in Figure 1, in this digital detector system, the detector
transmits the detected image information to the memoryless
quantizer. The quantizer divides the amplitude interval of the
signal of each pixel in the image according to the signal strength
and the current channel condition to obtain the digital signal. The
digital signal has a certain anti-noise ability, which greatly reduces the
signal processing complexity of the base station, which is equivalent
to sharing the data processing pressure of the base station to each
detector. Due to the continuity of the amplitude of the input signal,
the sampling value is also continuous, that is, in a limited range of
signal amplitude, there are infinite amplitude levels. In application, it
is not necessary to transmit each sample amplitude very accurately,
only the signal composed of discrete amplitudes needs to be used to
approximate the original continuous signal [11, 12]. In the case where
the selected discrete amplitude interval is small enough, the difference
between the approximate discrete signal and the original continuous
signal can be ignored.

Amplitude quantization refers to the process of converting the
sampled amplitude of the message signalm(t) at time t � nTs into
discrete amplitude v(nTs). It is assumed that the quantization
process is instantaneous andmemoryless, that is, the quantization
value at the time t � nTs has nothing to do with the amplitude of
the message signal samples before and after that time. Although
the simple level quantizer has relatively weak error correction
performance, it is widely used because of its low complexity and
easy hardware implementation.

When discussing memoryless quantizers, the time subscript
can be omitted to simplify the notation. We replace m(nTs) with
m, as shown in the block diagram of the quantizer in Figure 2. In
Figure 3, if the amplitude of the signal is within the separation
interval, we can obtain the set of amplitudes in the separation
interval ξk as

ξk � {mk <m≤mk+1}, k � 1, 2, ..., L (1)

where L is the total number of quantization stages, and the signal
amplitude m is determined by the subscript k, which is the decision
threshold. The output terminal of the quantizer uses discrete amplitudes
to represent the message amplitudes of an entire segmented interval,
which is named as quantization level. The interval between two adjacent
quantization levels is named as the step size.

The quantizer can be divided into a uniform quantizer and a non-
uniform quantizer according to the distribution of the step length
[13–15]. In a uniform quantizer, the quantization interval is
uniformly distributed, and vice versa, it is a non-uniform
quantizer. Quantizers can also be divided into flat type and
medium-lift type according to the distribution of characteristics.
Figure 4 is the input and output curve of the medium-lift

FIGURE 1 | Schematic diagram of the digital radiation detector system.
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uniform quantizer, where the origin is at the midpoint of the rising
part of the ladder diagram. Figure 5 shows the characteristic curve of
a flat-type uniform quantizer. As the name suggests, the origin is
located at the midpoint of the ladder diagram platform. Both
quantizers are symmetrical about the origin.

2.2 Lloyd-Max Quantizer
When designing the quantizer, it is necessary to consider how to
select the quantization level and the separation interval to make the
performance optimal and the average quantization power minimum
when the quantization level is fixed. Since the quantization process is
a highly non-linear process, there is no complete optimization
method. The Lloyd-Max quantizer ultilizes an iterative method to
effectively find the optimal solution.

Assume that the dynamic range of the message signal m(t) is
divided into L intervals, as shown in Figure 6. The separation
interval is represented by a set of real numbers M �
m1,m2,...,mL+1, defined as follows,

⎧⎪⎨⎪⎩ m1 � −A
mL+1 � A
mk ≤mk+1

(2)

From (2), we can obtain the output amplitude vk when the input m
falls in the interval of ξk. Define the amount of distortion d(m,vk).We
can obtain the general formula for measuring distortion as

d(m, ]k) � (m − ]k)2 (3)

Then we look for the set of quantization levels {vk}Lk�1 and the set
of separation intervals {ξk}Lk�1 that minimize the average
distortion D, where the average distortion is defined as

D � ∑L
k�1

∫
m ∈ ξk

d(m, ]k)fM(m)dm. (4)

where fM(m) is the probability density function of the random
variable M when the sampling value is m.

Since the quantization process is a highly nonlinear process,
iterative algorithms are needed to optimize the design of the

FIGURE 2 | Block diagram of memoryless quantizer.

FIGURE 3 | Signal quantization interval.

FIGURE 4 | Characteristic curve of medium-lift uniform quantizer.

FIGURE 5 | Characteristic curve of flat-type uniform quantizer.
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quantizer. From a structural point of view, the quantizer is specifically
composed of two parts, the encoder represented by the set of
separation intervals {ξk}Lk�1 in the transmitter and the decoder
represented by the set of quantization levels {]k}Lk�1 in the receiver.

Two extreme cases are defined. Case 1 is a fixed decoder, seeking
the optimal encoder of the transmitter, and case 2 is a fixed encoder,
seeking the optimal decoder of the receiver. In the process of
designing the quantizer, the optimal encoder is always first
obtained according to the case 1, and then the decoder is
optimized in the case 2. The two processes are repeated
alternately until the average distortionD reaches the minimum value.

3 QUANTITATIVE ALGORITHM

Due to the symmetry of the additive white gaussian noise
(AWGN) channel, its likelihood ratio is also roughly
symmetrical, which is suitable for symmetrized quantization
processing. In [10]; the author proved that the function of the

number of decoder iterations is related to the exponent of the
message amplitude, and the range and accuracy of the quantized
message in the decoder will affect the BER leveling. Therefore, we
design a new quantization method with (Q + 1)-bit non-uniform
quantization.

3.1 Uniform Quantization Scheme
First, we consider the Q-bit uniform quantizer. Define the
boundary value of the quantizer as ±A. In the design, we use
the mid-up quantizer, and the quantization step can be defined as

Δ � 2A
2Q

� A
2Q−1

(5)

Assuming that the input sequence is X � x1,x2, ,xn, the
quantified rule can be expressed as

QA(x) �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

sgn(x) · (2[∣∣∣∣∣∣∣∣x
∣∣∣∣∣∣∣∣ · 2Q−1A

+ 1
2
] − 1) · A

2Q
, 0<

∣∣∣∣∣∣∣∣x
∣∣∣∣∣∣∣∣≤A

A
2Q
, x � 0

sgn(x) · (1 − 1
2Q−1

) · A,
∣∣∣∣∣∣∣x∣∣∣∣∣∣∣>A

(6)

Table 1 shows an example of uniform quantization when A �
1 and Q � 3.

3.2 Simplified Quantization Detector
Inspired by the Lloyd-Max quantizer introduced above, we
propose a simplified quantitative analysis method to calculate
the mean square error of different quantization schemes through
the density function of the likelihood ratio discrete. Assuming
that the signal sequence sent by the source is X, and the signal
received by the receiving end is Y, then the transmission bits 0,1
are mapped to +1,−1 through BPSK modulation under the
AWGN channel. Assuming P(X � 1) � P(X � −1) � 0.5, the
probability density function of the received signal is

f (Y) � 1
2

�
2

√
πσn

[exp(− (Y − 1)2
2σ2

n

) + exp(− (Y + 1)2
2σ2n

)] (7)

where σ2n is the Gaussian noise variance, which is related to the
code rate and the signal-to-noise ratio. From (7), after passing
through the AWGN channel, the initial information Y at the
receiving end obeys the expected normal distribution, as shown in
Figure 7.

With 0 as the center, the quantization process is to decompose
the continuous Gaussian curve into L intervals of quantization
stages, and then divide each quantization interval into N � 8192
cells, then each interval can be approximated as a point, which has

FIGURE 6 | Schematic diagram of the signal m(t) divided into L intervals.

TABLE 1 | Bit uniform quantization, A � 1.

Input range Quantized value

(−∞,−0.75] −0.875
(−0.75,−0.5] −0.625
(−0.5,−0.25] −0.375
(−0.25,0) −0.125
[0,0.25] 0.125

FIGURE 7 | Initial information distribution (σ2n � 0.6025).
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a unique corresponding probability density value. In the
quantization interval, there is a certain error between the
actual value and the quantized value of each point, and then
we calculate the mean square error D between the actual value of
the point m and the final quantized value vk as

D � ∑L
k�1

∑N
i�1

d(mi − ]k)fM(mi). (8)

In this way, we can obtain the mean square error of different
cross-strait programs. Then, we will use a series of quantization
codewords to observe whether there is a certain relationship
between the quantization scheme and the quantization scheme
obtained by simulation when the mean square error is minimum.

4 NUMERICAL RESULTS

In this section, we compare the performance obtained using
the non-uniform quantization scheme with the BER
performance obtained using the uniform quantization.
Figure 8 shows a 2-bit uniform quantization of a Margulis
rule LDPC code with a code rate of 0.5. The simulation
operating point is set to the position of the BER of 10−2,
and the signal-to-noise ratio at this time is 2.2 dB. The red
curve in the figure is the corresponding relationship between
the quantization boundary and the BER obtained under
simulation. The blue curve represents the mean square
error value corresponding to different boundary values. We
can see that the optimal boundary of the simulated 2-bit

FIGURE 8 | Simulation of BER and corresponding mean square error of 2-bit uniform quantization.

FIGURE 9 | Simulation of BER of 2-bit non-uniform quantization.
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uniform quantization is A � 1.5, and the minimum mean
square error falls at A � 2.1, and the two are not consistent.

Figure 9 shows the non-uniform quantization of the
codeword, and the operating point is set at the BER value, and
the corresponding signal-to-noise ratio is 2.2 dB. We simulate
different internal boundary values and different growth rate
coefficients a under the same boundary value. According to
the image, we get that when A1 � 0.7, η � 3, that is, A1 � 0.7,
A2 � 2.1 corresponds to the lowest BER.

Similarly, we calculate the value of the mean square error
corresponding to different values, as shown in Figure 10, we
observe that the lowest point of the mean square error value falls
at A1 � 1, η � 2.25, that is, A1 � 1, A2 � 2.25. There is a certain
difference with the non-uniform quantization scheme with the
lowest BER obtained by simulation. However, compared with
traditional detectors, both types of quantitative detectors have
certain performance gains.

5 CONCLUSION

This paper proposes a high-speed digital detector for the Internet
of Things (IoT) assisted by signal’s intensity quantification. The

detector quantifies the amplitude of each pixel of the detected
image and converts it into a digital signal, which can be directly
applied to the IoT with wireless communication system. Uniform
quantization and non-uniform quantization, are applied to the
detector, which further improves the quality of the detected image
and the robustness of the image signal in a noisy environment.
Simulation results prove that the detector’s quantization
processing of analog signals can effectively reduce the bit error
rate, thus improving the robustness of the system under noisy
channels.
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Design of a Multilayer Dual-Band
Balanced Bandpass Filter on a
Circular Patch Resonator
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Information Engineering, Northeastern University, Shenyang, China

This letter presents a novel multilayer dual-band balanced bandpass filter (BPF) design by
using two perturbed circular patch resonators. The TM11 mode and TM21 mode of the
resonator with odd-symmetric field distributions are explored to realize the desired
differential-mode (DM) transmission and common-mode (CM) suppression. Two
circular patches are properly coupled in the back-to-back form to realize a dual-
passband balanced response by virtue of coupling apertures etched on the ground. In
addition to the internal coupling, the above apertures are also further utilized for the
undesired degenerate mode harmonic suppression. Besides, slot perturbations on the
patch are introduced to perturb the TM21 resonant mode to independently adjust the
center frequency of the higher passband, while the lower passband remains almost
unchanged. Thus, two passbands can be flexibly controlled by simultaneously tuning the
above slots and size of the patch. For validation, a dual-band balanced BPF prototype is
implemented. The results indicate 18 and 26% wide fractional bandwidths centered at 5.5
and 7.5 GHz with return loss higher than 20 dB under DM operation and CM suppression
higher than 40 dB over an ultra-wide frequency band.

Keywords: dual-band, balanced, filter, multilayer, circular patch

INTRODUCTION

Balanced filters play key roles in modern wireless communication systems, attributing to their
superior immunity to the electromagnetic interference and environmental noise [1]. In the
meantime, great development of modern wireless communication systems brings out an
increased requirement for dual-band operations. To the end, dual-band balanced bandpass
filters (BPFs) are desired.

Accordingly, much efforts have been made to explore a variety of high-performance dual-band
balanced BPFs by using different transmission line structures, such as planar microstrip transmission line
resonators [2–5], substrate-integrated waveguide (SIW) resonators [6–9], and dielectric resonators (DRs)
[10]. On the contrary, the patch-type resonators are attracting much attention in balanced BPF designs
due to their superior advantages of higher power handling capability and lower loss over the transmission
line–based resonators and simpler andmore straightforward analysis and design compared with the SIW
andDR forms. However, to the best of our knowledge, only limitedworks have been carried out on design
of single-band balanced BPFs, e.g., square patch resonator–based balanced BPFs [11–13] and triangular
patch resonator–based balanced BPFs [14–16]. How to design a dual-band patch balanced BPF is still
rarely reported and remains challenging.
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This letter is aimed at presenting a new dual-band balanced
BPF design on a circular patch resonator. For this purpose, the
TM11 mode and TM21 mode resonant properties of a circular
patch are carefully analyzed and investigated with both
differential-mode (DM) excitation and common-mode (CM)
excitation. Two vertically coupled circular patches, via proper
coupling apertures etched on the common ground, are explored
to realize two passbands under DM operation. Furthermore, slot
perturbations on the patch are designed to adjust the frequency
ratio of the two passbands and attain high CM suppression. In
order to demonstrate the design concept, a circular patch dual-
band balanced filter prototype was designed, manufactured, and
tested. Measured and simulated results well coincide with
each other.

DESIGN AND ANALYSIS OF THE
PROPOSED DUAL-BAND BALANCED
FILTER
Figures 1A–E describe the configuration of the proposed dual-
band balanced BPF. Two layers of RO4003C substrates (εr � 3.55,
h � 0.508 mm, and tanδ � 0.0027) are used. Two differential input
ports (Ports 1 and 1′) are placed at the top layer, while two output

ports (Ports 2 and 2′) are at the bottom layer. Two coupling
apertures of length l2 and width w2 are arranged along the main
diagonal line (A–B) on the square common ground of Figure 1D.
Besides, two perturbation slots with length l1 and width w1 are
placed along the diagonal line (C–D) of a circular patch with
radius r as shown in Figures 1C,E. The dual-band response of the
proposed balanced BPF is realized by the utilization of two
diagonal modes: TM11 mode (Mode 1) and TM21 mode
(Mode 3), in the patch resonator. In this context, the first DM
passband is made up of a pair of TM11 modes (Mode 1), while the
second DM passband is formed by two TM21 modes (Mode 3)
from the two top- and bottom-layer patches, respectively.
Detailed working mechanisms are illustrated as follows.

Figure 2 and Figure 3 indicate simulated electrical and
magnetic fields of the first three resonant modes in the
circular patch: a pair of degenerate TM11 modes (Mode 1 and
Mode 2) and TM21 mode (Mode 3), respectively. As observed in
Figure 2, the electrical-field patterns of these modes are odd-
symmetric inside the patch. In other words, almost same intensity
and opposite direction can be found with respect to the
corresponding symmetric plane. Therefore, when input ports 1
and 1′ are injected with DM signals, the fields of the TM11 mode
(Mode 1) and TM21 mode (Mode 3) can be simultaneously
excited in the top-layer patch. Meanwhile, the magnetic-field

FIGURE 1 | (A) 3D view of the proposed dual-band balanced filter, (B) side view, (C) top layer, (D) middle layer, and (E) bottom layer.

FIGURE 2 | Simulated E-fields of the resonant modes in the circular patch. (A) TM11 mode (Mode 1), (B) TM11 mode (Mode 2), and (C) TM21 mode (Mode 3).
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intensity around regions (Area 1 and Area 3) in Figure 3 is high
for both the TM11 mode (Mode 1) and the TM21 mode (Mode 3).

Two coupling apertures placed in the above regions are
utilized for the internal coupling of both passbands in a
vertically stacked form. Accordingly, the same field patterns
from the TM11 mode (Mode 1) and TM21 mode (Mode 3) on
the bottom-layer patch will be excited. When the feeding output
ports are chosen to place at two sides of the symmetrical plane as
Ports 2 and 2′, balanced outputs can be attained for both the
TM11 mode (Mode 1) and the TM21 mode (Mode 3) in the
bottom-layer patch.

It should be mentioned that, under CM excitation, the TM11

mode (Mode 1) and TM21 mode (Mode 3) cannot be supported
on the patches, while the TM11 mode (Mode 2) can be activated.
Thanks to the fields of Mode 2 that are weak around coupling
apertures as shown in Figure 3, the CM signals can hardly be
coupled to the bottom-layer resonator. Therefore, the CM
suppression will be obtained with this structure.

Based on the above analysis, the corresponding coupling
scheme is depicted for the dual-band balanced filter, as shown
in Figure 4. In the scheme, 1A and 2A represent the coupled TM11

modes (Mode 1) of the top and bottom patch resonators,
respectively, to form the first passband. On the contrary, 1B

and 2B denote the coupled TM21 modes of the top and

bottom patch resonators for the second passband. As is
known, for the intact circular patch, the resonant frequency
(fnm) of each mode (TMnm) is determined by the radius r of
the circular patch, and the formula is provided as follows [17]:

fnm � cxnm
2πa

��
εr

√ , (1)

x11 � 1.841184, x21 � 3.054237, (2)

a � r[1 + 2h
πrεr

(ln πr
2h

+ 1.7726)]1
2

, (3)

where c is the speed of light.
According to Eqs. 1–3, the two resonant frequencies of the

interested modes for the dual-band balanced BPF are
simultaneously changed with various radii r. Therefore, it is
impossible to independently control two passbands by just
changing the radius r. To further improve the flexibility of the
design, two slot perturbations on the patch are carefully
introduced in the patches as shown in Figure 1 to perturb the

FIGURE 3 | Simulated H-fields of the resonant modes in the circular patch. (A) TM11 mode (Mode 1), (B) TM11 mode (Mode 2), and (C) TM21 mode (Mode 3).

FIGURE 4 | Coupling scheme for the dual-band balanced filter.

FIGURE 5 | Simulated S21 of the filter against varied l1.
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TM21 (Mode 3) resonant mode while seldom influencing the
TM11 mode (Mode 1), according to the magnetic-field patterns in
Figure 3. Therefore, the higher passband can be independently
tuned, while the lower passband remains almost unchanged. In
other words, two passbands can be flexibly controlled by
simultaneously tuning the above slots and size of the patch.
For more clear illustration, Figure 5 provides the effect of
changing the length of the slot l1 on the passbands. It can be
seen that the first passband stays remained, while the second
passband shifts to lower frequency with an increase in slot
length l1.

Herein, it is worth mentioning that, with the involvement of
the introduced slot perturbations, the field distributions of the
TM11 mode (Mode 2) will be affected. As such, the resonant
frequency of the TM11 mode (Mode 2) under CM excitation will
be shifted away from that of the TM11 mode (Mode 1) under
DM excitation. For better understanding of this principle,
Figure 6 gives the performance of CM suppressions with and
without slot perturbations on the bottom and top patches. As
can be seen, due to slot perturbations, the resonant frequency of
the TM11 mode (Mode 2) is shifted from 6.0 to 4.5 GHz when
compared to the design without slots. The CM suppression has
been highly enhanced from 19 to 40 dB for the lower passband,
while it remains above 48 dB for the second passband in
both cases.

To verify this design concept, a dual-band balanced BPF that
can operate at the center frequencies of f1 � 5.5 GHz and f2 �
7.5 GHz with bandwidths BW1 � 1,000 MHz and BW2 �
2,000 MHz, and in-band return loss higher than 20 dB, is
designed. The corresponding design parameters are calculated
as MⅠ

12 � 0.037, QⅠ
ext � 32.6 and MⅡ

12 � 0.049, QⅡ
ext � 24.4.

Superscripts I and II denote the two passbands, respectively.
Firstly, the initial value of the radius r is determined by the center
frequency f01 of the first passband and Eqs. 1–3. Secondly, the
length l1 of the slot is determined by the center frequency f02 of
the second passband. Thirdly, the final parameters of the feedline

(lF), slots (w1), and internal coupling apertures (w2 and l2) are
optimized to achieve a compromise for calculated external quality
factors (Qext) and internal coupling coefficients (Mij) of both
passbands. Herein, it is worth mentioning that as the internal
coupling is obtained using the same coupling apertures for both
passbands, the two passband bandwidths will not be able to be
independently controlled.

MEASUREMENT AND DISCUSSIONS

Based on the given specifications and design procedures
discussed above, the size of the proposed dual-band balanced
filter can be determined as follows: r � 8.0, l1 � 6.0, l2 � 4.9, lF � 5,
w1 � 0.3, and w2 � 0.68 (unit: mm). A dual-band balanced filter
is designed and manufactured. Simulation and measurement
results are shown in Figure 7. The measured results show that
the CFs are 5.5 and 7.5 GHz and the 3 dB BWs are 1.0 GHz
(18%) and 2.0 GHz (26%). In the two passbands, the measured
insertion loss is both less than 1.4 dB and the return loss is both
higher than 22 dB. Common-mode inhibition is higher than
40 dB.

Table 1 compares the proposed dual-band balanced filter with
other state-of-the-art designs. The present work not only exhibits
a new effective design method for a dual-band balanced patch
filter but also achieves nice operation performance in terms of
much wider bandwidths, independently controllable center
frequencies, better return loss, competitive common-mode
suppression, compact size, etc.

CONCLUSION

A new dual-band balanced patch filter has been designed and
implemented in this letter. The resonant modes of circular patch
TM11 mode and TM21 mode are explored to design the dual-band
balanced filter. By wisely etching coupling apertures on the
ground and introducing slots on the patch, a nice controllable

FIGURE 6 | Simulated frequency responses with and without slot lines
on top and bottom metal layers.

FIGURE 7 | Simulated and measured results.
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dual-band response and improved CM suppression are attained
in the design. Measured results coincide well with simulated ones,
verifying the proposed design concept. It is our belief that this
design has a prospect of broad application in the application of
wireless communication systems.
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TABLE 1 | Comparison with other previous works.

Refs. CF (GHz) BW (%) Size (λg×λg) CMS (dB) RL (dB) IL (dB)

[6] 9.5 and 9.9 11 and 4.0 2.87 × 2.95 ＞30 11 1.9
[7] 3.5 and 5.2 2.8 and 3.8 1.23 × 1.23 ＞50 14 1.6
[8] 9.2 and 14 2.8 and 5.5 2.70 × 1.75 ＞40 10 2.7
[9] 9.5 and 15 2.7 and 5.3 0.98 × 0.98 ＞40 17 2.7
[18] 2.1 and 2.4 8.5 and 0.9 0.47 × 0.47 ＞10 9 1.3
This work 5.5 and 7.5 18 and 26 0.50 × 0.50 ＞40 22 1.4

CMS, common-mode suppression; RL, return loss; IL, insertion loss; λg, guided wavelength at its first center frequency.
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The Direction of Arrival Location
Deception Model Counter Duel
Baseline Phase Interferometer Based
on Frequency Diverse Array
Jiaang Ge1*, Junwei Xie1, Chushu Chen1 and Bo Wang2

1Air and Missile Defense College, Air Force Engineering University, Xi’an, China, 2Unit 95927, Chinese People’s Liberation,
Jiuquan, China

With the emergence and development of the passive localization, the radiation source is
more visible for the location system which endangers their survival. Therefore, there is an
urgent demand for the radio frequency (RF) stealth technology. An effective method to
realize RF stealth is location deception, therefore, for the passive localization system, this
paper proposes a direction of arrival (DOA) location deception method using the frequency
diverse array (FDA) against the dual baseline phase interferometer. Since the direction-
finding of the dual baseline phase interferometer is based on the received signal with fixed
frequency, the FDA signal has a deception effect on the interferometer owing to the
introduction of the small frequency increment. Considering the influence of the frequency
increment sequence on the deception effect, we derive the optimizations of the DOA
location deception via the average location deviation for the sampling time in the case of no
noise and noise, respectively. Besides, considering the time dependency of the beam, we
investigate the average SNR (ASNR) and the corresponding CRLB to verify the proposed
method. Numerical examples and simulations show that the proposed method can
counter the interferometer by realizing location deception.

Keywords: RF stealth, frequency diverse array, deception, passive localization, interferometer analysis

INTRODUCTION

In modern warfare, the concealment of reconnaissance equipment is very important. By achieving
target localization without initiative emission of electromagnetic waves, the passive localization
technology brings new ideas to traditional localization methods. Passive localization technology
mainly uses the radiation source signals to extract parameters, and then uses these parameters to
estimate the location of the radiation source, the main extracted parameters are: angle-of-arrival
(AOA) [1], time-of-arrival (TOA) [2], time difference of arrival (TDOA) [3], frequency difference of
arrival (FDOA) [4], received signal strength (RSS) [5], and phase difference [6]. However, with the
emergence of the passive localization system, the radiation source was more visible for the location
system, whichmight lead to the exposure of the true location of the radar and communication systems,
and even endangered their survival. Therefore, the countermeasure technology needed to be developed.

Frequency diverse array (FDA) [7] is considered a feasible array countermeasure technology.
As we know, in the far-field, the beam pattern of the FDA is range-angle-time-dependent owing to
the introduction of the frequency increment [8, 9], however, the beam pattern of the traditional
phased array is only angle-dependent, and therefore, the FDA increases the degree of freedom of
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range relative to the phased array. FDA thus attracted
considerable attention in recent years since its range-
dependent beam pattern. The current researches of the FDA
mainly focus on decoupled range-angle beam forming [10–13],
joint angle-range estimation [14–17], deceptive jamming, and
range-dependent clutter suppression [18–23], receiver design
[24–26], and the application in the communications [27].
However, most of the research above considered the case of
the instantaneous time to ignore the time-variance property in
the FDA beam pattern, but as we know, FDA’s work is a
continuous process, and its time parameters cannot be fixed
in the actual work process. Therefore, several papers have
studied the influence of FDA beam time-varying and its
suppression methods [28–34]. However, for FDA, the effect
of the introduction of frequency increment on time and range
are related, and the suppression of the time-varying
characteristic will also affect the range-dependent
characteristic of the FDA beam pattern. Therefore, the beam
time-varying problem of the FDA has not been well solved,
which seriously restricts the development of the FDA.

When turning to the countermeasures based on the FDA, the
current research mainly focuses on two parts: 1) Low interception
probability (LPI) transmit beamforming. Using different
frequency increments, [35, 36], propose LPI beam forming
based on FDA and FDA-MIMO, respectively. 2) Deceptive
signal generation. For the amplitude-based reconnaissance,
Antonik analyzes the S-shaped beam of the FDA, and thus
proposes conjecture of virtual radiation source which may
realize location deception [37, 38] analyzes the deception effect
on the sum and difference beam reconnaissance; For the phase-
based reconnaissance [39], proposes a cognitive active anti-
jamming method based on the FDA phase center [40, 41],
study the deception effect of uniform linear FDA (ULFDA) on
the interferometer, and [42] further analyzes the influence of the
nonlinear frequency increment on the deception effect in the
noise environment. However, both [40–42] only analyze the
deception effect of the FDA, the direction of arrival (DOA)
location deception optimization by regulating frequency
increment is not investigated.

Therefore, during the sampling time for the direction-finding
process of the interferometer, and considering regulation of the
frequency increment sequence on the deception effect, we propose a
DOA location deception method according to the average location
deviation. Our main contributions are summarized as follows.

1) The regulating ability of the frequency increment sequence on
the deceptive FDA signal is investigated. The dual baseline
phase interferometer measures the DOA by process the phase
difference of the same signal received by different receivers,
however, the phase difference of the FDA signal contains the
range parameter owing to its frequency increment, and thus
the interferometer cannot measure the indicated angle
accurately, this means, while the suitable frequency
increment sequence selected, the FDA signal is obviously
deceptive.

2) A DOA location method based on the regulation of the FDA
frequency increment sequence is proposed. Using the

regulating effect of the frequency increment sequence, and
considering the sampling time of the dual baseline phase
interferometer, the optimization of DOA location deception
via the average location deviation is derived in the no noise
and noise environment, respectively. Besides, considering the
time-dependent beam of the FDA, the average SNR (ASNR)
and the corresponding CRLB is derived to measure the
superiority of the proposed method.

3) The improved particle swarm-immune optimization (PSO-
IMMU) algorithm is applied. Since the periodicity of the
received phase differs, the optimization problem is
considered as a non-convex problem, therefore, the PSO-
IMMU algorithm is used to get the optimal frequency
increment sequence, in which the extra immune algorithm
is used to solve the local optimality problem.

The remaining sections are organized as follows. The
Difference of Arrival Location Deception Model Counter
Dual Baseline Phase Interferometer Based on Frequency
Diverse Array Section analyzes the countering effect of the
FDA against the dual baseline phase interferometer. By
analyzing the regulating ability of frequency increment
sequence, and considering the sampling time, The Difference
of Arrival location deception method based on Frequency
Diverse Array Section formulates the DOA location
deception optimization problem in the no noise and noise
environment, respectively. Numerial Results Section gives the
simulation results, and the conclusions are drawn in
Conclusion Section.

THE DIRECTION OF ARRIVAL LOCATION
DECEPTION MODEL COUNTER DUAL
BASELINE PHASE INTERFEROMETER
BASED ON FREQUENCY DIVERSE ARRAY

Signal Model of Frequency Diverse Array
Radar
Figure 1 shows a Q-element linear FDA with element spacing d,
thus the array factor of the far-field target that locates at (θ,R) can
be given as

FIGURE 1 | Q—element linear Frequency Diverse Array.
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AFFDA �∑Q
q�1

Aq exp{j2πfq[t −R− (q− 1)d sinθ
c

]} q � 1,2, . . . ,Q

(1)
where c � 3 × 108m/s denotes the speed of light, and fq � f0 + Δfq
is the radiation frequency of the qth element, with f0 andΔfq being
the carrier frequency and the frequency increment of the qth
element, respectively, note that we set Δf1 � 0. Besides, Aq

denotes the signal radiation amplitude of the qth element,
generally, we suppose Aq � A � 1, thus we can learn

AFFDA � ∑Q
q�1

exp{j2π(f0 + Δfq)[t − R − (q − 1)d sin θ
c

]}
� exp[j2πf0(t − R

c
)]∑Q

q�1
Aq exp{j2π[f0(q − 1)d sin θ

c

+Δfqt − Δfq
R
c
+ Δfq

(q − 1)d sin θ
c

]} (2)

With the assumption that Δfq ≪ f0, (Eq. 2) can be
approximately rewritten as

AFFDA ≈ exp[j2πf0(t−Rc)]∑Qq�1exp{j2π[f0(q−1)d sinθc
+Δfqt−ΔfqRc]}

(3)

For the simplified expression, we define

at(t) � [ 1 e j2πΔf2t / e j2πΔfQt ]T (4-1)

aR(R) � [ 1 e−j2πΔf2R/c / e−j2πΔfQR/c ]T (4-2)

aθ(θ) � [ 1 e j2πf0d sin θ/c / e j2πf0(Q−1)d sin θ/c ]T (4-3)

a0(t,R) � [ e j2πf0(t−R/c) e j2πf0(t−R/c) / e j2πf0(t−R/c) ]T (4-4)

Thus (Eq. 3) can be rewritten as

AFFDA(R, θ, t) � aT0 (t,R) · [at(t)⊙aθ(θ)⊙aR(R)] (5)

where T is the transpose operator, and ⊙ is the Hadamard product
operator.

To detect the far-field target at (θ0,R0), we define the steering
vector by

w � a0(0,−R0)⊙aR(−R0)⊙aθ(−θ0) (6)

Therefore, the unidirectional synthesized signal can be
expressed as

AFFDA(R, θ,R0, θ0, t) � [a0(t,R)⊙w]T · [at(t)⊙aθ(θ)⊙aR(R)]
(7)

Actually, (Eq. 7) can be further expressed as

AFFDA(R, θ,R0, θ0, t) � BpFDAe
jΨFDA(R,θ,R0 ,θ0 ,t) (8)

where

BpFDA � |AFFDA(R, θ,R0, θ0, t)| (9-1)

ΨFDA(R, θ,R0, θ0, t) � angle[AFFDA(R, θ,R0, θ0, t)] (9-2)

with angle being the phase angle solving function.

Interferometer Direction Finding Principle
For the dual baseline phase interferometer shown in Figure 2, the
receivers 1, 2, and 3 constitute a planar dual baseline phase
interferometer direction-finding system. The receivers 1 and 2
form short baseline d1 and the receivers 2 and 3 form long
baseline d2. Then there are,

ϕ1 � φ1 + 2mπ � 2πd1 sin c
λ

,m � 0, ± 1, ± 2 . . . (10-1)

ϕ2 � φ2 + 2nπ � 2πd2 sin c
λ

, n � 0, ± 1, ± 2 . . . (10-2)

where φ1 and φ2 are the phase differences obtained by the phase
detector, ϕ1 and ϕ2 are the true values of the actual phase
difference corresponding to the incident angle c, and λ is the
incoming wavelength.

According to the design rules of the dual baseline phase
interferometer, to ensure the short baseline being unambiguous,
we set d1 < λ/2 that is, ϕ1 � φ1. Then, (Eq. 10-1) can be
rewritten as,

ϕ1 � φ1 �
2πd1 sin c

λ
(11-1)

ϕ2 � φ2 + 2nπ � 2πd2 sin c
λ

, n � 0, ± 1, ± 2 . . . (11-2)

Supposing p � d2/d1 is ratio of the long and short baseline
length, then ϕ2 � p × ϕ1. In this way, the blurred value n of
the phase difference of the long baseline can be solved by
the phase difference φ1 obtained from the short baseline,
and the high-precision data measured from the long baseline
can be obtained. The actual process of de-blurring is as
follows: 1) For a known long baseline with a phase
difference of φ2, a set of phase sequence of phase
difference 2π is obtained from n � 0, ± 1, ± 2 . . .. 2)
Finding the value closest to the p × ϕ1 is the actual exact
value ϕ2.3) The exact value ϕ2 is the phase difference obtained
from the long baseline with better accuracy than that from
the short baseline, and finally, the incident angle c of the
signal is derived. Therefore, the process of de-blurring can be
expressed as,

n0 � arg
n
min(∣∣∣∣φ2 + 2nπ − pφ1

∣∣∣∣, n � 0, ± 1, ± 2 . . . ) (12)

Then, for the long baseline, the true value of the actual phase
difference can be given by

FIGURE 2 | Dual baseline phase interferometer.
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ϕ2 � φ2 + 2n0π (13)

As we know, there is a unique correspondence between the
phase difference being de-blurred and the DOA. Generally, each
de-blurring output can be used for direction finding, but the
output accuracy of the long baseline is high. In order to simplify
the calculation, we usually only use the output of long baseline to
measure the DOA, that is,

ĉ � arcsin( cϕ2

2πf0d2
) (14)

Direction of Arrival Location Deception
Model
Figure 3 gives the position relationship between the
interferometer and the FDA radar, in this scenario, we set the
far-field indicate angle as c.

Then, supposing the range from the first element of FDA radar
to the receiver 1 of the interferometer is R, and the beam of FDA
points at the far-field target with angle-range pair (θ0,R0) while
t � 0, then the phase differences obtained by the phase detector
can be given by

φFDA1 � mod{angle[AFFDA(R, c,R0, θ0, t)] − angle[AFFDA(R
+ d1 sin c, c,R0, θ0, t)] + 2π, 2π}

(15-1)

φFDA2 � mod{angle[AFFDA(R, c,R0, θ0, t)] − angle[AFFDA(R
+ d2 sin c, c,R0, θ0, t)] + 2π, 2π}

(15-2)

According to the de-blurring process given in the Part 2.2, the
output phase difference of the long baseline can be given by ϕFDA2,
and thus the measured DOA can be derived as

ĉFDA � arcsin(cϕFDA2

2πf0d2
) (16)

From (Eq. 7), we learn that due to the extra frequency
increment, the array factor of the FDA is coupled with the

range and the indicate angle, and thus the output phase
difference ϕFDA2 is not only related to the DOA, but also to
the range, owing to which the measured DOA deviates from the
actual DOA, then we have

ΔcFDA � ĉFDA − c (17)

Besides, the measured location (x—intercept) is

x̂FDA � R sin(ĉFDA) (18)

Thus, the location deviation from the interferometer center to
the array center can be given by

ΔxFDA � x̂FDA − R sin c + (Q − 1)d/2 − d2/2 (19)

Therefore, while the measured location is outside the array, we
regard that the FDA can generate deceptive signals to counter the
interferometer, that is,

|ΔxFDA|> (Q − 1)d/2 (20)

For the linear FDA with the uniform linear frequency
increment (ULFDA),

AFULFDA(R, c,R0, θ0, t) � AFULFDA(R, c,R0, θ0, t)∣∣∣∣∣Δfq � (q − 1)Δf
(21)

Then, we have

AFULFDA(R, c,R0, θ0, t) � sin
Qα
2
/sin

α

2
(22-1)

ΨULFDA(R, c,R0, θ0, t) � 2πf0[t − (R − R0)/c] + (Q − 1)α/2
(22-2)

where α � 2πf0d(sin c − sin θ0)/c + 2πΔf [t − (R − R0)/c]. Then,
we have

ϕULFDA1 � ΨULFDA(R, c,R0, θ0, t) − ΨULFDA(R
+ d1 sin c, c,R0, θ0, t)

� 2π[f0 + (Q − 1)Δf
2

] d1 sin c
c

(23-1)

ϕULFDA2 � 2π[f0 + (Q − 1)Δf
2

] d2 sin c
c

(23-2)

Then the measured DOA and location can be given by

ĉULFDA � arcsin[sin c + (Q − 1)Δf
2f0

sin c] (24-1)

x̂ULFDA � R sinĉ � R sin c + (Q − 1)ΔfR sin c
2f0

(24-2)

Thus, the location deviation is

ΔxULFDA � (Q − 1)ΔfR sin c
2f0

− d2 − (Q − 1)d
2

(25)

Therefore, for theULFDA, to ensure the deception effect, we have

Δf > f0d2
(Q − 1)R sin c

��������Δf < f0d2 − 2(Q − 1)f0d
(Q − 1)R sin c

(26)

FIGURE 3 | The position relationship between the interferometer and the
FDA radar.
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THE DIRECTION OF ARRIVAL LOCATION
DECEPTION METHOD BASED ON
FREQUENCY DIVERSE ARRAY
The Basic Principle of Direction of Arrival
Location Method
From the deception model, we learn that when the frequency
increment between adjacent elements is varying, due to the
nonlinear frequency increment, the phase differences are
related to the range, the length of baseline, and t. For this
case, by controlling the frequency increment sequence, we can
control the DOA and location deviation to realize DOA location
deception on the dual baseline phase interferometer. Therefore,
we have

ΔxFDA(Δf) � R sin[ĉFDA(Δf)] − R sin c + (Q − 1)d/2 − d2/2
(27)

where Δf � [Δf1 Δf2 / Δfq / ΔfQ ] denotes the
frequency diverse sequence.

To investigate the regulation effect of the frequency
diverse sequence on the location deception, by change the
Δf randomly, the 10,000 Monte Carlo results are shown in
Figure 4.

It can be seen that, with Δf changing randomly, the most
measured location deviates slightly, but for the special Δf , there is
an obvious location deviation, this means, when we select the
appreciate Δf , the FDA have a good deception effect on the dual
baseline phase interferometer.

The Direction of Arrival Location Deception
Method Based on Frequency Diverse Array
The Monte Carlo results show that the Δf has the regulation
ability on the deception effect, it means, by regulating Δf , we can
realize DOA location deception on the interferometer. Besides, in
practice, the passive location system estimates DOA by processing
the received signals in a period of time, which means the

azimuth angle measured by the interferometer is actually the
average over a period of time, not the instantaneous value at a
certain time.

Therefore, we define the average DOA and location deviation,
respectively,

Δĉave � ∫t2

t1

ΔcFDA(t)dt (28-1)

Δx̂ave � ∫t2

t1

ΔxFDA(t)dt (28-2)

where t1 and t2 denote the start and end time of the sampling,
respectively.

As we know, to realize the deception on the dual baseline
phase interferometer, we should ensure that the measured
location deviates out of the FDA antenna, thus, we have

|Δx̂ave|> (Q − 1)d/2 (29)

As the analysis of part 3.1, we can learn that when an
appropriate Δf is selected, the location that is derived by the
interferometer will deviate greatly, it means that the location
deviation can be controlled by changing the Δf . Therefore, in
order to realize the (Eq. 29), we can adjust the Δf . That is, there is
a Δf , s.t., ∣∣∣∣Δx̂ave(Δf)∣∣∣∣> (Q − 1)d/2 (30)

From the above analysis, the DOA location deception problem
on interferometer using FDA can be converted into the following
optimization problems,

Δf̂ � argmax{∣∣∣∣Δx̂ave(Δf)∣∣∣∣} s.t. Δfmin ≤Δfq ≤Δfmax∣∣∣∣Δx̂ave(Δf)∣∣∣∣ − (Q − 1)d/2> 0 (31)

Converting the optimization problem to a minimizing
optimization problems, we have

Δf̂ � argmin{ − ∣∣∣∣Δx̂ave(Δf)∣∣∣∣} s.t. Δfmin ≤Δfq ≤Δfmax∣∣∣∣Δx̂ave(Δf)∣∣∣∣ − (Q − 1)d/2> 0 (32)

Let f (Δf) � ∣∣∣∣Δx̂ave(Δf)∣∣∣∣, (32) be further rewritten to

Δf̂ � argmin{ − f (Δf) + rP2(Δf)}
s.t. Δfmin ≤Δfq ≤Δfmax

(33)

where P(Δf) �max(0,−f (Δf)+(Q−1)d/2), r is the penalty
coefficient.

However, in practice, there will be noise in the process, so the
noise should be also taken into consideration. The RMSE is used
to solve this problem, that is,

RMSE
ĉ
� RMSEΔ̂cave

�
������������
E[(Δĉave − 0)2√ ] (34-1)

RMSEΔ̂xave �
�����������
E[(Δx̂ave−0)2√ ] (34-2)

Therefore, in the noise environment, the DOA location
deception problem on interferometer using FDA can be
expressed as

FIGURE 4 | Regulation effect of Δf on the location deviation.
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Δf̂ � argmin{ − ∣∣∣∣RMSEΔ̂xave(Δf)∣∣∣∣}
s.t. Δfmin ≤Δfq ≤Δfmax∣∣∣∣RMSEΔ̂xave(Δf)∣∣∣∣ − (Q − 1)d/2> 0 (35)

Let f1(Δf) �
∣∣∣∣Δx̂ave(Δf)∣∣∣∣, (Eq. 35) can be further rewritten to

Δf̂ � argmin{ − f1(Δf) + r1P
2
1(Δf)}

s.t. Δfmin ≤Δfq ≤Δfmax (36)

where P1(Δf) � max(0,−f1(Δf) + (Q − 1)d/2), r1 is the penalty
coefficient.

Eqs 33, 36 give the closed form of optimization to realize the
DOA location deception problem on the interferometer in the case
of no noise and noise, respectively. However, since the phase is
periodic, the optimizations are non-convex problems, thus, the
particle swarm immune optimization (PSO-IMMU) algorithm is
used to solve this problem. According to the particle swarm
optimization (PSO), the position and speed of the particle
update with the following equation,

v(j+1)i � ω · v(j)i + c1(Δfmax − Δfmin)[Pi − Δf(j)i ] + c2(Δfmax

− Δfmin)[Pg − Δf(j)i ]
(37-1)

Δf(j+1)i � Δf(j)i + v(j+1)i (37-2)

where Pi and Pg denote the local optimal solutions and global
optimal solutions, respectively. c1 andc2 are constant learning
factors, and ω denotes the inertia weight. Thus, the flowchart of
the optimization is given in Figure 5.

In summary, the output of the PSO-IMMU is the optimal
frequency increment sequence, based on which, the FDA can
realize DOA location deception on the dual baseline phase
interferometer.

Model Verification and Performance
Analysis
Signal to Noise Ratio Analysis
As we know, the beam of the FDA is time-dependent. This
means, in the constant noise environment, the SNR of the FDA
signal is varying with time, and thus we derive the
instantaneous by

ISNRFDA(t) � 10 log[Bp2FDA(t)
Pw

] (38)

where Pw is the average noise power. During the sampling time,
the average SNR (ASNR) is

ASNRFDA � 1
t2 − t1

∫t2

t1

ISNRFDA(t)dt (39)

Actually, for the PA signal, the SNR is constant, that is,

SNRPA � ISNRPA(t) � ASNRPA � 10 log(PPA

Pw
) (40)

where,

PPA � |AFPA|2 � |AFFDA(t)|2Δf1:Q�0 � max[Bp2FDA(t)] (41)

Therefore, we can learn that the ASNR of the PA is always
higher than that of the FDA.

Cramer-Rao Lower Bound Analysis
To analyzes the proposed method in the noise environment, the
CRLB is important. Let A � ∫t2

t1
AFdt, we derive the sample of the

interferometer by,

FIGURE 5 | Flowchart of the optimization.

TABLE 1 | Main simulation parameters.

Symbols Values

f0 1 GHz
Δfmax 100 KHz
Δfmin 0
Q 10
D 0.15 m
d1 0.15 m
d2 3.0015 × 0.15 m
R 250 km
c 45°
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x[n] � s[n] + w[n] � |A|exp[j( − ϕ
dn
dN−1

+ ψ)] + w[n] n

� 0, 1, . . . . ,N − 1 (42)

where d0 � 0.
Similar to [42], the CRLB for the dual baseline phase

interferometer is

CRLBc � 3c2

8π2f 20 d
2
2 cos

2 c[3(1 + d21
d22
) − (1 + d1

d2
)2]ASNRFDA

(43-1)

CRLBx � 3R2c2

8π2f 20 d
2
2[3(1 + d21

d22
) − (1 + d1

d2
)2]ASNRFDA

(43-2)

In general, for the signals of the different array, the higher the
CRLB is, the better the deception performance is.

NUMERICAL RESULTS

To verify the proposed method, we divide the numerical
simulation into 3 parts: 1) The deception effect of the FDA
counter the dual baseline phase interferometer. 2) The optimal
deception method without noise. 3) The optimal deception
method in the noise environment. Here the FDA radar and
dual baseline phase interferometer is considered, the main
simulation parameters are listed in Table 1.

Example 1: The deception effect of the FDA counter the dual
baseline phase interferometer: In this example, we analyze
different parameters the influence of different parameters on
the deception effect, and three array structures are considered: 1)
Phased array 2) FDA with frequency increment Δf ·[ 0 1 . . . q − 1 . . . Q − 1 ] (named ULFDA) 3) FDA
with frequency increment Δf ·[ 0 log(2) . . . log(q) . . . log(Q) ] (named LogFDA).
Figure 6 shows the DOA deception effect of the FDA. From
Figures 6A–E, we can learn that while fixing the time, the
deception effect of the FDA is positively correlated with Δf ,
Q, R, and c, while negatively correlated with f0. From Figure 6F,
we can learn that while other parameters are fixed, the ULFDA
can realize deception to counter the dual baseline phase
interferometer, besides, we can also learn that with the
introduction of nonlinear frequency increment, the LogFDA
signal has a time-varying deception ability.

Example 2: The optimal deception method without noise.
Supposing t1 and t2 are 0 and 1 ms, respectively, the optimal
frequency increment sequence is determined according to
(Eq. 33), then naming the FDA with optimal frequency
increment sequence OFDA, we study the DOA deception
effect of OFDA on the interferometer as shown in
Figure 7. Figure 7 compares the x-intercept deviation of
OFDA with that of PA and ULFDA, we can learn that in
the sampling time, the OFDA can achieve a larger average
x-intercept deviation than ULFDA, though the instantaneous
x-intercept deviations of FDA in some certain times may not

FIGURE 6 | The DOA deception effect of the FDA (A) x-intercept deviation with f0 (B) x-intercept deviation with Δf (C) x-intercept deviation with Q (D) x-intercept
deviation with R (E) x-intercept deviation with c (F) x-intercept deviation with t.
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better than that of FDA. However, as the interferometer
actually measures the average location over the sampling
time, the proposed method in the case of no noise
performs a better DOA location deception effect than
ULFDA.

Example 3: The optimal deception method in the noise
environment. With the Gaussian white noise assumption,
and setting the sampling time of the interferometer as 1ms,
we derive the optimal frequency increment sequence
according to (Eq. 36). Generally, assuming that the array
structures are all in the same noise environment, and taking
the SNR of PA as reference, Figure 8 gives the variation of
deception effect with SNR, we can see that compared with PA
and ULFDA, the proposed OFDA can achieve better
deception effect on the interferometer than ULFDA. Then,
Figure 9 gives the variation of location error with SNR, we

can see the proposed OFDA has better DOA location
deception effect. However, compared with the ULFDA, the
OFDA perform better while the SNR is high, but for the case
that the SNR is low, there is little difference between the
OFDA and the ULFDA. To explain this phenomenon,
Figure 10 gives the beampattern of the three array
structures, we can see that compared with the other two
structures, there are many times when the energy is zero in
the beampattern of FDA, which means in those times, the
ISNR of FDA will be infinitesimal, and the interferometer can
only receive the noise, and that will make the average
estimation of x-intercept inaccurate, especially when the
SNR is low. In summary, the proposed method performs a
better DOA location deception effect in the case of noise,
especially when the SNR is high.

FIGURE 7 | The Difference of Arrival deception effect of the OFDA.

FIGURE 8 | The variation of deception effect with SNR (A) RMSE of DOA (B) RMSE of location.

FIGURE 9 | The variation of location error with SNR.
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CONCLUSION

In this paper, to counter the dual baseline phase interferometer,
we proposed a DOA location deception method based on the
FDA with non-linear frequency increment. The dual baseline
phase interferometer measures the DOA by processing the phase
difference of the same signal received by different receivers,
however, the phase difference of the FDA signal contains the
range parameter owing to its frequency increment, and thus the

interferometer cannot measure the indicated angle accurately.
Therefore, by analyzing the regulating ability of frequency
increment sequence on the deception effect, considering the
sampling time, we formulate the DOA location deception
optimization problem in the no noise and noise environment,
respectively. Considering the periodicity of the phase, the PSO-
IMMU algorithm is used to solve this non-convex problem. The
numerical simulations show that the proposedmethod can realize
good deception effect on the dual baseline phase interferometer,
however, since there are multiple zero energy points in the FDA
signal during sampling time, the superiority of the proposed
method is not more obvious than the ULFDA in the high noise
environment, the higher the SNR is, the better the deception
effect of the proposed method is. In summary, the proposed
method is a good countermeasure for the interferometry
reconnaissance.
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A novel hybrid continuous inverse power amplifier (PA) that is constituted by a continuum
of PA modes from the continuous inverse class-F to the continuous inverse class-B/J is
proposed, and a detailed mathematical analysis is presented. The fundamental and
second harmonic admittance spaces of the hybrid PA proposed in this article are
analyzed mathematically. By introducing the phase shift parameter into the current
waveform formula of the hybrid continuous inverse PA, the design space of the
fundamental and second harmonic admittance is expanded, further increasing the
operating bandwidth. The efficiency of the amplifier under different parameter
conditions is calculated. In order to verify this method, a broadband high-efficiency PA
is designed and fabricated. The drain voltage and current waveforms of the amplifier are
extracted for analysis. The experimental measured results show a 60.7–71.5% drain
efficiency across the frequency band of 0.5–2.5 GHz (133% bandwidth), and the designed
PA can obtain an 11.8–13.9 dB gain in the interesting frequency range. The measured
results are confirmed to be in good agreement with theory and simulations.

Keywords: broadband, high-efficiency, continuous mode, power amplifier, second harmonic admittance

INTRODUCTION

RF power amplifiers are widely used in various wireless communication systems. With the rapid
growth of modern mobile communication services, the requirements of low consumption, wide
bandwidth, high efficiency, and small size are also increasing rapidly [1–5]. The RF power amplifier
(PA) is one of the modules with the most power loss in RF transmission. Therefore, the improvement
of amplifier efficiency and the expansion of bandwidth have become the focus of current
research [6–12].

The continuous operation modes based on class-B were proposed by S. C. Cripps et al. [13]. By
introducing the expansion factor into the voltage or current equation, a new mode of amplifier is
formed, which has obvious advantages in expanding the fundamental and second harmonic
impedance spaces. In addition, the continuous PA can achieve higher efficiency in a wide
frequency range by increasing the suppression of high harmonic components. Therefore, in
recent years, the study of continuous PAs has attracted extensive attention.

Having gone through several important stages, the research on continuous power amplifiers has
made great progress recently. For example, as mentioned by the authors in reference [14], even–odd
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mode analysis and a series of continuous modes are first proposed
to design broadband and high-efficiency PAs. Under the action of
the ring resonator microstrip band-pass filter, the operating
bandwidth of the designed PA is across 0.8–3.2 GHz with a
drain efficiency of 57–74%. A continuous class-B/J PA using a
nonlinear embedding technique was proposed by the authors in
reference [15], with which the designed amplifier can operate
across 1.3–2.4 GHz with a drain efficiency of 63–72%.

An ultra-wideband high-efficiency PA based on optimal
fundamental input and output loads was designed by the
authors in reference [16]. Starting from the optimum ideal
loads, the input and output matching network of the amplifier
was designed step by step. The PA was designed over the
frequency band from 0.8 to 4.0 GHz with a drain efficiency of
40–55%.

Some achievements have also been made in the field of the
inverse class-F PA. A comparison between class F and inverse
class F is faced and a novel analytical method for studying the
inverse class-F PA is proposed by the authors in reference [17].
The amplifier was designed at a center frequency of 9.6 GHz, and
the peak efficiency is 54%.

The hybrid continuous inverse PA can be formed by
introducing different parameters into the current equation of
the continuous inverse modes. In this study, a phase-shifted
current waveform is proposed to be explored in the design of
the hybrid continuous inverse PA. Based on the new theoretical
model, the current and voltage waveforms of the amplifier are
reconstructed so that the design space of the fundamental
admittance of the mixed continuous inverse PA is expanded.
In addition, the new waveforms enable the second harmonic
admittance of the hybrid continuous inverse PA to have both
resistive and reactive parts. Meanwhile, with the introduction of
the phase shift parameter, the proposed impedance space is very
different from the previous modes [18–23]. A high-efficiency PA
is designed and fabricated to validate this theory. Simulation and
experimental results show that the drain efficiency of this PA is
60.7–71.5%, and there is an output power of 39.8–41.9 dBm in the
target band from 0.5 to 2.5 GHz.

POWER AMPLIFIER DESIGN
METHODOLOGY

The drain voltage of the proposed PA is the same as that of the
traditional inverse continuous modes, and the waveform is
similar to that of the square wave [24], as shown below:

VDC(θ) � VDC · (1 + �
2

√
cos θ + 1

2
cos 2 θ), (1)

where VDC is the operating voltage.
The drain current of the continuous inverse class-F PA is

shown in Eq. 2 as follows:

IDS(θ) � IMAX · (idc − i1 cosθ+ i3 cos3θ) ·(1−csinθ) , 1≥c≥ −1,
(2)

where Imax is the saturated drain current, and idc � 0.37, i1 � 0.43,
and i3 � 0.06 [27]. Normalize the above voltage and current

expressions. The normalized voltage and current expressions are
given below:

vds(θ) � 1 + �
2

√
cos(θ) + 1

2
cos(2θ), (3)

ids(θ) �(1−4337cosθ+ 6
37

cos3θ) ·(1−csinθ), 1≥c≥ −1. (4)

By increasing the coefficient and the phase shift factor in the current
equation,Eq. 4 is expanded and the expansion expression is as follows:

ids(θ) � [1−αcos(θ+φ)+βcos(3θ+3φ)] · [1−csin(θ+φ)],
1≥c≥ −1, (5)

where parameter φ is the phase shift factor. The normalized
current expression in Eq. 5 is mathematically expanded as shown
below:

ids(θ) � 1−(αcosφ+csinφ)cosθ+(αsinφ−ccosφ)sinθ
+(αc

2
+βc
2
)sin2φcos2θ+(αc

2
+βc
2
)cos2φsin2θ

+βcos3θcos3φ− βsin3φsin3θ

−βc
2
sin4φcos4θ−βc

2
cos4φsin4θ 1≥c≥ −1.

(6)

In Eq. 6, the ranges of the α and β values are (1, 43/37) and (0, 6/37),
respectively [28]. When α and β are the fixed values, the
parameter c is varied over the range of (−1, 1). According to
Eqs 1 and 2, the fundamental and harmonic admittances can be
calculated by using the following:

Ynf � − ids,n
vds,n

. (7)

The harmonic admittance of the PA can be calculated by
combining expressions (3), (6), and (7). The first three
harmonic admittances can be derived as follows:

Y1 �
�
2

√ (c sinφ + α cosφ + j · (c cosφ − α sinφ)) · Gopt , (8)

Y2 � −2(αc + βc)(sin 2φ + j · cos 2φ) · Gopt , (9)

Y3 � ∞. (10)

In Eqs 8 and 9, Gopt�(1/2)·[Ipeak/(Vds-Vknee)], which is defined as
the optimal admittance of transistors at the current generator
(I-gen) plane [28]. From the above expression of admittance
calculation, it can be derived that both fundamental admittance
and second harmonic admittance are composed of two parts:
resistance and reactance. Where the design space of fundamental
admittance is determined by parameters α, c, and φ, the design
space of second harmonic admittance is determined by
parameters α, β, c, and φ.

The fundamental and second harmonic admittances must be
inside the Smith diagram, so the real part of the admittance is
greater than or equal to zero. Therefore, the phase shift parameter
φ must satisfy the following expressions:

{φ ∈ [arctan(−α), 0] when 0≤ c ≤ 1
φ ∈ [0, arctan(α)] when − 1≤ c≤ 0 . (11)
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FIGURE 1 | Theoretical voltage and current waveforms and drain efficiency. (A–D) Theoretical voltage and current waveforms when φ � arctan(-α), φ � 0, φ �
arctan(α). (A) α � 43/37, β � 6/37, and φ∈[arctan(-α), 0]. (B) α � 43/37, β � 6/37, and φ∈[0, arctan(α)]. (C) α � 1, β � 0, and φ∈[arctan(-α), 0]. (D) α � 1, β � 0, and φ∈[0,
arctan(α)]. (E–H) Theoretical drain efficiency with respect to c and φ. (E) α � 43/37, β � 6/37, and φ ≥ 0. (F) α � 43/37, β � 6/37, and φ ≤ 0. (G) α � 1, β � 0, and φ ≥ 0.
(H) α � 1, β � 0, and φ ≤ 0.
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The normalized voltages and currents of the proposed PA
based on Eqs 1 and 2 are shown in Figure 1. The current
waveform curve without the phase shift is blue, and the
current waveform curve after the phase shift is red. From Eq.
11, we can see that the range of the phase shift parameters is
[arctan(-α), arctan(α)]. Figure 1A shows the normalized current
and voltage waveforms at the boundary values of α � 43/37, when
φ � arctan(-α), φ � 0. Figure 1B shows the normalized current
and voltage waveforms at the boundary values of α � 43/37, when
φ � 0, φ � arctan(α). Figure 1C shows the waveforms at the

boundary values of α � 1, when φ � arctan(-α), φ � 0. Figure 1D
shows the waveforms at the boundary values of α � 1, when φ � 0,
φ � arctan(α).

The DC and RF power of the PA can be calculated using the
following expressions: Eqs 12 and 13. The drain efficiency (DE)
of the modified hybrid inverse continuous modes can be
calculated based on Eqs 3, 6, 12, and 13 as follows:

Pdc � ∫ ids,dc × vds,dcdt, (12)

FIGURE 2 | (A) Equivalent circuit model of transistor modeling showing the parasitics. (B)Output matching network and the admittances at the intrinsic drain plane.
(C) De-embedded voltage and current waveforms of the PA at the I-gen plane.
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PRF � ∫ ids,1f × vds,1f dt. (13)

Using the above expression, the DE which is defined as the ratio
of PRF to Pdc can be written as follows:

DE � ∫ ids,1f × vds,1f dt∫ ids,dc × vds,dcdt
�

�
2

√
2

(c sinφ + α cosφ). (14)

The DE of the hybrid inverse continuous mode PA, which
depends on c, α, and φ, can be clearly found from the above
expression. According to the relation between c and φ and
the range of c, α, and φ, DE will decrease with the increase in
the absolute value of φ. By calculating, it is concluded that
when the DE is greater than 60%, the range of c will be
reduced with the increase in the absolute value of φ and when
α � 1 and α � 43/37, the corresponding relations for the
theoretical DE are plotted in Figures 1E,F, respectively.
Figure 1E shows DE at the boundary values of α � 43/37,
β � 6/37, and φ ≥ 0. When φ � 0, the amplifier has a maximum
DE of 82.17%, and the DE does not change with the c. With
the increase in φ, the DE decreases gradually. At the same
time, the DE will decrease with the decrease in c. The
maximum value of DE also appears at φ � 0, as shown in
Figure 1F. As the absolute value of φ increases, the DE
decreases. When φ has a fixed value, the DE will also
decrease with the increase in c. Figure 1G,H show DE at
the boundary values of α � 1 and β � 0. The DE has a similar
variation law to those in Figure 1E,F.

In order to obtain the design space of the fundamental and
second harmonic admittances for DE over 60%, the expressions
in Eqs 8, 9, 11, and 14 must be combined. Figure 2B shows the
fundamental and second harmonic design spaces for a � 1, a � 9/8,
and a � 43/37. It can be seen from Figure 2B that the
fundamental admittance space is a large continuous region,
which improves the sufficient design space for us to design
broadband power amplifiers. In addition, the second harmonic
admittance has a completely new region compared with the
traditional inverse continuous type, and the efficiency of the
amplifier can be further improved by controlling the harmonic
component.

REALIZATION AND EXPERIMENTAL
RESULTS

Output Network and Output Waveform
A 10-WCree CGH40010F GaNHEMT packaged device was used
for implementation. An ultra-wideband high-efficiency PA is
designed to prove the theory proposed in this study. As the
theoretical PA mode analysis refers to the intrinsic drain plane
(I-generation plane), the parasitics of the transistor need to be
properly modeled. Hence, computer-aided design (CAD)-based
modeling can be performed in combination with bare sheet
models and encapsulation models, which are provided by the
manufacturer [25]. The typical equivalent-circuit model of this
transistor is shown in Figure 2A, indicating the intrinsic and
package parasitics [26].

The output matching network with the dimensions of
transmission lines and the admittances at the intrinsic drain
plane are shown in Figure 2B, where the fundamental impedance
is consistent with the results obtained from the previous analysis.
However, since the bandwidth of the PA exceeds one octave, the
second harmonic admittance does not fully enter the ideal space.
As a result, the efficiency of the PA will be affected before
1.5 GHz. In other words, the efficiency of the PA will be
increased after 1.5 GHz. Additionally, when the frequency is
higher than 2.5 GHz, the efficiency of the PA will decrease
significantly.

To verify the operating mode of the designed PA, the
simulated voltage and current waveforms at the intrinsic drain
plane are investigated using the harmonic balance simulator
available in ADS. Figure 2C shows the simulated voltage and
current waveforms when the PA is operating at 0.5, 1.0, 2.0, and
2.5 GHz, respectively. The voltage and current waveforms are
basically in agreement with those of the hybrid continuous
inverse power amplifiers. The drain voltage is set to 28 V with
a quiescent current of 62 mA.

Amplifier Circuit Fabrication and Testing
The circuit is fabricated on Rogers’s RO4350B with εr � 3.66 and
H � 0.762 mm. The photograph of the proposed PA is presented
inFigure 3A. The PA is first tested under the stimulus of a single-tone

FIGURE 3 | (A) Photograph of the proposed PA. (B) Simulated and measured drain efficiency, output power, and gain virus input power at 0.8 GHz. (C) Simulated
and measured drain efficiency, output power, and gains of the designed PA.
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continuous wave signal from 0.5 to 2.5 GHz with a step of
0.1 GHz. The drain bias voltage and the gate bias voltage of the
transistor are both set to the value that causes the best drain
efficiency (DE) in the test.

The simulated andmeasured gain, drain efficiency, and output
power of the designed amplifier versus the input power at
0.8 GHz are shown in Figure 3B. The simulated and
measured results of the output power, drain efficiency, and
gain of this PA over the entire frequency band are given in
Figure 3C. The simulated and measured results show that the
drain efficiency can reach more than 60% in the frequency range
of 0.5–2.5 GHz (relative bandwidth 133%). The test results of
drain efficiency are 60.7–71.5%. Over the same band, the
measured output power from 39.8 to 41.9 dBm is obtained.
The gain is 11.8–13.9 dB within the same frequency band. In
addition, the simulation results of gain and output power are in
good agreement with the measured results due to the EM
simulation of the layout in the ADS. It can be seen from
Figure 3C that the drain efficiency of the amplifier fluctuates
in the operating frequency range. The reason is that the operating
bandwidth of the amplifier is very wide, the operating modes of
different frequencies are different, and the efficiency of different
operating modes is different, so the drain efficiency of the
amplifier will fluctuate in the entire frequency range.

Compared with the previous design, the proposed PA
designed in this study has wider bandwidth, higher drain
efficiency, and stable output power, as shown in Table 1.

CONCLUSION

A high-efficiency and wideband hybrid continuous invert PA
with phase shift parameters is presented in this article, the current
equation of which has been rebuilt to gain greater design space. It
is shown that the fundamental and second harmonic admittances
change with the introduction of the phase shift parameters. On
the basis of this theory, the drain efficiency of the designed PA is
60.7–71.5% and the output power is 39.8–41.9 dBm.
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A substrate integrated waveguide (SIW) based spoof surface plasmon polariton (SSPP) is
proposed for the design of bandpass filter (BPF). The left and right edge cutoff frequencies
of the passband can be easily adjusted by changing the parameters of SIW and ring slot
embedded into the SIW. Then, four half-wavelength circular slots are added on two sides
of the SSPP located at the center of the circuit to introduce a high-selectivity notch band. In
order to make the notch band switchable, four full-wavelength circular slots and four PIN
diodes are applied instead of the four half-wavelength circular slots. As the PIN diodes are
under the ON state, the notch band will be generated within the passband of BPF. On the
contrary, as the PIN diodes are under the OFF state, the notch band will disappear. To
validate the design idea, two BPF examples are fabricated and measured, whose
simulation and measurement results are both in reasonably good agreement.

Keywords: bandpass filter, spoof surface plasmon polaritons, substrate integrated waveguide, switchable function,
high selectivity

INTRODUCTION

Surface plasmon polaritons (SPPs) are surface waves in the optical frequency band that propagate
along the metal-dielectric interface but decay fast in the vertical direction [1]. In 2004, the concept of
designer or spoof SPPs (SSPPs) was defined through the presentation of a periodic metal hole array
structure that supports SPP-like mode with strong field confinement at microwave and terahertz
frequencies [2]. From then on, the theory of SSPPs has been further improved [3], and the
corresponding designs and applications have been further extended.

Numerous studies on SSPP-based devices and antennas have been presented in the recent decade
[4–16], most of which are designed on the planar structures, such as SSPPs using PCB [5–13] and on-
chip process [15, 16]. Utilizing the high-frequency cut-off characteristics of SSPP, the most common
designs are SSPP based lowpass filters [12, 13]. Moreover, many SSPP based bandpass filters (BPFs)
have been also designed through adding the balun or other high-pass characteristic structures [5, 6].

However, most of these reported works lack of the actively dynamic adjustment ability. Due to the
increasingly complicated environments with different interferences, it is urgently needed to study the
reconfigurable or switchable devices based on SSPPs, which is of great significance for the development of
plasmonic integrated circuits applications. Especially, BPFs with notch band are of importance and
usefulness to suppress unwanted signals at the frequencies of interest. Consequently, some works on
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notch filters based on SSPPs have been presented [17–20]. In [19], by
changing the voltage of varactor diodes, the center frequency of the
notch band can be tuned continuously, but the insertion loss
performance is obviously deteriorated after introducing the notch.
In [20], a switchable notch filter is proposed whose notch frequency
can be changed by switching the states of the PIN diodes, however,
the bandwidth of the notch band is very narrow and its selectivity is
also not good.

Substrate integrated waveguide (SIW) naturally has the high-pass
filtering characteristics, which has been widely applied in the design of

microwave devices and antennas [21–24]. In this paper, a new BPF
using SSPPs is proposed through loading ring slots and vias within the
conventional SIW. Then, four half-wavelength circular slots are added
on two sides of the SSPPs located at the center of the circuit to introduce
a high-selectivity notch band. In order to make the notch band
switchable, four full-wavelength circular slots and four PIN diodes
with bias voltages are applied instead of the four half-wavelength
circular slots. Two BPF examples with and without switchable notch
bands are fabricated and measured for demonstrations.

BPF BASED ON SSPPS WITH A NOTCH
BAND

A new SSPP unit cell based on SIW with a ring slot and a via hole
is proposed, as shown in Figure 1A, where it is designed on the
dielectric substrate with a relative permittivity of 2.65, a thickness
of 0.5 mm, and a loss tangent of 0.0015. The via hole connected to
the ground of the bottommetal layer is located at the center of the
ring slot for each SSPP unit cell. The dispersion characteristics of
the SSPP unit cell are analyzed with different radii of the ring slot
r and different widths of the SIW w as shown in Figures 1B,C
respectively, where the parameters in Figure 1A set as w �
9.8 mm, p � 2.6 mm, d1 � 0.5 mm, d2 � 0.85 mm, r � 1 mm,
and s � 0.15 mm are as the default values.

In Figure 1B, as the parameter r decreases, the right-edge
cutoff frequency will be increased, while the left-edge cutoff
frequency remains essentially fixed. Additionally, as the SIW
width w increases while other parameters remain unchanged,
the left-edge cutoff frequency will be reduced but the right-edge
cutoff frequency will keep the same as shown in Figure 1C.
Therefore, it indicates that the left- and right-edge cutoff
frequencies of the passband can be independently adjusted by
changing the width of SIW walls and radius of ring slot embedded
into the SIW, respectively, when this SSPP unit cell is used for the
design of BPF. Consequently, the bandwidth and center frequency
of the proposed SSPP-based BPF will be easily controlled by
changing the geometric parameters of the SSPP unit cell.

Based on the above analysis, a corresponding BPF using the
proposed SSPPs is designed. It consists of the following parts:
microstrip lines as the input and output ports for connecting with
the SMA connectors to measure the filter performance, a
transition part by using a trapezoidal microstrip line and a
smaller ring slot for the transition from microstrip line to SSPP
waveguide, and a SSPP waveguide with seven periodic unit cells.
The width of themicrostrip line is set asw0 � 1.35mm for realizing
50-Ω characteristic impedance. Then, four half-wavelength
circular slots are added on two sides of the SSPP located at the
center of the circuit to introduce a high-selectivity notch band.
Figure 2 shows the schematic configuration of the BPF based on
SSPPs with the high-selectivity notch band, where all parametric
dimensions are listed in Table 1.

In order to further quantitatively evaluate the performance of
the BPF using the proposed SSPP, a prototype is fabricated as
shown in Figure 3A with the same parameters in Table 1. The
SMA connectors are used at the input and output ports for
measurement. Figure 3B shows the comparisons between the

FIGURE 1 | (A) Schematic configuration of the proposed SSPP unit cell
and its dispersion curves with different values of (B) parameter r and (C)
parameter w.
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simulated and measured S-parameters, where the left- and right-
edges of the passband are at 11.3 and 24.1 GHz, respectively,
basically consistent with the cutoff frequencies in Figure 1 for the
parameters set in Table 1. Good agreement between the
simulation and measurement of the S-parameters can be
observed, where the center frequency is located at 17.7 GHz
and the relative bandwidth is 72.3%. Slight discrepancies
between the measured and simulated results are mainly due to
the tolerance of manufacturing and manual soldering for
connectors. The insertion loss and return loss within the
passband but excluding the notch band are better than 1.7 and
11 dB, respectively. The notch band introduced by the half-
wavelength circular slot resonators has high-selectivity
characteristics with the center frequency at 16.7 GHz and
bandwidth from 16.25 to 17.15 GHz. The rejection within the
notch band can be up to 19.6 dB. Furthermore, the working
frequency of the notch band can be moved if the lengths of the
half-wavelength circular slot resonators are changed.

To verify the propagation characteristics of the SSPP
waveguide with the notch band, the electric field distributions
at three different frequency points located within the notch band
and the passband, and at the out of the passband are illustrated in
Figures 4A,B,C, respectively. For the notch frequency at
16.8 GHz in Figure 4A, the electric fields are mainly

concentrated around the four half-wavelength circular slot
resonators on both sides, and the electromagnetic waves
disappear after going through the resonators. It indicates that

FIGURE 2 | Schematic configuration of the BPF with a high-selectivity notch band.

TABLE 1 | Parameters of the Proposed BPF with A Notch Band.

Parameters w w0 w1 d1 d2 d3 l1 l2

Values (mm) 9.8 1.35 3.15 0.5 0.85 0.4 19.5 2.25
Parameters p r r1 s s1 s2 s3
Values (mm) 2.6 1 0.7 0.15 0.5 2.1 1.3

FIGURE3 | (A) Fabricated photograph of the BPFwith a notch band and
(B) the simulated and measured S-parameters of the BPF.
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the four resonators play the role of generating the notch band to
reject the signal propagation. In Figure 4B, the SSPP waves can
propagate efficiently through the waveguide at 22 GHz. In
contrast, the SSPP waves decay quickly at the out-of-band,
such as at 26 GHz in Figure 4C.

BPF BASED ON SSPPS WITH A
SWITCHABLE NOTCH BAND

In order to make the notch band switchable, four closed-loop ring
slot resonators and four PIN diodes are applied instead of the four
half-wavelength circular slots, as illustrated in Figure 5. It is well

known that a closed-loop ring slot resonator operates at the
resonant frequency with one wavelength, therefore, herein it is
called as the full-wavelength circular slot. The resonant
frequency of the half-wavelength circular slot resonator is
just about a half of the full-wavelength circular slot
resonator. As the PIN diodes are under the ON state, the
closed-loop ring slot resonators will be equivalent to the half-
wavelength circular slots as shown in Figure 2, and the notch
band will be generated within the passband of BPF. On the
contrary, as the PIN diodes are under the OFF state, the notch
band will disappear since the resonance generated from the
full-wavelength circular slots will be excited at the out-of-band
without influence on the passband.

The PIN diodes BAR64-02v (from Infineon) with sizes of
1.6 mm × 0.8 mm are used and modeled based on the equivalent
circuit models shown in Figure 6. As the PIN diode is under the
ON state, the equivalent model is a series circuit of an inductance

FIGURE 4 | Simulated electric field distributions of the BPF based on the proposed SSPP at (A) 16.8 GHz, (B) 22 GHz, and (C) 26 GHz.

FIGURE 5 | Schematic configuration of the proposed SSPP-based BPF
with the switchable notch band.

FIGURE 6 | Equivalent circuit models of the PIN diode (A) under the ON
state and (B) under the OFF state.

Frontiers in Physics | www.frontiersin.org August 2021 | Volume 9 | Article 7545104

Tan et al. BPF With Switchable Notch Band

98

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


Lp � 0.4 nH and a small resistance Rf � 2.4Ω. As the PIN diode is
under the OFF state, it can be equalized as an inductance Lp in
series with a parallel circuit of a small capacitance Cr � 0.12 pF
and a large resistance Rr � 3,000Ω. The four PIN diodes are

bridged across the full-wavelength circular slot resonators as seen
in Figure 5. The simple DC biasing circuit (bias voltage V � 1 V)
with choke inductors (L � 220 nH) has little influence on the
transmission performance of the filter. Therefore, the proposed
BPF based on SSPPs has the switchable function of the
notch band.

For demonstration, the proposed BPF based on SSPPs with a
switchable notch band is fabricated and measured. Figure 7A shows
the fabricated prototype of the proposed BPF and its simulated and
measured S-parameters under the ON and OFF states of PIN diodes
are shown in Figures 7B,C, respectively. The simulations and
measurements are in reasonably good agreement, and the center
frequency of the notch band is at 16.5 GHz when the PIN diodes are
under the ON state. Compared with the results in Figure 3, the
notch band has a slight redshift, which is probably due to the
effective length of the half-wavelength circular slot resonator
under the ON state of the switchable case larger than that of the
fixed case in Figure 3.

CONCLUSION

In this paper, two BPFs based on the proposed SSPPs with a fixed
notch band and a switchable notch band are presented. Four PIN
diodes are bridged across the full-wavelength circular slot
resonators to construct two switchable states, i.e., ON state
and OFF state. The resonators behave as the half-wavelength
resonators and full-wavelength resonators by switching the states
of diodes. The measured results of the two BPFs are basically in
good agreement with the simulated ones. Therefore, the
presented works are of greatly promising potentials on the
microwave switchable and adaptive devices and circuits.
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Reconfigurable Circular-Ring Feed
Patch Antenna with Tri-Polarization
Diversity
Hui Gu, Lei Ge* and Jihong Zhang

Shenzhen University, Shenzhen, China

In this paper, a reconfigurable circular-ring feed patch antenna for polarization diversity
applications is proposed. The reconfigurability is realized by using only two p-i-n diodes
which are inserted into the circular feed ring of the aperture-coupled patch antenna. With
the help of the p-i-n diodes, the polarization of the antenna is able to be altered among 45°

linearly polarized (LP), left-hand circularly polarized (LHCP), and right-hand circularly
polarized (RHCP) states. A fully-functional prototype is fabricated and measured. The
measurement agrees well with the simulation and three polarization states are obtained.
Owing to the merits of tri-polarization diversity, low profile and simple structure, the
proposed design is a great candidate for future wireless systems.

Keywords: antenna, patch antenna, reconfigurable antenna, polarization reconfiguration, switch

INTRODUCTION

With the popularity of wireless communication technologies, reconfigurable antennas with
switchable linearly polarized (LP) or circularly polarized (CP) waves have been receiving much
attention. They can enhance the performance of radio-frequency systems due to their advantages
of reducing polarization mismatch and mitigating multi-path fading effects [1–3]. In the past few
years, many works have been undertaken on the design of polarization reconfigurable antennas
[4–12]. In [4–7], the designs can provide LP reconfiguration along different polarization
directions. CP reconfigurable antennas, with the ability of switching the polarization
between left-hand circularly polarized (LHCP) and right-hand circularly polarized (RHCP)
states, have been reported in [8–10]. It is observed that these designs can only alter the
polarization either between LP modes or between CP modes. In particular, a reconfigurable
antenna which can switch its polarization between LP state and CP state is preferred. To realize
it, the designs in [11, 12] achieved a pair of orthogonal CP waves and an LP wave in a single
antenna structure.

Due to the feature of simple structure and easy fabrication, the resonant-type series feeding cross-
aperture coupled microstrip antenna have been studied over the past decades. This type of antenna is
flexible to realize CP operation with wide axial ratio bandwidth and flat gain bandwidth. Its detailed
radiating mechanism has been systematically analyzed based on the theory of the transmission line
model [13] and the reciprocity method [14]. Based on this idea, it is possible to design dual-band CP
radiation. In [15], the authors employed a series feed line to couple a diamond-shaped slot to a ring
and a cross-slot to a patch in series in order to realize a dual-band CP antenna. To minimize its size,
several modifications, including the cross-shaped slots replaced by multiple slots and the series
feeding line replaced by an open-ended circular ring, were made to obtain a more compact one as
explored in [16]. Therefore, the series feeding aperture-coupled microstrip antenna becomes
attractive for polarization reconfigurable designs.
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In this paper, a polarization reconfigurable circular-ring fed
patch antenna is proposed. Two p-i-n diodes are soldered on the
circular feed ring. By controlling the states of the p-i-n diodes, the
antenna polarization can be switched between a pair of
orthogonal CP modes and an LP mode. In addition, two 68-
pF capacitors are used to block DC signals. Compared with the
designs presented in [13–16], the proposed antenna can also
provide an additional LP state. Compared with tri-polarization
diversity antennas demonstrated in [11, 12], the proposed design
has a much lower profile. Details of the simulated and measured
results are presented to validate the proposed design.

ANTENNA DESIGN

Antenna Geometry
The three-dimensional configuration of the proposed antenna is
illustrated in Figure 1, which consists of two microwave FR4
substrates (Substrate 1 and 2) and an air layer. Both the FR4
substrates are with the same thickness of 0.8 mm, radius of
48 mm and relative permittivity of 4.4, and they are separated by
an air-gapped layer with a height of Ha. The side and top views
are presented in Figure 2, and the detailed dimensions of the
proposed antenna are given in Table 1. For the radiator, there
are four square patches printed on the top surface of Substrate 1
with 90° rotation between each other. On the top surface of the
lower FR4 substrate, there is a switchable circular-ring
microstrip line, and the bottom is a ground plane with four
identical slots right below the four patches. As such, the
proposed antenna can be excited by an aperture-coupling
scheme. It should be noted that a conventional aperture-
coupled structure is realized by placing a microstrip feedline
above the coupling slots. But in this design, the configuration is
right reversed. The purpose of this arrangement is for the
purpose of directly feeding the antenna with a coaxial probe
in the center.

FIGURE 1 | Three-dimensional configuration of the proposed
polarization reconfigurable antenna.

FIGURE 2 | Side and top views of the proposed polarization
reconfigurable antenna: (A) Side view; (B) Top view.

TABLE 1 | Dimensions of the proposed antenna.

Parameters Ha L1 L2 L3 W1

Values/mm 2 23 6.8 14 23
Parameters W2 W3 Ls Ws R1

Values/mm 2 3.6 20.5 2 19.7
Parameters R2 R3 — — —

Values/mm 21.7 19.5 — — —

TABLE 2 | Different polarization states.

State SW1 SW2

RHCP ON OFF
LHCP OFF ON
LP ON ON
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FIGURE 3 | Simulated current distribution on the patches over a period of time when SW1 is ON and SW2 is OFF: (A) t � 0; (B) t � T/4; (C) t � T/2; (D) t � 3T/4.

FIGURE 4 | Simulated current distributions on the patches over a period of time when both SW1 and SW2 are ON: (A) t � 0; (B) t � T/4; (C) t � T/2; (D) t � 3T/4.
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Operating Principle
In the proposed design, two p-i-n diodes, named SW1 and SW2,
are inserted into the circular-ring microstrip line, constituting a
direction-switchable line. The p-i-n diodes used here as switches,
areMADP-000907-14020P from MACOM [17]. The diode is ON
when it is forward biased by using a 1.5-V DC voltage. If the diode
is unbiased, it will be turned OFF. To control the states of the
diodes, three groups of DC pads are used in the design, labeled as
Pad 1, Pad 2, and Pad 3. Three slots are etched on the ground
plane to ensure the independent control of the DC pads. Besides,
two 68-pF capacitors are used to block DC signals and three 47-
nH inductors are utilized to isolate DC lines from RF signals. It
needs to be mentioned that the biasing circuit is located below the
ground plane with the help of metal strips and copper posts, so
the effect of the biasing circuit on the antenna performances is
limited.

As illustrated above, the design can switch the polarization
among two orthogonal CP states and an LP state. The details are
depicted in Table 2. When SW1 is ON and SW2 is OFF, four slots
etched on the ground plane are excited with a sequential phase in
clockwise direction. Because slots are used as the source to feed
the patches, RHCP wave is realized. Similarly, when SW1 is OFF
and SW2 is ON, four slots etched on the ground plane are excited
with a sequential phase in anticlockwise direction. Hence, LHCP
wave is obtained. Finally, the LP state is achieved when both SW1
and SW2 are ON.

FIGURE 5 | Photograph of the proposed antenna.

FIGURE 6 | Simulated and measured reflection coefficients and
broadside gains of the proposed antenna: (A) LP state; (B) CP states.

FIGURE 7 | Simulated and measured ARs of the proposed antenna for
two CP states.
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Figure 3 gives the simulated current distribution on the
patches over a period when SW1 is ON and SW2 is OFF. At
time t � 0 and T/2 (T is a period of time), the current is along
x-direction on Patch 1 and Patch 3 and current on the other
two patches is minimized. At time t � T/4 and 3T/4, the
y-direction current is dominant on Patch 2 and Patch 4 and
the current on Patch 1 and Patch 3 is weak. Therefore, CP
radiation is realized when SW1 is ON and SW2 is OFF.
According to the rotated direction of the current, it is
demonstrated that the antenna works under the RHCP
state. In terms of LP state, the simulated current
distribution on the patches over a period when both SW1
and SW2 are ON is presented in Figure 4. As the figure
illustrates, at time T � 0, current on Patch 2 and Patch 4
flows along the x direction, and current on Patch 1 and Patch 3

flows along the y direction. Thus, the resultant current is along
the direction of φ � 45°. When t � T/2, the resultant current is
opposite to that of t � 0. As a result, 45° LP radiation is
achieved.

SIMULATED AND MEASURED RESULTS

For experimental validation, a fully-functional prototype was
fabricated and measured. Figure 5 dsplays the photograph of the
constructed prototype. As seen from the photograph, the two PCB
layers are connected with each other using some plastic supports.
TheAnsysHFSS is used in the simulation [18]. Themeasured results,
including S-parameters, the gain values and radiation patterns were
obtained with a Keysight E5080A network analyzer and a near-field
antenna measurement system, respectively.

The simulated and measured reflection coefficients of the
proposed antenna under different states are given in Figure 6.
As Figure 6 shows, the measured −10 dB impedance bandwidth is
almost the same for twoCP states: 9.7% from 3.32 to 3.66 GHz. The
measured -10 dB impedance bandwidth for LP state is 9.7% from
3.34 to 3.68 GHz. Figure 7 depicts the simulated and measured
axial ratios (ARs) for two CP states. The measured AR bandwidth
is from 3.44 to 3.64 GHz for LHCP state and from 3.42 to 3.6 GHz
for RHCP state. The discrepancy between the simulations and the
measurements is mainly due to the fabrication tolerance and the
imperfect environment of the measured system. Therefore, the
measured effective operation band for both S11 ≤ −10 dB and AR ≤
3 dB is from 3.43 to 3.6 GHz.

The simulated and measured broadside gains of the proposed
antenna in three states are also depicted in Figure 6. Within the
effective bandwidth, for two orthogonal CP states, the measured
gain is around 7 dBic; for the LP state, the measured gain is from
7.5 to 8.7 dBi. The measured efficiencies over the effective band is
more than 75% for all three polarization states.

Figure 8 gives the simulated and measured radiation patterns
in LHCP and LP states at 3.5 GHz. Patterns in RHCP states are
not given for brevity. From the results, it is seen that
unidirectional radiation patterns are obtained. As shown in
Figure 8 (a), the measured co-polarized fields at θ � 90° are
approximately 22 dB stronger than the corresponding cross-
polarized counterpart. Hence, CP radiation is realized. As for LP
state, the measured cross-polarization levels are as low as no
more than −18 dB in both planes. The measured radiation
patterns agree well with the simulations in the broadside
direction. The differences between simulated and measured
radiation patterns in the back side are mainly owing to the
influence of DC cables.

FIGURE 8 | Simulated and measured radiation patterns: (A) 3.5 GHz in
LHCP state; (B) 3.5 GHz in LP state.

TABLE 3 | Comparison between proposed and other reported polarization reconfigurable antennas.

Ref Antenna type States Effective BW/% Size

[10] Patch 2 20 0.7λ0×0.7λ0×0.09λ0
[11] Patch 3 16 0.77λ0×0.77λ0×0.12λ0
[12] ME dipole 3 16 1.0λ0×1.0λ0×0.27λ0
This Work Patch 3 5 1.1λ0×1.1λ0×0.04λ0
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Table 3 lists a comparison between our work and other
reported polarization reconfigurable antennas. Compared with
the reported designs, the proposed antenna has a much lower
profile with three different polarization states.

CONCLUSION

A reconfigurable circular-ring feed patch antenna has been
presented. Three polarization states are achieved by
controlling the states of two diodes. A prototype was
designed, fabricated and measured to verity the design
idea. An overlapped bandwidth of 4.8% is achieved and
radiation patterns are stable within the operating band.
Due to merits of tri-polarization diversity, low profile and

simple structure, the proposed antenna is promising for
future wireless systems.
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A Dual-Wideband Balanced Bandpass
Filter Based on Branch-Line Structure
With Controllable Common-Mode
Suppression
Baoping Ren1,2, Xinlei Liu1, Xuehui Guan1*, Mengrou Xu1 and Zhi-Chong Zhang3*

1School of Information Engineering, East China Jiaotong University, Nanchang, China, 2State Key Laboratory of Millimeter Waves,
Southeast University, Nanjing, China, 3School of Electronics and Information Engineering, Jinggangshan University, Ji’an, China

In this paper, a novel dual-wideband balanced bandpass filter (BPF) based on branch-line
structure is proposed. For analysis, the equivalent circuits of differential-mode (DM) and
common-mode (CM) of the filter are built based on the even- and odd-mode method. With
a proper synthesis design of DM bisection, dual passbands with a multi-order filtering
response can be obtained. Additionally, three open-circuited stubs are centrally loaded on
the CM bisection and six controllable transmission zeros are therefore generated. Thus,
two stopbands are formed and then a favorable CM suppression within DM passbands is
obtained. For demonstration, a third-order dual-wideband balanced BPF is designed with
two passbands operating at 2.54 and 4.62 GHz. Good agreement between the simulated
results and measured results is obtained, which verifies the validity of the proposed design
method.

Keywords: branch-line structure, balanced filter, common-mode suppression, dual-wideband, differential-mode

INTRODUCTION

Benefiting from the better anti-interference and robustness to unwanted and inevitable interference,
such as electromagnetic noise, crosstalk, and the other different noise sources, e.g., coupled noise
from adjacent circuitry and environmental noise, balanced microwave filters have been attracted
much attention and widely used in modern high performance microwave transceivers in past few
years [1].

Much efforts have been paid to the desired performances for these circuits of high selectivity and
low insertion loss (IL) of differential-mode (DM) filtering function while high common-mode (CM)
noise suppression [2]. However, these works are mainly focus on the single DM passband design with
desired CM rejection level. The evolving of various modern communication systems providing
multi-functional services, multi-band differential filters installed in versatile multimode RF
architectures became new requisites [3].

In relation to the satisfied differential BPFs with multi-band characteristics, various
technologies and topologies have been proposed, such as planar microstrip resonant
structures [4–6], substrate integrated waveguide (SIW) technologies [7], slotline topologies
[8], and 3-dimensional dielectric resonators [9]. In the meantime, considering for the circuit
miniaturization, microstrip multimode resonant structures, such as the stepped impedance
resonators [4], stub loaded resonators [5], and coupled-lines structures [6], are adopted to
construct multiband differential BPFs. In addition, some more compact multimode resonators
as well as the composite right/left transmission line structure are used for further reducing the
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circuit size [10]. However, the bandwidths of DM response in
above works are narrow case with the relative bandwidths less
than 10%, which can not meet the needs of broadband
communicate scenarios. To our best knowledge, only one
balanced filter with dual-wideband has been publicly
reported [11]. However, the filter is constituted by slot-line
structure, which needs the dual-layer microstrip process and
increases the complexity in fabrication.

A newly dual-wideband balanced bandpass filter based on
branch-line structure is proposed in this paper. Through the
systematic design and optimization, two desirable wideband
DM frequency responses with a good CM suppression within
the DM passbands is achieved. The results of electromagnetic
(EM) simulation verify the effectiveness of the design
method.

DESIGN METHOD OF DUAL-BAND
BANDPASS FILTER

Figure 1A portrays the basic topology of the cascaded nth-order
dual-band BPF with J inverter, as demonstrated in [12]. Bn (i � 1,
2, 3. . .) indicates the shunt resonator. The adopted dual-band
resonator is shown in Figure 1B, which constructed by shunting
two open-circuited branch-lines and one shorted-circuited
branch-line [13]. Y and θ indicate the corresponding
characteristic admittance and electrical length. The below-line
two open- and shorted-circuited branch-lines have same electric
length θL. Two center frequencies of dual passbands are indicated
as f1 and f2. Imposing the presented dual-band resonator into

Figure 1A and replaces Bi, the circuit model of dual-band filter
with series dual-band resonators is therefore obtained in
Figure 2. All marked electric lengths are determined at f1.
Note that the first and last admittance inverter can be
removed by making J0 � 1/Z0, where Z0 is the terminal
characteristic impedance.

For resonator 1 (R1) in Figure 2, five variables, YU1, θU1,
YS1, Y O 1, and θL1 are used to meet the requirements of the
resonant frequencies and slope parameters at the two
passbands. According to the classic filter synthesis method
[14], it can be written as the following simultaneous
equations:

YU1 tan θU1 + YO1 tan θL1 − YS1 cot θL1 � 0, (1)

YU1 tan(αθU1) + YO1 tan(αθL1) − YS1 cot(αθL1) � 0, (2)

YU1θU1 sec
2θU1 + YO1θL1 sec

2θL1 + YS1θL1 csc
2θL1 � 2b1, (3)

YU1αθU1 sec
2(αθU1)+YdαθL1 sec

2(αθL1)+YS1αθL1 csc
2(αθL1) � 2b2,

(4)

b1 � G
g0g1
Δ1

, b2 � G
g0g1
Δ2

, (5)

where α is the ratio of f2 to f1, b1, b2 are the susceptance slope
parameters at the resonance frequencies, gi (i � 0,1,2. . .) is the
low-pass prototype value, and Δ1, Δ2 are the relative bandwidths
of two passbands, respectively. In addition, the inverter is
required to be the same at f1 and f2, so 1/sin2θL1 � 1/sin2αθL1
is obtained. The same synthesis method is also applied to design
the other resonators in Figure 2.

By solving the Eqs 1–5, a very useful solution is found,
i.e., when b2 � αb1, there is

θU1 � π

α + 1
� 2θL1,YS1 � YO1, (6)

At this time, all uncertain variables can be ascertained based
on the desired specifications. Moreover, two parallel open- and
short-circuited branch-lines can be equivalent to a short-circuited
branch-line in the case of YS1 � Y O 1, as the diagram shown in
Figure 3A.

FIGURE 1 | (A) Topology of the classical nth-order dual-band filter with
dual-band J inverter (B) The adopted dual-band resonator.

FIGURE 2 | Topology of the dual-band filter with dual-band resonator.

FIGURE 3 | (A) Parallel equivalent diagram of open-circuited and short-
circuited branch-lines (B) TLM of a third-order dual-band filter.
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Based on the above analysis, a third-order transmission
line model (TLM) of dual-band filter is obtained from
transformed the Figure 2 and depicted in Figure 3B.
Among them, the upper open-circuited branch-line and
the below short-circuited branch-line constitute a new
dual-band resonator. From the view of structure, it can be
regarded as a stepped-impedance resonator. Thus, the overall
circuit of Figure 3B is composed by three shunting resonators
and two intermediate cascaded transmission lines (TLs). The
intermediate cascaded TL is used to behave as the admittance
inverter J0 in Figure 2 and equal to quarter-wavelength at fm,
where fm is the average frequency of two passbands,
i.e., (f1+f2)/2. The characteristic admittance Yj is equal to
0.02 S both for realization of J0 and a good impedance matching
to signal ports.

Besides, αΔ2/Δ1 � 1 is obtained from the condition of b2 �
αb1 and 5) and then, it is known that Δ2 is positively correlated
with Δ1. Thus, two relative bandwidths of two passbands to
be chosen in the later design need to meet this relationship.
To further investigation, the variations of Δ1 versus the
ZU1 (1/YU1) and ZL1 (1/YL1) at three different frequency
ratios α are portrayed in Figure 4, based on Eqs 1–6. It is
observed intuitively that Δ1 is increasing monotonically as
either ZU1 or ZL1 is enlarged. However, the required ZU1 has a
smaller value when frequency ratios α is larger in the case of
realizing the same Δ1, as shown in Figure 4A, while ZL1

remains basically unchanged, as depicted in Figure 4B.
Moreover, note that ZL1 will becomes a ultra small value
when Δ1 is chosen to be a minor value, resulting in a very
wide microstrip line and such that enlarge the circuit size.
These imply that the proposed structure is more suitable and
convenience in designing of larger frequency ratio and a wide
bandwidth of dual-band balanced filter.

FIGURE 4 |Calculated parameters of Figure 3B at different frequency ratios (A) The relationship betweenΔ1 and characteristic impedance ZU1 (B) The relationship
between Δ1 and characteristic impedance ZL1.

FIGURE 5 | (A) TLM of the proposed third-order dual-wideband
balanced BPF (B) Its DM equivalent circuit.

FIGURE 6 | TLM simulations of DM bisection and CM bisection without
loaded stubs.

Frontiers in Physics | www.frontiersin.org October 2021 | Volume 9 | Article 7646483

Ren et al. Dual-Wideband Balanced Bandpass Filter

109

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


IMPLEMENTATION OF DUAL-WIDEBAND
BALANCED BANDPASS FILTER

Based on the analysis in Design Method of Dual-Band
Bandpass Filter Section, a third-order dual-wideband
balanced BPF is proposed and its TLM is shown in
Figure 5A. The desired two passbands are working at 2.52
and 4.65 GHz, respectively.

Differential-Mode Bisection
Since the filter is symmetrical about the red dashed line AB,
even- and odd-mode analysis method can be used. With the
excited by pair of DM (with respective to odd-mode) signals,
the symmetry plane A-B behaves as an ideal electric wall, and
then its DM equivalent circuit can be obtained, as depicted in
Figure 5B. Observing the equivalent circuit of DM bisection, it
is found that it has the same configuration with the TLM of
Figure 3B. Therefore, the above presented method can be used
to design the DM bisection.

Two DM passbands of the desired dual-wideband
balanced BPF carrying Chebyshev filtering response with
0.01 dB ripple property are centered at 2.52 and 4.65 GHz
with the corresponding relative bandwidth of 47.6 and
25.8%, respectively. Based on the analysis and design
formulas in the previous section, the electric parameters
are determined as: Y1 � 0.0048 S, Y2 � 0.019 S, Y3 �

0.0096 S, Y4 � 0.038 S, Yj � 0.02 S, θ1 � θ2 � θ3 � θ4 �
63.26° (@f1), and θ1 � 90° (@fm).

Simulated by ADS software, the obtained results of the DM
bisection is portrayed as the red lines in Figure 6. It is seen
that the center frequency and relative bandwidth of two
passbands are 2.57 GHz (@ 47.5%) and 4.6 GHz (@
27.0%), respectively, which agree with the design
specifications.

Common-Mode Bisection
Similarly, when the even-mode signal is excited, the center line
AB is virtually open-circuited and the symmetric plane acts as the
magnetic wall, thus the CM equivalent circuit is obtained as
shown in Figure 7. Three green TL stubs (Ys1&θs1, Ys2&θs2,
Ys3&θs3) loaded at center portion are used to improve the CM
suppression within the DM passbands. Because the CM and DM
bisections are separated from the same TLM, so the branch lines
in Figure 7 are quickly determined and maintain the same size as
DM bisection except for the 3 TL stubs.

The simulated frequency response of CM bisection with
removed the stubs as depicted the blue dashed line in Figure 6.
It can be observed that the CM suppression within the DM
passbands are not good and needs to be enhanced. The
following is to discuss the effect of attached stubs. When
only loading two stubs on the below branch lines of the
first and the third resonator, the influence of the CM
response is discussed and the corresponding results are
shown in Figure 8. As illustrated in Figure 8A, two extra
transmission zeros (TZs), fa1 and fb1, are produced when two
stubs are identical and, they are respective located at two
DM passband, compared with the case of without stubs.
Moreover, the location of TZs can be adjusted by varying
the characteristic admittance. Furthermore, two more TZs, fa2
and fb2, are created when the characteristic admittance of
these two stubs are unequal, which widen the stopbands of
CM response. Besides, the bandwidth of dual stopband can be
tuned by changing the characteristic admittance.

Similarly, two additional TZs, fa3 and fb3, can be generated
when the third stub is loading on the below branch line of the

FIGURE 7 | CM equivalent circuit of the proposed balanced filter.

FIGURE 8 | Simulated results of CM bisection with loading two stubs on the first and third resonator (A) Two identical stubs (B) Two different stubs.
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middle resonator, as portrayed in Figure 9A. Thus, six TZs in
total can be provided for enhancing the CM suppression with the
help of installing extra stubs on the proposed resonator. To
investigate the generate mechanism of TZs, a circuit model is
built as depicted in Figure 9B. Based on the basic TL theory,
when Zin � 0, TZ is created. Thus, the frequency of six TZs can be
expressed as.

f ai
f 1

� 1
θ1

arctan

���
Y 2

Ysi

√
· (i � 1, 2), (7)

f a3
f 1

� 1
θ1

arctan

���
Y 4

Ys3

√
, (8)

f bj
f 1

� π

θ1
− f aj
f 1

· (j � 1, 2, 3). (9)

It can be seen from Eqs 7–9 that when the DM bisection has
been designed, the position of the TZs fa1, fb1 is only decided by
Ys1 and, the position of fa2, fb2 is related to Ys2, and fa3, fb3 are
determined by Ys3. Therefore, the position of the TZs can be
independently controlled by adjusting the characteristic
impedance of the loading stubs. As a result, the dual-stopband
for CM suppression can be easily designed to satisfy the required
specifications.

After well designed, the characteristic admittance of centrally
loaded stubs are: Ys1 � 0.013 S, Ys2 � 0.0067 S, Ys3 � 0.005 S. Six
TZs from the simulation of TLM located at 2.000, 2.370, 2.790,
4.380, 4.800, and 5.170 GHz, respectively, which agree well with
the corresponding calculated results of 1.996, 2.367, 2.793, 4.378,
4.804, 5.175 GHz.

Conduction on Microstrip Configuration
To clarify the overall design procedure, the crucial step of
designing the proposed dual-wideband balanced bandpass
filter is organized and given in Figure 10. Based on the
discussion and determined electric parameters above, the
microstrip model of the proposed dual-wideband balanced
BPF is built and the layout is shown in Figure 11. The
adopted substrate is Rogers 4003C with relative dielectric
constant of 3.38, thickness of 0.813 mm, and loss tangent of
0.0027. The final dimensions are well optimized by em software
and indicated in Figure 11. Note that the stepped-impedance
feeding structure is employed to reduce the return loss of DM
passband.

FIGURE 9 | (A) The CM responses with varied Ys3 of the CM circuit when
Ys1 � 0.01 S and Ys2 � 0.0067 S (B) The TLM of TZ generation.

FIGURE 10 | The design process of the proposed balanced filter.

FIGURE 11 | Layout of the designed dual-wideband balanced BPF.
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The EM simulated results is shown in Figure 12. As
drawn by red solid lines, the center frequencies of two
DM passbands are 2.54 and 4.6 GHz with the relative
bandwidths of 45.2 and 26.6%, respectively. The return loss
in the two passbands is better than 21 dB. The simulated CM
response is indicated by blue solid line. It is observed that the
CM stopbands can cover the corresponding DM passband
completely, leading to the maximum and minimum CM
suppression within the DM passband are 68 and 15.1 dB for
the first passband and 56 and 15.4 dB for the second passband,
respectively. Some deviations, both including the dimensions
and results, are attributed to the parasitic effect of microstrip
structure.

Measurement of the Fabricated Filter
For verification, the designed dual-wideband balanced BPF is
fabricated on the copper board with microstrip line process.
The photograph is presented in Figure 13 and it occupies
45.9 × 55.1 mm2 with the feeding lines excluded.

The fabricated filter is measured by four-port network
analyze of CETC 3671E. The measurements are portrayed
as dashed-lines in Figure 12. As illustrated, the first DM
passbands is measured at 2.54 GHz with covering
2.03–3.05 GHz and the second one is measured at 4.61 GHz
with encompassing 4.1–5.12 GHz. The maximum IL within
two passbands is 1.4 and 1.95 dB. Besides, the measured CM
suppression within two DM passbands are better than 20 dB
except at the edge of the passband and CM suppression has the
minimum level of 15.3 dB.

In addition, Table 1 summarizes the comparison of the
proposed filter with other dual-band balanced/differential
filters that have been publicly reported. It reveals that the
proposed filter is superior to other filters in terms of
bandwidth of DM passband. However, the circuit size of
the designed filter needs to be reduced compared with the
ones of these reported works, and the insertion losses are
relative large when compared with the ones demonstrated in
[8, 9]. Besides, it is still observed from Figure 12 that the
selectivity of the lower side-band of the first passband and the
upper side-band of the second passband is not good. Some
methods for TZ generation, such as adopting coupled-line
structure and signal interference technique, can be further
researched to improve the selectively. Meanwhile, the magnetic
coupling or the microstrip-slotline conversion structure can be
adopted to widen the scope of CM suppression in further studies.

FIGURE 12 | EM Simulated and measured frequency response of the
designed dual-wideband balanced BPF.

TABLE 1 | Comparison of some previous dual-band balanced/differential filters.

Ref Center frequency
(GHz)

Relative bandwidth
(%)

Controllable of
passband

Insertion loss
(dB)

Maximum CM attenuation
within two DM passbands (dB)

Circuit size
(λg×λg)

[4] 2.46/5.56 16.3/6.7 N — 54/45 0.31 × 0.41
[5] 1.8/5.8 4.5/1.8 Y 1.2/2.0 35/25 0.37 × 0.28
[6] 0.9/2.49 3.6/2.1 N 2.67/4.65 30/40 0.67 × 0.32
[8] 2.5/5.8 12.9/4.5 N 0.77/1.56 42/38 0.15 × 0.37
[11] 2.64/5.17 24.6/13.9 Y 0.88/1.51 65/52 —

This work 2.54/4.61 40.2/22.1 Y 1.4/1.95 42/45 0.69 × 0.76

The values of this design are shown in bold.

FIGURE 13 | Photograph of the fabricated dual-wideband
balanced BPF.
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CONCLUSION

A newly third-order dual-wideband balanced BPF is developed
based on branch-line resonant structure in this work. The
comprehensive design method of DM bisection with multi-
order filtering response is presented. Besides, the attached stubs
on the center plane of the CM bisection are well analyzed for dual-
stopband property and such that enhancing the CM suppression.
The proposed design method and filtering structure are validated
well by the measured results.
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A Lightweight One-Stage Defect
Detection Network for Small Object
Based on Dual Attention Mechanism
and PAFPN
Yue Zhang1, Fei Xie1*, Lei Huang2, Jianjun Shi 3,4, Jiale Yang1 and Zongan Li1

1School of Electrical and Automation Engineering, Nanjing Normal University, Nanjing, China, 2School of Mechatronics
Engineering, Nanjing Forestry University, Nanjing, China, 3Nanjing Zhongke Raycham Laser Technology Co. Ltd., Nanjing, China,
4School of Innovation and Entrepreneurship, Nanjing Institute of Technology Industrial Center, Nanjing, China

Normally functioning and complete printed circuit board (PCB) can ensure the safety and
reliability of electronic equipment. PCB defect detection is extremely important in the field
of industrial inspection. For traditional methods of PCB inspection, such as contact
detection, are likely to damage the PCB surface and have high rate of erroneous
detection. In recent years, methods of detection through image processing and
machine learning have gradually been put into use. However, PCB inspection is still an
extremely challenging task due to the small defects and the complex background. To solve
this problem, a lightweight one-stage defect detection network based on dual attention
mechanism and Path Aggregation Feature Pyramid Network (PAFPN) has been proposed.
At present, some methods of defect detection in industrial applications are often based on
object detection algorithms in the field of deep learning. Through comparative
experiments, compared with the Faster R-CNN and YOLO v3 which are usually used
in the current industrial detection, the inference time of our method are reduced by
17.46 milliseconds (ms) and 4.75 ms, and the amount of model parameters is greatly
reduced. It is only 4.42M, which is more suitable for industrial fields and embedded
development systems. Compared with the common one-stage object detection algorithm
Fully Convolutional One-Stage Object Detection (FCOS), mean Average Precision (mAP) is
increased by 9.1%, and the amount of model parameters has been reduced by 86.12%.

Keywords: defect detection, deep learning, dual attention mechanism, PAFPN, bounding box regression loss
function

INTRODUCTION

As a carrier for connecting various electronic components, PCB is responsible for providing circuit
connections and hardware support for the equipment. It is essential to detect defects on the surface of
the PCB. In recent years, with the development of electronic products in the direction of light, thin
and portable, PCBs have gradually developed in the orientation of high precision and high density,
which has also posed a big challenge to detect defects of PCBs. Traditional PCB inspection generally
uses methods such as manual inspection, electrical inspection, and optical inspection. Some of the
inspection methods that make contact with the PCB surface [1] are likely to exert a bad effect on the
surface components and their performance, while other inspection methods are highly dependent on
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electrical and optical sensors, and existing problems have low
efficiency of detection and high rate of erroneous detection. With
the development of deep learning, object detection methods
based on deep neural networks and computer vision are
gradually applied to PCB defect detection [2]. In 2020, Saeed
Khalilian proposed an approach based on denoising
convolutional autoencoders to detect defective PCBs and
determine the specific location. [3] Bing Hu [4] proposed a
Faster R-CNN [5] detection algorithm based on ShuffleNetV2
[6] residual module and Guided Anchoring–Region Proposal
Network (GA-RPN) optimization to detect several common
types of PCB defects. However, Faster R-CNN has a large
amount of model parameters and poor real-time performance
due to its two-stage and anchor-based characteristics. In the same
year, Ran Guangzai [7]et al. detected PCB defects based on the
SSD [8] model, but the experiment only detected three types of
defects and did not compare with other object detection methods
based on deep neural networks. In 2021, Lan Zhuo [9] proposed a
detection algorithm based on the YOLOv3 model, Li Yuting [10]
proposed a detection algorithm based on the fusion of Hybrid-
YOLOv2 and Faster R-CNN. Both methods have high detection
accuracy, but they have not considered the memory consumption
in actual applications.

In this regard, a lightweight one-stage defect detection
network based on fusion attention mechanism and PAFPN
[11] has been proposed.

In view of the actual problems in PCB defect detection, our
method can realize real-time detection of common defects.
Compared with the PCB defect detection algorithm based on
deep learning proposed in the past, the model parameters and
weight file size are greatly reduced, and the algorithm is more
applicable for industrial production and actual deployment. The
algorithm proposed in this paper has the following advantages:

1) First of all, a one-stage object detection model FCOS [11] has
been used as the basic model. Compared with the two-stage
object detection model, the one-stage object detection model
reduces the proposal region detection module, the model
structure is simplified, and the detection is more suitable to
perform real-time detection, as shown in Figure 1. The overall

flow chart of our method proposed in this paper is shown in
Figure 2. A lightweight Backbone neural network
MobileNetV2 [12] has been applied to replace the
commonly used Backbone: ResNet101 [13] in the FCOS,
which greatly reduces model parameters and improves the
real-time performance of the algorithm. At the same time, in
order to ensure the feature extraction capabilities of the
backbone neural network, dual attention mechanism
module is added after the inverse residual module of
MobileNetV2, by inferring the attention map in two
different dimensions of channel and space, multiplying the
attention map with the input feature map for adaptive feature
optimization, thereby improving the feature extraction effect.

2) Secondly, the idea in Path Aggregation Network (PANet) has
been applied to solve the problems caused by lightweight
backbone. Feature fusion and enhancement applied in the
Neck part of the overall model to further extract the features of
smaller defects. Using PAFPN to replace the original Feature
Pyramid Network (FPN) [14], shortening the information
path and using low-level information to enhance FPN. The
bottom-up feature enhancement is created, which can
effectively enhance the feature and improve the feature
extraction ability of the network.

3) In order to detect smaller size defect target accurately, the
bounding box regression loss function in the existing
algorithm has been optimized. The optimized intersection
over union (IoU) function can consider the overlap rate,
distance and ratio between the predicted box and the
ground truth box, can directly minimize the distance, so
that the convergence process is faster and the prediction
bounding box regression becomes more stable.

PROPOSED METHOD

A Lightweight Feature Extraction Network
Based on Dual Attention Mechanism
This paper propose an optimized lightweight neural
network——MobileNetV2 as Backbone for feature extraction.
As a lightweight Backbone, MobileNetV2 has a simpler network

FIGURE 1 | Comparison of the one-stage and two-stage object detection models.
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structure than conventional ResNet, which can effectively reduce
the amount of parameters. Inverted residual module is proposed
in MobileNetV2, which is the opposite of the classic residual
module structure. First, the feature map channel is expanded by
1 × 1 convolution operation, and the number of features has been
enriched to improve the accuracy. The specific structure of the
inverted residual module in MobileNetV2 is shown in Figure 3.

In Figure 3, Dwise3 × 3 represents Depthwise Convolution
with a convolution kernel size of 3 × 3. Each convolution kernel in
Depthwise Convolution is responsible for one channel. After this
convolution operation, the number of channels in the output
feature map is exactly as same as the number of input channels.
Compared to conventional convolution, Depthwise Convolution
greatly reduces the amount of parameters and operation cost. The
specific network structure of MobileNetV2 is shown in Table 1.

On the basis of MobileNetV2, a dual attention mechanism:
Convolutional Block Attention Module (CBAM) has been used
for optimization. The optimization scheme is shown in Figure 4.
CBAM combines the spatial attention and channel attention
mechanism, it can obtain better feature extraction results than
the attention mechanism SENet (Squeeze and Excitation
Networks) [15] which only focuses on the channel. Using the
avg-pooling and max-pooling operations to process the feature
map F, aggregate the spatial information of F, and generate two
different spatial context descriptors: Fc

avg and F
c
max . MLP means a

multi-layer perceptron which used as the shared network with
one hidden layer.

Mc(F) � σ(MLP(AvgPool (F)) +MLP(MaxPool(F)))
� σ(W1(W0(Fc

avg)) +W1(W0(Fc
max))) (1)

In Eq. 1, σ means sigmoid function, W0 and W1denotes
different shared weights.

Ms(F) � σ(Conv7×7([AvgPool(F); Max Pool(F)]))
� σ(Conv7×7([Fs

avg ; F
s
max])) (2)

In order to calculate spatial attention, avg-pooling and max-
pooling have been operated along the channel axis and generate

FIGURE 2 | The flow chart of the defect detection method proposed in this paper.

FIGURE 3 | The architecture of inverted residual module in MobileNetV2.
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two 2D maps: Fs
avg and Fs

max . Then concatenated the two feature
maps together through a standard 7 × 7 convolution operation. In
Eq. 2, Conv7×7represents a convolution operation with the kernel
size of 7 × 7.

Optimized Feature Enhancement Module
Based on Path Aggregation Feature
Pyramid Network
In order to extract small features effectively, the Neck part of the
model has been optimized. Common Neck module includes:
FPN. FPN adds a top-down path for feature fusion on the
basis of Backbone. FPN uses the high-resolution
information of low-level features and high-level features
information, achieves the prediction effect by fusing the
features of these different layers. Drawing lessons from
the ideas in PANet and add a top-down path on the basis
of the FPN to enhance the feature information of the image, so
that the overall network can obtain better detection results.
After Backbone processing, output feature layer：F1 , F2 , F4 ,
F6 can be obtained. First, the intermediate feature layer: P1 , P2 ,
P4 , P6 are generated through conventional FPN processing. At
the same time, the middle feature layer obtains high-resolution
feature maps: Fi′ ,i ∈ {1, 2, 4, 6} through lateral connection, each
feature layer Fi′ reduces the space size through a 3 × 3

convolution with stride � 2, Then it is lateral connected
with each element sum of the corresponding upper feature
layer Pi to generate a new feature layer F′. The structure of
PAFPN is shown in Figure 5.

On this basis, referring to the original structure of the FCOS
object detection model. After the feature fusion of Neck in FCOS,
five feature layers are sent to the FCOS detection head.

As shown in Figure 5, a feature layer F7′ can be obtained after
F6′ by additional extraction through convolution, and added a
ReLU operation before this convolution, which can effectively
improve the detection effect.

One-Stage Object Detector Head Based on
Optimized IoU Function
Common object detection algorithms are divided into two types,
one-stage and two-stage, the specific comparison is shown in
Figure 1. The one-stage object detection algorithm obtains the
prediction result directly from the feature map after feature
extraction and feature enhancement. The two-stage object
detection algorithm additionally generates a proposal region
and makes predictions based on this region. Two-stage object
detection algorithms, such as Fast R-CNN, Faster R-CNN, etc.,
often have better detection accuracy, but their model complexity
is higher, and the detection speed is slow.

TABLE 1 | The network structure of MobileNetV2.

Input Operator Expansion factor Output channel Number of
blocks

Stride

2242 × 3 Conv2d — 32 1 2
1122 × 32 Bottleneck 1 16 1 1
1122 × 16 Bottleneck 6 24 2 2
562 × 24 Bottleneck 6 32 3 2
282 × 32 Bottleneck 6 64 4 2
142 × 64 Bottleneck 6 96 3 1
142 × 96 Bottleneck 6 160 3 2
72 × 160 Bottleneck 6 320 1 1
72 × 320 Conv 1 × 1 — 1,280 1 1
72 × 1,280 Avgpool 7 × 7 — — 1 —

1 × 1 × 1,280 Conv 1 × 1 — k — —

FIGURE 4 | Structure diagram of Backbone optimized based on dual attention mechanism.
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FCOS is a one-stage anchor-free object detector. Compared
with other object detectors, FCOS has a clear structure and fewer
model parameters, which is convenient for optimization. The
FCOS detection head predicts the bounding box by obtaining a
4D vector on the feature map. The 4D vector feature includes the
horizontal distance from the center point on the feature map to
the four sides of the ground truth bounding box. The FCOS
detection head includes three branches: bounding box regression,
classification and centerness branch. As shown in Eq. 3, Lbbox
represents the loss of bounding box,Lcls means the classification
branch, which adopts the Focal loss, and the centerness loss
Lcenterness adopts the cross-entropy loss function.

The loss function L of the optimization algorithm proposed in
this paper is:

L � Lcls + Lcenterness + Lbbox (3)

On this basis, the bounding box regression loss function has
been optimized and a Distance Intersection over Union (DIoU)
[16] has been adopted. Compared with the currently widely used
IoU function, DIoU takes the overlap rate and scale into account.
Through the comparison of the previous experiments on the
public COCO data set, although some researchers have proposed
that the Complete Intersection over Union (CIoU) loss function
which add penalty items on the basis of DIoU loss function is
better, the performance improvement of CIoU for small defect
detection is not as good as the DIoU loss function, the effect is
better only in the detection of medium and large objects. In view
of the fact that there are many small objects on the PCB, the DIoU
loss function has been used. The schematic diagram of DIoU is
shown in Figure 6.

The calculation process of DIoU is as follows:

LDIoU � 1 − IoU + ρ2(b, bgt)
d2
1

(4)

IoU �
∣∣∣∣∣∣∣∣B ∩ Bgt

B ∪ Bgt

∣∣∣∣∣∣∣∣ (5)

In this formula, B represents the prediction bounding box,
Bgtrepresents the ground-truth bounding box, b and bgtrepresent
the center point positions of the prediction bounding box and the
ground-truth bounding box, d1represents the diagonal distance
of the minimum closure area that contains both the prediction
bounding box and ground-truth bounding box, and d2represents
the calculation of the Euclidean distance between these two center
points, d2 � ρ2(b, bgt), as shown in Figure 6.

EXPERIMENTS AND ANALYSIS

Dataset Processing and Training
Due to the limitation of open access data sets for PCB defects, a
PCB data set with six common types of defects has been selected.
The six types of defects are: missing hole, mouse bite, open circuit,
short, spurious copper, and spur, as shown in Figure 7.

In order to enhance the detection effect, data enhancement
processing has been applied, by changing the illumination and
contrast of the same image to simulate the complex environment,
and finally generate a data set, train set and test set have been
divided according to the ratio of 7:3.

FIGURE 5 | Schematic diagram of PAFPN.

FIGURE 6 | Schematic diagram of the intersection over union function
DIoU.
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Finally, it contains 1,455 images in the train set and 624 images
in the test set. Using the image labeling tool LabelMe to label the
images according to the format of the COCO data set, and
generate the corresponding JSON file.

Due to the modification of model structure and the lack of a
corresponding pre-training model, the model trained and tested
on the existing PCB data set, without using transfer learning
method. Through experiments, it has confirmed that the method
proposed in this paper also has a better improvement in detection
accuracy and real-time performance compared with the classic
algorithm that uses the pre-training model.

The neural networkmodels proposed in this paper trained and
tested based on MMDetection. The relevant hardware
configuration is as follows:

The experimental platform of this paper is built under Ubuntu
18.04 system. The experimental environment configuration is:
Python3.7 + PyTorch1.5.1-GPU + CUDA 10.1 + CUDNN +
mmcv 1.2.4 + mmdet 2.8.0.

Evaluation Standards
In order to detect the effect of model, mean Average Precision
(mAP) has been used as a performance evaluation index. mAP
can fully express the classifier and detection performance of the
defect detection model. The calculation of average precision
included two indicators: accuracy and recall. The accuracy and
recall can be expressed by Eq. 6 and Eq. 7:

p � TP
TP + FP

(6)

r � TP
TP + FN

(7)

In these formulas, p represents the accuracy rate, r
represents the recall rate, and TP represents the number of

correctly divided positive samples; FP represents the number
of wrongly divided positive samples; FN represents the
number of wrongly divided negative samples, AP is the
average precision. APs, APm, APl represents the average
precision of three different sizes targets: small, medium and
large. The average precision can be expressed in Eq. 8. In
general, the higher the average accuracy value, the better the
classifier performance. Classes represents the types of all
detected objects, Num(Classes) indicates the number of
categories, the formula of mAP is as follows. mAP is the
different objects’ AP sum divided by the number of object
categories.

AP � ∫1

0
p(r)dr (8)

mAP � ∑ClassesAP

Num(Classes) (9)

Tests and Results
The selection of the training parameters will affect the model
performance. The model structure proposed in this paper is
improved based on FCOS, and the overall model is
constructed based on MMDetection. Therefore, the training
parameters has been modified on the basis of FCOS and
MMDetection. The parameter data selection is shown in
Table 2.

In order to verify the effectiveness of the model proposed in
this paper, a set of ablation experiments are established to
compare the effects of different common optimization
schemes on the average precision value. At the same time, the
Adam optimizer has been selected to replace the default SGD
optimizer and add the GradNorm module. The gradient
equalization operation has a good effect on the improvement

FIGURE 7 | Common defect types of PCB to be inspected.
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of the average accuracy value. The specific test results are shown
in Table 3 and Figure 8.

FCOS often uses ResNet50 and ResNet101 as the feature
extraction network. Compared with the lightweight neural

network MobileNetV2, ResNet has a better feature
extraction effect, but the neural network is complex, the
process of training takes up more memory and time.
Through comparison in Figure 8 and Table 3, it can be
found that the test mAP result of ResNet50 and
MobileNetV2 are almost unanimous due to the lack of pre-
training model. While the model using ResNet101 as Backbone
has a higher mAP, but the deep network structure also means
that the generated weight models and parameter models has a
larger memory footprint. Using the dual attention mechanism
CBAM to optimize MobileNetV2 in order to achieve the same
effect as ResNet101. After replacing the traditional FPN
module with PAFPN, the feature extraction effect is further
enhanced. Compared with the original model using
MobileNetV2 as Backbone, mAP increased by 1.2%.

In the bounding box regression branch of the FCOS detection
head, the original IoU Loss has been replaced with DIoU to better
detect objects with smaller sizes, and mAP reached 39.3%. The

TABLE 3 | Defect detection results of different methods based on FCOS model.

Methods mAP (bbox)/% APs(bbox)/% APm (bbox)/% APl (bbox)/%

FCOS + ResNet50 35.2 20.9 35.8 30.9
FCOS + ResNet101 36.0 20.5 36.6 36.0
FCOS + MobileNetV2 35.3 22.4 35.7 26.8
FCOS + CBAMMobileNetV2 36.0 25.5 36.6 27.9
FCOS + CBAMMobileNetV2+PAN 36.4 26.9 36.6 28.1
FCOS + CBAMMobileNetV2+PAN + DIoU 39.3 27.2 39.4 30.3
FCOS + CBAMMobileNetV2+PAN + DIoU + Adam (Our Method) 44.3 28.3 42.5 33.3

FIGURE 8 | Comparison of mAP curves during test of different models.

TABLE 2 | The selection of parameter data.

Parameter name Parameter Value

NMS iou_threshold 0.5
Loss_cls FocalLoss
Loss_centerness CrossEntropyLoss
FCOS Inference Threshold 0.003
NMS Threshold 0.4
Basic learning rate 0.0025
Weight Decay 0.0001
Warmup_iters 500
Warmup_ratio 0.33
Max Iter 50,000
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comparison of visualization detection results is shown in
Figure 9, Using the DIoU loss function can better mark the
position of the detection bounding box, avoiding problems such
as false detection and overlapping bounding boxes.

After using the Adam optimizer to replace the SGD optimizer,
the detection effect has further improvement, mAP is 44.3%.
Compared with the original FCOSmodel using ResNet50, mAP is

increased by 9.1%. The detection results of six common defects
are shown in Figure 10.

In Table 4, comparing our method with the object detection
algorithms which commonly used in the industry: Faster R-CNN,
YOLO v3 [17] and YOLO v3-Tiny [18]. Compared with Faster
R-CNN, our method has a lower mAP, but it can maintain the
detection speed while having better accuracy. Compared with

FIGURE 9 | The detection result of IoU and DIoU.

FIGURE 10 | The detection effect of our algorithm on six common defects.
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YOLO v3, the method proposed in this manuscript has a better
average precision, mAP is increased by 1.8%, and the model
parameter is only about one-fourteenth of YOLO v3. Compared
with YOLO v3-Tiny, the mAP of our method is increased by
12.8%. Although the weight file of YOLO v3-Tiny is smaller and
the inference time is only 2.08 milliseconds, faster than the
method proposed in this paper, but the model parameter size
of our algorithm in this paper is only half of YOLO v3-
Tiny.Compared with these common models, the method
proposed in this paper has fewer model parameters, be more
suitable for industrial applications and more convenient for
porting to embedded development equipment.

CONCLUSION

This paper propose a lightweight defect detection network based
on dual attention mechanism and PAFPN optimization. On the
basis of keeping the network model’s low memory usage and
strong real-time performance, it has improved its ability to detect
small-size defects.

Compared original FCOS model, mAP of the model proposed
in this paper is greatly improved, and it is also increased by 1.8%
compared with the commonly used YOLOV3model in industrial
scenarios. The model parameters are about only one-fifteenth of
those traditional methods, which is more suitable for application
to actual PCB defect detection.

The inference time of our method still has space for
improvement when compared with YOLOv3-Tiny. The
subsequent work will optimize the feature enhancement module
on the basis of maintaining the detection accuracy and streamline
the model structure, thus reduce the detection time.
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Transition Structure Between Coaxial
Cable andDielectric RodWaveguide in
Microwave Frequency
Yin Li1, Shi-Yan Zhou1, Sai-Wai Wong1* and Jing-Yu Lin2

1College of Electronics and Information Engineering, Shenzhen University, Shenzhen, China, 2School of Electrical and Data
Engineering, University of Technology Sydney, Ultimo, NSW, Australia

The dielectric waveguide in THz and millimeter circuit is widely researched. However, it is
rarely researched in a microwave frequency. In this article, a dielectric rod waveguide
(DRW) is proposed with low transmission loss in microwave frequency. For the purpose of
impedance matching, a transition section composed of the metal-coated dielectric cavity,
and a dielectric horn is presented to match the impedance between the coaxial cable and
the dielectric rod waveguide. Finally, the dielectric rod waveguide and the transition section
have been fabricated for experimental verification. To obtain the propagation constant of
the DRW, the thru-line (TL) calibration is used in measurement. The simulation and
measurement results show an effective conversion between the coaxial cable and the
dielectric rod waveguide.

Keywords: coaxial cable, dielectric rod waveguide (DRW), microwave frequency, transition, microwave frequency
band

INTRODUCTION

Waveguide is an important passive component in electronic circuits. Due to the low transmission
loss of the dielectric waveguide in millimeter and THz frequency ranges, various dielectric
waveguides [1] are designed to connect different electronic devices and establish an
interconnected network between the chips. Most dielectric waveguides can be divided into solid,
hollow, and porous waveguides [2] depending on the geometry. Among them, the dielectric rod
waveguide is the main dielectric waveguide structure due to its simple structure and low processing
cost. However, most of the literature reports have studies dielectric waveguides working in a
millimeter frequency or above. The fabrication of dielectric waveguides in the millimeter and
terahertz frequency requires high precision machining processes.

In microwave frequency, the dielectric material has good radiation properties and can be
fabricated into dielectric rod waveguide antennas [3, 4]. In order to reduce the radiation loss,
some non-radiative dielectric (NRD) waveguides working in microwave frequency are reported in
the articles mentioned in references [5–8]. However, these NRD waveguides require a metal in the
waveguide transmission line structure. The full dielectric waveguide working in microwave
frequency [9] is rarely mentioned, which can help explore the non-traditional new dielectric
waveguide transmission line structure and new microwave components in the microwave frequency.

The conversion structures between the traditional metal transmission lines and the dielectric
waveguides have been widely studied. The dielectric tapering transition sections [10–12] indicate the
high conversion efficiency between the metal rectangular waveguides and the solid dielectric
waveguides. However, this transition structure usually needs an additional support arm to hold
the dielectric tapering transition structure over the center of the metal rectangular waveguide.
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Besides, the dielectric waveguides can be fed in and extracted
from energy through a non-contact method. Transmitting and
receiving antennas need to be designed to implement this
method, as in the studies mentioned in references [13, 14]. In
addition, a complex transition structure consisting of a spherical
dielectric resonator and a non-radiative dielectric waveguide is
proposed in the study mentioned in reference [15]. This kind of
transition enables low conversion loss between the dielectric
waveguide and the microstrip in millimeter integrated circuits.

In this article, we present the dielectric rod waveguide with a
rectangular cross section in microwave frequency. In order to
connect the DRW with the coaxial cable, a transition structure
composed of the metal-coated dielectric cavity and dielectric horn
is proposed. Simulation and measurement are in good agreement.
The results show that the transmission loss of the dielectric rod
waveguide is low, and the transition between the coaxial cable and
the dielectric rod waveguide is effective from 7.12 to 9.4 GHz. The
designed dielectric rod waveguide and the conversion structure
are able to apply for further design of dielectric interconnect
circuits and novel microwave components.

STRUCTURE OF DIELECTRIC ROD
WAVEGUIDE

The structure of the designed dielectric rod waveguide and the
conversion section are divided into three parts, as shown in
Figure 1A. Introduction is about the metal-coated dielectric
cavity connected to a 50Ω coaxial cable. The height Rb and
the length Ra of the coaxial probe position are used to match the
impedance between the coaxial cable and the metal-coated

dielectric cavity [16]. Structure of Dielectric Rod Waveguide is
the metal-coated dielectric horn. The width of the metal-coated
dielectric horn is gradually increased from the width a of the
metal-coated dielectric cavity to the width w of the dielectric rod
waveguide. Experimental Results is about the dielectric rod
waveguide which is composed of the dielectric material with
3.55 permittivity constant and 0.0027 loss tangent.

The electric field distribution at the xoz plane is shown in
Figure 2. In Experimental Results, the electromagnetic (EM) wave
mode of the dielectric rod waveguide is in the Ex11 mode [17],
which alsomeans that the electric field is mainly distributed in the
x and z directions and the magnetic field is mainly distributed in
the y and z directions. Most of the electromagnetic waves are
trapped in the dielectric rod waveguide, and a small part is
distributed in the surrounding air. The designed DRW is
connected to the coaxial cables at both ends through two
conversion structures. The metal-coated dielectric cavity
converts the wave mode of the coaxial cable into a TE10 mode.
The TE10 mode of the metal-coated dielectric cavity is then
converted to the Ex11 mode of the DRW. Thus, the metal-
coated dielectric horn provides a smooth transition between
the two wave modes.

EXPERIMENTAL RESULTS

Resource Identification Initiative
In order to verify the properties of the designed dielectric rod
waveguide and the conversion structure, two structures with
different DRW lengths have been manufactured. The 50Ω
SMA connectors are welded on the top side. Figure 3A shows
the photography of the longer dielectric rod waveguide with a
length of 100 mm and the short dielectric rod waveguide with a
length of 50mm. In practical fabrication, the dielectric waveguides
and the conversion structures are stacked by multilayer substrates
with a permittivity constant of 3.55, which are shown in Figure 3B.
The metal coating on the side wall is replaced by multiple copper-
plated holes. In addition, the large holes on the left and right sides
of each layer are used to insert screws to ensure alignment between
all printed circuit boards.

The simulated and measured results of the two structures with
different DRW lengths are presented in Figure 4. CSTmicrowave
studio (CST-WMS) is used for simulation. The Agilent
Technologies E5071C is used to test the S parameters of the
two structures with different DRW lengths. The measurement
results agree with the simulation results. In Figure 4A, the
measured |S11| of the structure with a length of 50 mm DRW
is below −10 dB from 7.12 to 9.4 GHz, and the insertion loss |S21|
is −1.88 dB at the center frequency. The fractional bandwidth is
about 27.6%. Meanwhile, in Figure 4B, the measured |S11| of the
structure with a length of 100 mm DRW is also below −10 dB
from 7.12 to 9.4 GHz, and the measured |S21| is −2.21 dB at
8.26 GHz. The error between the simulation and the
measurement may be caused by the machining error and the
assembly error.

In order to obtain the actual propagation parameters, the
attenuation constant α and the propagation constant β, the thru-

FIGURE 1 | (A) Designed structure of the dielectric rod waveguide and
the conversion structure. The height of the metal coating is 0.035 mm. (B)
Portion of the dielectric material of the entire structure and two coaxial cables
at two ports, in which a � 14.5, b � 10.668, R � 1.3, Ra � 5.7, Rb � 5.8,
d � 13.716, w � 18, h � 19.812, L1 � 13, L2 � 5, and L3 � 50 (all in mm).
(Dielectric material is blue, and the metal is yellow.)
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line (TL) calibration is used. Since the matching network is
introduced to excite the total structure, it can affect the results
of the core DWG. The TL calibration can be understood as a
simplified case of TRL calibration, which is used in measurement
and the numerical method [18, 19, 20]. In this calibration, the two
standards, called through and line, are used to de-embed the two
symmetrical error boxes. In the TL calibration method, two

calibration standards, called through and line, are used. In the
practical experience, two different lengths of transmission line (L1
and L2) are used to realize the thru and line standards. And the
T-matrix under these two cases can be called as TT and TL. These
two calibration kits are similar to the thru and line calibration kit
in thru-reflect-line (TRL). Based on the symmetry of the error
box, it can only use those two calibration kits. The TL calibration

FIGURE 2 | Electric field distribution at 8 GHz of the designed dielectric rod waveguide and the conversion structure. (A) XOZ plane. (B) XOZ plane.

FIGURE 3 | (A) Photograph of two structures with different lengths of DRW. (B) Assembly of the 50-mm-long dielectric rod waveguide and the conversion
structure.

FIGURE 4 | (A) Simulation and measurement results of the structure with a length of 50 mm DRW. (B) Simulation and measurement results of the structure with a
length of 100 mm DRW.
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is powerful to model the guided wave structures and substrate-
integrated circuits and to extract the parameters of the microwave
circuits. This method can be easily implemented into commercial
software for many types of microwave circuits. The theory
derivation will be given as follows, as described in references
[19, 20].

Figures 4, 5 indicates the two-port equivalent network and the
two standard elements in the TL method. The T-matrix under
different circumstances can be written as follows:

TM � ATDUTA, (1)

TT � A[ ecl1 0
0 e−cl1

]A, (2)

TL � A[ ecl2 0
0 e−cl2

]A, (3)

where TM, TDUT, and A are the T-matrix of the total two-port
network, DUT, and error boxes, respectively, in Figure 5A, and c
is the determined propagation constant of the lines used in the
line standard.

Because the two error boxes are symmetrical, the relation
between A and A can be expressed as follows:

A � EA−1-E, (4)

E � [ 0 1
1 0

], (5)

where A−1 denotes the inverse of the matrix A. For a simple
expression, we define Q as follows:

Q � TL(TT)−1. (6)

Substituting Eq. 1 into Eq. 2, the eigenvalue problem can be
obtained as follows:

TL(TT)−1A � QA � A[ ecl 0
0 e−cl

], (7)

where L is the difference between the through and line standards,
namely, L � L2-L1. And the columns of the matrix A can be
considered as the eigenvector of Q. The propagation constant c
can be solved by the eigenvalue problems as given follows:

ecL � eig(Q), (8)

where L is the difference between the through and line standards,
namely, L � L2-L1。.

The matching network of this design works the error box in
the TL calibration, which needs to be removed. After
deembedding the error box, the accurate results of the
transmission dielectric rod waveguide can be obtained.
Figures 5, 6 shows the measured and simulated attenuation
constant α and the propagation constant β. Those results
agree well with each other. It can be found that α increases
when the operating frequency is up to 9.7 GHz, working as a
stopband. β/k0 is larger than 1 over the whole frequency band,
working as the slow wave. So there is no leaky wave, and less
radiation wave radiates from the dielectric waveguide. It can serve
as a low loss transmission line.

CONCLUSION

In this work, a dielectric rod waveguide in a microwave band has
been presented. For an impedance matching purpose, a transition
between the coaxial cable and the designed DRW is designed
from 7.12 to 9.4 GHz. The metal coated dielectric cavity and a
dielectric horn convert the wavemode of the coaxial cable into the
Ex11 mode of the dielectric rod waveguide. In order to verify the
transmission and transition properties, two dielectric rod
waveguides with different transmission line lengths and the
same conversion sections are fabricated and tested. The

FIGURE 5 | Schematic diagrams of numerical TL de-embedding
procedure and the two standards in TRL. (A) Two-port equivalent network
under the numerical TL calibration. (B) Through standard. (C) Line standard.

FIGURE 6 | Attenuation constant and normalized propagation constant
calculated by the simulation and measurement results. k0 is the propagation
constant in the free space.
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designed dielectric rod waveguide and the conversion section
have the potential to advance in developing novel microwave
components.
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High-Resolution Distributed Radiation
Detector System Assisted by
Intelligent Image Recognition
Hong Shao1*, Chenyue Wang2, Zhixin Fu1 and Zhen Liu1

1College of Energy and Electrical Engineering, Hohai University, Nanjing, China, 2Jiangsu Electric Power Company Jiangyin Power
Supply Company, Jiangsu, China

With the development of machine learning and image recognition technology, the detector
system tends to be standardized and intelligent. However, large numbers of distributed
radiation detectors connected to the power grid will bring huge uncertainty to the operation
of the power grid and even cause certain interference. The monitoring system of the
distributed radiation detectors can control the running status of the distributed
photoelectric detection system in real-time and guarantee the safe and stable
operation of the detector system. This article proposes an improved genetic detector
system to avoid “blind spots” in the radiation detector monitoring based on the
characteristics of photovoltaic (PV) arrays, which are considered as individual pixels,
and then the reliability of the monitoring is ensured by the monitoring coverage of these
pixels by the detector nodes. The performance of the radiation detector monitoring is
restored by activating those spare nodes with sufficient energy to replace those that fail,
ensuring that the distributed detection system can be monitored in a timely and efficient
manner at all times. The simulation results confirm the reasonable validity of the algorithm.

Keywords: distributed radiation detector 分布式粒子探测器, Imaging, high resolution 高分辨率3, Photodevice,
radiation detector monitoring 粒子探测器监视器5

INTRODUCTION

As the core component of modern optoelectronic systems, the photodetector has been widely used in
many fields such as optical imaging, information and communication, biomedicine [1] and has also
contributed to the development of military defense and national economy. With the imbalance
between energy supply and demand, the contradiction between energy consumption and
environmental protection is deepening, the development of an economic and environmentally
friendly low-carbon power industry has become a top priority in the reform of the national power
industry and a key investment area for the country, and countries around the world have reached a
consensus on energy conservation and emission reduction in the formulation of future development
strategies. Compared with the traditional thermal power generation, on the one hand, new energy
power generation has significant advantages in environmental protection and energy-saving. On the
other hand, it will also have a certain impact on the operation of the power grid. The main
manifestation is that renewable new energy is affected by seasons, climate, and geography. Influenced
by other factors, the intermittent, volatility, and randomness of its power generation and some of its
faults will bring many problems to the safe operation of the power grid [2]. To cope with the
depletion of fossil energy and reduce greenhouse gas emissions, in recent years, countries around the
world have devoted themselves to research on the development and utilization of renewable energy
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and strive to build an energy system with new energy as the core.
The development of renewable energy is also an important
strategic measure for the country to solve environmental
problems, optimize energy structure, promote economic and
social development, and achieve energy conservation and
emission reduction [3]. Therefore, the active development and
utilization of solar energy, wind energy, biomass energy, and
other renewable energy are of great significance in promoting the
sustainable development of our country’s economy. The
country’s solar energy resources are relatively sufficient, widely
distributed, and evenly distributed, with unique advantages and
wide application prospects [4]. Solar energy has the highest one-
time conversion rate among renewable energy sources. It has a
wide application area and is simple to use, clean, and pollution
free, and the photovoltaic power generation system is not easily
damaged, and simple maintenance is an inevitable choice for the
future development of renewable energy power generation.

With the continuous decline of photovoltaic cell prices and the
continuous improvement of photovoltaic power generation
efficiency, the photovoltaic industry develops rapidly, and the
research on the photovoltaic grid-connected power generation
system has become a new research hotspot. The power generated
by the photovoltaic grid-connected power generation system
occupies an increasing proportion in the whole power system,
which will affect the power quality of the power grid and even
threaten the safe and stable operation of the power grid [5]. To
meet the needs of the rapid popularization and development of
distributed photovoltaic power generation systems, improve the
ability of power systems to accept and control them, and ensure
the reliable operation of the grid under the condition of large-
scale access, the operating conditions of distributed photovoltaic
power generation systems must be real-time monitoring and
analysis. Based on the reasonable prediction of photovoltaic
output, the coordinated dispatch between the distributed
photovoltaic output and the grid can be realized, and the
large-scale development of distributed photovoltaic systems
can be further promoted. The radiation detector monitoring
system is an important part of the photovoltaic power station,
and it is a bridge connecting the photovoltaic system and
monitoring center. Research on photovoltaic power generation
monitoring technology will help the intelligent management of
the photovoltaic power generation system and truly realize its
“unmanned or few people on duty” operation management
mode. In recent years, the traditional radiation detector power
generation monitoring system based on computer information
processing technology has been widely used. With good system
scalability, low power consumption, low cost, and flexibility, the
radiation detector monitoring system can collect and monitor the
physical environment information in its coverage area in real-
time and is increasingly used in the field of intelligent
management and monitoring of systems. The emergence of
distributed radiation detector monitoring technology has
further promoted the development of distributed photovoltaic
power generation monitoring systems [6, 7].

Compared with the traditional photovoltaic power generation
monitoring system, our monitoring systems based on the
distributed radiation detector technology use detector nodes to

collect environmental information on the photovoltaic panel and
then send it to the monitoring center through a wireless
communication link [8]. Our system has the following
advantages:

1) Detector nodes are small in size, low in cost, simple to deploy,
and convenient to maintain. They have less environmental
impact on the monitored area and avoid complicated wiring
work, so they can be deployed in large numbers on
photovoltaic panels.

2) The radiation detector monitoring system has the
characteristics of self-system organization, which can
effectively compensate for the existing wired monitoring
system’s excessive dependence on lines, thereby effectively
improving the monitoring level.

3) A monitoring system based on the distributed radiation
detector monitoring technology consists of a large number
of detector nodes, which can collect a large number of
environmental information in the monitoring area. Besides,
the nodes have certain computing capabilities, storage
capabilities, and communication capabilities, so they can
comprehensively improve the accuracy of the information
collected on the photovoltaic panel. The nodes can also
comprehensively improve the accuracy of information
collection on the photovoltaic panel, which is beneficial to
the photovoltaic power output to make accurate predictions.

4) By constructing a reasonable topology of the radiation
detector system, flexibly scheduling the activity status of
detector nodes, and adopting low-energy distributed
radiation detector monitoring modules and wireless
communication protocols, the service life of the
photovoltaic power generation monitoring system can be
extended and the reliability of the system can be guaranteed.

The rest of this article is organized as follows. Principle of
Radiation Detector introduces the principle of the radiation
detector. Architecture of Distributed Radiation Detector System
introduces the distributed radiation detector system architecture.
Optimization Algorithm in Distributed Radiation Detector System
introduces an optimization algorithm in the distributed radiation
detector system. Conclusion concludes this work.

PRINCIPLE OF RADIATION DETECTOR

At present, the related research results of distributed photovoltaic
grid-connected power generation monitoring are mainly devoted
to the research of centralized distributed photovoltaic power
generation monitoring [9, 10]. An early start abroad, mainly
in the 1990s, was when the system structure during this period
was relatively mature [11]. The current fault diagnosis methods
mainly include the visual graphics diagnosis method and multi-
sensor detection method, and some scholars have proposed the
ground capacitance measurement method and the time domain
reflection analysis method. The visual graphics diagnosis method
is used to detect the faults of different photovoltaic arrays, and the
fault judgment is mainly based on the different infrared images
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obtained when the photovoltaic modules are taken at different
operating temperatures during normal and fault conditions [12].
The fault type judged by the multi-sensor detection method is the
sensor detection information, and different voltage and current
sensor deployment strategies will affect the fault diagnosis result
[13]. Then comes the study of online monitoring of grid-
connected photovoltaic power generation systems, which not
only enables real-time online monitoring of the power quality
and operating status of grid-connected photovoltaic power
generation but also enables comprehensive analysis and
evaluation of the performance of grid-connected photovoltaic
power generation systems based on a guarantee that all power
quality meets certain indicators [14]. However, wired monitoring
methods have inherent disadvantages of poor flexibility, while
remote monitoring based on the distributed radiation detector
technology has simple installation, long transmission distance,
and high flexibility [15, 16]. Reference [17] designs a real-time
monitoring system for solar cells based on the distributed wireless
radiation detector technology. The system uses a distributed
radiation detector system to form a self-organizing system of
data collection modules and aggregates the collected data to the
monitoring node through multi-hop routing to achieve real-time
monitoring. Literature [18] studied the operation and
maintenance of photovoltaic systems and IoT-based wireless
detector systems for photovoltaic panel monitoring and
developed and implemented a cost-effective system of wireless
radiation detectors on small photovoltaic (PV) panels. In
summary, the distributed photovoltaic power generation
monitoring system needs to obtain monitoring information in
real-time, and the photovoltaic power generation system can be
controlled according to the obtained photovoltaic array operating
status information, so distributed radiation detection technology
is a timely and efficient monitoring method. This article considers
that the photovoltaic power generation system and monitoring
system of the distributed radiation detector system is composed
of detector nodes with limited energy. These nodes are usually
powered by batteries with limited energy, which are difficult to
replace or recharge during use and will eventually fail due to
exhaustion. Therefore, for distributed photovoltaic power
generation systems based on the distributed radiation detector
technology, ensuring that the normal operation of the system
does not fail has become the primary challenge task of the
important target set of the monitoring system. In Reference
19, to solve the coverage problem of directional sensor
systems, a particle swarm optimization algorithm to maximize
regional coverage was proposed.

Literature [20] used the simulated annealing algorithm to
restore the coverage of the monitoring system. Reference 21
studied the coverage model of the system recovery mechanism
and its optimal maintenance frequency. Literature [22] proposed
a low-power, cost-effective photovoltaic-distributed generation
(PV-DG) wireless remote monitoring system using Zigbee
technology. But in these studies, when there is a problem in
the monitoring system, it is more or less necessary to rebuild the
system structure to achieve the purpose of restoring system
performance. Some researchers have proposed to use
redundant nodes to solve the problem in the visual radiation

detector system [23, 24]. This article considers taking automatic
recovery measures to restore various functions of the monitoring
system when it fails. To ensure the effectiveness of the monitoring
system, some backup nodes are added when deploying the node
system. When some nodes in the monitoring system have
excessive energy consumption or are exhausted, the redundant
nodes are used to replace those failed nodes, and the redundant
nodes in the system are fully and reasonably scheduled to achieve
a stable state within a short time after the failure of some nodes in
the monitoring system. This article proposes for the first time a
genetic algorithm that considers random weights. The improved
genetic algorithm maintains the coverage of the monitoring
system by replacing failed nodes with redundant nodes and
stabilizes and restores the performance of the monitoring
system. The monitoring system conditions when the
photovoltaic array fails are studied, and different photovoltaic
arrays are collected for simulation analysis. The simulation results
verify the effectiveness of the proposed algorithm.

ARCHITECTURE OF DISTRIBUTED
RADIATION DETECTOR SYSTEM

In this section, we first present the structure of the wireless
monitoring system and its coverage model to pave the way for
the following research.

Distributed Radiation Detector System
Architecture
The radiation detector system in this paper is a distributed system
composed of a large number of sensor nodes with wireless
communication ability, which can automatically and
systematically complete the assigned tasks according to the
external environment. There are a number of detector nodes
deployed in the distributed radiation detector system, and its
structure contains the following modules: energy module,
perception module, wireless communication module, and
processor module, as shown in Figure 1 [25].

Since it is difficult for sensor nodes to complete the monitoring
task independently, using the WSN technology to achieve a
comprehensive detection of the target area requires the
cooperation of many neighbor nodes [26].

The distributed radiation detector system generally consists of
the following four parts: the ordinary detector node, the sink node
(Sink node), the transmission system, and the monitoring center.
The structure is shown in Figure 2.

The distributed photovoltaic power generation monitoring
system is constructed by a radiation detector system. To meet
the requirements of the distributed photovoltaic power generation
system for monitoring system accuracy, reliability, and ease of
maintenance, the topology of a distributed photovoltaic power
generation monitoring system based on the distributed radiation
detection technology is proposed to be a hierarchical clustering
topology. The monitoring system consists of M sensor nodes
deployed on photovoltaic panels, s sink nodes, and 1
monitoring center. The M sensor nodes are divided into n

Frontiers in Physics | www.frontiersin.org October 2021 | Volume 9 | Article 6938383

Shao et al. High-Resolution Distributed Radiation Detector System

131

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


clusters. The ordinary sensor nodes first transfer the collected
physical information of the photovoltaic system to the cluster head
node, and then the cluster head node transmits it to the sink node
of the sink node layer. Each sink node is responsible for gathering
the information of K cluster head nodes and then transmitting it to
the monitoring center after preliminary processing. Finally, the
monitoring center analyzes and judges the physical information of
the photovoltaic system and determines the output power of the
distributed photovoltaic power generation system. Make
reasonable predictions and issue control commands to guide the
optimal dispatch of the power grid.

Perception and Coverage Model
Coverage is one of the most important research directions in
detector systems [27]. The coverage problem is to ensure that the
monitoring target is covered by at least one or more detector
nodes. The coverage problem is to monitor the target through the
optimal deployment of detector nodes or activation of effective
scheduling [28]. The coverage ratio is the ratio of the total area
covered by the detector node to the total area of the required
monitoring area. To calculate the coverage rate of the distributed

radiation detection monitoring system, combined with the shape
characteristics of the photovoltaic array (i.e., the photovoltaic
array usually has a square shape), gridding the monitoring area
can reduce the calculation difficulty. In this article, the
monitoring area in the photovoltaic array is regarded as an m
× n rectangular grid, and the grid is regarded as pixels. The
detector node’s perception of the photovoltaic array in the
monitoring system is equivalent to the node’s perception of
the corresponding pixels. Therefore, it is very important to
establish the perception model of detector nodes to measure
the coverage, as shown in formula (1), considering the
constraints of the perception radius Rp, signal perception
attenuation rate, and possible obstacles, and establish a
perception model of the monitoring area V (x, y) based on
the node si as follows:

Cs �

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1, d(si, v)≤Rp − Re

exp( −λ1αβ1
1

α
β2
2 + λ2

), Rp − Re < d(si, v)<Rp + Re

0, other

, (1)

FIGURE 1 | Detector node structure diagram.

FIGURE 2 | Components of the distributed radiation detector system.
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where d(Si, v) is the distance between the detector node and the
monitoring pixel; Re is the error margin of node perception;
0<Re <Rp; α1, α2, β1, β2 are the characteristic parameters of the
detector node, where α1 � (Re − Rp) + d(si, v),
α2 � (Re + Rp) − d(si, v); and λ1, λ2are the input parameters.

Cv(s, v) � 1 −∏ n
i�1(1 − Cg(si, v)) (2)

The perception degree of all effective nodes in the photovoltaic
array to the monitoring area V is as follows:

Cv � { 1, Cv(si, v)≥Cth

0, other
(3)

where a>b and the perception is considered effective.
The coverage model of the photovoltaic power generation

wireless monitoring system is given by the following formula (4):

C � ∑m×n
v�1 Cv

m × n
(4)

Node Deployment of Distributed Radiation
Detector System
To ensure the performance of the photovoltaic power generation
detection system, some redundant nodes are generally added to
the photovoltaic array. The redundant node is different from the
normal node. When all normal nodes in the system are working
normally, the redundant node is in a sleep state. For the
convenience of analysis, it is considered that the dormant
node does not consume energy. When a node failure occurs in
the system, the redundant node is activated in time to replace the

failed node to continue working, ensuring the normal operation
of the system. Under normal circumstances, the sensing range of
an ordinary node at least needs to be covered by one or more
spare nodes, as shown in Figure 3.

In the figure, Rs represents the perception radius of an
ordinary node and a circular area with its radius as the
perception area of the node; the sensing area of node D is
covered by A, B, and C, so node D is a redundant node. To
ensure the stability of the monitoring system, the coverage rate of
the system must be in a high range and maintained stably, which
requires us to make a certain optimization design for the
deployment of redundant nodes, so the following assumptions
are made:

1) After a failed node occurs in the monitoring system, the
number of remaining valid nodes in the system is P, and
the number of redundant nodes that are awakened to
participate in the restoration of the monitoring system
coverage is Q, s represents the node-set {s1, s2,/, sn}, and
n is the number of all valid nodes.

2) The perception radius of the node is half of the
communication radius,that is, Rs � 1/2Rc.

3) Assume that the coverage rate of the monitoring system is c%,
the uncovered area in the monitoring system is Snc, and the
number of redundant nodes participating in the restoration of
the coverage of the monitoring system is nm.

Snc is the area not covered by the monitoring system, which
can be equivalent to a d × d square grid, as shown in Figure 4. The
maximum number of spare nodes required to participate in the
automatic recovery of the monitoring system can be obtained
from formulas (6) and (7).

When a failed node suddenly appears in the monitoring
system, the constraints of the coverage auto-recovery model in

FIGURE 3 | Redundant nodes in the radiation detection and monitoring
system.

FIGURE 4 | Number of equivalent nodes covering vulnerabilities.
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the monitoring system in this case are as in formulas (5–8), which
is denoted as follows:

Snc � Sall(1 − c%) (5)

i � d
3

√
Rs

(6)

nmax � 2i2 + 3i + 1
2

(7)

nmax

2
< nm < nmax (8)

An Optimization Algorithm for Redundant
Node Coverage of Distributed Radiation
Detector System
The redundant node deployed in the photovoltaic power
generation monitoring system can quickly restore the
monitoring range of the monitoring system through activation
after a failed node in the system, thereby improving the stability of
the monitoring system. In this article, a genetic algorithm is used
with formula (4) as the objective function for optimization. The
algorithm can continuously screen out the bad individuals as the
population evolves from generation to generation, thus ultimately
determining the best location for the deployment of nodes in the
monitoring system.

The Principle of Genetic Algorithm
Genetic algorithm (GA) is a parallel random search optimal
method first proposed by John Holland of the University of
Michigan in 1962, and it was formally published in 1975 [29].
The genetic algorithm is a highly parallel and adaptive detection
algorithm developed by imitating the evolutionary theory of
nature. The genetic algorithm preserves the genetic
characteristics of high adaptability to the environment by
simulating individual organisms and distinguishes the
information of individual genetic changes and eliminates the
genetic characteristics of low adaptability to the environment to
achieve the purpose of optimization. Genetic algorithms can
perform global optimization in the data space, and it is highly
convergent. In the genetic algorithm, the n-dimensional
decision vector X � [x1, x2, . . .xn]T is represented by a
symbol string X composed of n tokens Xi(i � 1, 2/, n), which
is given as follows:

X � X1X2/Xn0X � [x1, x2,/, xn]T (9)

where Χn represents the location of the sensor node, including the
location information of all valid nodes.

The genetic algorithm first needs to have an optimized
objective function value, for each individual to be able to
determine its fitness in continuous development according to
certain rules. In this method, the selection probability of each
individual is proportional to its fitness value, and the fitness of
an individual is associated with the value of the objective
function of its corresponding individual phenotype X. The
closer the X is to the optimal point of the objective function,
the greater its fitness. Suppose the population size is x, where the

fitness of individual i is fi, then the probability of i being
selected is as follows:

Pi � fi∑n
j�1 fi

(10)

After calculating the selection probability of each individual
in the population, to select the mating individual, multiple
rounds of selection are required. A uniform random number
between (0,1) is generated in each round, and this random
number is used as a selection pointer to determine the selected
individual. The basic genetic algorithm runs as a typical
iteration with the following work and basic steps that must
be completed:

1) Select the coding strategy to transform the parameter set space
into the coded individual space, that is, the number of effective
nodes in the monitoring system is converted into the number
of new effective nodes after the redundant node is activated
after the sensor node fails.

2) Define the fitness function according to actual problems.
3) Determine the genetic strategy and determine the probability

of selection.
4) Random initialization to generate an initialization group, that

is, to put all the redundant nodes in a dormant state at the
beginning.

5) Calculate the fitness of the individual encoding string of the
current population after decoding, that is, when some nodes
fail, the fitness of other sensor nodes and redundant nodes
except these failed nodes.

6) According to the genetic algorithm, use selection to act on the
population to form the next generation population.

7) Determine whether the population performance is a certain
index or the predetermined number of iterations has been
completed to meet the best output individual, that is, when the
final monitoring system reaches a stable state after the
redundant node is activated, the coverage rate of the system
reaches the target of the predetermined coverage model, and
find out the optimal deployment strategy for activating the
redundant node when the failure of node occurs.

Monitoring System Automatic Recovery Coverage
Algorithm Flow
In the actual application process, not all the backup nodes
equipped in the power generation array have high energy. If
the energy of the backup nodes that will be activated after a failed
node is also at a low value, monitoring cannot be guaranteed at
this time. The system has reached a stable state after self-recovery.
Therefore, to prevent the redundant node with lower energy from
being activated during self-recovery, formula (11) gives relevant
constraints to ensure that the redundant node with insufficient
energy will not be activated.

Ei ≥Eth (11).

Besides, due to the characteristics of various PV arrays, the
number of failed nodes varies greatly from one PV array to
another, and for this reason, the number of spare nodes needs to
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be limited, that is, as in formula (12), which is denoted as
follows:

Nm ≤Nth (12).

Based on an improved genetic algorithm with formula (4) as
the objective function, the algorithm procedure is as follows:

1) Convert the monitoring area of the photovoltaic power
generation system into coded individual space.

2) Define the fitness function according to the objective function.
3) The random initialization dimension is twice the sum of the

dimension of all valid nodes and the alternate node value.
4) Calculate the fitness of the new monitoring area after the

failure occurs.
5) According to the genetic strategy, apply the selection to the

newmonitoring area and rank the updated individual extreme
values by the objective function value. Good individuals will
replace poor individuals and update a new generation of the
population.

6) Judge whether the coverage of the new monitoring area meets
the specified index and end if it does. When the value of the
objective function increases by σ% , the iteration is terminated
and the recovery of the monitoring system is realized. If the
running time reaches tm but the value of the objective function
does not meet the requirements, the iteration is terminated
and the recovery of the monitoring system fails.

OPTIMIZATION ALGORITHM IN
DISTRIBUTED RADIATION DETECTOR
SYSTEM
A square area is established in Matlab to represent the area for
monitoring photovoltaic arrays. Different types of photovoltaic
arrays have different sizes, so they have different values. Let the
node perception radius Rs � 7,Cth � 0.9, λ1 � 1, λ2 � 0, β1 � 1, β2 �
2, tm � 2000 s, and σ% � 60%.

Photovoltaic Monitoring System Has Failed
Nodes
Since distributed photovoltaics are scattered in various places, the
failures of different distributed photovoltaic arrays are different.
The effectiveness of the proposed algorithm has not been verified,
and the distribution of node failures is also different. In all
simulation diagrams in this article, “o” represents the
remaining valid nodes in the monitoring system and “•”
represents the active redundant node in the monitoring system.

Regular Failure
In a photovoltaic array with a specification of 60 m × 60 m,
assuming that 30 effective nodes are remaining in the monitoring
system, the coverage of the monitoring system at this time is
shown in Figure 5. The failure of the monitoring system caused
by the damage caused by the harsh external environment and
human factors is called the regular failure at this time. In this case,
a part of the monitoring “blind area” will appear in the
monitoring system, which is the blank area in the upper right
corner of the figure. According to formulas (1–3), the coverage
rate of the surveillance system is 48.23%.

Regardless of the occurrence of node failures, the monitoring
system deploys new nodes in the system to rebuild the system
structure and makes the following assumption: If the coverage of
the restored monitoring system can be increased by 50% based on
the failure, it is said to monitor the system’s return to normal
performance. And i � 4.95, nmax � 32.43, Eth � 0.5J, and then take
nm � 20.

To increase the coverage of the monitoring system, an
improved genetic algorithm is adopted. The simulation results
are shown in Figure 6.

When 35 iterations ended, it took 180.69 s. At this time, the
coverage rate reached 73.51%. After calculation, the coverage rate
increased by 52.41%, meeting the requirements of monitoring
system recovery.

FIGURE 5 | Rule failure.

FIGURE 6 | Recovery after rule failure.
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Irregular Failure Occurs
In a photovoltaic array with a specification of 50 m × 50 m,
assuming that there are 35 effective nodes remaining in the
monitoring system, the coverage of the monitoring system at
this time is shown in Figure 7. According to formulas (1–3), the
coverage rate of the monitoring system is 52.46%.

For the irregular failure situation, suppose i � 4.12, nmax �
23.65, Eth � 0.5J, and then take nm � 16.

Taking the improved genetic algorithm, the simulation
results are shown in Figure 8. For 40 iterations, it took
150.37 s, at which point the coverage reached 79.53%, and
the calculation shows that the coverage improved by 51.60%,
meeting the requirements for restoring the performance of the
monitoring system.

Time to Resume Monitoring System
Performance
All algorithms in this article were run on a computer with a
processing frequency of 3.20 GHz, and the simulations of the
experiments were done on the Matlab platform. The case of
irregular failure is more typical and represents the general
occurrence of node failure. Researching the running times of
different algorithms for the case of occurrence of irregularity
failures, as shown in Table 1, it can be obtained that the improved
genetic algorithm has the shortest computation time for both the
particle swarm algorithm (PSO) and the standard genetic
algorithm.

Running the above algorithm 50 times and combining the
running times of the three methods and the recovery of the
coverage of the surveillance system gives the data in Table 2. The
results show that the improved genetic algorithm recovers the
coverage of the surveillance system in the shortest time.

CONCLUSION

This article focuses on the situation that the distributed radiation
detector monitoring system may have sensor node failure to
ensure comprehensive and timely systemmonitoring by restoring
the monitoring system coverage so that the safe and stable
operation of the power grid is guaranteed. The solution is
developed by deploying a number of redundant nodes in the
monitoring system and by activating and reasonably scheduling
the redundant nodes in the event of a failed node, thereby
restoring the monitoring range of the monitoring system. To
improve the coverage of the distributed radiation detector
monitoring system, an improved genetic algorithm
optimization method is proposed in this article. To verify that
this algorithm is reasonable and effective, simulation analysis is
done for different failure situations on different PV arrays. The
results show that the improved genetic algorithm can quickly
identify the optimal location to activate the redundant node,
replace the failed node with the redundant node in time, improve
the coverage of the distributed PV wireless monitoring system,
and achieve the purpose of automatic recovery performance of
the monitoring system.

In future studies, conditional risk values and othermethods can be
used to evaluate the risk of false wake nodes.With the development of
optimization algorithms, new optimization algorithms can be used to
further improve the accuracy of monitoring.

FIGURE 7 | Irregular failure.

FIGURE 8 | Recovery after irregular failure.

TABLE 1 | Operation time of three algorithms (s).

Number of
iterations

30 60 100 150 300

PSO algorithm 106.43 205.86 376.42 543.84 1214.35
Genetic algorithm 105.36 203.48 369.15 610.29 1125.16
Improved genetic algorithm 95.47 180.76 351.37 530.05 1117.10
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A Band-Notched Antenna With Two
Radiation Zeros Using Grounded
Coplanar Waveguide Filter for 2.4/
5GHz WLAN Applications
Min Li1,2 and Feng Xu1*

1School of Electronic Science and Engineering, Nanjing University of Posts and Telecommunications, Nanjing, China, 2School of
Information Engineering, Suqian College, Suqian, China

In this article, a band-notched dual-polarized crossed dipole antenna is proposed for 2.4/
5 GHz WLAN applications. The proposed antenna works on the WLAN 2.4-GHz
(2.4–2.48 GHz) and 5-GHz (5.15–5.85 GHz) bands for a VSWR <2 with two radiation
zeros within 3.4–3.6 GHz. First, an ultra-wideband crossed dipole antenna with an
operating frequency of 2.4–5.8 GHz is designed using the grounded coplanar
waveguide (GCPW) feeding structure. Second, a miniaturized defected microstrip
structure (DMS) is embedded in the GCPW feeding strip to form a stopband behavior
with a radiation zero. Finally, combining with the design of a C-shaped split ring resonator
(SRR) on the arms of the dipole antenna, a band notch (3.4–3.6 GHz) with two radiation
zeros can be realized. These two radiation zeros can be adjusted independently to achieve
a wide stopband performance. As a result, compared with the original ultra-wideband
dipole antenna, the realized gains of the proposed antenna in the 3.4–3.6 GHz range are all
suppressed from 8 dBi to less than −8 dBi. The proposed antenna can realize the stable
unidirectional radiation pattern and a high gain of around 7 dBi in the lower band and
8.5 dBi in the higher band of WLAN. As a demonstration, the proposed antenna is
fabricated and measured, and the measurement results are in good agreement with the
simulation results.

Keywords: band-notched, DMS resonator, crossed dipole antenna, dual-polarized, two radiation zeros

INTRODUCTION

In the current wireless communication systems, decoupling [1] and suppressing interference from
other narrow-band systems [2] are extremely important for applications in high-density environments.
In the application ofMIMOWLAN, dual-band (2.4–2.484 and 5.15–5.85 GHz) dual-polarized antenna
elements with high isolation and high gain are used to obtain excellent communication performance
[3]. In order to avoid the undesired signals from other narrow-band systems, including the 5G and
WiMAX communication systems (3.4–3.6 GHz), it is an effective way to introduce a stopband behavior
into a wideband antenna with other technical standards unchanged.

The monopole antenna can realize the ultra-wideband characteristic with a notch to cover the
WLAN bands [4, 5]. Although these band-notched monopole antennas can achieve good
performance, they are not suitable for the dual-polarized applications with a unidirectional
radiation pattern. The microstrip filtering antenna can achieve a deep rejection by introducing a
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filtering structure inside the antenna without increasing the
antenna volume [6, 7]. However, the microstrip antenna
bandwidth is not wide enough to occupy the 2.4/5-GHz
WLAN band. The broadband Vivaldi antenna [8] can achieve
the stopband characteristic by integrating band-stop filters in the
feeding line. Nevertheless, the profile of the Vivaldi antenna is
high and the gain is low.

The crossed dipole antenna has been widely used inWLAN and
base station applications because of the advantages of the broad
operating band, double polarization, good radiation pattern
stability, small dimension, and easy manufacturing [2, 3, 9, 10].
Inwork [9], C-shaped strips are designed beside the feed lines and a
notched band of 2.27–2.53 GHz is achieved. By placing U-shaped
strips along the feed lines and etching split-ring slots on the main
radiators, the antennas in [11, 12] can obtain second-order notched
bands. In contrast to work [12], work [10] can achieve first-order
and second-order notched bands by etching two more split-ring
slots on the main radiators. The Ref. [2] achieves a stop band of
2.9–3.1 GHz by placing a cross-dumbbell–shaped parasitic element
above the radiator. However, all antennas in works [2, 9, 10] adopt

an additional feeding structure under the crossed dipole antennas
or parasitic element above the dipoles, which increase fabrication
cost and installation difficulty.

In article [3], a C-shaped split-ring resonator (SRR) is
introduced into a broadband-crossed dipole antenna to realize
a notched band, and no additional filter circuit is required under
the antenna. Compared with the broadband antenna without the
SRR, the stopbandminimum gain of the band-notched antenna is
suppressed from 8 to −9 dBi. With only one substrate, the
installation of antenna is easy and the fabrication cost is low.
However, the notched band has only one radiation zero, so it does
not suppress all frequencies in the stopband very well.

In this article, a band-notched crossed dipole antenna with two
radiation zeros is proposed for the 2.4/5 GHz WLAN
applications. First, the original ultra-wideband crossed dipole
antenna is designed using the grounded coplanar waveguide
(GCPW) feeding structure to cover the frequency of
2.4–5.8 GHz. Then, to achieve a radiation zero, the
miniaturized M-shaped defected microstrip structure (DMS)
[13] resonator is added to the GCPW feeding strip. The length

FIGURE 1 | (A)Overall structure. (B) Side view. (Lg � 80, Ls � 40, H � 19, Hs � 0.787 mm). (C) Upper layer from top view. (D) Bottom layer from top view. (D1 � 0.6,
D2 � 3, F1 � 1.38, F2 � 8.72, F3 � 0.9,G1 � 7,G2 � 0.2,G3 � 1.84, L1 � 37.2, L2 � 6.4, Lf � 1.4, P1 � 12, P2 � 21.6, Rf � 0.7, S1 � 0.15,W1 � 1,Wn � 0.1,Wf � 1.3 mm, and
k � 0.125).
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of the DMS resonator is close to half-wavelength at resonant
frequency. At last, the C-shaped SRR on the arms of the dipole
antenna is introduced to obtain the second radiation zero. As a
result, the realized gain of the proposed antenna within
3.4–3.6 GHz is all suppressed from 8 dBi to below -8 dBi,
compared with the original ultra-wideband crossed dipole
antenna. The proposed antenna, realizing the stable
unidirectional radiation pattern and a high gain of around
8 dBi, can be a good candidate antenna for the 2.4/5 GHz
WLAN applications.

STRUCTURE OF ANTENNA

Figures 1A and B present the overall structure of the proposed
band-notched antenna. The antenna consists of one substrate,
two coaxial cables, and a metal reflector. The antenna is printed
on the top layer and bottom layer of the substrate. The coaxial
cables pass through the reflector, and the outer conductor is

connected to the reflector and fed to the crossed dipole antenna.
The Rogers-4350 substrate is utilized with the permittivity of εr �
3.66, length of Ls � 40 mm, and thickness of Hs � 0.787 mm. The
square metal reflector is employed under the substrate with the
distance of H � 19 mm to realize the unidirectional radiation
pattern. Ansys HFSS software was used for simulation, and the
simulation thicknessHm of metallic layers of the substrate was set
as 0.035 mm. Because Hm would affect the performance of the
stopband filter, it is necessary to consider Hm in the process of
simulation and design of the proposed band-notched filter.

Figures 1C and D present the top layer and bottom layer from
the top view of the proposed antenna, respectively. The top and
bottom layers are connected to each other by nine shorted
metalized vias, eight for connecting dipoles in the top and
bottom layers and one for connecting the GCPW transmission
line. The upper crossed dipoles have the same shape and size as the
lower dipole. The internal part of the dipole arm is fan-shaped and
the external part is the C-shaped SRR. The antenna arm edges
between the crossed dipoles are designed in an exponential shape.
The function of the exponential shape can be expressed as Y(x) �
Cekx + B, where k is the constant coefficient of function. The
GCPW structure can be designed inside these twometal layers. The
outer conductor of the coaxial cable is connected to a dipole arm on
the bottom layer of the substrate. The inner conductor is connected
to one end of the GCPW strip by extending across the substrate.
And the other end of the GCPW strip is connected to the other
dipole arm. The partial line of the GCPW strip of port 2 is printed
on the bottom layer of the substrate to avoid overlap, and the top
and bottom parts of the GCPW strip are connected to each other
using a shorted metallized via. There is an M-shaped DMS filter
embedded in the GCPW feeding strip. The slot width and themetal
width of DMS are both Wn.

ANALYSIS OF ANTENNA DESIGN

GCPW Wideband Antenna
The broadband operating principle of the crossed dipole antenna
is that the strong coupling between the two crossed dipoles

FIGURE 2 | Two wideband antennas. (A) Wideband antenna using the MDF structure. (B) The proposed antenna using the GCPW structure.

FIGURE 3 | Simulation results of two antennas.
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introduces the second and third mode and greatly widens the
bandwidth [2, 3, 10, 11]. Moreover, the arm spacing between the
crossed dipoles, designed to vary exponentially, can improve the
impedance matching [3, 14]. The exponential-shaped arms are
adopted in the proposed dipole antenna to obtain a wide
bandwidth in this article. As mentioned above, the function of
the exponential shape can be expressed as Y(x) � Cekx + B. As the
coefficient k gets smaller, the exponential line gets closer to a
straight line.

As a reference antenna, the broadband crossed dipole antenna
using modified direct-feeding structure (MDF) is proposed in [3]
and presented in Figure 2A. Then, the feeding structure of this
wideband crossed dipole antenna is modified to the GCPW
feeding structure, as shown in Figure 2B. Compared with the
reference antenna, the feeding structure of the proposed antenna
is changed into the GCPW structure with the inner arms printed
with all metal instead of loop structure. Figure 3 exhibits the
simulated results of the two antennas. Using the GCPW feeding
structure, the proposed antenna can also achieve a wide
bandwidth (2.4–5.85 GHz) and high isolation (more than
22 dB). Although the characteristics of the two antennas are
similar, the proposed antenna can integrate filters on the

GCPW feeding line. Therefore, the proposed broadband
antenna is the basis of the integrating filter inside the antenna
to realize filtering characteristics.

GCPW Filter
To embed the band-notched filter into the proposed GCPW
broadband antenna, the filter needs to be small in size. As shown
in Figure 1, a miniaturized GCPW DMS filter is proposed in this
article to realize a notched band of 3.4–3.6 GHz. The DMS is
etched in the GCPW transmission line. The DMS resonator is
nearly a half-wavelength at resonant frequency [13]. In order to
explain its working principle more clearly, software HFSS is used
to simulate the proposed bandstop filter, and software ADS is
utilized to analyze its equivalent circuit.

Figures 4A–C show the U-, N-, and M-shaped DMS
resonators, respectively. The slots of U-, N-, and M-shaped
DMS resonators have one, two, and three bends, respectively.
The resonant frequency versus F2 of these three filters are
depicted in Figure 4D. It can be seen that the M-shaped DMS
resonator can achieve a lower resonant frequency under same
size. At the frequency of 3.5 GHz, only the M-shaped DMS
resonator with the length of 8.6 mm can be embedded into the
proposed wideband antenna in Figure 2B.

C � 5f c
π(f 20 − f 2c) pF (1)

L � 250

C(πf 0)2
nH (2)

R � 2Z0
1|S11(f0)|−1

∣∣∣∣∣f�f 0 Ω (3)

The equivalent circuit with a parallel RLC lumped element is
reported to prove the concept of the transmission line of DMS
[13–15]. The conventional stopband circuit parameters can be
expressed in Eq. 1–3, where fc is the cut-off frequency (GHz), f0 is
the resonant frequency (GHz), and Z0 is the characteristic
impedance (Ω) of the GCPW transmission line. With F2 �
8.6 mm, the GCPW M-shaped DMS is simulated in software
HFSS. The result of electromagnetic (EM) simulation shows that
fc � 3.59 GHz, f0 � 3.5 GHz and |S11| � -0.54 dB � 0.94, and Z0 is
set 50Ω, as displayed in Figure 5. Then, according to Eq. 1–3,

FIGURE 4 | Three DMS resonators: (A) U-shaped, (B) Z-shaped, and (A) M-shaped. (D) Resonant frequencies of U-shaped, N-shaped, and M-shaped DMS
resonators.

FIGURE 5 | EM and circuit simulation results of the proposed GCPW
DMS resonator.
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C � 8.95 nF, L � 0.231 nH, and R � 1,559Ω can be calculated. The
EM model and circuit model of the DMS resonator are shown in
the lower left and right corner of Figure 5, respectively. The
results of EM and circuit simulation are presented in Figure 5,
and the simulation results have good agreement, which verifies
the correctness of the equivalent circuit. Therefore, the equivalent
circuit can assist in the rapid analysis of the performance of the
antenna cascaded with filters.

The proposed DMS filter in Figure 4C and GCPW
wideband antenna in Figure 2B are presented again in
Figures 6A,B. When cascading the filter and wideband
antenna, the equivalent circuit can be expressed in
Figure 6C. Because two ports of the antenna have same
impedance characteristics, only one port equivalent circuit
is presented. As a reference, the DMS filter is embedded
into the GCPW feeding line of the wideband antenna, as
displayed in Figure 6D. The circuit simulation result of the
equivalent circuit in Figure 6C and the EM simulation result of
the band-notched antenna in Figure 6D are shown in Figure 7.

The EM and circuit simulation results have good agreement. It
can be seen that one notched band can be realized by the
GCPW antenna with the DMS filter. Although the suppression
performance of the GCPW band-notched antenna is good at
3.5 GHz, the notched bandwidth is not wide enough to cover
3.4–3.6 GHz.

Figures 8A and B show the proposed DMS filter in Figure 4C
and the GCPW band-notched antenna with SRR [3], respectively.
The cascading equivalent circuit can be expressed in Figure 8C.
Here, only one port equivalent circuit is presented. Then, the
DMS filter is embedded into the GCPW feeding line of the band-
notched antenna, as presented in Figure 8D. The circuit
simulation result of the equivalent circuit in Figure 8C and
the EM simulation result of the band-notched antenna in
Figure 8D are shown in Figure 9. The EM and circuit
simulation results meet well. As a result, the proposed antenna
in Figure 8D can realize a wider notched bandwidth, covering
3.4–3.6 GHz.

Band-Notched Antenna
In order to better exhibit the evolution of the proposed GCPW
band-notched antenna with two radiation zeros, the referenced
wideband antenna, band-notched antenna with one radiation
zero, and the proposed antenna are exhibited in Figures 10A–C,
respectively. Compared with the broadband antenna, the band-
notched antenna with one radiation zero antenna has the SRR on
the dipole arms. Then, the proposed antenna utilizes the SRR and
the GCPW DMS resonator at the same time without changing
other designs.

Figures 11A,B show the VSWR and realized gain of the
three antennas. It can be seen that the broadband antenna
covers 2.4–5.8 GHz for a VSWR <2 with a realized gain of
6–9 dBi. The band-notched reference antenna can achieve a
notched band with a maximum VSWR of 38, and the realized
gain within 3.4–3.6 GHz is from −6 to −1.5 dBi. The proposed
antenna can obtain the VSWR bigger than 45 within

FIGURE 6 | (A) Proposed DMS resonator, (B) wideband antenna, and
(C) the equivalent circuit when cascading these two parts. (D) Band-notched
antenna with the DMS resonator embedded into the GCPW feeding line of the
wideband antenna.

FIGURE 7 | Circuit simulation result of the equivalent circuit, and the EM
simulation result of the band-notched antenna.
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3.4–3.6 GHz, and the realized gain of the stopband is lower
than −8 dBi with two radiation zeros. The antenna average
gain is 7 dBi in the lower working band and 8 dBi in the higher
working band. To conclude, the proposed antenna can achieve
two working bands covering 2.4–2.5 GHz and 5.15–5.85 GHz
for a VSWR <2 with high gain, and a notched band of
3.4–3.6 GHz with the gain suppression more than 16 dB.

The impacts of parameters L2 and F2 on realized gain in the
broadside direction are presented in Figures 12A,B,
respectively. As can be seen from Figure 12A, with the
increase of L2, the first radiation zero on the left moves
towards the higher frequency and the second radiation zero
remains nearly unchanged. Figure 12B shows that, when F2
increases, the second radiation zero moves to the lower
frequency with the first radiation zero almost unchanged.
Appropriate value of L2 and F2 should be chosen to ensure
sufficient suppression performance and the notch bandwidth.
Therefore, it can be concluded that two radiation zeros can be
adjusted independently.

EXPERIMENTAL VALIDATIONS

The measured results are achieved by an Agilent network
analyzer (Agilent N5230A) and a far-field measurement
system (NSI 2000). The proposed GCPW band-notched
antenna is fabricated and displayed in Figure 13.

Figure 14A shows the simulation and measurement results of
VSWR and isolation of the proposed antenna. The measured
impedance bandwidth for a VSWR <2 is 2.4–2.85 GHz and
5–6 GHz, covering the 2.4/5-GHz WLAN band. The measured
VSWR of the proposed antenna is larger than 25 within
3.4–3.6 GHz. The measured isolation is larger than 22 dB in
the lower operating band and around 35 dB for the higher
operating band.

Figure 14B displays the simulated and measured results of the
realized gain in the broadside direction. The measured gain in the
notched band of 3.4–3.6 GHz is lower than −6 dBi with two
radiation zeros. The measured gain of the antenna for the 2.4-
GHz WLAN band is around 7 dBi. The measured average gain is
8.5 dBi for the 5-GHz WLAN band. To conclude, the proposed
antenna can achieve two working bands covering 2.4–2.5 GHz
and 5.15–5.85 GHz for a VSWR <2 with high gain and a notched
band of 3.4–3.6 GHz with the measured gain suppression more
than 14 dB. The measured and simulated results meet well. The
deviation between the simulation result and measurement result
is mainly caused by the manufacturing, installation, and
wideband measurement tolerance.

Figures 15A–C show the radiation patterns at the
horizontal plane (YOZ plane) for 2.4, 5.2, and 5.8 GHz,
respectively. It can be seen that the copolarization patterns
are unidirectional and stable for these three frequencies. The
cross-polarization in the broadside direction is less than
22 dB at 2.4 GHz and are less than 25 dB for the higher
frequencies. The radiation patterns are a little distortion
for the asymmetrical feeding structure. Nevertheless, the
proposed band-notched antenna can realize the stable

FIGURE 8 | (A) Proposed DMS resonator, (B) one-order band-notched
antenna, and (C) the equivalent circuit when cascading these two parts. (D)
Proposed band-notched antenna with the DMS resonator embedded into the
GCPW feeding line of the one-order band-notched antenna.

FIGURE 9 | Circuit simulation result of the equivalent circuit, and EM
simulation result of the proposed band-notched antenna.
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unidirectional radiation pattern, high gain, and a notched
band with two radiation zeros.

Table 1 shows the comparison among the proposed antenna
and some reported band-notched crossed dipole antennas. The
cited reference works are wideband crossed dipole antennas
with band-notched characteristics and unidirectional
radiation patterns. The antennas in [9–12] can achieve
notched bands by using the U-shaped strips along the feed
lines or etching split-ring slots on the main radiators.

However, because these works all have the working
bandwidth of less than 55% (1.7–3 GHz) for a VSWR <1.5,
they are not good candidates for the WLAN applications with
the bandwidth of 83% (2.4–5.8 GHz) for a VSWR >2. In work
given in reference [2], additional feeding structure is utilized to
increase the bandwidth, and a parasitic element is added above
the dipoles to introduce a notched band. The bandwidth for a
VSWR <1.5 covers 1.7–3.6 GHz, and the antenna is possible to
be modified for the WLAN applications with a VSWR <2.

FIGURE 10 | (A) Wideband antenna. (B) Band-notched antenna with one radiation zero. (C) Propose antenna with two radiation zeros.

FIGURE 11 | Simulated (A) VSWR and (B) realized gain of three antennas.

FIGURE 12 | Impacts of (A) L2 and (B) F2 on realized gain.
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However, the antenna uses an additional balun structure and
parasitic element, which increase the manufacturing cost and
installation difficulty. Besides, the gain suppression in the
notched band is only about 4 dB. With only one substrate, the
band-notched antenna in [3] is suitable for WLAN applications
with high gain and easy for installation. However, there is only one
radiation zero in the notched band, therefore, not all frequencies in
the stopband can be well suppressed. To conclude, the proposed
antenna can achieve an ultra-wide bandwidth (2.4–5.8 GHz) with a
notched band (3.4–3.6 GHz) for WLAN applications with high

gain. The gain in the stopband is less than -8 dBi. Moreover, with
only one substrate, the installation of the antenna is easy and the
fabrication cost is low.

CONCLUSION

In this article, an ultra-wideband crossed dipole antenna with two
radiation zeros is proposed for 2.4/5 GHzWLAN applications. The
proposed antenna has two operating bands (2.4- and 5-GHz WLAN

FIGURE 13 | Fabrication of the proposed band-notched antenna. (A) Photograph view. (B) Top view.

FIGURE 14 | Simulated and measured VSWRs and isolation of the proposed antenna.

FIGURE 15 | Simulated and measured radiation patterns at the horizontal plane for (A) 2.4 GHz, (B) 5.2 GHz, and (C) 5.8 GHz.
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bands) and a notched band (3.4–3.6 GHz). With only one substrate,
the band notch is achieved with two radiation zeros by utilizing an
M-shaped defected microstrip structure (DMS) filter embedded in
the grounded coplanar waveguide (GCPW) feeding strip. The
proposed antenna can realize a high gain of around 7 dBi in the
lower operating band and 8.5 dBi in the higher operating band. The
gain suppression in the notched band is more than 16 dB. Because
of the band-notched characteristics and stable unidirectional
radiation patterns with high gain, the proposed band-notched
antenna can be an excellent candidate for wireless communication
systems, such as the MIMO WLAN applications.
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Coupling Matrix Extraction of
Microwave Filters by Using
One-Dimensional Convolutional
Autoencoders
Yongliang Zhang1,2, Yanxing Wang2, Yaxin Yi 2, Junlin Wang2*, Jie Liu3* and Zhixi Chen3

1College of Transportation, Inner Mongolia University, Hohhot, China, 2College of Electronic Information Engineering, Inner
Mongolia University, Hohhot, China, 3Nanjing Chipslight Technology Co., Ltd., Nanjing, China

The tuning of microwave filter is important and complex. Extracting coupling matrix from
given S-parameters is a core task for filter tuning. In this article, one-dimensional
convolutional autoencoders (1D-CAEs) are proposed to extract coupling matrix from S-
parameters of narrow-band cavity filter and apply this method to the computer-aided tuning
process. The training of 1D-CAE model consists of two steps. First, in the encoding part,
one-dimensional convolutional neural network (1D-CNN) with several convolution layers and
pooling layers is used to extract the coupling matrix from the S-parameters during the
microwave filters’ tuning procedure. Second, in the decoding part, several full connection
layers are employed to reconstruct the S-parameters to ensure the accuracy of extraction.
The S-parameters obtained by measurement or simulation exist with phase shift, so the
influence of phase shift must be removed. The efficiency of the presented method in this
article is validated by a sixth-order cross-coupled filter simulation model tuning example.

Keywords: microwave filter, coupling matrix, one-dimensional convolutional autoencoders, phase shift, computer-
aided tuning

1 INTRODUCTION

Microwave filter is an important frequency selection device in wireless communication system.
However, in filter design and production, the performance of microwave filter meeting the
requirements is difficult to because of the manufacturing error and the material difference.
Therefore, computer-aided tuning is important for filter [1, 2].

The tuning system for microwave filters was developed by COM DEV company, and the
computer-aided tuning technology was applied to the filter tuning in 2003 [3]. An algorithm
based on fuzzy logic is applied to tune microwave filter [4], but this method is only an analysis of the
tuning rules of the filter, so the tuning accuracy is not very high. The method of coupling matrix
extraction based on vector fitting is also presented [5, 6]. Then, Cauchymethod is proposed to extract
the poles and residues of the Y parameters, which speed up the extraction of the coupling matrix [7,
8]. These methods require repeated iterations many times in different conditions and the port phase
of the filter is ignored, which is labor-intensive and time-consuming. With the development of
microwave technology, many new extraction techniques were presented. The phase shift is
eliminated by three parameter optimization methods, and then the coupling matrix is
synthesized by Cauchy method [9]. A new single parameter optimization method is proposed
[10], which extracts the coupling matrix from measurement or simulated S-parameters of filter.
However, the calculation process of these optimization methods is complex.
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Some machine learning algorithms such as support vector
machine, adaptive network, and artificial neural network (ANN)
[11–13] are explored to extract the coupling matrix. However,
there methods have some disadvantages. For example, ANN
initially is a traditional weight-sensitive method based on back-
propagation, which could easily be over-trained. The deep neural
network is applied to the parameter extraction of microwave filter
[14, 15]. However, there are too many layers for the deep neural
network, which lead to problem and make training complicated.

In this article, a coupling matrix extraction method based on
1D-CAE model [16, 17] is presented. 1D-CAE is a hybrid model
of one-dimensional neural network (1D-CNN) and autoencoders
(AEs). In the process of 1D-CAEmodel training, the encoder first
extracts the features of S-parameters using convolution layers and
pooling layers, which are then mapped to the coupling matrix by
the flattened and full connection layers. In addition, the decoder
reconstructs the S-parameters through full connection layers and
reshapes operations. The loss function was used to evaluate the
performance of the 1D-CAE model. The proposed 1D-CAE
model is able to extract the coupling matrix of the target
S-parameters with high accuracy and speed compared with the
conventional Cauchy method or vector fitting method with
complicated derivations. The method proposed in this article
is successfully applied to a sixth-order cross-coupled filter, which
validates the effectiveness of the proposed method.

The rest of the article is organized as follows. Section 2
introduces the theories of 1D-CAE model. In section 3, the
elimination of phase shift is described. The sixth-order cross-
coupled filter is used to verify the effectiveness of the proposed
method in section 4. The conclusions are drawn in section 5.

2 ONE-DIMENSIONAL CONVOLUTIONAL
AUTOENCODERS

2.1 Autoencoders Framework
The autoencoders (AEs) are typical representation of learning
network that is widely used in the field of image process and
information encoding [18, 19]. The AEmainly includes two parts:
encoder and decoder. The encoder compresses the input data and

maps it into a feature vector of a small dimension. On the other
hand, the decoder learns to reconstruct the complete information
of input data according to the feature vector. The process of
encoding and decoding makes the obtained feature vector to
contain the main information of the input data. The framework of
a typical AE is shown in Figure 1.

In the process of encoding, the real and imaginary parts of S11
and S21 are its input and coupling matrix is its output. The
encoding process can be expressed as

A � f(w1X + b1) (1)

where X is the input data, A is the output of encoder, w1 is the
weight matrix connecting the input layer and hidden layer, b1 is
the bias matrix, and f is the activation function. In decoding part,
the coupling matrix is its input and the real and imaginary parts
of S11 and S21 are its output. In order to obtain output layer, the
decoding function is

X � g(w2A + b2) (2)

where X is output of decoder, w2 is weight matrix connecting the
hidden layer and output layer, b2 is the bias matrix, and g is the
activation function.

2.2 One-Dimensional Convolutional Neural
Network
Convolutional neural network (CNN) is one of the most
representative algorithms in the field of artificial intelligence,
which is inspired by the visual nervous system of animals. Due to
its shared weight parameters and sparse connection
characteristics, CNN is used in image recognition and
classification [20, 21], natural language processing, and other
fields [22, 23]. A typical CNN is composed of multiple
convolution layers, pooling layers, and full connection layers.
The convolution layer is used to extract features in the calculation
process by weight sharing. The pooling layer usually follows the
convolution layer and is adopted to reduce the dimension of
network parameters. After extracting the features through
multiple convolution layers and pooling layers, they are
flattened into a feature vector by the full connection layer.
Several different architectures for CNN have been proposed in
[24–28].

The process of extracting coupling matrix from S-parameters
can be regarded as a recognition problem. Considering that the
S-parameters are one-dimensional, one-dimensional
convolutional neural network (1D-CNN) was applied to
extract coupling matrix. The basic architecture of 1D-CNN is
similar to that of conventional CNN, so the feature of input data
can still be effectively learned by performing convolution and
pooling layers similar to conventional CNN. The difference is that
the 1D-CNN requires the application of one-dimensional
convolution kernel on the convolution layers. The following is
specific description of convolution layer, pooling layer, and full
connection layer.

The convolution layer consists of convolution kernel and
nonlinear activation function, which extracts the features by

FIGURE 1 | Autoencoders framework.
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convolution operation between different convolution kernel and
feature mapping. The output of convolution layer i is

Yi � fact(∑x◎wi + bi) (3)

where ◎ stands for convolution operation; wi is convolution
kernel weight; x is feature mapping of convolution layer i-1; bi
is bias of convolution layer i; and fact (·) is the activation function.

Adding the pooling layer behind the convolution layer is to
reduce data dimension for high computing efficiency. The
computing process for pooling layer can be expressed as

P � max(y1, y2, · · ·, yn) (4)

where n is the dimension of the pooling region and yn is the n-th
vector in pooling region.

The data features extracted from convolution layer and pooling
layer are integrated by the full connection layer and combined with
tanh activation function to achieve prediction of targets. The
output vector Vi of the fully connected layer i is given by

Vi � fact(wivi−1 + bi) (5)

where vi-1 is feature mapping of layer i-1, wi is weight of network,
bi is bias of network, and fact (·) is the activation function.

2.3 One-Dimensional Convolutional
Autoencoders Learning Model
1D-CAE is a network structure that can reconstruct the original
input data, which is based on the combination of AE and 1D-CNN.
Similar to the traditional AE structure, 1D-CAEmodel contains two
parts: encoder and decoder. Figure 2 shows the 1D-CAE model
structure. The encoder structure of 1D-CAE model includes
convolution layer, pooling layer, and full connection layer. The
role of the encoder is to learn the main features from the
S-parameters and map them to the coupling matrix. The decoder
aims to reconstruct the S-parameters using the coupling matrix
extracted from the encoder. The decoder for the 1D-CAE model
contains only the full connection layer and reshapes operation.

2.4 Loss Function
The entire network is trained using a combination of two loss
functions: reconstruction loss (Lr) and prediction loss (Lp). The
reconstruction loss is the difference between the original input
data (S-parameters) and decoder output (S-parameters).
Therefore, the reconstruction loss is smaller, indicating that
learned feature coding is more discriminative and of better
quality. The reconstruction loss is defined as follows

Lr � 1
N

∑N
i�1

(X −X)2 (6)

where X andX, respectively, represent the original input data and
decoder output and N is the batch size. Prediction loss is the
difference between the predicted coupling matrix and coupling
matrix sample. The prediction loss is defined as follows

Lp � 1
N

∑N
i�1

(Y − Y)2 (7)

where Y and Yare the predicted and coupling matrix sample,
respectively, and N is the batch size. The prediction loss forces
the network to predict an accurate coupling matrix from the
S-parameters. If the predicted coupling matrix differs from the
truth coupling matrix, then the prediction loss is large, otherwise
the prediction loss is small. The complete loss function is the sum
of Le and Ld defined as follows

L � Lr + λLp (8)

where λ is a regularization parameter. The loss function of the
1D-CAE is optimized using the Adam optimizer [29] with the
learning rate 10–4 and batch size (i.e., N) of 64.

3 ELIMINATION OF PHASE SHIFT

Generally, the S-parameters of the filter obtained through the
electromagnetic simulation model or measurement contain
non-ideal factors, which lead to the phase difference between

FIGURE 2 | Structure of the 1D-CAE model.
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the simulated or measured response value and the ideal value. If the
phase shift cannot be effectively eliminated, the accuracy of the
coupling matrix decreases. The phase shift φ is expressed as follows

φ � φ0 + βΔl (9)

where φ0 is the phase shift, β is the propagation constant, and l is
the length of the transmission line. The phase shift φ connected to
2 I/O ports is defined by

{φ1 � φ01 + βΔl1
φ2 � φ02 + βΔl2 (10)

whereφ01 andφ02 are the phase shift andΔl01 andΔl02 are equivalent
length of de-embedded transmission line at 2 I/O ports, respectively.

According to the theory in [30], the phase of the reflection
coefficient S11 is obtained as the following formulas

φs11(ω) � tan−1e(n−1),rω
n−1 + e(n−2),rωn−2 + · · · + e0,i

ωn+(n−1),iωn−1 + · · · + e0,r
(11)

where ek�ek,r + jek,i (k � 0,1,2....,N) is the complex coefficient of the
polynomial E(s); ω is the normalized frequency, when ω → ±∞

φs11(ω) ≈
a

ω
(12)

where a is proportional coefficient. Therefore, the phase of the
simulated or measured S-parameters can be expressed as

φmea
s11 (ω) ≈

a

ω
− 2φ1 (13)

By polynomial fitting according to Eq. 13, the φ01 and Δl01 can
be obtained. Similarly, φ02 and Δl02 can also be obtained. Finally,
the relationship of the scattering S-parameter before and after the
phase shift is removed as follows

{ S11 � Sm11 exp(j2φ1)
S21 � Sm12 exp[j(φ1 + φ2)] (14)

whereSm11 and Sm12 are the S-parameters obtained by measurement
or simulation and S11 and S21 are the S-parameters after removing
the phase shift.

4 EXPERIMENT AND RESULTS

The example is a sixth-order cavity filter with two transmission
zeros. The center frequency of the filter is 2.0693 GHz and the

bandwidth is 110 MHz. The model structure is shown in
Figure 3.

In this example, the 1D-CAE is training through 1800 training
datasets and 200 testing datasets, and the data are collected for
about 40 min. The detailed architecture of 1D-CAE model for
extracting coupling matrix in this article is depicted in Table 1. In
the encoder, there are three convolution layers and a full
connection layer. The input data are 301 × 4 consisting of real
and imaginary parts of the S-parameters with 301 frequency
points. The first convolution layer adopts convolution kernel of
size 3, the number is 32, and the stride is 1. Following the
maximum pooling layer with width and stride of 3, the feature
maps of 101 × 32 are obtained. In the second convolution layer,
the size of the convolution kernel is 3, the number of is 32, the
stride is 1, and the maximum pooling layer is followed by the
width and stride which are both 2. And then, the feature maps
became 51 × 32. In the third convolution layer, the size of
convolution kernel is 5, the number of is 32, the stride is 1,
and width and stride of the pooling layer below are both 2.
Therefore, the feature maps of upper layer are changed to 26 × 32.

FIGURE 3 | Sixth-order cross-coupled filter. (A) Top view and (B) side view.

TABLE 1 | The detailed architecture of the 1D-CAE model.

Layer Size/nodes Stride Output shape Activation

Input shape 301 × 4

Encoder

Conv1D 3 × 32 1 301 × 32 Selu

MaxPool 3 3 101 × 32 -

Conv1D 3 × 32 1 101 × 32 Selu

MaxPool 2 2 51 × 32 -

Conv1D 5 × 32 1 51 × 32 Selu

MaxPool 2 2 26 × 32 -

Flatten - - 832 -

Full connection N nodes - N Tanh

Decoder

Full connection 256 nodes - 256 Sin

Full connection 1,024 nodes - 1,024 Sin

Full connection 1,204 nodes - 1,204 Sin

Reshape - - 301 × 4 -

Output shape 301 × 4
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The extracted feature maps are flattened into 832 nodes, followed
by a full connection layer with a number of N nodes for
prediction. N is the number of non-zero elements of the
coupling matrix. The activation function of the convolution
layer is Scaled Exponential Linear Units (Selu), and the
activation function of the full connection layer is Hyperbolic
Tangent (Tanh). The decoder network architecture is a simple
three-layer full connection with 256, 1,024, and 1,204 nodes. The
activation function of the three-layer full connection is Sin.
Finally, the reshape operation changes the shape of feature
maps to 301 × 4.

1D-CAE model training and testing results are shown in
Figure 4A. The S-parameters obtained from the
electromagnetic simulation software are removed from the
phase shift and input into the 1D-CAE model. The
corresponding coupling matrix will be quickly extracted.

Moreover, in the process of extracting the coupling matrix, the
goal response is compared with the S-parameters calculated by
the coupling matrix. The comparison result is shown in
Figure 4B, which shows perfect agreement with the goal
response.

In order to compare the method proposed in this article with
other deep learning network models, the same number of training
and data size are used to train the 1D-CNN model and ANN
model. The result is shown in Table 2. It can be seen that with the
same number of training and data size, the 1D-CAE network
model extraction of coupling matrix is with higher accuracy and
shorter training time. Because the single ANN model has too
many parameters with the increase of the number of layers, the
network burden is increased. The single 1D-CNN model cannot
strengthen the network training process by reconstructing the
input S-parameters.

FIGURE 4 | (A) Loss function of 1D-CAE training and testing results. (B) The target S-parameters and S-parameters calculated by coupling matrix.

TABLE 2 | Comparison of different deep learning network models.

Method Data size Number of training Accuracy (%) Training time (minutes)

ANN 2000 10,000 89.30 25

1D-CNN 2000 10,000 90.61 13

1D-CAE 2000 10,000 96.27 7

TABLE 3 | Coupling values for some intermediate tuning states.

State01 State08 State16 State24 State30 State35 Target

M11 0.1443 0.1210 0.1108 0.0459 0.0400 -0.0006 0

M22 -0.0697 -0.0541 -0.0416 0.0401 0.0334 0.0011 0

M33 0.1556 0.1034 0.0628 0.0008 0.0110 0.0010 0

M12 0.6621 0.6637 0.7184 0.7595 0.8380 0.8374 0.8374

M23 0.5671 0.5672 0.5768 0.5810 0.6086 0.6009 0.6018

M34 -0.5785 -0.5884 -0.5864 -0.6039 -0.6250 -0.6334 -0.6337

Ms1 0.9012 0.9429 0.9853 1.0135 0.9965 0.9980 0.9991

M25 0.0545 0.0467 0.0424 0.0459 0.0640 0.0633 0.0638
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The whole tuning process takes 35 steps. In each step, tunable
elements are incrementally adjusted by comparing the extracted
coupling matrix with the target coupling matrix, and further
adjustments are made based on the next extraction result. The
coupling values extracted for some intermediate states and target
coupling matrix are listed in Table 3. The filter responses for the
different tuning states in Table 3 are plotted in Figure 5. It can be
seen that the reflection characteristics in the passband gradually
meet the requirement, and the passband also meets the target
frequency range.

5 CONCLUSION

In this article, a method based on 1D-CAE model is proposed,
which can accurately and reliably extract coupling matrix from
S-parameters. The 1D-CAE model establishes the mapping
relationship between the S-parameters and the coupling
matrix through the encoder. In order to extract the
coupling matrix more accurately, the decoder reconstructs
the coupling matrix into S-parameters. By continuously
minimizing the value of the loss function, the optimal 1D-
CAE learning model can be obtained. Before extracting the
coupling matrix, the phase shift of the S-parameters must be

removed. A cross-coupled filter extraction example given in
this article has demonstrated the effectiveness of the proposed
method.
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